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Fast Numerical Modeling of Propeller–Wing
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This paper presents an improved approach for fast numerical modeling of the mutual aerodynamic interactions

between a wing and tractor propellers for preliminary design purposes. Vortex methods are used to model the

propeller andwing aerodynamic performance. The blade elementmomentum (BEM)method, which is used tomodel

the propeller performance, is extended to allow for a nonuniform inflow field, such that the upstream effects of the

wing can be included in the propeller performancemodeling. The circulation distribution over the propeller blades is

then used in the slipstream tubemodel (STM) to determine the time-averaged propeller slipstream velocities. Finally,

an improved vortex lattice method (VLM) is used tomodel the wing’s spanwise lift distribution. Themethod includes

an often overlooked correction for the finite slipstreamdimensions experienced by thewing segments, in both vertical

extent and spanwise extent. This physics-based correction, based on the image vortex technique, partially offsets the

large discrepancies in the lift augmentation found in previous low-order numerical analyses of propeller–wing

interactions, while keeping the analysis routine computationally very cheap. The BEM and STM are validated

against experimental data, while the VLM and complete propeller–wing system are validated against high-fidelity

numerical data, confirming the accuracy of the used models. Discrepancies are found in regions or operating

conditions where viscosity becomes more relevant, such as separated flows. The numerical model derived in this

paper can be used for a quick and accurate first-order estimation of the aerodynamic performance of new conceptual

distributed propeller aircraft.

Nomenclature

a = axial induction factor (blade element momentum), -
a 0 = tangential induction factor (blade elementmomentum), -
B = number of propeller blades, -
b = wing span, m
bi;j = y-distance in the slipstream tube model, m

CD = 3D drag coefficient, -
Cd = sectional drag coefficient; d∕��1∕2�ρV2

∞c�, -
CL = 3D lift coefficient, -
Cl = sectional lift coefficient; l∕��1∕2�ρV2

∞c�, -
CP = propeller power coefficient; P∕�ρn3D5

p�, -
CT = propeller thrust coefficient; T∕�ρn2D4

p�, -
c = chord, m
ci;j = z-distance in the slipstream tube model, m

D = drag force, N
Dp = propeller diameter, m

d = sectional drag, N/m
db = vector along bound vortex filament (vortex lattice

method), m
dl = vector along vortex filament (slipstream tube model), m
e = unit vector alongvortex filament (slipstream tubemodel), -
F = aerodynamic influence coefficient matrix, 1/m
F = resultant force vector at bound vortex, N

G = aerodynamic correction matrix, 1/m
h = 2D slipstream height, m
J = propeller advance ratio; V∞∕�nDp�, -
K = 2D correction factor, -
L = lift force, N
l = sectional lift, N/m
M = total number of azimuthal sections (slipstream tube

model), -
M = total number of streams (vortex lattice method), -
m = index for stream in the 2D image technique, -
N = total number of radial sections (slipstream tube

model), -
n = propeller rotational speed, Hz
P = propeller power, W
Q = reference point in the slipstream, -
q = dynamic pressure, Pa
R = propeller radius, m
r = radial coordinate, m
rQ = position vector from vortex filament to Q, m

s = index for stream in the 2D image technique, -
T = propeller thrust, N
TC = thrust coefficient; T∕�ρV2

∞D
2
p�, -

V = velocity component, m/s
V = velocity vector, m/s
v = downwash velocity, m/s
x = axial (streamwise) coordinate, m
y = vertical coordinate, m
z = spanwise coordinate, m
α = angle of attack, deg
αm = image strength for stream m, -
β = blade pitch angle, deg
βm = opposite image strength for stream m, -
Γ = circulation, m2∕s
γ = distributed vorticity, m/s
ϵ = image strength factor; �μ2 − 1�∕�μ2 � 1�, -
λ = taper ratio, -
μ = velocity ratio; V j∕V∞, -
ρ = air density, kg∕m3

φ = circumferential propeller position, rad
ω = propeller rotational speed, rad/s
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Subscripts

0.7R = at 70% of the blade radius
a = axial
b = bound (vortex)
eff = effective (velocity)
ex = experimental
i = induced
j = jet
n = normal
p = propeller
t = tangential
w = wing
∞ = freestream

I. Introduction

T HE need for more sustainable aviation drives future aircraft
designs to use propellers, owing to their high propulsive effi-

ciency. These designs often feature multiple smaller engines that
are distributed over the aircraft. Each of these engines can be used
to drive a propeller, which contributes to generating the required
thrust. At the same time, the beneficial propeller–wing interaction
can lead to a further improvement of the aircraft’s performance [1].
These so-called distributed propeller (DP) concepts offer potential
benefits, such as reduced takeoff and landing capabilities due to the
increased lift augmentation caused by the multiple propeller slip-
streams compared to a conventional propeller aircraft. The NASAX-
57 Maxwell [2] and the Electra EL-2 Goldfinch [3] are well-known
examples of such DP concepts.
In order to turn the exciting outlook of these innovative aircraft

into reality, the close coupling between the propellers and the airframe
needs to be exploited. This requires a solid understanding and analysis
or modeling capability of propeller–wing interactions. Such inter-
actions have been studied for over a century. Starting with the pioneer-
ingwork by Prandtl [4], various researchers have investigated the topic
using an experimental approach [5–7]. Recent studies have focused on
wingtip-mounted propellers, which have proven to lower the induced
drag of the wing significantly [8–12]. The emergence of new radical
aircraft designs also led to the further exploration of propeller–airframe
interactions for unconventional configurations [13–15]. To have amore
thorough understanding of the fundamental mutual interaction bet-
ween the propeller and other aircraft components, numerical methods
are often employed to analyze complex (distributed) propeller aircraft
designs. In the past, simple numericalmethodswere used to estimate the
effect of the propeller on the wing [16,17]. With the increasingly more
powerful computers and the advancements in the field of CFD, many
studies focus on quantifying specific aerodynamic interaction phenom-
ena of propeller–wing configurations usingReynolds-averagedNavier–
Stokes (RANS) simulations [18–22].
However, these high-fidelity simulations often focus on a specific

geometry for which the interaction effects are quantified. With the
increasing interaction between the propeller and airframe for the new
DP aircraft concepts, the initial design phase should already account
for the interaction effects in the first place [23–25]. In this way, the
optimal placement of the propellers and associated wing design can
be found iteratively. The increased design freedom also means that
the number of variables rapidly increases, and CFDmethods become
too computationally expensive to analyze all possible configurations.
Due to the low computational cost of vortex-based methods, they are
an attractive way of analyzing the propeller–wing interaction from
a lower-order perspective. It is therefore important to make these
numerical tools as accurate as possible.
Previous work has led to the development of various models of

propeller–wing interactions with different types of singularity meth-
ods (lifting-line [LL] method, vortex lattice method [VLM], and 3D-
panel method). However, these tools are often used to model the
propeller performance and wing performance separately. Most stud-
ies that use these low-order tools simply superimpose the propeller-
induced velocities onto thewing vortex system to quantify the change
in wing performance [26]. Such models are referred to as single

interaction mode (SIM) [7]. In reality, there is a mutual interaction
between the propeller and thewing that alters the performance of both
components. From the experiments conducted by Sinnige et al. [9,10],
it is concluded that the influence of the wing on the propeller integral
performance is limited in a tractor configuration for small angles of
attack. However, even a small change in propeller performance could
reduce the propulsive efficiency, influencing the complete aircraft
design [24,27]. A numerical model, where the performance of the
wing influences the propeller and vice versa, is denoted as a full
interaction mode (FIM) [7].
Although the integrated performance (thrust and torque)may not be

modified much, the distribution over the disk is, and that also affects
the interaction with the wing. Due to the change in wing performance
caused by the propeller–wing interaction, the propeller should be
operated at a different thrust condition since the thrust requirement
of the complete aircraft changes. Thismeans that the propeller could be
redesigned to improve the propulsive efficiency further. This iterative
aspect was highlighted in the recent work by Cole et al. [28], where an
outboard-up rotating propeller located close to thewing root turnedout
to be the most efficient layout for a particular set of design variables,
which highlights the need for the more thorough analysis of the
complete design space, including the mutual interaction.
Recent numerical work has focused on the modeling of propeller–

wing interactions using midfidelity vortex methods, such as free-
wake panel methods [29] or vortex particle methods [30]. These are
computationally cheaper than RANS simulations, since they do not
require the meshing of the complete domain. Furthermore, they are
easily coupledwith existing lower-ordermethods like anLLorVLM.
With these methods, more unsteady and viscous effects can be
captured. However, the computational time of a free-wake panel
simulation is still about a CPU hour, depending on the mesh quality
required [28]. Similar run times are observed for the commercial free-
wake panel solver Flightstream® [31].
For initial aircraft design studies, only the time-averaged pro-

peller–wing effects are important to consider [24]. To understand
the sensitivity and dependence of different design parameters and
their effect on the change in aircraft performance,more rapid tools are
needed considering the large number of possible configurations.
So, there is a need for the reliable and fast analysis of the mutual
interaction between propeller and wing to explore the full design
space for new DP aircraft designs. Unfortunately, in many conven-
tional low-order potential flow tools, using fixed-wake vortex panel
methods, there is a significant overprediction in wing lift due to the
propeller-induced velocities. This is often attributed to limitations
in the modeling capabilities of the potential flow approach itself
[32–35]. This could lead to incorrect propeller–wing interaction
estimations and therefore overoptimistic DP aircraft designs.
This paper describes the improvement of existing low-order numeri-

cal propeller andwingperformancemodeling techniques. Especially for
themodeling of the slipstream–wing interaction,multiple physics-based
corrections are implemented, such that the accuracy of the spanwise lift
distribution is improved significantly. These existing approaches, based
on the imagevortex technique, are refined and further improved to allow
for more general layouts of the propeller–wing system. The proper
combination of the separate models leads to a further improvement
of the capabilities to capture the mutual propeller–wing interactions
in an accurate way, such that the initial aircraft design process can be
improved for new radical designs. At the same time, the computational
cost of the complete analysis loop remains very low, allowing for the
analysis of the whole design space. The different improved numerical
models are validated individually against experimental and high-fidelity
data. Furthermore, the complete framework consisting of the different
models is validated using propeller–wing performance data.

II. Limitations of Low-Order Potential Flow Tools

Propeller–wing interaction effects can bemodeled using low-order
potential flow tools, like an LL or VLM approach. In these modeling
approaches, the flowfield of the propeller and wing separately can be
superimposed into a single flow domain [36]. When excluding the
wing-induced velocities, the wing segments outside of the slipstream
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will experience the freestream velocity as incoming velocity, while
the wing segments inside the slipstream will experience a changed
inflow field due to the propeller-induced velocities. However, when
considering the (predescribed) fixed wake modeling of the propeller
slipstream, there is no deformation due to the presence of the wing,
and therefore the propeller-induced velocities inside the slipstream
are effectively inaccurate [37]. When using an LL or VLMmodel for
the performance estimation of an isolated wing, the freestream
velocity is considered to be uniform and extending from “+” to
“−” infinity around each wing segment. When including the inter-
action between the slipstream and the wing, the propeller-induced
velocities are often simply added to the system of equations of the LL
or VLM as if this velocity component also extends from “+” to “−”
infinity for each spanwise section, which leads to an overestimation
of the lift augmentation [38–41]. This assumption becomes most
clear when focusing on the axial velocity at each 2D wing segment.
In the LL or VLM approach, the propeller-induced velocities are

assessed at the collocation point(s) of each spanwise wing segment.
When only considering the induced velocity V i at this point, it is as
if this wing segment is submerged in a jet with a single velocity.
Therefore, two potential flow effects are not properly captured for
wing segments inside the propeller slipstream. Firstly, if this jet-like
simplification is used, the jet velocity is just simply added to the
system of equations, as if this jet is infinitely high in front of thewing
segment, as is the case for an undisturbed freestream analysis (see
Fig. 1a). The 2D airfoil performance is then modeled by considering
the segments to be in uniform flows with velocities V j and V∞ for

sections inside and outside the slipstream, respectively. However, the
finite height of the jet influences the change in aerodynamic perfor-
mance. An airfoil immersed in a slipstream with jet velocity V j and

finite height h will experience less lift augmentation than an air-
foil with freestream velocity V j or, in other words, a jet with infinite

height [38]. In the most limiting case, when the jet height approaches
zero, the lift augmentation would also be zero, and the freestream
velocity is effectively experienced by the wing segment. To satisfy
the potential flow boundary conditions at the slipstream edge, a
correction is needed, such that the effect of the finite height is taken
into account. This is done using an imagevortex technique, originally
derived in the study by Ting and Liu [38].
Secondly, the complete vertical velocity profile inside the slip-

stream will have an influence on the aerodynamics of the wing
segments. If the velocity at the control point is much lower or higher
than the effective slipstream velocity, there can be an under- or
overestimation of the lift augmentation (see Fig. 1b). This problem
could be partially solved by assuming an equivalent jet velocity,
which generates the same lift augmentation as the nonuniform veloc-
ity profile. However, determining such equivalent jet velocity would
be nontrivial since the effect of the nonuniform velocity profile needs
to be known a priori. The method of images used for a 2D air-
foil submerged in a jet can be extended to capture the effect of the
nonuniform velocity profile on the airfoil aerodynamic performance
[39]. By taking multiple smaller jets with different velocities, a
continuous velocity profile can be approximated.
Not accounting for the finite dimensions of the propeller slip-

stream in the potential flow analysis, using fixed vortex wake struc-
tures, will lead to an overestimation of the lift augmentation of the

wing caused by the slipstream [40,41], especially for small jet
heights. When the jet is infinitely high, it is as if the airfoil experi-

ences a different freestream velocity. For an airfoil in such a jet, the

sectional lift lj will scale with the velocity ratio V j∕V∞ squared
compared to the no-jet case (l∞). However, when the jet height

reduces, the lift augmentation is lowered compared to this infinite

case. Examples of the lift ratio (Kl � lj∕l∞) as a function of the

normalized jet height are presented for two different velocity ratios in

Fig. 2. For large values of h∕c, the lift ratio converged toward the

square of the velocity ratio. However, for smaller jet heights, this
lift ratio is reduced. Especially when the h∕c is below 2, there is

a significant reduction in the lift augmentation. For conventional

turboprop aircraft, typical values of the propeller diameter to chord
ratio (Dp∕c) are around 2, meaning that the maximum value of h∕c is
around 2 at the center of the propeller, while it decreases toward the

edges of the propeller. The effect of the limited jet height on the wing
lift augmentation becomes even more important for the new DP

concepts since the propeller diameter is much reduced compared

to conventional turboprop aircraft, leading to smaller values of h∕c,
assuming a similar wing as for the conventional turboprop.
So, the finiteness and nonuniformity of the slipstream alter the 2D

airfoil performance of thewing segments submerged in the slipstream.
When modeling the 3D wing performance using an LL or VLM

approach, only correcting the 2D airfoil performance of the wing
segments inside the slipstream will not directly alter the performance

of neighboring segments, only indirectly due to the induceddownwash

generated by these segments.However, the finite slipstreamdimension
in the spanwise direction also will alter the lift augmentation of the

completewing. Therefore, not only the 2D airfoil performance of each

wing segment needs to be corrected for the local finite jet height.
Additionally, the 3D wing performance needs to be corrected for the

spanwise extent of the jet. A schematic representation of the spanwise

variation in the axial velocity is shown in Fig. 3. The approach with
a simplified jet-like representation has been considered by different

studies in the past by including the image vortex technique [39,42,43].

In the present paper, thesemethods are extended tomore general cases,
including variable velocity profiles in both the spanwise and vertical

a) Simplified axial velocity distribution assuming a single jet b) Representative axial velocity distribution inside the slipstream

Fig. 1 Submerged 2D wing segment with a simplified and representative axial velocity profile.

Fig. 2 Lift augmentation ratio (Kl) variation for two velocity ratios
(derived from [42]).
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extent of the slipstream. This is done by making use of a numerical
approach as opposed to analytical solutions, which were sought for in
the past due to the lack of powerful computers [36].

III. Numerical Methods

The improved modeling of the propeller–wing interactions is
presented in this section. The different submodels are introduced
separately, after which their coupling is discussed. First, the propeller
aerodynamics is modeled by an ordinary blade element momentum
(BEM) model, which is discussed in Sec. III.A. The BEM is able to
account for nonuniform (NU) inflow conditions at the propeller disk,
caused by possible propeller inflow angles or generated by the wing
vortex system. Once the propeller performance is known, the slip-
stream is modeled using the slipstream tubemodel (STM), which is a
time-averaged vortex model to obtain the induced velocities inside
the slipstream, as discussed in Sec. III.B. These induced velocities are
then superimposed in a VLM to get the wing’s aerodynamic perfor-
mance. This VLM is extended to account for the finite slipstream
effects, which are discussed in Sec. III.C. The induced velocities
of the wing vortex system can be used to recalculate an upstream
inflow field of the propeller to reiterate the calculations. The model-
ing process is schematically shown in Fig. 4.

A. Propeller Performance Modeling

The BEM model is a commonly used tool to analyze propeller
performance since it can provide accurate and fast results based on
the geometry of the propeller blades. BEM methods are used exten-
sively in the low-order modeling of propellers and have proven to
give accurate results [44–47]. The BEMmodel used in this studywas
based on [48] and further improved for a wider range of operating
conditions [49]. The 2D airfoil polar datawere obtained usingRFOIL
[50], which includes a correction for the centrifugal pumping (Cori-
olis) effects compared to XFOIL [51]. The circulation distribution
over the propeller blades is then used in the STM to calculate the
slipstream-induced velocities. The circulation at each radial segment
is calculated using the local lift coefficient Cl, the local chord c, and
the local velocity at each radial segment (Veff), which includes the
axial and tangential induction factors a and a 0, respectively:

Γp�r� �
Veff cCl

2
Veff � �V∞�1� a��2 ��ωr�1− a 0��2 (1)

To implement the effect of a nonuniform inflow field at the
propeller disk, the BEM is adapted to allow for the discretization
of the propeller disk in the azimuthal direction, such that the loading
can vary depending on the blade position. This means that the blade
element part of the analyses is altered to account for a different
effective velocity at the blade sections compared to the uniform
inflow case. The associated varying loading results in a change in
induction in the azimuthal direction, affecting the momentum theory
part of the BEM model [52,53]. Note that in the BEM there is no
interaction between the radial segments; hence, there will be no
change in sectional blade performance due to the nonuniformity
along the radius for each azimuthal angle. To simplify the analysis,
theBEM is solved for each azimuthal angle as if thewhole diskwould
experience the flowfield that the blades encounter at that azimuthal
position. The true response of the propeller to the nonuniform inflow
field is not instantaneous, meaning that there is a phase delay and
amplitude reduction in the blade loading due to the nonuniformities.
These two effects depend on the reduced frequency of the propeller
[54,55]. Since the BEM model is only used in the time-averaged
sense, the change in blade loading as a function of the azimuth is not
relevant, but the focus is put on the average change in performance
due to the nonuniform inflow field. Furthermore, for the modeling of
the slipstream-induced velocities, the average radial circulation dis-
tribution over the propeller disk is required rather than the detailed
azimuthal variation [26].

B. Slipstream Tube Modeling

The vorticity shed by the propeller blades in the helicoidal wake,
together with the bound vorticity at the blades, will determine the
induced velocities inside the propeller slipstream. Figure 5a presents a
schematic representationof the helicoidal vortex sheet. Such amodel is
used for a frozen-wake LL or VLM to model the propeller perfor-
mance. The induced velocities inside a point in the slipstream will
depend on the relative position of the blades and hence the orientation
of the vortex sheets. However, the overall time-averaged induced
effects can be modeled by a much simpler model, representing the
main features of a given propeller slipstream. Such amodel is the STM
[7,17,56]. In this model, the helicoidal vortex sheets are replaced by
two continuous distributions of vorticity: the axial vorticity and the
tangential vorticity, as indicatedwith the arrows (seeFig. 5b).Here, the
tube at a single radial position is shown, but in reality, there is such a
vortex tube at each radial segment. Togetherwith the bound vorticity at
the blades, the axial and tangential vorticity elements will determine
the time-averaged slipstream velocities.
The STM allows for radial, azimuthal, and streamwise variations in

vorticity throughout the streamtube. In the present paper, some sim-
plifications are made to speed up the calculations. The shape of the
slipstream tubes will be fixed, and hence the contraction of the slip-
stream is not taken into account. It is assumed that the slipstream axis
remains parallel to the propeller axis [26]. Also, the slipstream roll-up
will not be modeled, and hence the wake will not be force-free [57].
Nonetheless, the STM is a powerful and computationally inexpensive
method to get a quantitative estimate of the induced velocities inside the
slipstream. The induced velocity at point Q by an infinitesimal vortex
filament of length dl with strength Γ is given by the Biot–Savart law:

dVQ � Γ
4π

dl × rQ
jrQj3

(2)

where dl is the vector along the filament length, and rQ is the position

vector from the vortex filament to the control point Q. The contri-
bution from the three separate vorticity components is shown for a
singlevortex filament in Fig. 6.Note that thevortex filaments are shown
for a positive circulation gradient, whichwould occur close to the blade
root. The calculation of the induced effect of thevorticity components is
discussed separately in the following paragraphs.

1. Tangential Vorticity Elements

The rings of distributed tangential vorticity are responsible for
the axial-induced velocity in the slipstream. It is assumed that the

Operational conditions

Propeller
geometry

Wing
geometry

Wing polar
data

Upstream
velocity field

STMNU-BEMPropeller
performance VLM Wing

performance

Propeller 
polar

Fig. 4 Flowchart for the propeller–wing interaction modeling.

Fig. 3 Propeller–wing system with a representative axial velocity dis-
tribution in the spanwise direction.
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slipstream does not deform, and therefore the radii of the tubes will
remain constant for each streamwise position. To cover the whole
slipstream, ringswill be placed continuously in between the propeller
disk (x � 0) and x � ∞, creating cylindrical surfaces for each radial
segment, as shown in Fig. 5b. The strength of the distributed vorticity
at a specific radial position (r) is determined by the change in the
bound circulation of the propeller at this radial location (dΓp), which

is being shed in the slipstream as free (trailing) vortices, directed in
the tangential direction. The strength of the tangentially distributed
vorticity (γt) of a single tube (fixed radial position) is a function of the
local ratio between tangential velocity and axial velocity, which is
a measure of the pitch angle of the helicoidal wake. So the higher
the rotational speed given a freestream velocity, the more the shed
vorticity is directed in the tangential direction. Note that the circu-
lation distribution represents the azimuthal-averaged blade loading,
including nonuniform inflow effects. The tangentially shed vorticity
by the propeller blades is then averaged over the circumference of the
ring (2πr) to get the time-averaged solution and is given by

γt�r� �
V t

Va

B
dΓp

2πr

dr

dr
� ωr�1− a 0�

V∞�1� a�B
dΓp

2πr

dr

dr
� nB

V∞

�1− a 0�
�1� a�

dΓp

dr
dr

(3)

where n is the rotational speed (rps), B the number of blades, Va the
axial velocity, and V t the tangential velocity of the vorticity elements
over the annulus considered. Note that in the original derivations
by Veldhuis [7], the freestream velocity V∞ and rotational speed ωr
were used in the definition of the tangential vorticity strength, with-
out the induction effects. However, it was found that this leads to an
overestimation of the axial-induced velocity in the slipstream. There-
fore, the axial induction (a) and tangential induction (a 0) factors are
taken into account to make the tube model more accurate. Once the
distributed tangential vorticity strength is defined, the induced veloc-
ity can be calculated using the Biot–Savart law. An infinitesimal
tangential vortex filament on a ring with strength Γt will induce a
velocity in point Q, as visualized in Fig. 6a. The strength of this
tangential vortex filament can be calculated using the distributed
tangential vorticity strength since it is equal to the total value of
distributed vorticity over the small width of the filament (dx):

Γt�r� � γtdx � nB

V∞

�1 − a 0�
�1� a�

dΓp

dr
drdx (4)

Filling in this filament strength in the Biot–Savart law leads to a

triple integral over all three dimensions to calculate the total induced

velocity in point Q, caused by all the tangential vorticity elements.

The formulation can be eased by using cylindrical coordinates for the

vortex filaments (r, φ, and x). However, this triple integral cannot be
solved analytically, meaning that the complete slipstream must be

discretized so that the system can be solved numerically. Fortunately,

due to the assumption of no contraction, the model can be simplified

further since the integral can be solved analytically in the streamwise

direction x. Therefore, the STM requires only discretization in the

radial and azimuthal directions, reducing the computational cost

compared to the full numerical discretization in the three dimensions.

The three induced-velocity components in the x-, y-, and z-direction
are calculated using the equations below, where φ is the angle of the

vortex filament with respect to the positive z-axis (see also Fig. 6a).
The tubes are discretized into N radial sections and M azimuthal

sections. The full derivation of these equations can be found in

Appendix A.

VQ;x �
N

i�1

nB

4πV∞

�1 − a 0
i �

�1� ai�
ΔΓp

Δr i

ri

×
M

j�1

ci;j cos�jΔφ� � bi;j sin�jΔφ�
b2i;j � c2i;j

× 1� xQ

x2Q � b2i;j � c2i;j

ΔφΔr (5)

VQ;y �
N

i�1

nB

4πV∞

�1 − a 0
i �

�1� ai�
ΔΓp

Δr i

ri

M

j�1

sin�jΔφ�
x2Q � b2i;j � c2i;j

ΔφΔr

(6)

a) Sketch of a vortical wake generated by the
propeller blades

b) Sketch of a slipstream tube at one radial
location

Fig. 5 Schematic representation of a propeller slipstream (ignoring contraction).

a) Induced velocity due to the
tangential vorticity elements

b) Induced velocity due to the
axial vorticity elements

c) Induced velocity due to the bound
vorticity elements at the blades

Fig. 6 Induced velocity in point Q due to the three individual slipstream tube vortex filaments (derived from [7]).
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VQ;z �
N

i�1

nB

4πV∞

�1 − a 0
i �

�1� ai�
ΔΓp

Δr i

ri

M

j�1

cos�jΔφ�
x2Q � b2i;j � c2i;j

ΔφΔr

(7)

bi;j � yQ − ri sin�jΔφ� ci;j � zQ − ri cos�jΔφ� (8)

2. Axial Vorticity Elements

The axial vorticity elements are responsible for the swirl velocity
in the slipstream. The distributed axial vorticity is placed on straight
vortex lines, parallel to the axis of rotation and perpendicular to the
tangential vorticity elements. So they form semi-infinite vortex lines
in the streamwise direction for each given radial position at each
azimuthal position. Lines will be placed over the whole circumfer-
ence, again creating cylindrical surfaces (see Fig. 5b). Similarly
to the tangential vorticity elements, infinitely many cylinders are
placed along the radial direction. The strength of the axial distributed
vorticity at a specific radial position is equal to the shed circulation in
the wake in the streamwise direction, but spread out over the circum-
ference of the cylinder:

γa�r� �
B

2πr

dΓp

dr
dr (9)

An infinitesimal axial vortex filament will induce a velocity in
point Q, as visualized in Fig. 6b. The vector along the length of the
axial vortex filament (dl) is now directed in the x-direction. The
strength of this axial vortex filament is equal to the distributed axial
vorticity over the small width of the filament (rdφ):

Γa�r� � γardφ � B

2πr

dΓp

dr
dr rdφ � B

2π

dΓp

dr
drdφ (10)

Filling this filament strength into the Biot–Savart law leads to
a triple integral similar to that of the tangential vorticity elements.
Again, this integral can be solved analytically in the x-direction to
remove the need for discretization in this direction and hence reduce
the computational cost. The velocity components are calculated with
the equations below:

VQ;x � 0 (11)

VQ;y�
N

i�1

B

8π2
ΔΓp

Δr i

M

j�1

ci;j
b2i;j�c2i;j

1� xQ

x2Q�b2i;j�c2i;j

ΔφΔr

(12)

VQ;z�
N

i�1

B

8π2
ΔΓp

Δr i

M

j�1

−bi;j
b2i;j�c2i;j

1� xQ

x2Q�b2i;j�c2i;j

ΔφΔr

(13)

3. Bound Vorticity Elements

Finally, the bound vorticity of the propeller also will alter the
slipstream-induced velocities. The bound vorticity will be concen-
trated in annuli at the propeller disk. The influence of the bound
vorticitywill quickly drop as the streamwise position is increased, but
this component is required in the calculations such that the swirl
velocity is correct close to the propeller disk. The strength of the
bound distributed vorticity at a specific radial position is simply that
of the value of the bound circulation of all the blades combined,
spread out over the circumference:

γb�r� �
B

2πr
Γp (14)

An infinitesimal bound vortex filament located on the propeller
disk will induce a velocity in point Q as visualized in Fig. 6c. The
vector along the length of the axial vortex filament (dl) is now
directed in the radial direction. The strength of this bound vortex
filament is equal to the distributed bound vorticity over the small
width of the filament (rdφ):

Γb�r� � γbrdφ � B

2πr
Γprdφ � B

2π
Γpdφ (15)

The location of the vortex element is always at the propeller disk
(x � 0), which means that there is no integral in the axial direction
in the application of the Biot–Savart law. Therefore, the resulting
equation can directly be converted to the numerical notation intro-
duced before:

VQ;x �
N

i�1

B

8π2
Γp;i

M

j�1

−yQ cos�jΔφ� � zQ sin�jΔφ�
�x2Q � b2 � c2�3∕2 ΔφΔr

(16)

VQ;y �
N

i�1

B

8π2
Γp;i

M

j�1

xQ cos�jΔφ�
�x2Q � b2 � c2�3∕2ΔφΔr (17)

VQ;z �
N

i�1

B

8π2
Γp;i

M

j�1

−xQ sin�jΔφ�
�x2Q � b2 � c2�3∕2ΔφΔr (18)

The induced velocity in point Q can be found by adding the
individual contributions of the three separate vortex elements.
When considering the discretization of the propeller slipstream
in the radial and azimuthal directions, it is important that the mesh
points of the vortex elements are not close to the evaluation point
Q. Due to the inviscid nature of this vortex method, the induced
velocities will become inaccurate if the evaluation point is in
the vicinity of a vortex filament core due to the singularity there.
Therefore, it is advised to take the evaluation points in between
both radial and azimuthal control points. The implementation of a
viscous-core model could reduce this discretization error.

C. Wing Modeling

Thewing ismodeled using aVLMwith one panel in the chordwise
direction, also known as aWeissingerVLM[58]. The benefit of using
a Weissinger VLM compared to an LL is that the influence of the
bound vortex segments is taken into account in the determination of
the induced velocity of the completewing vortex system. This is both
needed to model swept wings and to include the 3D correction for
the finite slipstream size. As discussed in Sec. II, there are corrections
needed both in the 2D and 3Dwing analysis of thewing aerodynamic
performance to correct for the finite extent of the slipstream.

1. Two-Dimensional Airfoil Performance Including Jets

The importance of the jet height for the lift augmentation was first
described by Ting and Liu [38] and later expanded by Prabhu [39]. In
the potential flow approach, it is normally assumed that the pressure
on both sides of the jet boundary must be equal. Furthermore, any
slope of the dividing streamline induced by a disturbance, like the
airfoil circulation, must be equal on both sides of the jet. For small
jet heights, the circulation of the airfoil will induce a relatively large
vertical and horizontal velocity component at the jet edge, meaning
that the potential-flow boundary conditions are not met in a fixed-
wake approach [37]. The problem of the finite jet height is analogous
to a wing in an open jet wind tunnel or a wing in ground effect. The
presence of close-by boundaries to the airfoil can be modeled by the
application of the method of images. For the open-jet wind tunnel,
the boundary condition requires satisfying the linearized constant
pressure at both sides of the streamline [59]. The method used in
wind tunnel wall corrections can be applied to a general case of
an airfoil submerged in a jet surrounded by streams of different
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velocities [38,39]. By the addition of the image vortices, the potential
flow boundary conditions at the jet boundaries are satisfied. A
schematic representation of the image vortex setup can be seen
in Fig. 7a.
Here, a thin airfoil is located in a stream with velocity V j. Above

and below this middle region, there are two different domains with
a different velocity, namely, V∞. Note that the velocities of the
upper and lower domains do not have to be equal to the freestream
velocity or equal to each other. The thin airfoil is represented by
a distributed vortex sheet placed at the chord line. The required
circulation of the airfoil is found by requiring no normal velocity
at the collocation points, including the effect of the images. The
middle domain, including the airfoil, has height h and the upper
region and the lower region are located at distance h∕2 from the
airfoil. The dividing streamlines between the different regions are
used as reflection planes. As can be seen in Fig. 7a, the distributed
vorticity of the thin airfoil is reflected at the upper dividing stream-
line at an equal distance h∕2 from that streamline. The strength
of this image is not the same compared to the original circulation.
The strength of the image as a fraction of the original circulation
strength (ϵ) is a function of the velocity jump across the jet boun-
dary (μ) [38]:

μ � V j

V∞
ϵ � V2

j − V2
∞

V2
j � V2

∞
� μ2 − 1

μ2 � 1
(19)

Note that this strength factor applies to the experienced induced
velocity of the image in the jet domain. When the jet velocity would
be less than the freestream velocity, the strength of the images is
negative. Subsequently, the image vortices also have a reflection in
the opposite dividing streamline. So at a distance of �2h from the

airfoil, two other images are presented, both of integral strength ϵ2Γ.
These images are also reflected again and again, and in this succes-
sive method, the influence of both the velocity increment as well
as the slipstream height can be taken into account when finding
the airfoil circulation. With the images present, an equivalent flow
formulation of the jet domain can be defined. When considering
the successive images that are located further away from the airfoil,
the influence on the airfoil quickly becomes negligible due to the
increase in distance and the decrease in strength, meaning that only
a couple of image sets are needed to get a converged solution [60].
When solving the no-penetration condition at the airfoil control

points, the addition of the images results in a reduction of the air-
foil circulation strength (Γj � ∫ γ�x� dx) compared to the casewith an
infinite jet. The sectional lift l can then be calculated using the
reduced circulation and the jet velocity (lj � ρV jΓj). For infinitely

small jet heights, the reduction in sectional circulation strength
should be such that the resulting lift value is equal to that of an airfoil
without any jet. The change in airfoil lift can be quantified using
either the circulation ratioKΓ or the sectional lift ratioKl, comparing

the value of the airfoil in a jet to the freestream case. Thirdly, the lift
coefficient ratio KCl

is defined as the ratio of lift (or circulation) in a

jet with finite height compared to that of an infinitely large jet. When
considering the limiting cases for the jet height (h → 0; h → ∞),
these three ratios (assuming μ > 1) will theoretically range between

1

μ
≤ KΓ � Γj

Γ∞
≤ μ 1 ≤ Kl �

lj
l∞

� μKΓ ≤ μ2

1

μ2
≤ KCl

� lj
lj;∞

� Γj

Γj;∞
� KΓ

μ
≤ 1 (20)

For the case of a single jet, the strength of the images discussed
above only applies for the equivalent flow in the middle domain. An
equivalent flow can also be determined for the lower or upper domain,
which will not be equal to that of the center domain, due to the
velocity jump across the jet boundary. When, e.g., considering the
lower stream, all the image vortices in this domain, as experienced by
the middle stream, do not exist in the potential formulation of the
lower domain itself. Furthermore, the influence of the airfoil circu-

lation (in the middle domain) must be scaled with a factor 1 − ϵ2
p

to
obtain the correct effective influence of the airfoil, as experienced in
the lower stream. Equally, the effect of the successive images that are
located in the upper stream, as experienced in the lower stream, also
must be scaled. So the first image in the upper stream has an effective

strength of ϵ 1 − ϵ2
p

Γ as experienced by the lower stream.
The image method for an airfoil in a jet of finite height can be

generalized to the case of an airfoil surrounded by numerous jets.
When taking a large number of small streams, a continuous velocity
profile can be approximated (see Fig. 7b). When using the same
approach as for the airfoil in a single jet, the number of images
quickly grows, since each initial image will be reflected in all the
other dividing streamlines. Furthermore, successive images of differ-
ent streamswill now overlap, and hence the determination of the total
strength of each combined image in every separate stream is non-
trivial. When multiple streams are present, the scaling of all succes-
sive reflections across multiple velocity jumps is required to arrive at
the correct combined image strength as experienced in the central
stream, where the airfoil is located. When considering an airfoil
surrounded by multiple streams (odd number), the equivalent flow
in any of the considered streams can be described by an infinite series
of equally spaced images. The strength of an (image) vortex located
in stream j as experienced by the flow in stream i is denoted byK�i; j�
and can be calculated with the following recurrence relation [39]:

βm K�m;m� s� � K�m − 1; m� s� − αm K�m − 1; m − 1 − s�
(21)

where αm and βm are the strength factors of the images and are
given by

a) Simplified axial velocity distribution assuming
a single jet

b) Discrete axial velocity distribution inside the
slipstream

Fig. 7 Image system for an airfoil in the middle of a jet and a smooth axial velocity profile.
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αm � V2
m−1 − V2

m

V2
m−1 � V2

m

βm � 1 − α2m � Vm−1

Vm

�1 − αm� �
2Vm−1Vm

V2
m−1 � V2

m

(22)

whereVm is the velocity in streamm. Themiddle stream, where the
airfoil is positioned, is denoted with index 0. Assuming the total
number of streams (M) to be odd, m and s vary between

−
M − 1

2
� 1 ≤ m ≤ �M − 1

2
−∞ < s < �∞ (23)

Similar to the single-jet case, infinitely many successive images
can be placed in the lowest and highest streams, which are unbounded,
meaning the image index s can theoretically vary from minus to plus
infinity. Note that airfoil circulation strength is included in the recur-
rence relation, soK�0; 0� � Γ. For all other streams (i ≠ 0),K�i; i� �
0, since an imagevortex in a specific streameffectivelydoesnot exist in
its owndomain. Furthermore, all successive images that are positioned
in the most upper and lower streams do not exist in their respective
domains, so

K −
M − 1

2
; j ≤ −

M − 1

2
� 0 K

M − 1

2
; j ≥

M − 1

2
� 0

(24)

For the example of a single jet, where the center stream is
denoted with the index 0, the system of recurrence relations

reduces to the above-mentioned values: K�0;� j� � ϵj Γ and

K�−1; j > 0� � K��1; j < 0� � ϵj 1 − ϵ2
p

Γ. For any arbitrary
number of streams, the complete system of recurrence relations
can be solved for the determination of all image strengths as
experienced by the center stream, such that the effective circula-
tion of the airfoil can be determined. Note that the thin airfoil
approach taken in this study allows for infinitely thin streams.
However, the same approach can be applied to thick airfoils,
modeled with panel methods, since the effective flow in each
stream can be calculated as functions of the complete system of
vortex panels and associated images, also if the airfoil spans
multiple smaller streams with different velocities.
For an airfoil submerged in a smooth velocity profile, so where

the velocity jump across the different streams is small, a more
elegant solution can be obtained, which reduces computational time.
This can be achieved by decreasing the height of each stream, hence
increasing the total number of streams. It turns out that for small
velocity increments (ΔVm � Vm − Vm−1) across the stream bounda-
ries, αm ≪ 1 and therefore αm ≈ −ΔVm∕Vm, while βm ≈ 1. This
means that the strength of the images experienced by the middle
stream is simply related to the velocity jump across the different
streams and that these images do not have to be scaled further for the
determination of the equivalent flow in another stream,which leads to

m ≥ 1 → K�0; 2m − 1� � αmΓ � − Vm−Vm−1
Vm

Γ
m ≤ 0 → K�0; 2m − 1� � −αmΓ � Vm−Vm−1

Vm
Γ

K�0; 2m� � 0

(25)

So every odd stream away from the middle stream contains an
image. These images, located at a distance ��2m − 1�h from the
airfoil, have a strength that is determined by the change in velocity,
measured at the boundary at ��2m − 1�h∕2 away from the airfoil.
This simplified image system is illustrated in Fig. 7b. Note that, with
this simplified method, there are only as many images as streams in
the velocity profile. However, the images located furthest away from
the airfoil are located at twice the complete slipstream height, mean-
ing that their influence in the middle stream is already very small,
leading to a converged solution.
To the authors’ best knowledge, no studies have applied the

numerical correction technique by Prabhu [39] to properly model
the effect of a nonuniform axial velocity profile on the airfoil lift in a

propeller–wing case. In the current study, the circulation correction
factorKΓ for eachwing segment that is inside the propeller slipstream
is calculated using the method of images. The corrected 2D aerody-
namic airfoil characteristics are then used in the 3DVLMmodeling.
Note that this method only focuses on the axial velocity component
in the slipstream. In a 2D airfoil analysis, it is not possible to have a
varying vertical velocity component in the flow domain since this
would violate themass continuity. So the effect of the varying vertical
velocity profile for each wing segment, due to the 3D propeller-swirl
field, cannot be modeled in each 2D analysis. Therefore, the vertical
velocity at the collocation point is used to characterize the effect of
the swirl velocity for each wing segment inside the slipstream.

2. Three-Dimensional Wing Performance Including Jets

When applying the 2D circulation correction for each section
inside the slipstream, to account for the finite slipstream height and
the nonuniform velocity profile in the calculation of the 3D wing
aerodynamic performance, still an overestimation of the lift augmen-
tation is obtained [60]. Therefore, only applying a 2D correction in
the 3D VLM system is not sufficient. To satisfy the boundary con-
ditions in the 3D potential flow analysis, a similar approach as in 2D
has to be applied, so by adding image vortices. This was analytically
done in the past by Rethorst [43], which led to complicated formu-
lations due to the “odd” part of the imagevortex system. Furthermore,
this analytical approach was theoretically only applicable to a jet at
the center of the wing, with a uniform axial velocity throughout this
jet. The approach of Prabhu relieves these restrictions [39], and these
generalizations were worked out for an LL formulation of the wing.
In the current study, this generalization is applied to a Weissinger
VLM approach.
Similar to the 2D analysis, the image method in 3D is introduced

first with a single jet. Due to the circular slipstream boundary, the
placement of the images is different from that for the 2D case. For
the circular slipstream, the relation between the image position and
the position of the vortex itself can be determined by using the
jet center as a reference point. The images are placed at the inverse
position compared to the distance from the real vortices to the center
of the jet, as a fraction of the propeller radius. This means that a
horseshoe vortex that is located inside the slipstream will have an
image that is outside of the slipstream and vice versa. Due to this
inverse relation, the image of vortex lines close to the slipstream edge
on the inside is placed close to the edge on the outside and vice versa.
However, the image of vortex lines close to the jet center is placed far
away, possibly even past the wingtip. In the original formulation by
Prabhu [39], only the trailing vortex lines of the system are consid-
ered since an LL approach was used, leading to an analytical expres-
sion for the jet effect. However, as shown by Rethorst [43], the
influence of the bound portion of the horseshoe vortex needs to be
included for a proper correction method.
Therefore, in the present study, the mentioned 3D image vortex

approach is applied numerically to a set of horseshoe vortices using a
VLMWeissinger approach. For the determination of the position of
the horseshoe vortex images, the coordinates of the two edges of the
bound vortex part are used. Thismeans that the two edge points of the
horseshoe vortex get flipped relatively to each other for the image,
effectively resulting in an opposite circulation strength compared to
the original one. Furthermore, this means that the width of the image
is not equal to the original width of the horseshoe vortex. A schematic
representation of this imaging process is shown in Fig. 8. For this 3D
image approach, there is only one image for each horseshoe vortex.
Depending on the collocation points’ spanwise positions, both real
horseshoe vortices and image horseshoe vortices induce velocities
inside and outside the jet. Similarly, as for the 2D case, the strength of
a horseshoe vortex located inside the jet must be scaled such that its
influence is properly experienced outside of the jet and vice versa.
In the traditional VLM description, the influence of each horse-

shoe vortex on each collocation point at the 3/4 chord location is
calculated. When considering the image vortex technique for the
2D modeling, the airfoil vortex elements are positioned in a single
stream, while all the images are located in surrounding streams,
where no other vortices are present. However, for the 3D modeling,

2506 NEDERLOF ETAL.

D
ow

nl
oa

de
d 

by
 T

ec
hn

is
ch

e 
U

ni
ve

rs
ite

it 
D

el
ft

 o
n 

Ju
ne

 5
, 2

02
5 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/1

.J
06

47
64

 



both the real vortices and the images are located inside and outside of
the jet. So the equivalent flowfield due to the real and image horse-
shoe vortex system differs depending on the position of the colloca-
tion point (inside or outside the jet), which is illustrated in Fig. 9.
When considering the domain inside the jet, the equivalent flow
there is determined by three components, which are presented in
the left equivalent flow column in Fig. 9. Firstly, there is the conven-
tional induced velocity of all the horseshoe vortices that are inside the
jet. Secondly, there is the influence of the images of these horseshoe
vortices, which are all located outside of the jet. These images will
have a strength of ϵ1 compared to their original value. Thirdly, the
velocity jump across the jet boundary scales the influence of the
regular horseshoe vortices outside the jet, as experienced inside. So
the strength of the horseshoe vortices outside of the jet is scaled by a
factor of ϵ2 to obtain their equivalent effect for the domain inside the
jet. The strength of the images and the scaled horseshoe vortices is
found similarly as for the 2D analysis:

ϵ1 �
μ2 − 1

μ2 � 1
ϵ2 � 1 −

�μ − 1�2
μ2 � 1

� 1 − ϵ21 (26)

Note that the images of the horseshoe vortices outside of the jet,
which are located inside the jet, do not contribute to the equivalent
flow formulation inside the jet. The equivalent flow representations
for both the domain inside and outside of the jet are shown sche-
matically in Fig. 9. When considering the domain outside the
jet, the equivalent flow is determined in a similar way as previously
described. So next to the conventional induced velocity by all the
horseshoe vortices outside of the jet, there is the additional influ-
ence of their images, located inside the jet, and the scaled influence
of the horseshoe vortices located inside the jet, which is presented
in the right equivalent flow column in Fig. 9.
When the jet velocity is higher than the freestream velocity

(μ > 1), ϵ1 is positive. For the images of the horseshoe vortices inside
the jet, denoted by the top-left equivalent flow illustration in Fig. 9,
the strength is equal to ϵ1Γ. Due to the relative inversion of the
edge points of the image horseshoe vortex compared to the original
horseshoe vortex, the strength is effectively flipped as well. So even
though ϵ1 is positive, the effect of the images experienced inside the

jet is that of a horseshoe vortex with a negative circulation. When the
jet velocity is lower than the freestream velocity (μ < 1), the strength
of the images of the horseshoe vortices located inside the jet is
negative (ϵ1 < 0), meaning that the effective strength experienced

inside the jet is positive. For images of the horseshoe vortices that are
located outside of the jet, denoted by the bottom right illustration in
Fig. 9, the velocity ratio is inversed, meaning that their strength is

equal to −ϵ1Γ. When considering the scaling of the real horseshoe
vortices to derive the equivalent flow in the different domains, the
scaling factor is the same for both horseshoe vortices located inside

and outside of the jet since ϵ2 is always positive.
The discussion so far has focused on a jet with a uniform axial

velocity profile in the radial direction. However, in a propeller slip-
stream, there is a nonuniform axial velocity in the radial direction.
To model the effect of this velocity profile, a numerical approach

similar to the 2D approach is taken: the slipstream is discretized in
manydifferent jets.However, in the 2Danalysis, there aremany small
streams to model the continuous velocity profile. In the 3D analysis,

the streams on both sides of the center line cannot be seen as separate
streams. Rather, multiple jets of increasing radius are used to model

the 3D axial velocity profile. This is schematically shown in Fig. 10,
where two discrete jets are depicted.
In the example depicted in Fig. 10, jet 1 is the jet with the largest

radius. Here, ϵ1 and ϵ2 can be determined using the respective jet
velocity in this jet and the freestream velocity. For the second jet,

which is smaller than the first one, the strength and scaling factors can
be determined by using the velocity jump between the second jet and
the first jet. This procedure can be repeated for a larger number of jets.

The method of images (Fig. 9) can be applied for each discrete jet,
leading to a whole system of images and scaled horseshoe vortices.
When the number of discrete jets is increased and hence the velocity

jump between the different jets is diminished, ϵ1 ≈ −ΔVm∕Vm and
ϵ2 ≈ 1, as was the case for the 2D method. The total influence
coefficient matrix, needed for the calculation of the VLM, is deter-

mined by the superposition of the individual jets. So theVLM system
can be written as the conventional aerodynamic influence coefficient

Actual flow

(only real hs vortex)

Equivalent flow

Inside jet Outside jet

Vortex

inside jet

Vortex

outside jet

Fig. 9 Equivalent experienced flow inside and outside the slipstream for horseshoe vortices inside and outside the slipstream.

Fig. 10 Discrete representation of a continuous axial velocity profile in
the spanwise direction.

Fig. 8 Image vortex system of horseshoe vortices inside and outside a
jet-like slipstream.
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matrix (�F�) plus the effect of the images and the scaling procedures
(�G�) due to the velocity jumps between the different jets:

�F� � �G�
KCl

�z� Γw�z� � −Vn�z� (27)

The system of equations can be solved for the unknown circulation
strength of the horseshoe vortices (Γw) using the no-penetration
condition in the collocation points. The induced velocities induced
by the horseshoe vortex system must be equal and opposite to the
normal component of the local velocity (Vn), which includes the
slipstream-induced velocities at the collocation points. Note that for
the determination of F andG, the effect of the local jet height for the
wing segments inside the slipstream is not taken into account yet.
So effectively, the 3D image method only accounts for the spanwise
extent of the slipstream. For the conventionalVLMapproachwithout
slipstream effects, the unknown circulation strength is solvedwithout
directly considering the 2D airfoil aerodynamic performance, lead-
ing to a thin airfoil (2π) lift-curve slope at each 2D wing segment. In
the current method, when theGmatrix is added, the found circulation
strength of each wing spanwise segment is that of onewith an infinite
jet height. To include the 2D corrections for the nonuniform and finite
slipstream height of the wing segments in the slipstream, the circu-
lation strength of each horseshoe vortex must be corrected using the
KCl

correction factor. This factor can be simply implemented since

there is only one chordwise panel in the used VLM approach. Since
the circulation strength is unknown a priori, the two aerodynamic
influence coefficient matrices (F and G) are divided by this correc-
tion factor to arrive at the correct circulation strength. Using theBiot–
Savart law and the calculated circulation distribution of the wing, the
induced velocity field at the propeller disk can be calculated and used
as the next iteration input for the propeller BEM calculation.
The 3D image method is only a function of the (variation in) axial

velocity Va in the slipstream since the jet-like method does not
account for the swirl velocity V t. This also means that the effect of
the swirl velocity, which is simply being modeled as an extra vertical
velocity component experienced by the wing segments inside the
slipstream, is not directly corrected. So the swirl velocity is being
evaluated at the wing collocation points, and the component in
the vertical direction alters the normal velocity component used for
the no-penetration condition (Vn). This means that the effect of the
nonuniformity in this vertical velocity component is not directly
taken into account. Even if the swirl velocity were constant through-
out the slipstream, the component of the swirl velocity directed in the
normal direction would vary vertically for any 2D wing segment. To
the authors’ best knowledge, no suitable correctionmethod exists that
applies to the finiteness of the slipstream in terms of the swirl velocity.
This means that the numerical method could lead to discrepancies
compared to higher-order methods, like the higher-order free-wake
approach.

3. Force Calculation

Once the circulation strength of all the horseshoe vortices is
determined, the spanwise force distribution over the wing can be
calculated. The force vector at each spanwise segment (F) can be
found by applying the 3D vortex lifting law at a bound vortex line
segment [61]. Therefore, the local velocity vector at the bound vortex
line is needed, which includes the propeller-induced velocities. Note
that the velocity vector at the bound control point will be different
from that in the collocation point. The schematic representation of
the force and velocity vector at the bound vortex segment is shown
in Fig. 11.
Due to the induced velocities of thewing vortex system, the force

vector will not be perpendicular to the freestream velocity. The
downwash of all the horseshoe vortices at the bound vortex control
point tilts the resultant force backward, resulting in the induced
drag component. When adding the propeller-induced velocities,
the induced drag can change direction [62]. This method of calcu-
lating the induced drag using the downwash at the bound vortex
segments is different from the Trefftz plane technique, which often

is used inVLMmodels. For straight wingswithout sweep, the force

calculation method at the bound vortex line for the induced drag
works well since it produces an identical spanwise distribution as is
obtained using the Trefftz plane technique.
However, for a swept wing, the induced-drag distribution becomes

dependent on the chosen analysis position. For small to moderate

sweep angles, the difference in lift distribution is very small bet-
ween the bound vortex and the Trefftz plane approach. However,
the spanwise distribution of the induced drag becomes completely
different, even though the integrated value of the induced drag is not
much affected. This same problem is described in the VLM solver
AVL (Athena Vortex Lattice), where forces can both be defined
parallel to the freestream or perpendicular to the quarter chord [63].
In the Trefftz plane analysis, the forces are merely defined as a
function of the intensity of the chordwise loading in the streamwise
direction. In the AVL manual, it is stated that the induced drag
calculation is generally more reliable using the Trefftz plane analysis
than the surface force integration using the vortex lifting law [63].
Therefore, a Trefftz plane analysis was implemented to find the
spanwise distribution of induced drag for swept wings.
The propeller slipstream-induced velocities need to be added to

calculate the correct induced dragdi. The downwash generated by the
wing vortex system and the images (vw) in the Trefftz plane can be
related to the equivalent downwash generated at the wing, since it
is estimated to be twice as much in the Trefftz plane as on the wing

in the case of a potential flow analysis. Since the propeller vortex
systemoriginates from a different axial position, it is difficult to relate
the downwash generated by the propeller vortex system (vp) in the

Trefftz plane to that at the wing control points. Therefore, the down-
wash of the propeller system is calculated at the bound control points,
and its effect on the induced drag is then added to the Trefftz plane
analysis for the downwash of the wing vortex system:

di�z� � −
ρ

2
Γw�z�vw

@Trefftz plane

− ρΓw�z�vp
@wing bound vortex

(28)

Due to the inviscid nature of the VLM, there are no viscous (drag)
forces calculated. For small to moderate angles of attack, the viscous
effects on the generated lift are small. However, not including vis-
cosity means that there is no pressure and friction drag calculated in
the VLM. If required, the viscous effects could be implemented in an

empirical manner. The lift coefficient could be corrected by applying
a correction to the effective angle of attack [64]. For the drag cal-
culation, polars could be generated using, e.g., XFOIL to correlate
the local Cl to the viscous Cd component, which can improve the
modeling capabilities [35]. However, viscous-dominated flow phe-
nomena such as high-lift conditions and slipstream–wing–flap inter-
actions cannot be properly modeled with such empirical corrections.
Note that such viscous correction is not taken into account in the
current discussion, and therefore only the induced drag component
of the wing is calculated. Unfortunately, validating the spanwise dis-
tribution of the induced drag component, using higher-order simu-
lation or experimental data, has proven to be difficult since the
spanwise pressure drag data include both the potential flow and
viscous phenomena. Therefore, the induced drag component cannot
be split from the viscous component [62]. The only way to use

experimental or high-fidelity data is when comparing the integral
induced drag component since this can be obtained using a far-field
approach.

Fig. 11 Close-up of a single horseshoe vortex with the collocation and
bound vortex control point.
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D. Computational Cost

The potential flow methods were chosen for their low computa-
tional cost. For the BEM analysis, either a direct analysis or an
iterative approach could be chosen. For the direct analysis, the thrust
is calculated based on the given input parameters and (nonuniform)
inflow field. For the iterative analysis, the advance ratio and pitch
setting are varied tomaximize the propulsive or turbine efficiency for
a given thrust condition as input. The complete code, which was
generated usingMATLAB® [65], was run on a standard workstation,
having an Intel(R) Xeon(R) W-2223 processor with four cores. For
the SIM simulation, where the mutual interaction is neglected and
the propeller performance is directly calculated, the analysis takes
a couple of seconds. For the FIM analysis of a single propeller–wing
design, including the mutual propeller–wing interaction, the code
takes in the order of a minute to run. This iterative procedure also
includes the iterativeBEManalysis of the propeller performance for a
givenTC. Note that the codewas not optimized for speed andwas not
run in parallel.

IV. Validation

The methods described in the previous section are validated
against wind tunnel experimental data and higher-order numerical
data in this section. For the validation of the BEM method and the
STM, the experimental data were used [66,67], while high-fidelity
numerical data were used for the validation of the VLM and pro-
peller–wing system since no accurate experimental data were avail-
able in terms of a spanwise force distribution. The validation of the
BEM model is discussed in Sec. IV.A, while the validation of the
STM is discussed in Sec. IV.B. For both, a positive and a negative
thrust condition were analyzed. Even though the negative thrust
condition of the propeller is less representative of its design condi-
tions, it was included to check the validity of the models away from
the conventional operating conditions. Thereafter, the validation of
the 2D and 3DVLM correction techniques is discussed in Sec. IV.C.
Finally, the full chain of the models is validated for a propeller–wing
system in Sec. IV.D.

A. Propeller Performance

1. Uniform Inflow

Firstly, the BEM is used to determine the integral performance
of the propeller in terms of thrust and power for a given operational
condition. The integral performance prediction also includes the
azimuthal-averaged effects of the nonuniform inflow, caused
by possible installation angles and wing-induced velocities. Sub-
sequently, the most important parameter being modeled in the
BEM is the circulation distribution over the blades since this is
the input for the STM. The BEMmethod used in this study [49] has
been validated by Goyal et al. [47]. In their study, the BEM was
used to model the isolated propeller performance of a representa-
tive turboprop propeller, and the results were compared to exper-
imental data of a wind tunnel test of the same propeller [66,67].
This experiment featured a three-bladed propeller, representative
of a turboprop propeller [68]. The comparison between the exper-
imental data and the BEM results was performed for a rather low
blade pitch angle (β0.7R � 15°) since the focus was put on analyz-
ing both the positive and negative thrust regimes. Goyal et al. com-
pared the integrated performance of the BEM method with that
of the experiment in terms of CT and CP for a range of advance
ratios [47]. Furthermore, the loading along the propeller blades was
compared using the total pressure distribution.
The experiment was performed at V∞ � 30m/s, and therefore the

chord-based Reynolds number at 70% of the blade radius was found

to be around 2.35 ⋅ 105 and 1.34 ⋅ 105 for the positive and negative
thrust cases, respectively [66,67]. In the positive thrust regime
(J � 0.60), a good agreement between BEM and the experiment
was found in terms of both integrated performance and blade loading.
However, in the negative thrust regime (J � 1.10), there seems to be
an underprediction in negative thrust by the BEM [47]. Furthermore,
the negative power in this regime seems to be overpredicted by the

BEMmethod compared to the experiment, which was caused by the
less accurate airfoil polar data for these unconventional operating
conditions. At these negative thrust conditions, the RFOIL data seem
to provide delayed stall predictions, leading to an overprediction in
negative lift and an underprediction in drag [47].
Despite the extensive validation efforts in the study by Goyal et al.

[47], no attention was given to the circulation distribution over the
blades. Since the circulation distribution is directly used for the STM,
an additional validation is presented here. The numerical results of
the BEM are compared to the same experimental dataset used in the
study byGoyal et al. [47]. Using the phase-locked time-averaged PIV
data, the velocity field in the slipstream of the propeller was quanti-
fied for a given blade position [66]. These velocity field data are then
used to estimate the circulation distribution on the blades in the wind
tunnel. By using the Biot–Savart law, the circulation distribution on
the blades that would result in the given velocity field could be found
iteratively [69]. The circulation distribution derived from this esti-
mation technique is compared to that from the BEM method for the
case of β0.7R � 15°, as shown in Fig. 12.
For the circulation distribution derived from the experimental

velocity data, the uncertainty is added to the curves with the shaded
regions. As can be seen, the circulation distribution for the propulsive
condition (J � 0.60) obtained with the BEM method matches well
with the experimental data. The integrated circulation value is under-
predicted by 3.1% by the BEM compared to the experimental value,
which is primarily caused by the differences at the blade root. Here,
large deviations are present, which are caused by the inaccuracy
of the polar data of these thick airfoil sections and also simplifying
assumptions about the interaction between the blade root and hub/
nacelle, which is estimated by Prandtl’s hub correction [47].
The circulation distribution for the negative thrust condition

(J � 1.10) derived from the BEM method shows larger discrepan-
cies with the experimental data. The integrated circulation value is
underpredicted by BEM by 11.4%. On the one hand, this is caused
by the previously discussed discrepancies between the performance
estimation between the BEM and the experimental data. On the other
hand, the circulation estimation technique for the experimental data is
less accurate for the negative thrust condition due to the observed
flow separation on the propeller blade sections [47], and this effect is
not taken into account in thementioned estimation technique. For off-
design propeller operations, like negative thrust conditions, the use of
the circulation distribution derived from the BEM model could lead
to discrepancies in the observed slipstream velocities between the
STM and experimental data.

2. Nonuniform Inflow

In the current study, the nonuniform inflow conditions are taken
into account in the calculation of the propeller performance. As
discussed in Sec. III.A, this is done by discretizing the BEM also
in the azimuthal direction, such that every location on the propeller
disk can have different inflow conditions. To validate the capabilities

Fig. 12 Comparison of the propeller blade circulation distribution
between BEM and experimental data for two different thrust settings.
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of the BEM method to model a nonuniform inflow field, the inte-
grated propeller performance of a propeller at a nonzero angle of
attack is compared between BEM and experimental results. A pro-
peller at an angle of attack is a specific instance of a nonuniform
inflow field, where the effective rotational speed varies along the
azimuth. In the experiment, the propeller angle of attack was varied
while keeping the freestream velocity and advance ratio con-
stant [67].
Figure 13 presents the change in both the thrust coefficient CT

and power coefficient CP as a function of the propeller angle of
attack (αp) compared to the performance at αp � 0°, denoted with

f0. For the experimental data, a fourth-order polynomial was used
to fit the raw data points. The 95% simultaneous confidence interval
of these fits is includedwith the shaded region. Note that some of the
fits (especially for CP) featured a very small confidence interval,
which makes it indistinguishable from the curve itself. In Fig. 13a
and Fig. 13b, the results are shown for the positive thrust case and
negative thrust case, respectively.
For both the positive and negative thrust conditions, the BEM

results show reasonable agreement with the experimental data in
terms of change in integral performance. When comparing the
change in integral propeller performance calculated with the BEM
for the positive thrust (J � 0.60), the increase in thrust is slightly
underestimated compared to the experimental trend. At a propeller
angle of 20°, where the increase in thrust is around 25–30%, the
prediction by BEM is 1.5% lower than in the experiment. At the
same time, the increase in power is overestimated compared to
the observed experimental data. At αp � 20°, where the increase in

power is around 10–15%, the increase in power by BEM is 2.0%
more than in the experiment. Due to the mentioned differences in
thrust and power, the BEM results will show a larger deviation in
terms of the increase in propeller efficiency. This increase will be
underestimated by the BEM method compared to the experiment.
These discrepancies could lead to an underprediction in axial velocity
in the slipstream-induced velocities, while the swirl might be over-
estimated at high propeller angles of attack using the BEM compared
to the experimental results.
For the negative thrust case (J � 1.10), the BEM method also

seems to predict the observed trends in the experiment reasonably
well. The reduction of negative thrust with increasing angle of
attack is overestimated by the BEM method, where the decrease
in thrust is 0.8% more at αp � 20° compared to the experimental

value, at which the reduction in negative thrust is about 20%. The
reduction in the negative power is underestimated in the BEM
compared to the experiential data. The decrease in power is
around 2.0% less at αp � 20° than in the experimental data, at

which absolute reduction in negative power is about 25%. This
means that the reduction in turbine efficiency, the relevant effi-
ciency in this regime [66], is underestimated by the numerical
method. So the BEM method seems to capture the effects of a
propeller angle of attack on the integrated performance rather well.

However, due to the simplistic implementation, the blade loading
and its azimuthal variation might not be accurate compared to the
experimental data.

B. Slipstream Velocities

The original formulation of the STMmodel was originally derived
by Veldhuis [7]. However, it was never validated with experimental
data. In this study, the STM is coupled with the BEM model to
calculate the slipstream-induced velocities for a given propeller per-
formance. Radial distributions of axial and tangential velocity at
multiple axial positions behind the propeller blades were extracted
from the PIV data mentioned before [66]. These velocity distribu-
tions are compared to the results from the STM for both the positive
and negative thrust settings, using the circulation distributions
(ΓBEM), as shown in Fig. 12. The results are shown in Fig. 14a and
Fig. 14b for the axial and tangential velocity, respectively. These
radial distributions were obtained at x∕R � 1.00 behind the propel-
ler disk.
Note that a convergence study regarding the azimuthal and radial

discretization was performed but is left out of this paper for clarity.
The required resolution of the radial and azimuthal discretization of
the STM was derived based on a convergence study. The resolution
of the radial discretization is primarily driving the resolution of the
gradient of the circulation and, with that, the overall accuracy of the
velocity distribution. The resolution of the azimuthal discretization
is more determining the accuracy related to the positioning of the
control points with respect to the vortex filaments. For the selected
resolution of 25 radial points and 40 azimuthal points, the error was
less than 0.1% compared to the equivalent infinitely finemesh.When
the discretization in the streamwise direction is included, hence the
analytical integration in x is not performed, the STM solution was
only improved marginally compared to the fixed radius approach.
However, the computational cost was approximately increased by a
factor of 100. In the current study, it was therefore chosen to focus on
the results based on the fixed radius approach, since this approach
seems more suitable for propeller–wing interaction studies due to the
low computational cost.
Overall, the trends are captured well with the STM, considering its

low computational cost. For the radial distribution of axial velocity,
the STM overpredicts the axial induction in the positive thrust case
(J � 0.60). At the peak values at around 0.6R, there is about a 15%
overestimation of the axial induction in the STM values compared to
the experimental values. This could partially be caused by the small
overestimation in circulation distribution by the BEM model com-
pared to the experimental data. Close to the tip of the propeller, the
STM starts to deviate more from the experimental data. This is
partially because the contraction of the slipstream is not taken into
account in the STM. Furthermore, the loading at the tip at this specific
advance ratio turned out to be negative, and higher-order modeling
techniques also have difficulties modeling the reduction in axial
velocity here [47].

a) Positive thrust conditions ( = 0.60) b) Negative thrust conditions ( = 1.10)

Fig. 13 Comparison of the change in propeller performance for different propeller angles of attack between the BEM and experimental data for two
different thrust settings.
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For the negative thrust condition (J � 1.10), the axial velocity
calculated with the STM shows more deviations from the experi-
mental data than for the positive thrust setting since differences in the
axial induction of around 40% are observed at around 0.85R. How-
ever, the general trends are similar between the STM and the experi-
ment, but with an offset over the complete blade span. As for the
positive thrust case, the difference in the used circulation distribution
could cause the underestimation in the axial velocity reduction of
the STM. The difference in circulation distribution between the
BEM and the experimental data is much larger for the negative thrust
setting than for the positive thrust setting. Furthermore, the negative
thrust setting has been shown to exhibit much more separated flow
over the blade sections, especially at the region where the largest
discrepancies are observed between the STM and the experiment
[47,67]. Therefore, it is expected thatmore viscous effects are present
that reduce the axial velocity distribution further.
To eliminate the error in the input data used for the STM, the

estimated experimental values for the circulation distribution (Γex)
are used as input for the STM. The resulting radial distribution of axial
velocity at x∕R � 1.00 based on this experimental circulation distri-
bution is also presented in Fig. 14a. It can be confirmed that part of the
discrepancy originates from the existing differences in the circulation
distribution between BEM and the experiment since the use of the
experimental circulation distribution reduces the discrepancies. Espe-
cially for the negative thrust condition, themath between the STM and
the experimental axial velocity distribution is greatly improved. At the
tip, discrepancies still remain, which also could originate from the
assumption of no contraction in the STM. Note that the estimation
technique [69] to get the experimental circulation distribution is also
limited to potential flow assumptions and therefore might not be fully
correct, contributing to the remaining discrepancies.
For the radial distributions of tangential velocity (see Fig. 14b), the

STM shows a reasonable match with the experimental data. Espe-
cially for the positive thrust setting, the STMshows a good agreement
for the inboard part of the slipstream. Closer to the tip, there is more
deviation, similar to the radial distribution of axial velocity. Note
that, in the STM, there is no change in the tangential velocity away
from the propeller blades due to the potential flow assumptions. The
experimental tangential velocity distribution shows a sudden peak at
around 85% of the blade radius. It was hypothesized that this effect
originated from the tip vortex in combination with the negative
loading at the tip at the used advance ratio [66]. For the negative
thrust condition, the overall trend in tangential velocity is captured,
and at around 75% of the blade radius, there is almost no discrepancy
with the experimental data. However, close to the tip and the root,
there is a large offset of the STM compared to the experimental data
due to the difference in circulation distribution observed between the
BEM and the experiment and due to the viscous effects that occur
more in these regions.
When considering the radial distributions of tangential velocity,

the use of the experimental circulation distribution in the STM leads

to a small improvement in the match with the experimental data. For
the positive thrust setting, there is a small shift in tangential velocity,
and close to the root, the values remain close to that of the exper-
imental data. For the negative thrust setting, the match between the
STM and experimental data is improved greatly. Especially at the
inboard part of the blade, the discrepancies between the STM and
experimental data are much reduced compared to the STM solution
derived with the BEM circulation distribution. However, at around
75% of the blade radius, there is slightly more discrepancy with the
experimental data compared to the STM solution derived with the
BEM circulation distribution.
To conclude this section, the STM seems to be able to capture the

general trends of the axial and tangential velocity distributionwell for
(conventional) positive thrust conditions. There is an overestimation
in the axial velocity of the STM compared to experimental data, but
given the low computational cost, it seems like an attractive method
to calculate slipstream velocities for the propeller–wing interaction
modeling. For more unconventional propeller operations, like neg-
ative thrust, the BEM results showed larger deviations from the
experimental data due to the separated flow around the blade seg-
ments in this condition [47]. This incorrect modeling of the BEM
is then propagated into the calculation of the circulation distribution
on the propeller blades, which in turn means that there is a larger
deviation in the calculated slipstream velocity distributions for the
negative thrust setting compared to the experimental data.

C. Wing Performance

In this section, the validation is presented of the numerical tools
that are used to model the aerodynamic performance of an airfoil
and complete wing that are submerged in a slipstream. Since the
imagevortex technique in both the 2D and 3D analyses is only based
on the axial velocity component, no swirl velocity is taken into
account in the validation. Furthermore, to simplify the validation, a
jet-like slipstream is modeled, meaning a constant axial velocity. In
Sec. IV.C.1, the 2D airfoil analysis is discussed, after which the 3D
wing analysis is presented in Sec. IV.C.2.

1. Two-Dimensional Airfoil Performance in a Jet

The numerical method described in Sec. III.C.1 is validated with
the use of higher-order numerical data for the case of an airfoil
submerged in a jet. This is done by modeling a NACA 0012 airfoil
submerged in a jet of different heights for two different velocity
ratios. The validation data were obtained with the use of both 2D
RANS [60] and MSES simulations [70]. The 2D numerical model
with the image vortex technique does not include any viscous effects.
Therefore, RANS simulations were performed in a potential flow
manner by solving the Euler equations to avoid any viscous effects. It
turned out that numerical diffusion was influential to the results,
requiring a very fine mesh in the RANS simulations, especially to
avoid diffusion of the slipstream edges [60]. In the RANS simula-
tions, the jet inlet was defined on the inlet plane, far away from the

a) Axial velocity distribution b) Tangential velocity distribution

Fig. 14 Comparison of the radial distributions of axial and tangential velocity at x∕R � 1.00 between STM solutions and experimental data for two
different thrust settings.
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airfoil. TheMSES simulations benefit from the fact that the solutions
are derived from a potential flow initialization [71]. Furthermore, an
actuator disk can be defined somewhere in the domain after which
the inlet conditions are solved iteratively to find the correct flow-
field [70,72]. Also in theMSES simulations, viscous effects were not
included to match with the low-order numerical model.
The validation of the numerical results of the 2D image technique

is shown in Fig. 15. The NACA 0012 with chord c is evaluated at
α � 2° in a jet of height h. The lift ratioKl is calculated for different
slipstream heights. The data points are shown for the cases of V j �
1.5V∞ and V j � 2.0V∞. For an infinitely high slipstream, the lift

ratio would be equal to the velocity ratio squared, which is indicated
by the dashed line. As can be seen, the lift augmentation of the airfoil
is almost not influenced by the slipstream height from h∕c = 6
onward. For smaller values of h∕c, the lift is lower than would be
estimated from an infinite slipstream height. Especially for h∕c < 1,
the lift drops quickly with reducing height. The numerical results
show a good agreement with both the CFD and MSES analysis
results. In particular, the MSES results, which do not suffer from
artificial diffusion like the RANS results, show a goodmatchwith the
numerical data. The RANS data deviate from the MSES results for
small jet heights, due to the difficulty in defining the exact slipstream
height at the airfoil, given a certain inflow field [60]. In the MSES
simulations, the position of the jet can be more precise since the
actuator disk was defined closer to the airfoil.
The discrepancies between the numerical results and the MSES

results are larger at small h∕c values, which is the domain where the
lift ratio is heavily influenced by the slipstream height. Defining the
slipstream height at these small jet heights becomes difficult, even
for the MSES simulations, since the slipstream will flow around the
top and bottom of the airfoil, effectively increasing the height [70].
Furthermore, the small perturbation theory used in the numerical
model is no longer valid when the slipstream edges come very close
to the airfoil. Nonetheless, the method of images seems to be a
powerful and computationally cheap way to correct the 2D airfoil
lift for the finite slipstream height.

2. Three-Dimensional Wing Performance with a Jet

For the 3D implementation of the image vortex technique, again a
jet-like slipstream, without swirl, is modeled, and the numerical wing
performance is compared to that of a CFD simulation [60]. In Fig. 16,
the results of the analysis are shown. A straight, untwisted wing is
modeled with an aspect ratio of 10 and no taper. For this wing, theCl

distribution along the span is shown with the clean wing lift distri-
bution as a reference. The jet is added at the center of the wing, with
Dp∕c � 2, meaning that there is a maximum h∕c of 2 at the center,

and this value decreases toward the sides. The jet velocity was set to
1.5 times the freestream velocity. Two RANS simulations were
performed: one with the circular jet as described and one with a

rectangular jet that has the same width as the circular jet but with a
very large height. This is done to test the implementation of the 2D
corrections within the 3D correction approach.
As shown in Fig. 16, the lift distribution is greatly overestimated in

the slipstream regionwhen no corrections are applied. The increase in
lift at the wing segments inside the slipstream is at least 66% higher
than observed in the CFD data, which leads to an overestimation in
integralCL of 8.2%. This would be the result of the conventional way
of calculating the slipstream-induced change in wing performance
by simply adding the induced velocities to the VLM horseshoe
vortex system. When the 2D image vortex technique is applied to
alter the 2D wing segment circulation strength, the lift augmentation
is reduced compared to the no-correction case. However, only apply-
ing the height correction at the wing segments submerged in the
slipstream is not sufficient to achieve a realistic lift distribution as
shown by the RANS results. Locally, there is still an overestimation
in the lift augmentation of at least 50% for wing segments inside the
slipstream, compared to theRANSdata, leading to an integralCL that
is 5.2% higher.
When the 3D image technique is applied, the spanwise extent of

the jet is effectively taken into account in the VLM, and the result
shows that the lift augmentation is further reduced compared to the
2D correction case. For this analysis, only the 3D images are con-
sidered, so neglecting the 2D height corrections for the spanwise
segments submerged in the jet. This is equivalent to the CFD case
with the rectangular jet. As can be seen, the comparison of the VLM
datawith theCFDdata shows a goodmatch between the two. There is
a small underprediction by the VLM, but the integratedCL differs by
only 1.5%. When both the image vortex techniques are applied, the
calculation of the spanwise circulation strength is also corrected
for the local jet height of the spanwise segments submerged in the
circular jet. This leads to a further reduction in the lift augmentation,
matchingwith the CFDdata for the case of a round jet. Again, there is
a small underprediction by the VLM compared to the CFD data, but
the difference in the integrated CL is also around 1.2%. So it can be
concluded that implementing both the 2D and 3D image corrections
leads to a much better estimation of the wing lift distribution for a
wing with a jet. Similar to the 2D results, the jet-like simplification
does not include any swirl velocity. In the next section, the validation
of a realistic propeller–wing system is discussed, where the swirl
effect is added.

D. Propeller–Wing Performance

1. Propeller–Wing Model

In the previous subsections, the individual submodels are vali-
dated. As a final validation step, a full propeller–wing setup is
modeled, hence having a realistic nonuniform axial velocity profile in
the slipstream and also including the swirl velocity component. The
used geometry is that of an experimental setup, tested in the LSTwind
tunnel at DNW,whichwas part of the FutPrInt50 project [73]. Here, a

Fig. 15 Comparison of the lift ratio at different slipstream heights for
two different jet velocities between the numerical data and the higher-
fidelity analyses.

Fig. 16 Comparison of the spanwise lift distribution of a wing with a jet
at the center between the numerical data and CFD results.
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tapered wing was designed with a nonswept quarter-chord line and a

taper ratio λ of 0.7. The propeller was installed at the tip to investigate
the potential benefits of a tip-mounted propeller. Furthermore, the

wing contained an aileron close to the tip. The planform of the setup
can be seen in Fig. 17. The TUD-XPROPwas used for the setup, this

time as the six-bladed configuration instead of the three-bladed
one used in the isolated propeller experiments [66]. The tip of the

wing without the propeller was defined to be at the center line of the
propeller–nacelle setup.
When the nacelle is installed, the spanwise lift distribution is

altered compared to the clean-wing configuration. During the

experiment, it is not possible to isolate the nacelle effects from
the propeller effects. Therefore, the same experimental setup was

analyzed using RANS CFD simulations, in which the propeller was
modeled using an actuator disk. Using this approach, the nacelle

could be removed while keeping the actuator disk in the same
position compared to the propeller disk. This configuration is most

similar to the VLM numerical model, in which also no nacelle
effects are included. The input on the actuator disk was defined

by high-fidelity numerical (LBM) simulation results of the installed
propeller [74]. The correspondingTC of the actuator disk was found

to be 0.045, which is a rather low thrust setting, representative of
cruise conditions. Note that the aileron was not modeled in the CFD

simulation or VLM simulation. The wing was modeled to be at an
angle of attack of 0°, while the propeller disk was tilted down

by 3.5°.

2. RANS Setup

The RANS equations for compressible flow were solved using
ANSYS® Fluent 2019 R3 [75], which is a commercial, unstructured,

finite-volume, cell-centered solver. The propeller was modeled using
the actuator disk approach [76], allowing for steady-state simula-

tions. As shown in Fig. 18, the computational domain encompassed
half the wingspan and was semispherical with a radius of 100 times

the mean aerodynamic chord of the wing ( �c). This domain size was
selected based on previous studies of similar configurations [77–80].

The block of the domain in the vicinity of the wing, which contained
the finest mesh, extended 1�c upstream and 5 �c downstream of the

leading edge of the wing root. The actuator disk was positioned
within the cylindrical region upstream of the wing, while the down-

stream cylindrical region was defined to capture the strong gradients

in flow properties within the propeller slipstream. The semispherical
boundaries were treated as pressure far-field and symmetry planes,
with the wing modeled as a no-slip wall. Air density was computed
using the ideal gas law, and dynamic viscosity was determined via
Sutherland’s law. The turbulencemodelingwas based on the Spalart–
Allmaras method, incorporating modifications proposed by Dacles-
Mariani et al. [81,82].
Grid generation was performed using ANSYS Meshing. Adja-

cent to the no-slip wall region, a triangular wall grid with layers of
semistructured prismatic and tetrahedral elements was applied at
the wing. A structured grid was used within the cylindrical regions
to minimize the diffusion of the propeller slipstream, while an
unstructured hexagonal grid was created in the far slipstream and
upstream of the propeller to reduce the total element count. The
first layer thickness of the inflation layers was adjusted to maintain

y� ≤ 1 as required by the Spalart–Allmaras turbulence model.
Grid density in the whole domain was controlled by wall refine-
ment of no-slip walls and volume refinement. The grid density was
highest in the vicinity of the wing and propeller, gradually decre-
asing in the far field to optimize computational cost. To ensure
the reliability and accuracy of the simulations, a systematic grid
dependence study was conducted, details of which are provided in
Appendix B.

3. Results

Firstly, the results of the clean wing are discussed in terms of the
spanwise lift distribution. Since the VLM does not model any effects
of the airfoil camber and the thickness, the effective angle of attack of
thewingwas varied until the integrated lift coefficientCL of theVLM
was the same as that of the RANS CFD simulation. Therefore, the
effective angle of attack in the numerical model was set to 3°, while
the RANS simulation was performed for α � 0°. Changing the angle
of attack in the model simply shifts the lift curve to match with the
RANS results. The comparison between the VLM and the CFD
results can be seen in Fig. 19a. The clean wing lift distribution shows
a good match between the two methods. For the CFD simulation,
there is slightly more lift generated at the inboard part, which is
probably caused by the influence of the proximity of the walls of the
domain. At the same time, there is slightly less lift at the tip region.
This is caused by the wingtip of the model. The VLM models the
wing with a straight and cutoff wingtip, while the model used in the
RANS simulations featured a rounded wingtip, where the chord
quickly reduces to zero.
For the case with the propeller, the results from the VLM and

CFD are shown in Fig. 19b. The results from this VLM simulation
include the effects of the nonuniform axial velocity profile in the
slipstream and the swirl velocity. Note that both the spanwise
distributions of lift are shown for the VLM results with and without
the correction techniques. Due to the low thrust setting, the lift
augmentation is limited. Since the propeller was rotating inboard-
up, there is an increase in lift both due to the axial and swirl velocity.
The VLM seems to overpredict the increase in sectional lift due to
the propeller slipstream velocities compared to the CFD data.

tip

ro
ot

Fig. 17 Experimental setup with a tip-mounted propeller.

Pressure far-

field

Symmetry plane

No-slip wall

AD inlet

Fig. 18 Numerical domain and boundary conditions for the RANS simulations.
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However, the lift at the tip was already higher in the VLM for the

clean wing. In Fig. 20, the change in sectional lift is shown for the

VLM and RANS simulation. As can be seen, the lift augmentation

seems to be almost identical between the RANS and VLM results

when the 2D and 3D corrections are included.
The difference in integrated CL between the RANS and VLM

results is only about 0.1%. As discussed before, the STM over-

predicts the axial induction slightly, possibly leading to a marginal

overprediction in lift augmentation. Furthermore, the addition of

the swirl to the VLM without any correction could lead to an

overprediction of this swirl effect. As can be seen, neglecting the

correction methods increases the lift augmentation significantly,

increasing the overprediction in lift to 1.7% compared to the

CFD data. Locally, inside the slipstream region, the increase in

sectional lift values is overestimated by up to 25% when not

including the corrections. This highlights the need for the 2D

and 3D correction techniques in the modeling of the propeller–

wing systems. This becomes even more relevant when the TC

is increased for the propeller because that leads to increased

slipstream-induced velocities and thus larger perturbations of the

wing lift distribution.
For the validation of the complete propeller–wing system, only

the spanwise lift distribution is compared between the RANS and

the VLM results. As mentioned before in Sec. III.C.3, the spanwise

drag distribution from the RANS simulation also contains pressure

drag components that are originating from viscous effects. Further-

more, it is not possible to extract the inviscid drag component from

the total spanwise drag force in the RANS simulation. Therefore,

comparing the induced drag distribution from the VLM directly

with the drag distribution from the RANS simulations will yield

incorrect conclusions.

V. Conclusions

Multiple low-order potential flow-based methods are derived
and combined such that the interaction effects can be modeled
accurately and quickly. Considering the low computational cost,
theBEMmethod is an attractiveway tomodel propeller performance.
Furthermore, the added azimuthal discretization of the propeller
disk allows for themodeling of nonuniform inflow fields. Thismeans
that both the effect of a propeller installation angle and the upstream
influence of the wing on the propeller performance can be included.
From the BEM method, the circulation distribution over the blade is
calculated, which is used in the STM. The STM is a time-averaged
and fixed-wake vorticity model to calculate the propeller-induced
velocities inside the slipstream. The cost of the STM is kept low by
assuming no contraction of the slipstream, which allows for ana-
lytical integration in the axial direction. A standard VLM imple-
mentation was used to model the wing performance. However,
instead of simply adding the propeller-induced velocities to the
horseshoe vortex system, image vortex techniques are implemented
in both the 2D and 3D senses to account for the finite dimension of
the slipstream, which reduces the lift augmentation compared to
conventional VLM approaches.
The BEM method used to model the propeller performance was

validated using experimental data. For the positive thrust case, the
circulation distribution is modeled accurately with the BEM
method since only a 3.1% underpredictionwas found in the integral
circulation value compared to experimental data. For the negative
thrust setting, where the aerodynamics of the propeller are more
dominated by viscous effects, such as flow separation, the circu-
lation distribution is less accurate, where an 11.4% underestima-
tion was found between BEM and the experimental results. The
accuracy of the BEM polar data and, with that, the accuracy of the
circulation distribution have also a large influence on the STM
accuracy. The ability to include a nonuniform inflow field in the
BEMwas validated for the case of a propeller at an angle of attack.
The change in integral performance was compared, and the BEM
shows good agreement with experimental data in terms of the
change in thrust and power coefficient for a propeller at an angle
of attack.
The STM model was validated using experimental PIV data,

where radial distributions of axial and tangential velocity were
obtained at different streamwise positions. For the positive thrust
case, the match between the STM and the experimental slipstream
velocities is good, considering the low computational cost. For
the negative thrust conditions, there was a larger offset noted in
the axial velocity between the STM and the experimental data
than for the positive thrust condition. Most of the difference in the
axial induction between the STM and the experimental data is
caused by the difference in circulation distribution obtained from
the BEM compared to the experimental one. When using the
experimental circulation distribution, the discrepancies between
the STM and the experimental velocity data are reduced, especially

a) Clean-wing configuration b) Installed propeller-wing configuration

Fig. 19 Comparison of the sectional lift distributions for the clean-wing and the propeller–wing system between the VLM and CFD results.

Fig. 20 Comparison of the change in sectional lift distribution for the
propeller–wing system between the VLM and CFD results.
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for the negative thrust case, where the difference between the BEM
and the experimental circulation distribution was significant. The
remaining differences between the STM and the experimental values
when considering the experimental circulation distribution originate
from viscous phenomena that occur most at the tip and root part of
the blade.
For the wing modeling, both the 2D and 3D image vortex

techniques are validated separately using higher-order numerical
simulations (RANS). This vortex image technique seems to accu-
rately predict the spanwise lift distribution on a wing submerged
in a jet. The numerical implementation also allows for the mod-
eling of realistic nonuniform velocity profiles in the slipstream.
Combining all the separate models allows for the iterative pro-
cess of calculating the mutual aerodynamic interaction between
the propeller and wing. There is a good match in the spanwise
distribution of sectional lift between the VLM and experimental
data for the tip-mounted propeller system. Using these improved
models, a first-order estimation of the change in both propeller
and wing performance can be calculated in a fast and accurate
manner. In this way, the preliminary conceptual design of new
aircraft, featuring distributed propellers, can be improved. This
can aid in making aviation more sustainable and environmentally
friendly.

Acknowledgments

The research leading to these results is part of the FUTPRINT50
project. This project has received funding from the EuropeanUnion’s
Horizon 2020 Research and Innovation program under Grant Agree-
ment No. 875551.

Appendix A: Detailed STM Derivations

Analytically integrating the Biot–Savart law in the slipstream
tube model for both the axial and tangential vorticity elements in
the streamwise direction decreases the computational cost of the
complete vortex system significantly. Furthermore, it avoids the
possible numerical error introduced by the proximity of the stream-
wise tube coordinates with respect to the wing control points. How-
ever, the Biot–Savart law can only be easily integrated in this
direction if the vortex strengths and the tube geometry are not a
function of the streamwise coordinate. In other words, contraction
or deformation of the slipstream vortex system is not taken into
account.

A.1. Tangential Vorticity

The induced velocity in point Q due to this tangential vortex
filament of length dl at radial position r and strength Γt (Fig. 6a) is
given by

dVQ � Γt�r�
4π

dl × rQ
jrQj3

(A1)

The strength of the tangential vorticity elements was described
before. The vector along the length of the vortex filament (dl)
can be expressed using the propeller cylindrical coordinates
(r and φ):

dl � dleφ � rdφeφ (A2)

where the circumferential unit vector eφ can be represented in the

Cartesian coordinate system as

eφ �
0

cos�φ�
− sin�φ�

i

j

k

(A3)

So the position vector rQ of control point Q with respect to the

vorticity filament becomes

rQ �
xQ − x

yQ − y

zQ − z

�
xQ − x

yQ − r sin�φ�
zQ − r cos�φ�

�
xQ − x

b

c

i

j

k

(A4)

The norm of the position vector can be written as

jrQj � �xQ − x�2 � �yQ − r sin�φ��2 � �zQ − r cos�φ��2

� �xQ − x�2 � b2 � c2 (A5)

Below, Eq. (A1) is worked out for the tangential vorticity rings,

starting with the cross product first:

dl × rQ � rdφeφ × rQ � rdφ

0

cos�φ�
− sin�φ�

×

xQ − x

b

c

� rdφ

cos�φ�c� sin�φ�b
− sin�φ��xQ − x�
− cos�φ��xQ − x�

i

j

k

(A6)

Filling in the worked-out cross product in Eq. (A1) will lead to

dVQ � Γt

4π

rdφ

��xQ − x�2 � b2 � c2�3∕2

c cos�φ� � b sin�φ�
−�xQ − x� sin�φ�
−�xQ − x� cos�φ�

i

j

k

(A7)

To find the total induced axial velocity in point Q by the complete

slipstream tube, the contribution of all tangential vorticity fila-

ments needs to be integrated over all three dimensions in the

cylindrical coordinate system (r, φ, and x):

VQ �
R

r�0

2π

φ�0

∞

x�0

dVQ

�
R

r�0

2π

φ�0

∞

x�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a�

r

��xQ − x�2 � b2 � c2�3∕2

×

c cos�φ� � b sin�φ�
−�xQ − x� sin�φ�
−�xQ − x� cos�φ�

dx dφ dr

(A8)

For clarity, the three velocity components of VQ will be ana-

lyzed separately. As mentioned in Sec. III.B, the assumption

of constant tube size along the streamwise coordinate and

hence no contraction means that Eq. (A8) can be solved analyti-

cally in x:
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VQ;x �
R

r�0

2π

φ�0

∞

x�0

dVQ;x �
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

×

∞

x�0

c cos�φ� � b sin�φ�
��xQ − x�2 � b2 � c2�3∕2 dx dφ dr

�
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

× −
xQ − x

b2 � c2
c cos�φ� � b sin�φ�
�xQ − x�2 � b2 � c2

∞

0

dφ dr

�
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

×
c cos�φ� � b sin�φ�

b2 � c2
1� xQ

x2Q � b2 � c2
dφ dr

(A9)

The worked-out integrals for VQ;y and VQ;z are slightly easier:

VQ;y �
R

r�0

2π

φ�0

∞

x�0

dVQ;y �
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

×

∞

x�0

−�xQ − x� sin�φ�
��xQ − x�2 � b2 � c2�3∕2 dx dφ dr

�
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

× −
sin�φ�

�xQ − x�2 � b2 � c2

∞

0

dφ dr

�
∞

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

sin�φ�
x2Q � b2 � c2

dφ dr

(A10)

VQ;z �
R

r�0

2π

φ�0

∞

x�0

dVQ;z �
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

×

∞

x�0

−�xQ − x� cos�φ�
��xQ − x�2 � b2 � c2�3∕2 dx dφ dr

�
R

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

× −
cos�φ�

�xQ − x�2 � b2 � c2

∞

0

dφ dr

�
∞

r�0

2π

φ�0

nB

4πV∞

dΓp

dr

�1 − a 0�
�1� a� r

cos�φ�
x2Q � b2 � c2

dφ dr

(A11)

The other two integrals need to be worked out numerically

for the three velocity components. This was presented in

Sec. III.B.

A.2. Axial Vorticity

The induced velocity in point Q due to this axial vortex filament

of length dl at radial position r and strength Γa (Fig. 6b) is given

by

dVQ � Γa�r�
4π

dl × rQ
jrQj3

(A12)

The vector along the vortex filament (dl) can be expressed

directly in the Cartesian coordinate system:

dl � dlex � dxex (A13)

Working out the cross product,

dl × rQ � dxex × rQ � dx

−1

0

0

×

xQ − x

b

c

� dx

0

c

−b

i

j

k

(A14)

Filling in the worked-out cross product in Eq. (12) will lead to

dVQ � Γa

4π

dx

��xQ − x�2 � b2 � c2�3∕2
0

c

−b

i

j

k

(A15)

Working out the full integral,

VQ �
R

r�0

2π

φ�0

∞

x�0

dVQ �
R

r�0

2π

φ�0

∞

x�0

B

8π2
dΓp

dr

1

��xQ−x�2�b2�c2�3∕2

×

0

c

−b

dxdφdr (A16)

Again, the integral in x-direction can be solved analytically for the

three velocity components separately:

VQ;x � 0 (A17)
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(A18)
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(A19)

Appendix B: Grid Dependence Study for RANS
Simulations

Thegridwas refined systematically for the grid convergence study,
except for the inflation layer, as per the recommendation of starting
the grid convergence study from the edge of the wall layer out by
Roache [83]. Following the methodology of Stokkermans et al. [76],
the least-squares version of the grid convergence index proposed
by Eça and Hoekstra [84] was used to estimate discretization error.
Table B1 lists the grid sizes and refinement ratios hi∕h1 for the
studied configurations, where hi is the average cell size of the grid
i and h1 represents the average cell size of the finest grid. Four
different grids were used for the grid convergence study, with grid
4 being the coarsest and grid 1 the finest.
The systematic grid convergence analysis focused on the integrated

lift coefficients for both the isolated wing and the wing with propeller
cases, as the lift is the most relevant parameter for this study. The
integrated lift coefficients obtained from different grids are listed in
Table B1. For both cases, the estimated error in uncertainty (jUϕj) was
calculated to be less than 1% (based on grid 2), indicating sufficient

grid resolution. Figure B1 compares lift coefficient distributions along
the wingspan for different grids. For both the isolated wing as well as
the installed propeller–wing configurations, lift distributions obtained
from different grids show negligible differences. While the improve-
ment in lift prediction between grids 2 and 1 is minimal, the computa-
tional cost increase is significant. Therefore, grid 2 was determined to
be the most suitable in terms of the tradeoff between computational
cost and solution refinement and was used for comparison with other
models in this paper.
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