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ETH Zürich

RWTH Aachen University

by

Veerle Steenhuisen

August 19, 2016

Department of Geoscience & Engineering · Delft University of Technology
Department of Earth Sciences · ETH Zürich
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Abstract

Seismic data are acquired by sending band-limited sound waves into the earth, where they are
reflected at boundaries of geological layers and by measuring these reflections at the earth’s
surface. Geophysical processing of seismic data results in a structural image of the subsurface.
At present, apart from structural information, knowledge of the material properties of the
subsurface is required to predict the risk of a target to be commercially attractive or not.
Through inversion techniques these material properties can be obtained.

An inversion algorithm developed by Delft Inversion is applied to synthetic, VSP and surface
seismic data provided by Wintershall Noordzee, in order to obtain the bulk and shear moduli
distributions within the area of investigation, which is situated in the Anglo-Dutch Basin.
This inversion algorithm takes the non-linear relationship between seismic data and reservoir
properties into account, involving multiple scattering, mode conversions and exact travel-
times.

As outcome, the inversion of synthetic data computed from real well logs resulted in an
excellent match of the inversion results with the modelled data, provided that the synthetic
data were modelled in the pre-stack domain and with a broadband wavelet. Furthermore, the
surface seismic data quality was found to be of a too low quality to provide high-resolution
reservoir characterisation. Nevertheless, high-compressibility features present in the seismic
inversion results, could be interpreted as sandstone layers.
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Chapter 1

Introduction

In 1936, the first oilfield discovery was made using seismic exploration [Waterman, 1947].
Seismic exploration is based on the principle of sending band-limited sound waves into the
earth, where they are reflected at boundaries of geological layers and measuring these reflected
waves at the earth’s surface. The acquired seismic data have been used ever since to obtain
structural information of the subsurface and therefore determine the location and size of possi-
ble oil and gas reservoirs. However, in recent years, structural information alone has become
insufficient to detect oil and gas reservoirs. This is due to the fact that most geologically
prominent reservoirs have been detected and produced already, leaving the less-obvious and
harder-to-detect reservoirs, such as pinch-out or fault-bounded reservoirs, and stratigraphic
traps. Consequently, a lot of effort has been put into obtaining material properties of the
subsurface from seismic data over the past years. This can be done with a method known as
inversion.

Seismic inversion still comes with a lot of challenges however. One of the major issues within
the oil and gas industry is to distinguish reservoirs containing residual gas from commer-
cially attractive reservoirs on acoustic impedance data derived from seismic. This is due to
the fact that many effects influence acoustic impedance, such as lithology, fluid saturation
and porosity. Another reason is the sensitivity of compressional velocity to gas; a small
amount of gas already results in a dramatic drop in compressional velocity. Thus, it is
generally expected to be impossible to quantify gas saturation on acoustic impedance data
only [Russell and Hampson, 2006]. Apart from this, the ambiguous interpretation of acoustic
impedance data makes it hard to distinguish tight1 from non-tight reservoirs.

As a consequence, the idea to invert for a property that is more sensitive to gas saturation and
to use additional information in the inversion process was developed, i.e. by Delft Inversion.
They developed software, that takes the non-linear relationship between seismic data and
reservoir properties into account, involving multiple scattering, mode conversions and exact
travel-times. Apart from this, the software also solves directly for the bulk and shear moduli

1A tight reservoir is defined in this context as a reservoir that cannot be produced with conventional
technology, typically because of low porosity and/or permeability.
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instead of for acoustic and shear impedances, because these elastic properties are much more
sensitive to porosity and hydrocarbon saturation [Gisolf and van den Berg, 2012].

In this project I apply the Delft Inversion technology to synthetic, Vertical Seismic Profile
(VSP) and surface seismic data provided by Wintershall Noordzee, in which the dataset
is believed to contain i.a. tight reservoir rock and/or low-saturation gas reservoirs. By
comparing results obtained from VSP data (which can be processed in such a way that they
are multiple free) with those from surface seismic data, I will verify the impact that multiples
have on the seismic characterisation of the reservoir. Apart from this I will attempt to clarify
whether it is possible to predict the risk of a target to be tight and/or filled with low-saturation
gas.
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Chapter 2

Well data

Well logs provide an in-situ measurement of elastic rock properties. In this chapter, a Rock
Physics Analysis is done to get an idea of how different lithologies and reservoir intervals can
be characterised on such well log data. In addition, a geological overview of the area around
the well location is given and the well data itself are described.

2-1 Geological overview

The area of investigation is situated in the Anglo-Dutch Basin, in the Southern North Sea,
which has developed as a result of a long and complex history of subsidence and uplift. The
basin is underlain by a thick basement of Lower Palaeozoic age (590 - 250 Ma ago), that was
mildly deformed during the Caledonian Orogeny in Late Silurian to Early Devonian times
(420 - 390 Ma ago). After this uplift, most of the basin remained an upland area of net
erosion during the Devonian about 410 - 360 million years ago. Early in the Carboniferous,
approximately 360 million years ago, crustal extension started, resulting in the deposition of
deep-water and deltaic sediments within the grabens.

Then another orogeny occurred between 300 - 290 million years ago, the Variscan Orogeny,
during which the Carboniferous rocks were gently folded and faulted. Following this orogeny,
the basin began to subside again in the Permian (290 - 250 Ma ago), resulting in the deposition
of a thick cyclical evaporite succession, also known as the Zechstein supergroup.

In the Late Triassic (230 - 200 Ma ago), the Variscan basement faults were reactivated,
triggering halokinesis of the Permian evaporites. Fully marine conditions were re-established
at the end of the Triassic and thick sandstone packages were deposited in the form of alluvial
fans. Subsequently, widespread domal uplift in the Jurassic (200 - 150 Ma ago) resulted in
an unconformity and the erosion of more than 1000m of Jurassic and Triassic strata. During
the Cretaceous about 150 - 65 million years ago, the climate was relatively warm, resulting
in the deposition of a thick succession of carbonates. For the rest of the Cenozoic era, mostly
subsidence occurred, resulting in the deposition of sequences of deltaic shales and sandstones
and the reactivation of basement faults. [Balson et al., 2001]
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6 Well data

2-2 Well logs

The near vertical well X was drilled as an exploration well, with the objective of proving
gas in Carboniferous fluvial sandstones. It was originally classified as ”dry”, meaning that
the well didn’t encounter any (commercial amounts of) gas. However, log characteristics are
suspicious and a Free Water Level is suspected to be lower than previously thought.

For the analysis I used the following log curves:

� A Gamma Ray [API] (GR) log curve, that was measured with the GR and Digital
Spectralog (DSL) tools [BHc, 2014] over the entire length of the borehole from 68.7m
Measured Depth [m] (MD) until 3846m MD. I used the GR log as a lithology indicator
and to calculate the shale volume percentage from.

� A resistivity log curve, that was obtained with the High-Definition Induction Log
[Ω] (HDIL) tool [BHc, 2014], run over the target interval only, from 3500m MD un-
til 3846.3m MD. The resistivity log was used as a fluid indicator and to determine the
water saturation from.

� A compressional sonic log curve, that was measured with the Cross Multipole Array
Acoustilog (XMAC) tool [BHc, 2014] over the interval 1000 - 3846.3m MD. I used the
sonic log a.o. for the creation of synthetic gathers.

� A shear sonic log curve, that was measured with the XMAC tool [BHc, 2014] over the
interval 1000 - 3846.3m MD. I used the shear sonic log a.o. for the creation of synthetic
gathers.

� A density log curve, that was measured with the Z-Densilog (ZDL) tool [BHc, 2014]
over the target interval only, from 3500m MD until 3846.3m MD. The density was used
a.o. for the creation of synthetic gathers and to determine the porosity.

As can be seen from the above, the majority of tools were only run over the target interval.
Apart from this, the XMAC tool was run through casing over the interval 2507 - 3519m MD.
Logging behind casing comes with a much higher uncertainty than logging in an open hole,
as has been done over the target interval. This is due to the fact that a good cement bond
is required to provide the necessary acoustic coupling to the formation and to eliminate the
casing arrival [Chen and Eriksen, 1991]. Furthermore, the XMAC tool did not record sonic
travel-times over a large part within the Zechstein formation, according to the composite log
description.

In order to do a thorough multiple prediction later on, compressional, shear sonic and density
log curves are needed, both over the reservoir section as well as the overburden containing the
multiple generators. To obtain this, a 3-layered neural network was used to predict these log
curves over the entire borehole. This neural network prediction was done in PETREL with
as input the sonic (through casing) log curves (where available), GR log curve, zone log and
all available sonic and density log curves of wells in the surrounding area. The neural network
effectively does a shale-compensated calibrated Gardner transformation (when applied to the
density log). Finally, the predicted log curves were merged with the original log curves, to fill
any gaps in the original log curves.
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2-3 Lithological description 7

Nevertheless, extremely high sonic travel-time readings (i.e. low velocity readings) at three
distinct intervals within the Zechstein remained present in the log data. I found this suspi-
cious, because the information from the cuttings and the GR log curve show no sign that
such low-velocity intervals exist. Apart from this, velocities of less than 3000m/s at a depth
of 3000m are hard to explain. A possible explanation for these low-velocity intervals could
be that polyhydrate salts occur at these locations. When these salts are in contact with
water-based mud, as used in this particular well, severe dissolution occurs, resulting in in-
valid readings of the tool. Because of this, I decided to clear the three low velocity intervals
from the logs and to replace them with constant values for corresponding salt minerals given
in the composite log description.

2-3 Lithological description

Well X encountered the following lithostratigraphic units from the top (68.7m MD) to the
bottom (3852m MD):

� North Sea Group, which consists largely of interbedded Tertiary claystones and sand-
stones;

� Chalk Group, a thick package of mostly chalk with occasional chert layers, deposited
throughout the Cretaceous;

� Rijnland Group, consisting of thin layers of Cretaceous marl, limestone and claystone;

� Scruff Group, consisting of a very thin package of the Late Jurassic Kimmeridge clay-
stone;

� Upper Germanic Trias Group, a unit in which alternatingly claystone, dolomite and
evaporite layers are present;

� Lower Germanic Trias Group, consisting of a sequence of claystone, evaporite and sand-
stone layers, followed by a thick package of Bunter sandstone;

� Zechstein Group, a unit of almost 1000m thick, that consists of cyclical evaporite suc-
cessions, in which a.o. halite, anhydrite and potassium magnesium salt are observed;

� Upper Rotliegend Group, containing mostly Permian claystone with occasional sand-
stone layers;

� Limburg Group, which consists of the Carboniferous fluvial Westphalian sandstones,
the reservoirs of interest for this study.

2-4 Crossplots

First of all, I started crossplotting several properties against each other over an interval
containing the reservoirs of interest, 3648 - 3839m MD. In Figure 2-1 two crossplots are
shown: a crossplot of acoustic impedance versus shear impedance coloured by GR on the left
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8 Well data

(2-1a) and a crossplot of compressibility1 versus shear compliance2 coloured by GR on the
right (2-1b). Two distinct groups of data can be identified in both crossplots, each with a
very clear and nearly linear trend. Higher acoustic impedance and compressibility result in
increasing shear impedance and shear compliance, respectively. Low GR values (blue colours)
indicate sands, whereas high GR values (green to red colours) indicate shales. The crossplot of
compressibility versus shear compliance allows for a better discrimination between these two
lithological classes, because in this crossplot the sand and shale trends are better separated.
It should be noted that the relative position of the sand-group differs in the two crossplots.

From the crossplots in Figure 2-1 it can also be seen that two parameters are needed in order
to make a proper separation between the lithological groups. Compressibility alone would
not be sufficient to obtain information on the lithology type. Based on the above mentioned
observations, I selected only compressibility and shear compliance for further crossplots.

(a) Crossplot of acoustic impedance versus shear
impedance, coloured by GR.

(b) Crossplot of compressibility versus shear compli-
ance, coloured by GR.

Figure 2-1: Crossplots over the interval 3648 - 3839m MD.

As a next step, I defined all the sandstone reservoirs within the Carboniferous section drilled
by well X, using a.o. the Geological Well Summary provided and my petrophysical knowl-
edge. Again I made crossplots of compressibility versus shear compliance for several of these
reservoirs, in order to see if the reservoirs could be distinguished from each other based on
their elastic properties and in order to see what influenced these elastic properties.

In Figure 2-2, compressibility is crossplotted against shear compliance for all depth samples
within reservoir LWC1 and reservoir LWC5 3. From the crossplot it can be seen that based on
these elastic properties, a clear distinction can be made between the two reservoirs. Reservoirs

1Compressibility is the inverse of the bulk modulus.
2Shear compliance is the inverse of the shear modulus.
3Reservoir LWC1 and LWC5 are two sandstone layers within the Limburg Group. Further on in this report,

these two reservoirs will repeatedly be mentioned and compared.
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2-4 Crossplots 9

LWC1 and LWC5 are both sandstone reservoirs, that hardly contain any shale or higher-GR
datapoints. Reservoir LWC1, which has an average effective porosity of 9.9% and an average
gas saturation of 55%, is plotted in green and reservoir LWC5, which has an average effective
porosity of 16% and an average gas saturation of 12%, is plotted in orange. Furthermore, the
crossplot shows that reservoir LWC1 has an average compressibility and shear compliance
that are lower than for reservoir LWC5. Because both an increase in porosity as well as an
increase in gas saturation result in an increased compressibility, this observation suggests that
in this situation porosity has a greater impact on compressibility than gas saturation.

Figure 2-2: Crossplot of compressibility versus shear compliance, coloured by reservoir type.
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Chapter 3

Gassmann fluid substitution

Because I wanted more confidence that porosity indeed has a greater impact on compressibility
compared to gas saturation, I used the Gassmann model for fluid substitution to visualise
the effect of increasing gas saturation on the different reservoirs. How this is done will be
described in this chapter.

3-1 Gassmann’s equations

Gassmann’s equations are the most commonly used relations to model the influence of pore
fluids on seismic properties. The best indicator of a fluid saturation effect is the bulk modulus
(K), which is a function of compressional velocity(Vp), shear velocity(Vs) and bulk density(ρb):

K = ρb(Vp
2 +

4

3
Vs

2). (3-1)

A seismic wave passing through a rock causes an increase in pressure in the fluid filling the
pores, which results in a stiffening of the rock and an increase of the bulk modulus. The
Gassmann theory predicts the resulting increase in effective bulk modulus of the saturated
rock, Ksat, through the following equation:

Ksat

K0 −Ksat
=

Kdry

K0 −Kdry
+

Kfl

φ(K0 −Kfl)
, (3-2)

with µsat = µdry and where K0 is the effective bulk modulus of the mineral material making
up the rock, Kdry is the effective bulk modulus of the dry rock, Kfl is the effective bulk
modulus of the rock saturated with pore fluid and φ is the porosity. In the Gassmann theory,
the shear modulus, µ, is independent of the pore fluid and held constant during the fluid
substitutions [Mavko et al., 2009].

The Gassmann theory involves assumptions, which are:
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12 Gassmann fluid substitution

� The rock is isotropic and homogeneous;

� The pore space is well connected and in pressure equilibrium;

� The porosity of the rock remains constant with different saturating fluids;

� There is no chemical interaction between the fluids and the solids.

To get an idea of the implementation of the Gassmann theory, as used in the Delft Inversion
software, please refer to [Kumar, 2006].

3-2 Results

I applied Gassmann’s equations (3-2) to reservoir LWC1, which has a relatively low effective
porosity (9.9%), and to reservoir LWC5, which has a relatively high effective porosity (16.0%),
thus creating several sets of logs, each with a different target gas saturation in either one of
the two reservoirs.

(a) Data within reservoir LWC1 (effective porosity of
9.9%) that have been fluid substituted with brine
(0% target gas saturation, blue dots) and with
gas (100% target gas saturation, red dots).

(b) Data within reservoir LWC5 (effective porosity of
16%) that have been fluid substituted with brine
(0% target gas saturation, blue dots) and with
gas (100% target gas saturation, red dots).

Figure 3-1: Crossplots of compressibility versus shear compliance, coloured by target gas satura-
tion, for all fluid substituted depth samples in reservoir LWC1 and reservoir LWC5.

Figure 3-1 shows the depth samples within reservoir LWC1 (Figure 3-1a) and within reservoir
LWC5 (Figure 3-1b), that have been fluid substituted with either brine or gas, crossplotted
as a function of compressibility and shear compliance. From these crossplots it can be seen
that the elastic properties of the low-porosity sandstone reservoir LWC1 are less affected by
an increasing gas saturation than those of the high-porosity sandstone reservoir LWC5.
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3-2 Results 13

I verified this by computing the average compressibility over the LWC1 and LWC5 intervals,
as a function of the target gas saturation after Gassmann fluid substitution has been applied
to those intervals (see Figure 3-2). The average compressibility increase between the 0% and
100% gas case is 11.9% for reservoir LWC5 and 4.7% for reservoir LWC1, showing that gas
saturation indeed has a larger affect on compressibility for reservoir LWC5. In addition, it
can also be observed from this figure that for both reservoirs, compressibility increases the
most between 0% and 10% gas saturation.

Figure 3-2: Average compressibility of all depth samples within reservoir LWC1 and reservoir
LWC5 as a function of the target gas saturation after Gassmann fluid substitution
has been applied to those samples.
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Chapter 4

Compressibility sensitivity analysis

In order to see the relative impact of gas saturation and porosity on compressibility, I made 2D
plots of compressibility as a function of porosity and gas saturation. Before I could make these
plots, I had to find a way to express P- and S-wave velocity as a function of gas saturation
and porosity, because compressibility is calculated from the P- and S-wave velocities. This
could theoretically be achieved by making use of the critical concentration model, as will be
described in this chapter.

4-1 Critical concentration model

With the critical concentration model as described by [Mavko et al., 2009], it is possible to
examine the effect that a variable porosity and gas saturation have on the compressibility.
This is done with the help of a parameter called the critical porosity, which is the porosity of
the sediment at the moment of deposition, so before compaction and diagenesis have taken
place.
The critical concentration model is based upon the idea that compressional and shear ve-
locities of rocks should trend between the velocities of the mineral grains in the limit of
low porosity and the values for a mineral-pore fluid suspension in the limit of high porosity.
Within my adapted version of the model, the assumption is made that the rock consists of
shale and sandstone, where only the sandstone can consist of a rock frame and pore network,
whereas shale is assumed to have zero effective porosity. For a detailed overview of this model,
please refer to Appendix A.

4-2 Results

The compressibility sensitivity plot for reservoir LWC1 in Figure 4-1 presents compressibility
as a function of gas saturation and porosity. The gas saturation ranges between 0 (fully
water bearing) and 1 (fully gas bearing) and the porosity varies between 0.06 (6%, being
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16 Compressibility sensitivity analysis

Figure 4-1: Compressibility as a function of the endmember sand porosity and gas saturation,
modelled for reservoir LWC1, which is calculated to have an average critical porosity
of 30%.

typical low-end reservoir cut-off) and 0.18 (18%, maximum porosity observed in well X).
The colours represent the compressibility value for each combination of gas saturation and
porosity. Additionally, contour lines are plotted to highlight the gas saturation - porosity
functions resulting in constant compressibility.

On this plot, it can be seen that compressibility changes much more rapidly in the vertical
than in the horizontal direction, therefore indicating again that porosity has a much greater
impact on compressibility than gas saturation. The increase of compressibility with porosity
is also a non-linear one, as can be seen from the compressibility contours that are moving
closer as the porosity becomes larger. Furthermore, in the horizontal direction a steep increase
of compressibility with gas saturation is visible up to a gas saturation of approximately 15%,
after which the iso-compressibility contours flatten. This effect is more severe for larger
porosities. Therefore, it becomes clear from these plots that distinguishing between a 15%
and 100% gas filled reservoir based on compressibility alone will be very challenging, especially
when the reservoir has a low porosity.

I have to mention however, that my adaptation of the critical concentration model didn’t
result in a perfect match of the modelled compressibility results with the observed data.
In fact, the for the initial sandstone porosity (7.86%) and gas saturation (55%) simulated
average compressibility for reservoir LWC1 is 3.96e−11, whereas it should be 3.30e−11 m2/N .
Nevertheless, these results still explain the relative effects of porosity versus gas saturation
clearly within the assumptions of this simple model.
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Chapter 5

Synthetic gathers

During this second stage of my thesis, I have created many synthetic gathers, which pro-
vide an idea of the sensitivity of seismic data to saturation and porosity changes. I created
these gathers with the Delft Inversion software, Helios, that utilises the Kennett invariant
embedding method.

5-1 Kennett invariant embedding method

The Kennett invariant embedding method describes the response of an oblique plane wave
incident on a horizontally layered medium [Gisolf and Verschuur, 2010] (see also Figure 5-1);

� by using relationships between the four incident waves (P- and S- waves illuminating
the medium from above and from below) and the four transmitted/reflected/converted
waves (reflected P- and S-waves and transmitted P- and S-waves);

� as a function of reflection and transmission coefficients (16x), and the extrapolation
operator Q;

� where the extrapolation operator itself is a function of the thickness of the layer d, and
the frequency and horizontal slowness of the plane wave;

� where the reflection and transmission coefficients are described by the Zoeppritz equa-
tions (and which are a function of the angle of incidence, density, compressional and
shear velocity of the different layers).

As noted by [Mavko et al., 2009], the Kennett method involves some assumptions, in part
driven by Zoeppritz’ boundary conditions, which are that:

� the medium is a horizontally layered medium with no lateral heterogeneities;

� the layers are isotropic linear elastic;

� the wave field is described by a plane wave.
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20 Synthetic gathers

Figure 5-1: Four incident P- and S- waves illuminating a horizontally layered medium from above
and below and the four resulting P- and S-waves after reflection, transmission and/or
conversion of the incident waves.

5-2 Results

PP synthetic gathers of fluid substituted logs

Synthetic gathers were modelled for the original logs and for the fluid substituted logs, which
I had created previously using Gassmann’s equations (see Chapter 3), with a 7-12-40-50 Hz
bandpass filtered wavelet. Although the Kennett method can compute both PP and PS data,
the focus of this thesis will be on the PP-gathers, because only this type of seismic field data
will be available for this study. A PP gather is a gather in which the incident wave is a P-wave
and the final detected wave is also a P-wave. However, the wave may have experienced mode
conversions and/or multiple reflections during its travel path.

In the centre of Figure 5-2, the migrated synthetic PP gather modelled for the original log
data over the target interval can be seen. On this figure, a clear decrease of amplitude with
slowness can be observed for the blue-red doublet located around 0.065s (indicated by the
pink arrow). This doublet is related to reservoir LWC1 ; the low effective porosity (10%),
high gas saturation (55%) sandstone reservoir. Furthermore, a move-out for high slowness
values is visible for all events. In migrated time you would expect flatness of the event, so this
move-out might be due to stretching or, in case of the downward dips, to mode conversions.

The left gather in Figure 5-2 shows the migrated synthetic PP gather modelled for the fluid
substituted log data with a target gas saturation of 80% in reservoir LWC5. Reservoir LWC5
originally has a high effective porosity (16%) and a low gas saturation (12%). It can be ob-
served that the second blue loop around 0.085s (indicated by the orange arrow), corresponding
to reservoir LWC5, has a higher amplitude than on the original migrated synthetic gather
and that the decreasing amplitude versus angle (AVA) effect for this loop is more visible now.
These effects are compared to bounding lithologies best visible on the right gather in Figure
5-2, which shows the difference between the previous two gathers.

In general, I found that an increased gas saturation results in an increased ’softness’1 of the

1With the term ’softness’ I mean having a lower impedance.
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5-2 Results 21

sandstone reservoirs. In Figure 5-3 the migrated synthetic PP gathers for fluid substituted log
data with a target gas saturation of 80% (on the left) and of 10% (in the centre) in reservoir
LWC1 can be seen, together with the gather showing the difference between the two (on
the right). However, when comparing the difference plots of Figure 5-2 and Figure 5-3, it is
obvious that the increased softness with increased gas saturation, is less pronounced for the
low-porosity sandstone reservoir. This is in correspondence with the observations made in
Chapter 3-2. The differences are overall very subtle though, indicating that it will be hard to
distinguish a 10% from a 80% gas saturation, regardless of the type of reservoir.

Figure 5-2: Synthetic PP gathers in migrated time over the interval 3510 - 3840m MD, mod-
elled with a 7-12-40-50Hz bandpass filtered wavelet. The left gather is modelled
for the fluid substituted log data with a target gas saturation of 80% in reservoir
LWC5 (effective porosity of 16%), the middle gather is modelled for the original
log data, where the gas saturation in reservoir LWC5 is 12%, and the right gather
shows the difference between the previous two gathers. The pink arrow indicates
the approximate location of reservoir LWC1 and the orange arrow that of reservoir
LWC5.

PP synthetic gathers of variable target porosity logs

As a next step, I attempted to create synthetic gathers for sets of logs with variable target
porosities within a particular reservoir, while keeping the gas saturation on its original value.
This was done in order to observe the effect of an independent porosity increase on the
synthetic gathers and to be able to quantify the results of an increasing porosity. No simple
physical relationships, like the Gassmann equations for fluid substitution, exist to achieve this
goal however.

Initially I attempted to use the critical concentration model, just like before (see Chapter
4-1), but this time running the simulation for each depth sample within the reservoir2 and
optimising not only for the critical porosity, but also for the shale compressional velocity.
Unfortunately this resulted in a too low goodness-of-fit of the for the initial porosity simulated
Vp and Vs values with the original Vp and Vs values, from which I concluded that the critical

2Previously I had taken average input values for each reservoir.
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22 Synthetic gathers

Figure 5-3: Synthetic PP gathers in migrated time over the interval 3510 - 3840m MD, modelled
with a 7-12-40-50Hz bandpass filtered wavelet. The left gather is modelled for the
fluid substituted log data with a target gas saturation of 80% in reservoir LWC1
(effective porosity of 9.9%), the middle gather is modelled for the fluid substituted
log data with a target gas saturation of 10% in reservoir LWC1 and the right gather
shows the difference between the previous two gathers.

concentration model is not sufficiently accurate to describe these reservoir rocks with. An
explanation for the incompatibility of this model could be the unknown shale properties, the
bad relation between compressional velocity and density and/or other effects on porosity that
are not incorporated in this model, such as cementation.

Eventually, a simple linear regression model was used to model the effect of an independent
porosity increase on the synthetic data. For full details, please refer to Appendix B.
As a result, I found that a 30% relative increase in bulk porosity gives an average 6.1%
compressibility increase for reservoir LWC1 and an average 6.8% compressibility increase for
reservoir LWC5.

In Figure 5-4, the migrated synthetic PP gather modelled for the original log data is now
plotted next to the migrated synthetic PP gather modelled for a 30% increased target bulk
porosity (compared to the original bulk porosity of 15.5%) in reservoir LWC5. It can be
observed that the blue loop around 0.085s on the left gather in Figure 5-4 has an even higher
amplitude than on the left gather in Figure 5-2 and that the difference gather in Figure
5-4 shows an even larger contrast. This shows that for reservoir LWC5, a bulk porosity
increase from the original 15.5% to 20.2% has a larger impact on the synthetic data than a
gas saturation increase from the original 12% to 80%.

As described in Appendix B, this model assumes that the slope of the linear regression
line is representative for the entire reservoir. Unfortunately this is not the case, because
each reservoir consists of inhomogeneities, such as an uneven porosity distribution within
the reservoir or parts of the reservoir that contain more clay minerals. Thus in order to
verify the reliability of this model, I have computed for each reservoir the goodness-of-fit
of the regression line with the crossplotted samples, or in statistical terms the coefficient of
determination, r2. This coefficient of determination ranges from 0 to 1, 1 giving a perfect
fit of the regression line. The obtained coefficients can be found in Table 5-1. It can be
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Figure 5-4: Synthetic PP gathers in migrated time over the interval 3510 - 3840m MD, modelled
with a 7-12-40-50Hz bandpass filtered wavelet. On the left is the synthetic gather
modelled for a 30% increased target bulk porosity (compared to the original bulk
porosity) in reservoir LWC5, the middle gather is modelled for the original log data
and the right gather shows the difference between the previous two gathers.

seen that in case of reservoir LWC1, the goodness-of-fit for the crossplot of shear compliance
versus compressibility is excellent. However, the goodness-of-fit for the crossplot of shear
compliance versus bulk porosity is quite poor. That’s why in this case, I decided to calculate
shear compliance indirectly via the compressibility - shear compliance relationship. Still, this
relationship has a goodness-of-fit that is not perfect, but I found it reliable enough to perform
the calculations with.
On the other hand, for reservoir LWC5, the goodness-of-fit for the crossplot of compressibility
versus bulk porosity is quite poor. So for this reservoir, I decided to calculate compressibility
indirectly via the compressibility - shear compliance relationship. One might also wonder why
I didn’t use the linear regression relationships between bulk porosity, compressional and shear
velocity. This is due to the fact that the coefficients of determination for the compressional
velocity - bulk porosity and shear velocity - bulk porosity relationships are worse than those
for the compressibility - bulk porosity and shear compliance - bulk porosity relationships.

reservoir M vs. κ κ vs. φbulk M vs. φbulk

r2
LWC1 0.75 0.53 0.35
LWC5 0.59 0.35 0.39

Table 5-1: Goodness-of-fit for each crossplot per reservoir.
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Chapter 6

Multiple prediction

A multiple is defined as a wave that has been reflected more than once during its travel path.
I used the Delft Inversion software, Helios, to see if and where multiples are possibly being
generated, as will be described in this chapter. It is important to know this, because multiples
generated at shallower depth can obscure events of interest deeper down.

6-1 Multiple theory

Many types of multiple reflections exist in seismic data. Usually they are classified as either
short-path or peg-leg multiples, which arrive soon after the primary reflection, or as long-path
multiples, which appear as separate events. Most multiple reflections arise from an interface
with a strong impedance contrast, such as the water bottom [Yilmaz, 2001].

For the Delft Inversion software it is desirable that all surface related multiples are removed
through preprocessing, because this type of multiples is not generated within the reser-
voir sequence and can therefore not be predicted by the target-oriented inversion scheme
[Haffinger, 2013]. Please refer to Chapter 11-2 for a more thorough discussion on this topic.

6-2 Data preparation and approach

After merging the original (shear) sonic and density log curves with the neural network
predicted (shear) sonic and density log curves, I could start modelling this log data. As
described in Chapter 2-2, log data over the entire interval of the well is needed in order
to identify multiple generators and to properly model their multiples using adequate elastic
properties.
First of all, I created another set of logs with all properties below a depth of 3600m MD set
to a constant value, such that no contrasts would be present over the section containing the
reservoirs 1. For this new set of log data, as well as for the original log data, synthetic gathers

1This set of log data will be referred to as ’extended overburden’ log data.
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were created (see Figure 6-1). Apart from this, the total wavefield for both sets of log data
was computed at every point in the modelling domain, which is shown in a VSP type display
(see Figure 6-2). Finally, an inversion was run for both synthetic gathers, but this will be
described later in Chapter 12.

6-3 Results

Synthetic gathers

From the synthetic gathers, I found that internal multiple reflections originating from the
overburden are overlaying primary reflections originating from the reservoirs. This can be
seen in Figure 6-1, where on the left the synthetic PP gather for the original log data is
shown and on the right the synthetic PP gather for the ’extended overburden’ log data. Both
sets of log data were modelled over the interval 2100 - 3840m MD, thus creating gathers with a
length of 800ms. In this figure only the final 250ms of these gathers are shown, corresponding
to the target interval approximately. All events below 0.09s on the right gather are the result
of multiple reflections and/or mode conversions originating from the overburden (so in this
case, everything above 3600m MD). At 0.17s, a multiple reflection is visible for example as a
blue negative loop. It is hard to tell exactly where this multiple has been generated however.

In case these multiples are not sufficiently removed during (pre-)processing of the data, they
will remain in the data taken into the inversion. Consequently, they could add noise or
spurious results to the inversion result. On the other hand, the multiples could be properly
accounted for by the inversion, by choosing a limited inversion window.

Virtual VSP displays

In Figure 6-2a, the total wavefield in virtual VSP display for the ’extended overburden’
log data, modelled over the interval 2500 - 3840m MD, is shown. Several of its ray-paths
have been interpreted on the right of the figure. The green ray-path represents the primary
downgoing wavefield, the pink ray-path represents a primary reflected upgoing wavefield that
has been reflected at a depth of 2872m MD, the blue ray-path represents a multiply reflected
downgoing wavefield that has been reflected at a depth of 3148m MD and subsequently at
2872m MD and finally the orange ray-path represents a multiply reflected upgoing wavefield.
This orange wavefield has been interpreted twice, because there are many possible ways this
wavefield could have been reflected.

Similarly, the total wavefield in virtual VSP display for the original log data, modelled over
the interval 2500 - 3840m MD, is shown in Figure 6-2b. In this figure an interpretation of
the up- and downgoing waves can be seen as well. In contrast to Figure 6-2a, the orange ray-
path now represents a primary reflected wave, that has been reflected at a depth of 3724m
MD. This depth level corresponds to the onset of reservoir LWC5. Interestingly enough, the
interpreted orange wavefields in Figures 6-2a and 6-2b arrive at exactly the same time (at a
depth of 2500m MD), therefore indicating again that a multiply reflected wave is overlaying
a primary reflection originating from the target interval.
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Figure 6-1: The final 250ms of the synthetic PP gathers in migrated time over the interval 2100
- 3840m MD, that were modelled with a 7-12-40-50Hz bandpass filtered wavelet.
On the left is the synthetic gather modelled for the original log data and on the right
the synthetic gather modelled for the ’extended overburden’ log data.

It can be seen that all reflections take place at a depth where there is a large contrast in
compressibility. Of course, it has to be kept in mind that in these models, the overburden
above a depth of 2100m is not included and that all assumptions made in the Kennett invariant
embedding method (see Chapter 5-1) apply to these synthetic results.
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(a) The total wavefield in virtual VSP display for the ’extended overburden’ log data, modelled over
the interval 2500 - 3840m MD, together with an interpretation of several of its up- and downgoing
wavefields.

(b) The total wavefield in virtual VSP display for the original log data, modelled over the interval 2500 -
3840m MD, together with an interpretation of several of its up- and downgoing wavefields.

Figure 6-2: The total wavefield for the ’extended overburden’ and original log data in virtual
VSP display.
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Chapter 7

VSP data

In the third part of this thesis, the VSP and surface seismic data will be described, as well
as the seismic-to-well ties of this data with the synthetic data. In this chapter an overview of
the VSP technique and data will be given.

7-1 VSP technique

The VSP technique is a borehole seismic technique, in which either the source or the receivers
are placed inside the borehole. In Figure 7-1, an example of a VSP survey for an onshore
rig is depicted. The VSP data are mostly used for correlation with the seismic data and for
sonic calibration [Campbell et al., 2005]. One of the major advantages of VSP data is that
it can be separated into upgoing and downgoing wavefields, thus making interpretation of
seismic events easier than on surface seismic data. Apart from this, VSP data contains higher
frequencies as waves travel only half of the path. Furthermore, a VSP can be also used to
identify multiples, by stacking the traces within a narrow area following and paralleling the
first arrivals [Hampson and Mewhort, 1983]. This stack is known as the corridor stack.

7-2 VSP data

A rig source VSP survey was acquired at well X by Baker Atlas in 2006. Measurement levels
were recorded between 610 and 3835m MD, generally at 10m intervals. The energy source
was deployed at an offset of 43m from the wellhead and at a depth of 5m below mean sea
level. In general the data quality is considered excellent, but all levels in the section from
2410 to 2720m MD were considered unreliable and have thus not been used in the processing.
The frequency content of the VSP data is approximately 5-120 Hz, with a very low level of
random noise.

In Figure 7-2, the corridor stack for this VSP dataset is shown, cut out over a time interval,
that corresponds to a depth interval of approximately 2100 - 3840m MD. Please note that
for visualisation purposes, the stacked trace has been copied ten times.
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Figure 7-1: A typical onshore VSP survey with the source on the surface and the receivers inside
the borehole [Blackburn et al., 2007].

Figure 7-2: VSP corridor stack, limited to a time window of 1700 - 2500 ms.
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Chapter 8

Surface seismic data

The marine surface seismic data used in this thesis were acquired by PGS in 1998. Based on
this field data, two datasets have been generated: one post-stack time-migrated dataset and
one pre-stack depth-migrated dataset. In this chapter both datasets will be described.

8-1 Post-stack time-migrated seismic data

The seismic data were processed by PGS in 1998, resulting in a stacked data volume. The
processing steps include i.a. signature deconvolution, anti alias and f-k filtering, predictive
deconvolution, NMO/DMO stacking, pre-migration filtering and Kirchhoff time-migration.
So in this case, the available seismic data are already stacked, resulting in a higher signal-to-
noise ratio, but on the other hand in a loss of information on the amplitude dependence of
reflection coefficients. Furthermore, the seismic post-stack dataset has a sample rate of 4ms,
a trace length of 5000ms and a bin size of 25m by 25m. For this study I used a sub-set of
the post-stack data that has a dimension of approximately 6.25 square kilometres, covering
amongst others the location of well X.

8-2 Pre-stack depth-migrated seismic data

The pre-stack seismic data available to the project were taken from an on-going depth-
migration project, at a near-final stage. Therefore, the data did not have all final post-
processing applied. The processing steps include i.a. low-cut filtering, noise attenuation, tau-p
muting and deconvolution, surface related multiple elimination, anti aliasing, de-ghosting and
Kirchhoff pre-stack depth migration. For this dataset, all common offset gathers in the seis-
mic data have been migrated independently without horizontally stacking the traces, therefore
preserving the angle-dependent reflectivity information. The seismic pre-stack dataset has a
sample rate of 4ms, a trace length of 4000ms, a bin size of 25m by 25m and a maximum
offset of 3150m. For this study I used a sub-set of the pre-stack data that covers an area of
approximately 0.49 square kilometres, including the location of well X.
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Chapter 9

VSP-to-well tie

Before the VSP data can be inverted, an estimated wavelet from the VSP data is required.
This wavelet can be extracted from a seismic-to-well tie of the VSP data with the synthetic
data at the well location. Both the underlying theory as well as the results for the VSP-to-well
tie will be described in this chapter.

9-1 Seismic-to-well tie technique

A seismic-to-well tie allows the well data, measured in units of depth, to be compared to the
seismic data, measured in units of time. First of all, a synthetic gather is generated with the
Kennett algorithm from the original well logs using a broadband wavelet (bandpass filtered
0-3-100-120 Hz) and an appropriate slowness range, as was described in Chapter 5. Then,
using a least-squares approach, the seismic data are matched to this broadband synthetic
gather at the well location, resulting in a gather containing the matched synthetic data, a
gather containing the residual (non-matched) data and an extracted wavelet that produces
the matched synthetic data if convolved with the well data. These results can be optimised by
applying a time shift to the synthetic data, thus aligning events in the synthetic gather with
those in the seismic gather. Apart from this, the character of the wavelet can be adjusted,
by using a smoothing operator in the frequency domain. The smoother the spectrum of the
wavelet, the shorter it becomes in time and the less side-lobes the wavelet has. Finally, the
wavelet itself can also be scaled, resulting in a decrease or increase of its amplitude. Scaling
the wavelet is done in order to match the amplitudes of the seismic and synthetic gathers.

Eventually, a wavelet will be extracted from the most optimal match between the seismic
and synthetic data. Ideally, the convolution of this wavelet with the well data would yield
the seismic data at the well location. It is very important that this wavelet represents the
character of the seismic data correctly, because later on it will be used in the inversion scheme
to calculate the incident field (see Chapter 11-2).

August 19, 2016



36 VSP-to-well tie

9-2 Results

I have performed a seismic-to-well tie of the VSP data with the synthetic data twice: once
over the interval 2100 - 3840m MD (Figure 9-1) and once over a smaller interval containing
the reservoirs 3300 - 3840m MD (Figure 9-2). I did this in order to see if the extracted wavelet
would be very different, which turned out not to be the case, as can be seen when comparing
Figures 9-1b and 9-2b.

In Figure 9-1, the results for the seismic-to-well tie of the VSP data with the Kennett synthetic
data over the interval 2100 - 3840m MD are shown. It can be observed that the main events
present in both gathers match rather well, but that the residual data show some remaining
structure (see Figure 9-1a). Some of the residuals may be due to the fact that VSP data are not
migrated, and therefore not necessarily on its correct location in case of dipping overburden.
However, in this area dips are mild, so this shouldn’t have a major impact. The extracted
wavelet (Figure 9-1b) is a reverse polarity, almost symmetrical wavelet with a maximum
amplitude at time zero and no ringy character. The frequencies present in this wavelet go up
to approximately 40 Hz, with a predominant frequency of 24 Hz. The frequency spectrum of
the extracted wavelet over the shorter interval (Figure 9-2b) is somewhat narrower and the
maximum amplitude of this wavelet is lower.

In Figure 9-2, the results for the seismic-to-well tie of the VSP data with the synthetic data
over the interval 3300 - 3840m MD are shown. The time window for these gathers corresponds
roughly to the time interval of 0.6 − 0.8s in Figure 9-1a. From this figure, it can be observed
that all events in the VSP corridor stack below the high-amplitude event around 0.05s are
much lower in amplitude than on the synthetic gather.

August 19, 2016



9-2 Results 37

(a) The synthetic gather, VSP corridor stack gather, matched synthetic gather and residual gather.

(b) The extracted wavelet estimated from the least-squares match of the original synthetic gather and VSP
corridor stack gather.

Figure 9-1: Results for the most optimal seismic-to-well tie of the VSP data with the synthetic
data over the interval 2100 - 3840m MD.
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(a) The synthetic gather, VSP corridor stack gather, matched synthetic gather and residual gather.

(b) The extracted wavelet estimated from the least-squares match of the original synthetic gather and VSP
corridor stack gather.

Figure 9-2: Results for the most optimal seismic-to-well tie of the VSP data with the synthetic
data over the interval 3300 - 3840m MD.
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Chapter 10

Seismic-to-well tie

Before inversion of the seismic data can take place, an estimated wavelet from the seismic
data is required. This wavelet can be extracted from a seismic-to-well tie of the seismic data
with the synthetic data at the well location. The technique behind this was already described
in Chapter 9-1. The results of the seismic-to-well tie for the post-stack and pre-stack seismic
datasets will be presented in this chapter.

10-1 Results

Just like for the VSP data, I have performed a seismic-to-well tie of the seismic data with the
synthetic data at the well location twice: once over the interval 2100 - 3840m MD and once
over a smaller interval containing the reservoirs 3300 - 3840m MD.

Post-stack time-migrated seismic dataset

In Figure 10-1, the results for the seismic-to-well tie of the post-stack seismic data with the
synthetic data over the interval 2100 - 3840m MD are shown. It can be observed that the
main events present in both gathers match reasonably well, but that there are events present
in the seismic data that do not occur in the synthetic data, such as the double red loop
around 0.7s (see Figure 10-1a). The extracted wavelet in Figure 10-1b is a normal polarity
wavelet, that has its maximum amplitude at zero-time, but is rather asymmetric in shape.
The frequencies present in this wavelet go up to approximately 50 Hz, with a predominant
frequency of 32 Hz. The extracted wavelet over the shorter interval (Figure 10-2b) is rather
similar in shape, but has a narrower frequency spectrum and a lower maximum amplitude.

In Figure 10-2, the results for the seismic-to-well tie of the post-stack seismic data with the
synthetic data over the interval 3300 - 3840m MD are shown. The time window for these
gathers corresponds roughly to the time interval of 0.6 − 0.8s in Figure 10-1a. In this figure,
the double red loop that only appears in the post-stack seismic data around 0.1s is even more
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visible. From this figure, it can also be observed that the resolution below the high-amplitude
event around 0.05s is quite poor.

(a) The synthetic gather, seismic post-stack gather, matched synthetic gather and residual gather.

(b) The extracted wavelet estimated from the least-squares match of the original synthetic gather and
seismic post-stack gather.

Figure 10-1: Results for the most optimal seismic-to-well tie of the seismic post-stack data with
the synthetic data over the interval 2100 - 3840m MD.

August 19, 2016



10-1 Results 41

(a) The synthetic gather, seismic post-stack gather, matched synthetic gather and residual gather.

(b) The extracted wavelet estimated from the least-squares match of the original synthetic gather and
seismic post-stack gather.

Figure 10-2: Results for the most optimal seismic-to-well tie of the seismic post-stack data with
the synthetic data over the interval 3300 - 3840m MD.

Pre-stack depth-migrated seismic dataset

Before the pre-stack seismic data could be tied to the synthetic data, it had to be converted
to the ray-parameter domain. This could easily be done in Helios, where a velocity model
is used to convert from the offset to the ray-parameter domain. I created this 2D velocity
model from 1D interval velocities, extracted from the well logs, assuming a horizontally layered
earth. Considering the well-behaved overburden, this is a fair approximation. Prior to the
conversion, a Radon and f-k filter were applied to the pre-stack seismic data in order to remove
dipping events on the offset gathers.

In Figure 10-3, the results for the seismic-to-well tie of the pre-stack seismic data with the
synthetic data over the interval 2100 - 3840m MD are shown. Again, all major events in the
seismic and synthetic data match rather well, but there are events present in the pre-stack
seismic data that do not occur in the synthetic data, such as the blue-red loop around 0.7s
(see Figure 10-3a). The extracted wavelet in Figure 10-3b has its energy concentrated in the
front of the pulse and is not symmetrical. The frequencies present in this wavelet go up to
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approximately 35 Hz, with a predominant frequency of 11 Hz. On the contrary, the wavelet
extracted over the shorter interval (Figure 10-4b) is a reverse polarity, almost symmetrical
wavelet with a maximum amplitude at time zero. Apart from this, the frequency spectrum
of the wavelet is narrower and the maximum amplitude of the wavelet is a bit lower.

In Figure 10-4, the results for the seismic-to-well tie of the pre-stack seismic data with the
synthetic data over the interval 3300 - 3840m MD are shown. The time window for these
gathers corresponds roughly to the time interval of 0.6 − 0.8s in Figure 10-3a. From this
figure, it can be observed that the resolution below the high-amplitude event around 0.05s is
very poor.

(a) The synthetic gather, seismic pre-stack gather, matched synthetic gather and residual gather.

(b) The extracted wavelet estimated from the least-squares match of the original synthetic gather and
seismic pre-stack gather.

Figure 10-3: Results for the most optimal seismic-to-well tie of the seismic pre-stack data with
the synthetic data over the interval 2100 - 3840m MD.
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(a) The synthetic gather, seismic pre-stack gather, matched synthetic gather and residual gather.

(b) The extracted wavelet estimated from the least-squares match of the original synthetic gather and
seismic pre-stack gather.

Figure 10-4: Results for the most optimal seismic-to-well tie of the seismic pre-stack data with
the synthetic data over the interval 3300 - 3840m MD.
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Chapter 11

The inversion algorithm

Seismic data are processed in order to obtain an image of the subsurface. However, this
structural image gives no information about the rock properties, whereas these rock proper-
ties become increasingly important in the oil and gas industry. This is due to the fact that
nowadays very few big discoveries are made and newly discovered reservoirs can be as thin
as several meters, therefore requiring high resolution characterisation in order to successfully
produce them. Nevertheless, inversion methods can be used to obtain a rock property dis-
tribution of the subsurface. In this chapter, inverse theory as well as the inversion algorithm
developed by Delft Inversion will be covered.

11-1 Inverse theory

In general each inversion algorithm is based on three main ingredients: the observed data,
the unknown material properties and the physical relationships between the data and the
unknown material properties. The basic inversion steps are:

� Computing synthetic data from an initial model and by using the forward operator that
relates the data and the model space;

� Minimizing the difference between the synthetic and observed data, which leads to a
set of equations that are solved to update the medium properties;

� Repeating this process until a satisfactory match between the modelled and observed
data is found.

Many different inversion techniques exist, each involving a specific (numerical) solver for the
update of the medium properties, certain assumptions regarding the physical relationships
and/or a specific set of material properties to invert for. Additionally, many different data
types may be available to solve the inverse problem, giving the possibility of running either
an independent, joint or coupled inversion.
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11-2 The wave-equation based AVO inversion

The inversion algorithm developed by Delft Inversion is an amplitude versus offset (AVO)
inversion technique that honours the true non-linear relationship between seismic amplitudes
(the observed data) and reservoir properties. Internal multiple scattering, mode conversions
and the true travel times over the target interval are all accounted for, because the inversion
is based on the full elastic wave-equation. Furthermore, the algorithm inverts directly for
compressibility and/or shear compliance, depending on the type of seismic data.
As described by [Haffinger et al., 2016], the algorithm consists of the following steps:

1. Obtaining a first estimate of the reservoir properties through a linear AVO inversion,
which is based on the propagation of the wavefield in a smooth, non-scattering back-
ground medium. These properties are defined as contrasts against their background
values.

2. Using the first estimate of the reservoir properties to update the wavefield. In
this step, the non-linear relationship between the measured seismic data and the
reservoir properties is built up. This step is based on the scattering integral
[Fokkema and van den Berg, 2013]. A higher order of multiple scattering is added in
every iteration step.

3. Repeating the AVO inversion, based on the updated wavefield, leading to improved
reservoir properties, which are again used to update the wavefield. This iterative proce-
dure is repeated until both the reservoir properties as well as the wavefield don’t change
any more.

The scheme is illustrated in Figure 11-1. This inversion technique is fundamentally differ-
ent to other AVO inversion techniques, which are generally based on primary reflections
with linearised Zoeppritz coefficients and have the objective to invert for acoustic and shear
impedances [Haffinger et al., 2015].

Figure 11-1: A flow diagram describing the non-linear inversion algorithm developed by Delft
Inversion [Haffinger et al., 2015].
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Chapter 12

Synthetic inversion

With the aim to define boundary conditions for a successful inversion, I inverted synthetic
gathers modelled over the target interval. Furthermore, the synthetic gather modelled over
the interval 2100 - 3840m MD was inverted, in order to see how the observed multiples in
Chapter 6-3 would be explained by the inversion algorithm.

12-1 Results

For synthetic gathers modelled over the interval 3300 - 3840m MD

In Figure 12-1, the inversion results of synthetic gathers, modelled over the target interval
3300 - 3840m MD for the original log data, can be seen. These two gathers were both modelled
for a zero-offset slowness range1, but each with a different wavelet. So the only difference
between the inversion result of the synthetic gather on the left (Figure 12-1a) and the inversion
result of the synthetic gather on the right (Figure 12-1b) is that the synthetic gather on the
left was created with a 7-12-40-50 Hz bandpass filtered wavelet and the synthetic gather on
the right was created with a 7-12-60-80 Hz bandpass filtered wavelet.
From this figure it can be observed that the right inversion result resembles the measured
response better than the left inversion result, especially over the interval below 3600m MD.
This suggests that a higher frequency content in the data is needed to resolve compressibility
over the interval containing the reservoirs of interest.

In Figure 12-2, more inversion results of synthetic gathers, modelled over the target interval
3300 - 3840m MD, for the original log data can be seen. In this case, the two gathers were
both modelled for a broader slowness range2 corresponding approximately to an angle range
from 5 − 35°, but again each with a different wavelet. So again the only difference between
the inversion result of the synthetic gather on the left (Figure 12-2a) and the inversion result
of the synthetic gather on the right (Figure 12-2b) is that the synthetic gather on the left was

1This was done to resemble the VSP and post-stack seismic data.
2This was done to resemble the pre-stack seismic data.
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created with a 7-12-40-50 Hz bandpass filtered wavelet and the synthetic gather on the right
was created with a 7-12-60-80 Hz bandpass filtered wavelet.
When comparing Figures 12-1a and 12-2b, it can be observed that the inversion result for
compressibility in Figure 12-2b now resembles the measured response almost perfectly and
that additionally shear compliance can be resolved pretty nicely. This suggests that a wider
frequency content as well as higher-angle information are needed to resolve both compress-
ibility and shear compliance over the interval containing the reservoirs of interest. However,
Figure 12-2a shows that higher-angle information alone already improves the inversion results
significantly. Theoretically this makes sense, because the joint inversion for both compressibil-
ity and shear compliance brings more details as the inversion algorithm has more information
to converge towards the right solution.

(a) Inversion result for the synthetic gather modelled
with a 7-12-40-50 Hz bandpass filtered wavelet.

(b) Inversion result for the synthetic gather modelled
with a 7-12-60-80 Hz bandpass filtered wavelet.

Figure 12-1: Inversion results (in blue) of compressibility with depth for the synthetic gathers that
were modelled for a zero-offset slowness range, but each with a different wavelet,
over the interval 3300 - 3840m MD. In black are the original compressibility log
curves, which have been anti-alias filtered for 8m sampling.
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(a) Inversion results for the synthetic gather modelled with a 7-12-40-50 Hz bandpass filtered wavelet.

(b) Inversion results for the synthetic gather modelled with a 7-12-60-80 Hz bandpass filtered wavelet.

Figure 12-2: Inversion results (in blue) of compressibility and shear compliance with depth, for
the synthetic gathers that were modelled for a pre-stack slowness range, but each
with a different wavelet, over the interval 3300 - 3840m MD. In black are the
original compressibility and shear compliance log curves, which have been anti-
alias filtered for 8m sampling.
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For synthetic gathers modelled over the interval 2100 - 3840m MD

In Figure 12-3, the inversion result of the synthetic gather, modelled over the interval 2100
- 3840m MD with a 7-12-40-50 Hz bandpass filtered wavelet, for the original log data can
be seen. This gather was already displayed on the left panel in Figure 6-1. This synthetic
gather was inverted over an inversion window running from 3310 - 3840m MD, in order to
obtain only the results over the target interval. Unfortunately, the compressibility contrasts
haven’t been resolved very well, especially not over the target interval. Therefore, no reliable
conclusions with respect to the behaviour of multiples in the inversion algorithm, can be
drawn from these results.

Figure 12-3: Inversion result (in blue) of compressibility with depth for the synthetic gather that
was modelled over the interval 2100 - 3840m MD, for the original log data. In
black is the original compressibility log curve, which has been anti-alias filtered for
8m sampling.
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Chapter 13

VSP inversion

Inversion of the VSP corridor stack was done in order to obtain a multiple-free image of the
compressibility distribution at the target interval. In this chapter, the general workflow and
results of the VSP inversion will be discussed.

13-1 Data preparation and approach

The VSP inversion was run for the VSP corridor stack, which was cropped to a time window
corresponding to the target interval. Further input for the inversion is:

� The extracted wavelet from the VSP-to-well tie (see Figure 9-2b);

� The well log curves of the original log data, which have been anti-alias filtered for 8m
sampling. This is done such that the well logs are on approximately the same depth
sampling as the seismic data and it depends on the average velocities for the interval
and the maximum frequency expected in the data;

� Background log curves, which were created by applying a 4Hz high-cut filter to the
original well log data;

� A zero-offset slowness range.

13-2 Results

Figure 13-1 shows the inversion result of compressibility with depth for the VSP corridor
stack over the interval 3320 - 3850m MD. It can be seen that the low-compressibility event
between 3400 and 3500m MD is well-resolved, as well as the high-compressibility feature at
3725m MD, which corresponds to reservoir LWC5. In between, the overall trend as well as
some distinct features are picked up by the inversion scheme, although on detailed level, the
inversion result deviates from the measured response.
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Figure 13-2 shows the VSP corridor stack copied ten times (on the left), the synthetic gather
that is the result of iteratively describing the wave-equation as described in Chapter 11-2
(in the middle) and the residual gather (on the right) that shows the difference between the
previous two gathers and is magnified by a factor of 2. This figure shows that the data are
almost fully explained by the inversion result.

Figure 13-1: Inversion result (in blue) of compressibility with depth for the VSP corridor stack.
The blue curve is the inversion result itself, the black curves is the smooth log and
the red curve is the background log. The black arrows indicate the approximate
locations of three Carboniferous reservoirs.
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Figure 13-2: The VSP corridor stack (left), the synthetic gather that is the result of convolution
of the inversion results with the extracted wavelet (centre) and the residual gather
(right) which is magnified by a factor 2.
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Chapter 14

Surface seismic inversion

In this chapter, the results of the seismic inversion for the post-stack and pre-stack seismic data
will be covered in order to obtain an image of the compressibility (and the shear compliance)
distribution at the target interval.

14-1 Data preparation and approach

Post-stack time-migrated seismic data

The post-stack seismic data inversion was run for the post-stack seismic data, that was
cropped to a time window corresponding to the target interval. The post-stack data was
inverted for compressibility only. Further input for the inversion is:

� The extracted wavelet from the seismic-to-well tie (see Figure 10-1b);

� The well log curves of the original log data, which have been anti-alias filtered for 8m
sampling. This is done such that the well logs are on approximately the same depth
sampling as the seismic data and it depends on the average velocities for the interval
and the maximum frequency expected in the data;

� Background log curves, which were created by applying a 4Hz high-cut filter to the
original well log data;

� A zero-offset slowness range.

Pre-stack depth-migrated seismic data

Before the pre-stack data could be inverted, it had to be converted to the ray-parameter
domain and filtered to remove dipping events. This had already been done for the seismic-
to-well tie (see Chapter 10-1) and therefore I continued with that previously edited data-set.
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Additionally, a 4-8-45-65 Hz trapezoidal bandpass filter was applied to remove high-frequency
noise. Finally, the data-set was cropped to a time window corresponding to the target interval
and the pre-stack seismic data was inverted for compressibility and shear compliance. Further
input for the inversion is:

� The extracted wavelet from the seismic-to-well tie (see Figure 10-3b);

� The well log curves of the original log data, which have been anti-alias filtered for 8m
sampling. This is done such that the well logs are on approximately the same depth
sampling as the seismic data and it depends on the average velocities for the interval
and the maximum frequency expected in the data;

� Background log curves, which were created by applying a 4Hz high-cut filter to the
original well log data;

� A zero-offset slowness range of 1.5e−5 - 0.9e−4 s/m, which corresponds approximately
to an angle range from 3.9 − 23.2°.

14-2 Results

Inversion of post-stack seismic data

Figure 14-1 shows the inversion result of compressibility with depth for the post-stack seismic
data over the interval 3300 - 3900m MD. It can be seen that the low-compressibility event
between 3400 and 3500m MD is reasonably well-resolved. Furthermore, the overall trend as
well as some distinct features are picked up by the inversion scheme over the interval 3600
- 3800m MD. However, in between, the inversion result deviates clearly from the measured
response. Especially the high-compressibility event between 3500 and 3550 m MD is peculiar,
because it doesn’t show up in the measured response at all. This event is probably related
to the double red loop present at 0.12s in the seismic gather (see Figure 14-2), which is not
present in the synthetic gather modelled for the original log data, as was already discussed
in Chapter 10-1.

Figure 14-2 shows the post-stack seismic data copied ten times (on the left), the synthetic
gather that is the result of iteratively describing the wave-equation as described in Chapter
11-2 (in the middle) and the residual gather (on the right) that shows the difference between
the previous two gathers and is magnified by a factor of 2. This figure shows that the data
are not as fully explained by the inversion result as was the case for the VSP data (see Figure
13-2), but that the data are still well explained.
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Figure 14-1: Inversion result (in blue) of compressibility with depth for the post-stack seismic
data. The blue curve is the inversion result itself, the black curve is the smooth log
and the red curve is the background log. The black arrows indicate the approximate
locations of three Carboniferous reservoirs.

Figure 14-2: The post-stack seismic gather, the synthetic gather that is the result of convolution
of the inversion results with the extracted wavelet (centre) and the residual gather
(right) which is magnified by a factor 2.
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A 3D plot of the compressibility distribution as a result of the post-stack seismic data inversion
over the interval 3300 - 3900m MD is displayed in Figure 14-3. In this figure, the 2D cross
sections for the inline and crossline that run through the well location are plotted. Thus,
the location of the well is at the point where these cross sections intersect. The results of
compressibility with depth at this location correspond to the 1D inversion results in Figure
14-1.

It can be seen from this figure, that at least two high-compressibility bodies (indicated by the
black arrows) are present in the subsurface. Both bodies are elongated structures that extend
laterally for hundreds of meters. Due to their correspondence to the measured response
in Figure 14-1 and their high-compressibility values, the upper body is interpreted as the
sandstone reservoir LWC5 and the lower body as the sandstone reservoir EWC8.

Depth slices through these high-compressibility bodies are displayed in Figures 14-4a (reser-
voir LWC5 ) and 14-4b (reservoir EWC8 ). From these figures, it can be seen that both bodies
are spread out over a wide area and that the body in Figure 14-4a shows more structure and
is more connected than the body in Figure 14-4b, suggesting that this is indeed a sandstone
reservoir.

Figure 14-3: 3D plot of the compressibility distribution as a result of the post-stack seismic data
inversion over the interval 3300 - 3900m MD. Displayed are the inline and crossline
that run through the well location. The reservoirs LWC5 and EWC8 are indicated
by arrows.
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(a) Depth slice through reservoir LWC5.

(b) Depth slice through reservoir EWC8.

Figure 14-4: Depth slices showing the compressibility distribution as a result of the post-stack
seismic data inversion over the interval 3300 - 3900m MD. August 19, 2016
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Inversion of pre-stack seismic data

Figure 14-5 shows the inversion result of compressibility and shear compliance with depth
for the pre-stack seismic data over the interval 3320 - 3850m MD. It can be seen that the
low-compressibility event between 3400 and 3500m MD is well-resolved, as well as the high-
compressibility feature at 3778m MD, which corresponds to reservoir EWC8. In between, the
overall compressibility trend as well as some distinct features are picked up by the inversion
scheme, although on detailed level, the compressibility inversion result deviates from the
measured response. On the other hand, the shear compliance inversion result deviates clearly
from the measured response and seems to contain a depth-shift. Perhaps this is due to the
somewhat limited angle range in the pre-stack data.

Figure 14-6 shows the pre-stack seismic data (on the left), the synthetic gather that is the
result of iteratively describing the wave-equation as described in Chapter 11-2 (in the middle)
and the residual gather (on the right) that shows the difference between the previous two
gathers and is magnified by a factor of 2. This figure shows that the data are not as fully
explained by the inversion result as was the case for the VSP data (see Figure 13-2), but that
the data are still well explained.

Figure 14-5: Inversion results (in blue) of compressibility and shear compliance with depth for
the pre-stack seismic data. The blue curves are the inversion result itself, the black
curves are the smooth logs and the red curves are the background logs. The black
arrows indicate the approximate locations of three Carboniferous reservoirs.
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Figure 14-6: The pre-stack seismic gather, the synthetic gather that is the result of convolution
of the inversion results with the extracted wavelet (centre) and the residual gather
(right) which is magnified by a factor 2.

A 3D plot of the compressibility distribution as a result of the pre-stack seismic data inversion
over the interval 3320 - 3850m MD is displayed in Figure 14-7. In this figure, the 2D cross
sections for the inline and crossline that run through the well location are plotted. Thus,
the location of the well is at the point where these cross sections intersect. The results of
compressibility with depth at this location correspond to the 1D inversion results in Figure
14-5. Please note that the lateral extent of the inlines and crosslines is much shorter for the
pre-stack data volume than for the post-stack data volume.

It can be seen from this figure, that at least two high-compressibility bodies (indicated by
the white arrows) are present in the subsurface. Both bodies are elongated structures that
extend laterally. Due to their correspondence to the measured response in Figure 14-5 and
their high-compressibility values, the upper body is interpreted as the sandstone reservoir
LWC5 and the lower body as the sandstone reservoir EWC8.

Depth slices through these high-compressibility bodies are displayed in Figures 14-8a (reser-
voir LWC5 ) and 14-8b (reservoir EWC8 ). From these figures, it can be seen that both bodies
are spread out laterally, but unfortunately the pre-stack data volume is not sufficiently large
to get an idea of the structure of these bodies. However, both high-compressibility bodies
do correspond in depth to the high-compressibility bodies observed on the post-stack seismic
data inversion results.
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Figure 14-7: 3D plot of the compressibility distribution as a result of the pre-stack seismic data
inversion over the interval 3320 - 3850m MD. Displayed are the inline and crossline
that run through the well location. Reservoirs LWC5 and EWC8 are indicated by
arrows.
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(a) Depth slice through reservoir LWC5.

(b) Depth slice through reservoir EWC8.

Figure 14-8: Depth slices showing the compressibility distribution as a result of the pre-stack
seismic data inversion over the interval 3320 - 3850m MD. August 19, 2016
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Chapter 15

Conclusions

Obtaining high-resolution images of the subsurface in terms of rock properties is a major
challenge within the oil and gas industry. Many inversion algorithms have been developed to
try and tackle this problem. In this study, the inversion algorithm developed by Delft Inversion
is applied to synthetic, VSP and surface seismic data provided by Wintershall Noordzee. As
outcome it has been found that the seismic data quality for this particular data-set is very
challenging to provide high-resolution reservoir characterisation. However, many interesting
conclusions can be drawn, as presented in this final chapter.

The rock physics analysis showed that compressibility and shear compliance allow for a bet-
ter discrimination between sands and shales than acoustic impedance and shear impedance.
Inverting for compressibility and shear compliance should therefore provide a better discrimi-
nation between these lithological classes as well. However, both elastic parameters are needed
to do so, compressibility alone would not be sufficient. Furthermore, the rock physics analysis
showed that porosity has a greater impact on compressibility than gas saturation. This is
very important, because it could lead to a false interpretation of compressibility data de-
rived from seismic: a high-porosity water-saturated reservoir may be falsely interpreted as a
commercially attractive reservoir.

Both the rock physics analysis and the synthetic modelling indicate that most impact on
the elastic properties is seen when the gas saturation goes from 0 to approximately 10%.
This means that it will be very difficult to separate reservoirs containing residual gas from
commercially attractive reservoirs on compressibility and shear compliance data.

From the multiple analysis it was found that multiple reflections originating from the over-
burden are overlaying primary reflections from the Carboniferous reservoirs. The Kennett
invariant embedding method proved to be a good method to visualise these multiple reflec-
tions.

Seismic-to-well ties have been done for the VSP, post-stack and pre-stack seismic data with
the synthetic data at the well location, over both a long interval ranging from 2100 - 3840m
MD and a shorter interval ranging from 3300 - 3840m MD. For each data type, the frequency
spectrum of the extracted wavelet over the shorter interval is narrower, indicating that the
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data contain less information over this interval. In general, each seismic-to-well tie resulted
in a good relative match of the high-amplitude events, but in a rather poor match over the
target interval, due to a limited resolution of the seismic data.

The inversion of synthetic gathers showed that data with a broader frequency content give
a better inversion result, both for post-stack and pre-stack synthetic data. Additionally, the
inversion result of compressibility for pre-stack data is better than that for post-stack data
and inversion of pre-stack data allows to resolve shear compliance as well. Thus, in order to
obtain good inversion results of both compressibility and shear compliance, pre-stack seismic
data with a broad frequency content are needed.

The seismic data don’t have the far angle-information and broad frequency content that is
needed to accurately resolve these elastic properties, especially not over the target interval.
Even though the seismic data quality is not sufficient to provide high-resolution reservoir
characterisation, the inversion results do show high compressibility features for the VSP,
post-stack and pre-stack seismic inversions. These high-compressibility features could be
interpreted as sandstone layers. In fact, the inversion results of compressibility for the VSP
and pre-stack seismic data look fairly similar and resemble the measured data at the well
location, indicating that these results are quite reliable. On the other hand, I find the post-
stack inversion results not so reliable, due to the occurrence of a high-compressibility event
that is not present in the synthetic, VSP and pre-stack seismic data. Additionally, the data
quality is not sufficient to predict the gas saturation from within these possible sandstone
reservoirs.

As a recommendation for further similar studies, I would suggest to invert for a larger data
volume in order to have a better estimate of the reliability of the inversion results. Apart from
that, I would suggest to invert for a pre-stack data set containing more far-angle information,
because this is most probably a limiting factor in this study. Furthermore, data containing
higher frequencies should be used in order to obtain high-resolution inversion results for
reservoirs at large depths. Finally, more time could be spend to analyse inverted synthetic
data, modelled with various types of multiple and converted waves, to see how the inversion
algorithm handles multiples in an ideal noise free environment.
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Appendix A

Critical concentration model

The steps used in the critical concentration model are the following.

1. First of all the porosity of the end-member sand is calculated:

φ =
ρs − ρb + Vsh(ρsh − ρs)

ρs − ρfl + Vsh(ρfl − ρs)
(A-1)

where:

� ρb is the bulk density obtained from the bulk density log

� ρs is the density of quartz

� ρsh is the shale density

� ρfl is the fluid density:

ρfl = ρHC · SHC + ρw(1 − SHC) (A-2)

where ρHC and ρw are the hydrocarbon and brine density respectively and SHC is
the hydrocarbon saturation.

� Vsh is the shale volume:

Vsh =
GR−GRmin

GRmax −GRmin
(A-3)

where GR, GRmin and GRmax are the gamma-ray values for the target interval,
the pure sandstone and the pure shale respectively.

2. Then the bulk modulus and shear modulus are calculated from the previously calculated
sandstone porosity, the shale moduli, sandstone moduli, shale volume and for a range
of critical porosities (φc):
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72 Critical concentration model

1

Kb
=
Vsh
Ksh

+ (1 − Vsh)
1

Ksst
=
Vsh
Ksh

+ (1 − Vsh)(
1 − β + φ · α

(Ks(1 − β + φ · β · α))
) (A-4)

where:

� Ks is the bulk modulus of quartz

� Ksh is the bulk modulus of shale, calculated from ρsh, vpsh and vssh

� α is a constant:

α =
Ks

Kfl
− 1

� β is a constant:

β =
1 − φ

φc

1 + 3
4ηs

φ
φc

where
ηs =

µs
Ks

Similar equations hold for the shear modulus.

3. Thirdly the bulk compressional and shear velocity are calculated from the in step two
calculated bulk modulus and shear modulus.

4. The optimal critical porosity is determined by minimizing the least squares error:

F =

√
(vpb − vpctl)

2 + (vsb − vsctl)
2 (A-5)

Where vpb and vsb are the previously calculated compressional and shear velocity of
the fluid filled rock and vpctl and vsctl are the control compressional and shear velocity
derived from the log data. The smallest value for F thus corresponds to a critical
porosity value that is characteristic for this reservoir.

5. Finally, the bulk modulus and shear modulus are calculated from the previously deter-
mined critical porosity and for a range of gas saturation and sandstone porosity values.
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Appendix B

Linear regression model

The linear regression model uses relationships between the bulk porosity, compressibility and
shear modulus from fitted regression lines through a cloud of depth samples. It consists of
the following operational steps:

1. For each depth sample within the target interval, the bulk porosity is calculated:

φbulk =
ρsolid − ρbulk
ρsolid − ρfluid

(B-1)

2. Then compressibility is crossplotted against bulk porosity for all the samples within the
target interval and a linear regression line is fitted through the cloud, resulting in the
following relationship:

κbulk = a · φbulk + b (B-2)

3. Similarly, shear compliance is crossplotted against bulk porosity, giving the following
relationship:

Mbulk = c · φbulk + d (B-3)

4. And lastly shear compliance is crossplotted against compressibility, resulting in the
following linear regression relationship:

Mbulk = e · κbulk + f (B-4)

5. For each crossplot, the coefficient of determination is computed (see Table 5-1), in
order to investigate the reliability of each regression relationship. The two relationships
resulting from the crossplots with the highest coefficient of determination are used in
the further calculations.
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6. For these two relationships, the slope (a, c or e) is used to compute the intercept (b, d
or f) at each depth sample within the reservoir. For example:

bz = κbulkz − a · φbulkz (B-5)

and:

fz = Mbulkz − e · κbulkz (B-6)

7. The bulk porosity is in/decreased percentage-wise with respect to its original value for
each depth sample.

8. Finally, for each depth sample within the target interval the ’new’ compressibility value
is calculated. For example:

κbulk,newz
= a · φbulk,newz

+ bz (B-7)

9. And the ’new’ shear compliance value is calculated for each depth sample within the
target interval. For example:

Mbulk,newz
= e · κbulk,newz

+ fz (B-8)
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