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Abstract

Floating offshore wind turbines can only withstand a limited amount of (heave) motions before the
equipment fails. In order to reduce the heave motion, the DeepCwind floater for offshore floating
wind turbines makes use of heave plates. This semi-submersible floater consists of three cylindrical
columns with a heave plate attached to the bottom of each column. Potential flow models are often
used in order to assess the response. However, potential flow theory does not take into account the
viscosity and the vorticity of the fluid. Therefore, this thesis examines the effect of a heave plate on
a cylindrical column’s response in heave direction and subjected to wave loads with both a poten-
tial flow model and a fully nonlinear numerical wave tank. Specifically, the difference between a
potential flow model and a fully nonlinear numerical wave tank is examined.

The simulations with the fully nonlinear numerical wave tank have been carried out using the open
source computational fluid dynamics (CFD) software package OpenFOAM (version 1606+). An un-
resolved direct numerical simulation (DNS) approach is used throughout this work. Best practices
for the dimensions of the wave tank, the mesh and settings of the solver where obtained from Bru-
insma (2016) and Rivera-Arreba (2017). The OpenFOAM waves2Foam toolbox (developed by Jacob-
sen et al. (2012)) has been used to generate waves in the wave tank. The two phase solver inter-
DyMFoam for moving bodies was coupled to the waveFoam solver from the waves2Foam toolbox
in order to simulate a moving body under wave loads. The simulations in OpenFoam were carried
out on a 1:50 scale. The potential flow model WAMIT has been used in order to obtain the response
amplitude operator (RAO), added mass, damping and wave excitation forces from potential flow
theory.

A single cylindrical column has been tested in the numerical wave tank both with and without heave
plate. Firstly, a heave decay test has been carried out. As a result, the linear damping ratio and
the linear and quadratic damping coefficients have been determined. Secondly, the structure was
exposed to incoming waves. The response of the structure has been assessed under three different
wave periods, which were selected in order to align with Rivera-Arebba (2017). The response of the
structure was measured, filtered on the frequency of the incoming wave and compared with the
RAO from the potential flow model. Also, the wave excitation forces of the potential flow model
have been compared with wave loads from the numerical wave tank, based on simulations where
heave motion of the structure was constrained.

It was found that both the wave excitation forces and the RAO of the potential flow model are in
agreement with the CFD model results. The viscous effects included in the CFD model affect the
response of the structure only very lightly. The largest differences between the potential flow and
CFD model were found around the heave cancellation wave frequency. At the heave natural period
of the structure, the heave plate increases the linear damping coefficient with ca. 50%. The damping
at this period was dominated by viscous effects. In general, the potential flow model produces an
accurate RAO, due to the fact that the system is lightly damped and the damping therefore plays a
minor role in the structure’s response.

The outcome of this work contributes to the understanding of the effects of heave plates in general
and can be used to assess the added value of computational expensive CFD software in the design
process of floating wind systems.

ii
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Introduction

In order to fulfill the goals set by the Paris Agreement in 2015, countries worldwide have to reduce
their CO, emissions (United Nations). Wind energy is considered a promising low carbon source of
electric energy. Especially due to efforts from governments worldwide and a significant reduction
of the levelized cost of energy (LCOE) by industry, specifically offshore wind energy is considered
one of the cornerstones of the energy transition in (a.0.) North-West Europe. As a consequence, the
cumulative installed capacity of offshore wind has grown steeply over the past decade (Figure 1.1).
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Figure 1.1: Annual offshore wind installations in Europe by country and cumulative capacity (MW) (Selot et al., 2019).

Currently, the most popular way of installing offshore wind turbines is bottom-founded structures.
As can be seen in Figure 1.2, monopiles make up over three quarters of the offshore wind turbine
foundations in Europe. However, bottom-founded structures are only viable for a restricted range of
relatively low water depths. Floating wind turbines can be used in a larger range of water depths and
thus offer a solution for countries with unsuitable water depths for bottom-founded foundations.
Therefore, this promising technique is being investigated by both academia and industry.

Different design concepts for floating wind turbines exist (see Figure 2.1), but the focus of this re-
port is on semi-submersible floaters. The column geometry that was used throughout this report,
was based on the DeepCwind floater (see Figure 1.3). This floating wind system has been devel-
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Figure 1.2: Share of substructure types for grid-connected wind turbines at the end of 2018 (Selot et al., 2019)

oped by an international cooperation of universities and research institutes and has been studied
thoroughly as part of the Offshore Code Comparison Collaboration project. For the Offshore Code
Comparison Collaboration Continued with Correlation project OC5 (Robertson et al., 2016) a scale
model of a semi-submersible wind system has been tested. For the ongoing OC6 project, a specific
focus is set towards the heave plates of the DeepCwind floater. These are horizontal plates attached
to the bottom of all three main columns of the floater.

Heave plates are an important part the the floater. Since the equipment of the wind turbine can
only withstand a limited amount of heave motion (motion in the vertical direction), heave plates
are used in order to reduce the excitation in heave direction due to incoming waves. Potential flow
theory based models are often used to calculate the hydrodynamic response of floating structures,
such as the DeepCwind floater. A disadvantage of these type of models, is the fact that potential
flow theory neglects the viscosity and vorticity of the fluid. Computational fluid dynamics models
(CFD), such as the fully nonlinear Navier-Stokes numerical wave tank used throughout this work,
overcome this issue. But this comes at great computational costs.

Therefore, this report aims to provide insight into the hydrodynamic response of a single column of
a semi-submersible floater. Specifically, the added value of computational expensive CFD software
in the design process of floating wind systems with heave plates is assessed, based on a compari-
son of CFD and potential flow model results. The geometry of the single column that is assessed
throughout this work is largely based on the DeepCwind geometry, however, the diameter of the
main column differs slightly.

1.1. Scope and Research Objectives

Two main research questions have been formulated. Answering these two main research questions,
gives an insight into the hydrodynamic response of a single column similar to the DeepCwind floater
columns. Also, based on a comparison between a potential flow model and a CFD model, the added
value of CFD for this type of problems can be evaluated. The two main research questions that have
been formulated are:
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Figure 1.3: Schematic overview of the DeepCwind floater with the NREL 5 MW wind turbine on top (Rivera-Arreba,
2017).

* How does a potential flow theory based model compare to a fully nonlinear Navier-Stokes
numerical wave tank when applied to a single column with and without heave plate?

* How do the heave plates affect the (heave) dynamics of single column?

The response of a floating body due to incoming waves, can be expressed in terms of a response
amplitude operator (RAO). Another interesting statistic is the wave excitation force exerted by the
waves on the floating structure. Since the RAO and the wave excitation force are usually normalized
by the wave height, the latter is also an important statistic. Finally, since the damping is expected to
be significantly affected by the presence of the heave plate, this is another relevant statistic. All of
the aforementioned parameters have been calculated with both a potential flow model and a CFD
model in order to answer the following sub-questions:

1. How is the wave field in the numerical wave tank affected by the presence of the structure?

2. How do the wave excitation forces of a column with and without heave plate obtained with a
potential flow theory based model compare to the wave excitation forces obtained with a fully
nonlinear Navier-Stokes numerical wave tank?

3. How does the Response Amplitude Operator (RAO) of a column with and without heave plate
obtained with a potential flow theory based model compare to the RAO obtained with a fully
nonlinear Navier-Stokes numerical wave tank?

4. How much does the heave damping at the natural period increase due to the addition of a heave
plate to the single column?

Note that the geometry that was analysed in this report is based on the geometry of a single column
of the DeepCwind floater, but is not exactly the same. The diameter of the main column used in this
report is two meters (17%) larger than the DeepCwind main column. A schematic overview of the
column with heave plate is depicted in Figure 1.4.
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Figure 1.4: Schematic overview of the column that has been assessed throughout this work. The full-size dimensions are:
a=14m, b=24m, c=6m, d =26 m. Furthermore, the draft of the structure is 20 m. For the column without heave
plate b=a =14 m.

1.2. Thesis OQutline

In order to answer the research questions mentioned above, simulations have been carried out with
both a CFD model comprising the fully nonlinear Navier-Stokes numerical wave tank and a po-
tential flow theory model. In Chapter 2 the underlying theory that is used throughout this work is
touched upon, including the basic principles of potential flow theory and the governing equations
for the Navier-Stokes solver. Next, Chapter 3 presents the numerical tools that have been used in
order to carry out the simulations. The main features of the Navier-Stokes solver are explained as
well as for the potential flow theory model.

Chapter 4 provides an overview of the results that were obtained using the potential flow theory
model. Chapter 5 presents similar content for the results that were obtained from the Navier-Stokes
solver. This chapter also includes a description of the spatial lay-out of the numerical wave tank
and details on the wave properties that have been used, since these settings differ from case to
case. Finally, Chapter 6 contains a comparison of the results from the numerical wave tank and
the potential flow model. The conclusions of this work and recommendations are presented in
Chapter 7.



Theory

This section includes an overview of the most important theory that has been used throughout this
work. This ranges from floater types for offshore wind turbines, wave theory, the basics of potential
flow theory and governing equations of Navier-Stokes solvers up to an analytical solution that can
be used in order to describe the response of a column with(out) heave plate under wave loading.

2.1. Floaters for Offshore Wind Turbines

As the water depth increases, bottom founded foundations for offshore wind turbines become unvi-
able, due to increasing costs and complexity of the structure. Floating wind turbines offer a solution
for large waters depths. This section discusses the most common categorization of different types
of floating wind turbines. Based on the way that the floater is stabilized in the water, Henderson and
Witcher (2010) have defined three main classes of floater types. This classification will be used as the
backbone for this section. Using this classification the following three classes can be distinguished:

* hydrostatic class;

which refers to structures using the water plane area to stabilize itself;

* ballast class; and
which refers to (typically) long and slender structures that stabilize themselves with a
center of gravity below the center of buoyancy;
* mooring class (often referred to as tension leg platforms (TLP));

which refers to structures using a (tensioned) mooring system to stabilize themselves.

The main focus of this report is on the the DeepCwind semisubmersible floater, which within this
classification falls under the hydrostatic class type of floaters.

2.1.1. Hydrostatic-Stabilised Floaters

The hydrostatic-stabilised floaters are, like a ship, stabilised by the waterplane area. The large wind
loads on the top of the wind turbine tower typically make the floater heel over during operation.
Since hydrostatic stabilised floaters are generally large structures, the hydrodynamic loads are rela-
tively large. Especially, due to the relatively large waterplane area. Semi-submersible floaters, hav-



2.1. Floaters for Offshore Wind Turbines 6

ing their hull well below the water surface, decrease the waterplane area compared to barge-type
floaters.

Mathematically, the effect from semi-submersible type of floaters can be seen in Equation 2.1,
which gives the linear stiffness for floating structures in pitch (Bachynski, 2018):

C55+K55Zng55—MgZG+ngZB+K55 (2.1)

where Css, represents the hydrostatic stiffness; and Kss, is the stiffness of the mooring system. The
hydrostatic stiffness Css is obtained from the mass M, the vertical centre of gravity zg, the displaced
volume V, the centre of buoyancy zg, and the water plane moment of inertia in pitch Iss. The latter
can be described mathematically as (Bachynski, 2018):

155:ff xzdxdy (2.2)
Awp

where Ay, represents the water plane area.

From this equation it can be seen that a more material efficient way to increase Iss is through adding
material far from the central axis, rather than increasing the total area. This effect is what semi-
submersible floaters use to achieve stability. The typical semi-submersible column structure is the
result of application of this effect.

2.1.2. Ballast-Stabilised Floaters

Ballast-stabilised floaters are stabilised by bringing down the center of mass of the wind turbine as
far as possible below the center of buoyancy. The fact that the wind load induces a large horizontal
load at nacelle height, high above the water level, is especially challenging for this type of concept
(Henderson and Witcher, 2010). This usually results in long and slender structures, with ballast
attached to the bottom of the floater, well below water level, see Figure 2.1.

Again Equation 2.1 can be used to investigate mathematically how ballast stabilised floaters acquire
stability. Equation 2.1 indicates that for a negative centre of gravity an increase in mass M and
a decrease in the centre of gravity zg increases the stiffness of the floater in pitch. Thus, adding
ballast at a the bottom of the floater increases the floater’s stiffness in pitch, increasing the stability.

Figure 2.1: Illustration of each of the floater classes as defined by Henderson and Witcher (2010). From left to right:
hydrostatic, ballast and mooring class (Henderson and Witcher, 2010)
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2.1.3. Mooring-Stabilised Floaters

Mooring-stabilised floaters are floaters which acquire their stability from the mooring system. In
contrast with hydrostatic- and ballast-stabilised floaters, which are usually moored with slack moor-
ing lines, mooring-stabilised floaters are typically moored with vertical, tensioned mooring lines.
Thus, the mooring stiffness K55 in Equation 2.1 is increased, which increases the stability of the
floater.

2.1.4. Full Scale Applications

Each of the concepts discussed in this section - hydrostatic, ballast and mooring stabilised floaters
- are being investigated and experimented with for wind turbines applications. Nevertheless, float-
ing wind energy is still in an early stage of development. The largest offshore floating wind farm
currently operating, is the Hywind Scotland 30 MW windfarm in the U.K. (WindEurope). This wind
farm uses 5 spar type floaters, each of which carries a 6 MW wind turbine. In Figure 2.2 the installa-
tion of one of the spar type floaters is depicted. This operation is carried out by a semi-submersible
ship.

Most floating wind turbines are mainly built for research and innovation purpose. The VoltrunUS
wind turbine, which was developed by the University of Maine, is a good example of this. This
ballast-stabilised system has been employed in-land in fresh water in 2013 (Danko, 2013).

A number of conceptual designs of floating wind turbines for research purpose exist. Throughout
this work, the DeepCwind floater, depicted in Figure 1.3, is used (Robertson et al., 2016). In the
past, both numerical and experimental tests have been performed with this floating wind turbine
system. As a consequence, a lot of data is available on this floater. Throughout this study the work
from Bruinsma (2016) and Rivera-Arreba (2017) is used extensively.

2.2. Wave Theories

Finding an accurate mathematical method to describe sea waves has been a subject of academic
research for a long period of time. Especially wind waves, which are waves generated due to the

Figure 2.2: The Hywind Scotland wind farm under construction (Equinor, 2017).
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Figure 2.3: Main wave parameters that describe a regular wave propagating in x-direction. Modified from Fenton (1985).

wind blowing over the water surface, are an important feature for offshore structures, since they can
induce high loads. The most important parameters to describe a wave mathematically are the wave
period T (or the wave frequency w = %) and the wave height H, which is defined as the distance
from the wave crest to the wave trough. Furthermore, the water depth d and the wave length A are
important parameters. The dispersion relation describes how these wave parameters are related,
according to the following equation:

2
(27”) = w? = gktanh (kd) (2.3)

where g, is the gravitational acceleration; and k = 27”, is the wave number.

The ratio between the wave length and the wave period indicates the speed at which the wave crest

proceeds and is referred to as the celerity: ¢ = %

The least complex method to mathematically describe a water wave is through Airy wave theory,
which is also known as linear wave theory. According to Airy wave theory, waves can be described
as purely sinusoidal. However, Airy wave theory is only valid under strictly defined conditions: the
water depth shouldn’t be too shallow, the wave steepness (%) shouldn’t be too high and the wave
height has to be below the breaking limit. For the latter criterion, the breaking wave height H,,, is
defined as function of the water depth and wave length according to the following equation (Fenton,
1990):

0.1410632 +0.0095721 (2)” +0.0077829 (4]
Hmax B . a+ . a + 0. a
d

- (2.4)
2 3
1+0.07883404 +0.0317567(4)” +0.0093407 (4)

Under the Airy wave theory, the fluid flow is assumed to be inviscid, incompressible and irrotational.
Also, it assumes a constant water depth. A significant advantage of this wave theory is the fact that
the principal of superposition can be applied. Therefore, this wave theory is often used for the
assessment of fatigue loads due to irregular waves.

As the wave steepness increases or the depth changes, other wave theories give a better approxi-
mation of the actual wave. A frequently used method to visualise the applicability of various wave
theories is Figure 2.4. In this figure the regions of applicability of various wave theories are shown as
functions of the non-dimensionalised wave height g—I'TIZ and water depth ﬁ. Rienecker and Fenton

(1981) aimed to develop a wave model that could describe every type of wave on irrotational flow
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over a horizontal sea bed. This so-called fully nonlinear stream function has been used throughout
the work presented in this report. It relies on a finite Fourier series describing the surface elevation
and uses Newton’s method in order solve the Fourier coefficients.

Deep water breaking limit: H/L = 0.14

0005 Stokes 5" or stream function

H/gTZ 0002 -

0001

0.0005 -

00002 Linear/Airy or stream function

0.0001 -

0.00005

T T T
0.001 0.002 0.005 0.01 0.02 0.05 01 02

d/gT?

Shallow waters Intermediate waters Deep waters

Figure 2.4: Limit of application for various wave theories, based on the non-dimensionalised wave height and water
depth, H/gT? and d/gT? respectively (DNV, 2013).

2.3. Navier-Stokes equation

A way to mathematically express the behaviour of flows is through the Navier-Stokes equations,
which is named after the a French engineer and an English mathematician who both developed this
equation independently of each other (Cengel and Cimbala, 2017). The Navier-Stokes equations
can be derived from Newton’s second law. Assuming incompressible flow with constant viscosity
the Navier-Stokes equations are defined as:

V-V=0 (2.5)
Vv > - 9=
pD—t:—VP+pg+uV |4 (2.6)

where 17, is the velocity vector; p, is the fluid density; ¢, represents the time; VP, is the pressure
gradient; g, is the vector of gravitational acceleration; and u represents the dynamic viscosity.

Solving the Navier-Stokes equation analytically has so far proven impossible. It is an unsteady, non-
linear, second-order, partial differential equation that has been subject of research for many years
by many scientists. However, under specific assumptions and with help of numerical solvers, the
Navier-Stokes equation can be used to obtain valuable results of flows.

Both computational fluid dynamics (CFD) models and potential flow theory models make use of the
Navier-Stokes equations to obtain the velocity and pressure in a flow field. The main assumption of
potential flow theory is that the vorticity within the flow is negligibly small. In other words: the flow
is irrotational. Another important assumption in potential flow theory is the assumption that the
fluid is inviscid. Both these assumptions simplify the Navier-Stokes equations to such extent that
they can be solved analytically. On the other hand, CFD models are able to solve the Navier-Stokes
equations numerically. However, this remains a challenging task. Specifically, for turbulent models.
In order to check whether the output from CFD models makes sense, experiments are performed.
Often, experimental results are used to obtain global properties of the flow, whereas CFD is used
to obtain a more detailed picture of the flow field (Cengel and Cimbala, 2017). In the following the
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basic principles of potential flow theory and the governing equations for the Navier Stokes solver
are discussed.

2.4. Potential Flow Theory

Potential flow theory is based on the Navier-Stokes equation, however a number of assumptions
are made in order to solve the Navier-Stokes equation analytically. In this section the governing
equations for potential flow theory are discussed. Potential flow models are usually made up out of
building blocks. The most widely used building blocks in potential flow models are also discussed
in this section.

2.4.1. Governing Equations for Potential Flow Theory

Solving the Navier-Stokes equation (Equation 2.6) is analytically not feasible. However, under spe-
cific assumptions it is possible to obtain a solution for the Navier-Stokes equation. Firstly, it is as-
sumed that the flow under consideration is incompressible. For most marine applications this is a
fair assumption as the fluid being considered (sea water) has a very high resistance against com-
pression (Fine and Millero, 1973). From the conservation of mass the incompressible continuity
equation can be derived (Cengel and Cimbala, 2017):

V-V=0 2.7)
Furthermore in potential flow theory only irrotational flows are considered. This is the main as-

sumption of potential flow theory. It makes it possible to solve the Navier-Stokes equation for re-
gions of potential flow. If a flow is irrotational, it means that its vorticity Q is (approximately) zero:

1k

Q=VxV=zo0 (2.8)

The velocity vector V used above can also be described as the gradient of the scalar ¢: the velocity
potential function. Mathematically, this yields:

V=Vo¢ (2.9)
Combining the Equation 2.9 and Equation 2.7 one can find a relation for the potential flow function

for incompressible flows, often referred to as the Laplace equation:

VZp=0 (2.10)

The Navier-Stokes equation (Equation 2.6) reduces to the following under the assumption of invis-
cid flow (¢ = 0) or using ?)217 =0:

v . .
paz—VPﬂog (2.11)

This equation is usually referred to as the Euler equation.

Also, the well-known Bernoulli equation (Equation 2.14) can be derived from the Navier-Stokes
equations by substituting Equation 2.13 into Equation 2.6 and using the fact that if the gradient
of a function is zero, the function itself should be a constant:



2.4. Potential Flow Theory 11

v oo . . .
p| o+ (V-VIV| =-VP+pg 2.12)
b s o o 1. o
(V- V)V =Vp-V2¢p = EV(V</>)2 (2.13)
p v?
; + > + gz = C = constant everywhere (2.14)

Finally, apart from the potential velocity function ¢ it is useful to define another parameter: the
stream function v (Lagrange, 1868). This function can be used to plot the trajectory of a particle in
the flow and is for a 2-dimensional flow defined as:

WO 0

= = - 2.15
oy 0x (2.15)

where u and v represent the velocity in x- and y-direction respectively.

2.4.2. Potential Flow Building Blocks

Due to the homogeneous and linear nature of the Laplace equation, it is possible apply the prin-
ciple of superposition to it. In other words, the combination of two potential velocity functions
can simply be described as the sum of the two functions: ¢ = ¢; + ¢p». Analogously, the principal of
superposition can also be applied to the velocity (\7 = 171 + \72) and the stream function (v = ¥ +v>).

In fluid mechanics a number of elementary building blocks are developed. Thanks to the fact that
superposition can be used for potential theory flows, a combination of those elementary building
blocks can be used to describe a large variety of irrotational flows. Frequently used building blocks
are for example (Cengel and Cimbala, 2017):

* uniform stream building block;
* line source or sink building block; and

* line vortex building block (also called circulation building block).

Each of those building blocks are illustrated in Figure 2.5.

2.4.3. Panel Method for Potential Flow Theory

For more complicated types of geometries, the sink-source method does not suffice the modelling
needs. Instead, the panel method is used. For the results presented in Chapter 4 a software package
is used that makes use of the panel method as well.

For application of the panel method, the wetted surface of the body is divided into a number of
panels. At each of those panels the flow properties are assumed to be constant (Rivera-Arreba, 2017).
Green’s theorem (Lee and Newman, 1991) is used to obtain the radiation and diffraction velocity
potentials on the boundary of the body.

In a 2D application of the panel method, the velocity V at any point the the flow, is given by:

— —

V=U+

<

(2.16)
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Figure 2.5: Potential flow building blocks (Journée and Massie, 2001).

where U represents the uniform flow velocity at infinity and 7 "is the disturbance field due to the
body which is represented by two elementary flows corresponding to source and vortex flows." (Ce-
beci et al., 2005) On the center of each of the panels either a source or a vortex is placed. It is these
source and vortex flows that 7 is affected by. The disturbance field due to the presence of the body
is then given as the integral of all induced source velocities 7 and all vortex velocities 7, over the
body’s surface (Cebeci et al., 2005):

17(x,y):fﬁsqj(s)dsj+[i/',,rj(s)dsj 2.17)
where q;dsj, represents the the source strength for element ds; on the j-th panel; and 7;ds; rep-

resents the vorticity strength for element ds; on the j-th panel.

As described by Cebeci et al. (2005), no flow should go through the body surface, or analogously: is
should be made sure that "the surface of the body is a streamline of the flow" (Cebeci et al., 2005).
Mathematically these boundary conditions can be described as:

99
W =constant or i =0 (2.18)

where 7, is the direction normal to the body’s surface.

Also, other boundary conditions, like the boundary conditions at the boundaries of the flow, should
be met. After discretisation of the problem, the potential flow can be resolved numerically.

2.5. Governing Equations Navier-Stokes Solver
All CFD calculations are based on three "fundamental physical principles" (Anderson et al., 2009):

1. mass is conserved;

2. Newton'’s second law (F = m - a); and
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Figure 2.6: (a) Finite control volume approach. (b) Infinitesimal fluid element approach. Figures on the left indicate the

conservative approach, whereas the figures on the right indicate the non-conservative approach with regards to the
control volume moving in the fluid. (Anderson et al., 2009)

3. energy is conserved.

These physical principles can be elaborated on in mathematical form, which will lead to a set of
three equations: which together constitute the Navier-Stokes equations. These three equations are,
listed in the same order as the physical principals above on which they rely, listed below:

1. continuity equation;
2. momentum equation; and

3. energy equation.

These equations can be derived in two forms: the conservative and the non-conservative form. In
the first form a control volume is used that does not move with the fluid, whereas in the second
form the equations are derived based on a control volume that moves along with the flow. Another
distinction that can be made in how the governing equations are derived, has to do with the size of
the control volume. A finite control volume is a "reasonable large, finite region of the flow" (Ander-
son et al., 2009), in which flow physics is only applied to fluid inside the control volume or crossing
the control volume surface. Alternatively, an infinitesimally small fluid element can be considered.
Even though it is smaller than the finite control volume it is "large enough to contain a huge number
of molecules so that it can be viewed as a continuous medium" (Anderson et al., 2009). Whereas in
the case of a finite control volume the fluid flow equations are obtained in integral form (i.e. inte-
grated around the finite control volume surface), the fluid flow equations derived with an infinitesi-
mally small fluid element are directly in partial differential equation form. Figure 2.6 illustrates each
of the control volume classifications previously discussed.

The momentum equation is derived from Newton’s second law. This equation can, under the as-

sumption of incompressible flow with constant viscosity, be expressed as:

Du 2
pD—t=—VP+pg+uV u (2.19)
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where u, is the velocity vector; p, is the fluid density; ¢, represents the time; VP, is the pressure
gradient; g, is the vector of gravitational acceleration; u represents the dynamic viscosity and V =
(0x,0y,0;) is the three-dimensional gradient operator.

The continuity equation follows from the principal that mass is conserved. For an infinitesimally
small moving fluid element, the continuity equation in non-conservation form can be derived (An-
derson et al., 2009):

Dp

—+pV-u=0

Dt

which, under the assumption of constant density (incompressible flow), simplifies to:

V-u=0 (2.20)

The energy equation is of less importance in the context of this thesis, since heat transfer is out of
the scope of this work. Only relatively small temperature differences are assumed. Therefore, the
author would like to refer to Anderson et al. (2009) for the derivation of the energy equation.

2.6. Heave Plates

An important aspect of the design of offshore floating wind turbines is limiting the the motions of
the structure, because most components of the wind turbine, such as the drive train, can only with-
stand a limited amount of accelerations. Therefore, one particular concern with the DeepCwind
floater is the heave motion. Heave plates are used in order to reduce the heave motion. These hor-
izontal circular plates on the bottom of each floater column are supposed to increase damping due
to vortex formation in the vertical direction (Thiagarajan Sharman et al., 2019). In addition to this,
heave plates increase the added mass of the structure, increasing the natural period of the structure.
However, capturing the effect of heave plates using numerical modelling tools is a challenging task.
Floating structures subjected to large period waves can experience heave resonance: the structure
is excited at its natural period. Under these circumstances, even small exciting forces can induce a
large response of the system.

In industry, usually potential flow models are used to assess the response of floating structures. Vis-
cous damping is usually empirically determined (Garrido-Mendoza, 2015). As a consequence, the
exact response of a structure due to heave resonance is often hard to predict. Also for the Deep-
Cwind floater it has been recommended to investigate the effects of heave plates under heave reso-
nance conditions on a more detailed level (Rivera-Arreba, 2017).

As stated by Haslum and Faltinsen (1999) there are three ways to reduce the response of the system:

1. increasing the damping of the system;

2. increasing the natural heave period of the system, such that it is out of the range of the wave
energy; and

3. reducing the heave excitation forces.

By changing the heave plate geometry all of the aforementioned parameters are affected to some
extent. Clearly, the added mass and damping are affected by heave plates. Changes in added mass
and damping indirectly induce changes in the natural heave period of the system. However, also the
excitation forces are affected due to changes in the submerged part of the geometry of the structure.
In the following section, the influence of heave plates on added mass, damping and the natural
heave period of the system are discussed.
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2.7. Damping and Added Mass of Heave Plates

Damping on floating structures is usually categorized into two types of damping: viscous damp-
ing (also referred to as hydrodynamic damping) and radiation damping (Sarpkaya, 2010). Viscous
damping is the process where energy from an oscillatory movement is dissipated through processes
such as flow separation and the creation of vortices (Steidel, 1989). The fluid near the wall of the
structure consists of a very thin boundary layer in which skin friction, normal pressure and bound-
ary layer instabilities cause forces in anti-phase with the velocity of the structure (Sarpkaya, 2010).
As aresult viscous damping can be observed as a decrease of the amplitude of oscillation from cycle
to cycle. On the other hand, damping can occur due to radiation damping of a structure. Radia-
tion damping is the result from energy that propagates away from the structure by motion-induced
waves (Dunwoody and Vandiver, 1987).

Like the damping, also added mass is initiated due to disturbances of a moving body in a fluid.
These disturbances induce a hydrodynamic pressure, which after integration over the body surface
gives forces which are mathematically represented as added mass. Sarpkaya (2010) prefers to refer
to added mass with the term added inertia, since the term added mass implies that the "mass of a
solid body has literally increased by some miraculous means".

2.8. Simplified Analytical Solution for Wave Structure Interaction Analy-
sis

The flow around heave plates is typically turbulent. The damping is highly influenced by flow sep-
aration, as described by Molin (2001): "the flow separates at the edge, inducing drag forces and
energy dissipation." A visualisation of flow separation at the edge of a heave plate is provided in Fig-
ure 2.8. Due to the turbulent flow characteristics for heave plates, finding the added mass, damping
and system response on floating structures with heave plates, is a challenging task, which often
involves advanced computational models such as OpenFOAM. Nevertheless, simplified analytical
solutions can be of great value in order to obtain more insight into the basic wave structure interac-
tion. Therefore, this section discusses a highly simplified analytical solution for the wave structure
interaction of a vertical floating cylinder, as depicted in Figure 2.7.

When the system from Figure 2.7 is assumed to be linear, the principal of superposition can be ap-
plied. This means the response of the floating body can be described by the summation of (Journée
and Massie, 2001):

¢ the hydromechanical forces Fj,, induced by the harmonic oscillations of the rigid body in still
water; and

* the wave excitation forces F;,. produced by the incoming waves on the restrained body.

Note that in order for these assumptions to remain valid, linear wave theory is used and potential
flow theory is assumed to accurately describe the flow. Furthermore, the amplitude of the oscilla-
tions and the diameter of the body with respect to the wave length are assumed to be small.

The equation of motion describing the response of the structure from Figure 2.7 is then, using New-
ton’s second law, defined as:

d . .
E(m'z):m'z:F;ﬁFw (2.21)

where £, is the time; z, is the location of the body in heave direction; and m, refers to the mass of the
structure.



2.8. Simplified Analytical Solution for Wave Structure Interaction Analysis 16

T T -
-
motion 0
1IN waves )

Figure 2.7: Schematic overview of a vertical floating cylinder
such as discussed in this section (Journée and Massie, 2001).

Figure 2.8: Visualisation of the flow seperation around the
edge of a heave plate (Garrido-Mendoza et al., 2014). The
colors indicate the vorticity of the flow (scale varies from

100[1/s] (blue) to 100[1/s] (red)).

The hydromechanical forces on the body Fj, can then be described as:

Fp=—-aZ—-bz—-cz (2.22)

where, a, is the added mass of the body; b, is the hydrodynamic damping coefficient; and c, is the
restoring spring coefficient, which can be determined based on the water plane area A,,: c = pgAy.

By using a numerical model or performing experiments the hydrodynamic damping and added
mass can be obtained. Assuming the added mass and damping coefficients are known, the equation
of motion, Equation 2.21, becomes:

(m+a)z2+bz+cz=F, (2.23)

The vertical wave loads on the restrained cylinder, F,,, can be calculated based on the wave potential
and wave elevation for deep water waves as (by using Airy wave theory):

wave potential: ¢= #ekz sin(wt — kx)

2.24
wave elevation: {={4cos(wt—kx) ( )

where x, represents the direction in which the waves travel; ¢, is the wave elevation; and , is the
wave amplitude.

The vertical load on the cylinder from Figure 2.7 is given by the water pressure on the bottom of the
cylinder. Using the Bernoulli equation for potential flow, one can obtain the pressure at the bottom
of the cylinder by substituting Equation 2.24:
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0o
P=-P5 ~P8Z
= pg(aekzcos(wt—kx)—pgz (2.25)

= pg(ae_chos(wt— kx)+pgT
for small diameter (kD = 0): =~ pg(ae_chos(w H+pgT

where T, is the draft of the cylinder. Also, note that the linearized form of the Bernoulli equation has
been used here, meaning that higher order terms of the velocity potential are assumed to be zero,
IVo|? = 0.

The hydrostatic part of the force, pg T, drops against the gravity of the structure mg. For this reason,
usually only the harmonic part of pressure is considered. Under the assumption that the pressure is
equal across the cylinder’s bottom surface, the vertical force becomes:

Frx = pglae*T cos1)- %Dz (2.26)

This force, which results from integrating the pressure over the surface of the body in an undisturbed
wave, is referred to as the Froude-Krilov force Frg. It is also commonly written as a function of

T

* the restoring spring coefficient c = p gZDZ, where D is the cylinder diameter; and

¢ the reduced (or effective) wave elevation {* = ue_k Tcos(wi):
Frg = C~(* (2.27)

The total wave force on a floating structure consists of both a viscous and a non-viscous part. In
potential flow theory - and in this section - the viscous part of the wave force is neglected. The
non-viscous part of the wave force consists of two parts. The Froude-Krylov force is derived under
the assumption that that the body is sufficiently small not to affect the pressure field of the incident
wave. However, in reality the pressure field is affected by the structure. This effect - the disturbance
of the wave field by the structure - is referred to as wave diffraction. A second part therefore needs
to be added to the total wave force.

In order to take into account the wave diffraction, two terms are added to the wave force equation:
a(* and b(*, which are proportional to the vertical accelerations and the vertical velocities of the
wave particles respectively. Thus, the total wave force becomes:

Fy=al*+bl*+cl*

(2.28)
= (ae_kT(c — aw®) cos(wt) — {ae_kaw sin(wt)
Substituting the wave force F,, into the equation of motion (Equation 2.23) gives:
(m+a)i+bz+cz=al*+bl* +c(* (2.29)

The heave response of the cylinder to regular wave excitation can be expressed as a harmonic oscil-
lation with a phase difference €, with respect to the surface elevation:

z=1zqc08(wt+€,)
z=—zqwsin(wt+¢4) (2.30)
Z=—-zqw*cos(wt+€,)
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Substituting this along in the equation of motion gives:

za(c— (M + @)w?) cos (wt + &) — zgbwsin (Wt + &) = 051
=(ae_kT(c—aw2)cos(a)t) —(ae_kawsin(wt) )

By splitting the in-phase and out-of-phase (cosine and sine) parts of this equation and rewriting,
one can find the

In order to obtain a more in-depth understanding of the influence of the damping on the reponse of
floating structures, the RAO for a simple floating cylinder is examined. The RAO can mathematically
be defined as:

RAO (o) = E—“ 2.32a)

by splitting the in phase and out-of-phase (cosine and sine) parts of Equation 2.31 and rewriting,
one can find that the RAO for a cylinder can be expressed as:

RAO(w) = e"“TJ

{c— aw?}® + bw}?

{c— (m+a)w?}’ + (bw)?

(2.32b)

where z,, is the amplitude of the response of the structure in heave direction; and {, is the ampli-
tude of the wave elevation.

Furthermore, the phase shift of the heave response with respect to the surface elevation, which is
referred to as the phase characteristic, can be obtained from Equation 2.31:

—mbw?
(c—aw?){c— (m+ a)w?} + {bw}?

Eq0 = arctan{ } with :0<¢e, <27 (2.33)

It is important to realize that in practice the added mass a, damping b and the restoring spring
coefficient ¢ are also dependent of wave frequency w. Furthermore, potential flow theory, which
was used for this analysis, assumes no vorticity in the flow. Consequently, the damping is likely to
be underestimated for relatively large motion amplitudes. Especially around the natural frequency
of the structure, where the amplitudes are usually relatively high, this leads to unrealistic values of
the RAO.

2.9. Simplified Solution for Cylinder with Heave Plate and Cancellation
Frequency

The equation of motion, RAO and phase characteristics from Section 2.8 are derived for a cylinder
without any appendages. This report, however, looks into the effects of heave plates. Therefore, this
section analyses a simplified analytical solution for a cylinder with heave plate. Also, the so-called
cancellation frequency is obtained.

Equation 2.25 gives the pressure p based on linear potential flow deep water waves at the bottom of
a cylinder with draft T, recall:
p:pg(ae_chos(wt)ergT (2.34)

Integrating the hydrodynamic part of the pressure over the surface of the top and bottom of the
heave plate, gives the vertical wave force exerted on a cylinder with heave plate:



2.9. Simplified Solution for Cylinder with Heave Plate and Cancellation Frequency 19

Frx = pglacos(t) Appe™™ — pglacos(@t) (App — Acor) e (2.35)

where Aj, pr I8 surface area of the heave plate; A,y is the surface area of the column; z7, is the height
in z-direction of the top of the heave plate; and zp, is the height in z-direction of the bottom of the
heave plate.

This can be rewritten in terms of the z-coordinate of the middle of the heave plate z;,, using the
heave plate height h:

k(zm+%) k(zm+%)

Frx = pglacos(wt) Ay ekEn=3) _ g +pglacos(wt)Acore

kh

Since kh << 1, the term e"*" can be rewritten, using the Taylor expansion, as 1+ kh:

kh

kh kh
Frg = pglacos(wt) App [1 - 76’“’" -1+ 7(3’“’") +08(4 cos(?) Appre*m (1 + 7)

kh
=pg{,cos(w t)Ah,,(—kh)ekz'" +pglscos(w t)AcolekZ’"(l + 7)

As deep water is assumed, the deep water dispersion relation can be used: w? = gk, which gives:

kzm,

h
Frg = plqcos(wi)e 8Acol + EAcolw2 - hAhpw2

Using the fact that h = z7 — z;;, and the fact that the mass of the total mass of the structure is given
by the mass of its submerged volume, this can finally be written as:

Fri = {qcos(wt) e’ [—mw? + pg Aol — 0 2mp Acol] (2.36)

The total wave excitation force is given by the Equation 2.28. Since the damping b = 0 at the can-
cellation frequency (no waves are radiated at the cancellation frequency), the total wave excitation
force becomes:

F,, = {4 cos(wt)e®m [-(m+ A)w* +pgAcor — wzzmpAwl] (2.37)

The cancellation frequency can now be obtained by finding where F,, = 0, which comes down to set-
ting the part within the square brackets equal to zero. Using the natural frequency for an undamped
system,

2 _ c — Pg Acol

w? = : (2.38)
m+a m+a
the cancellation frequency w. is found as:
we= | —S— (2.39)
Zm+ w—%

Note that z,,, indicating the middle of the heave plate in z-direction, is a negative number as the
z-coordinate is defined starting at the water surface. Furthermore, it can be seen that for any case
the cancellation frequency w. > wj,.

At the wave cancellation frequency, the hydrodynamic part of the wave force is such, that the heave
force on the top and bottom of the heave plate are exactly equal and opposite in direction. The
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surface area of the bottom of the heave plate is larger than the top of the heave plate (where part of
the surface is covered up with the column), whereas the hydrodynamic pressure on the top heave
plate is larger than at the bottom. Consequently, the wave excitation force is zero at the cancellation
frequency. Also, the radiation damping decreases to zero, as the ability of the structure to generate
waves is cancelled out. Note that in practice, the viscous damping, which is not included in potential
flow theory, will remain and will start dominating the damping and wave excitation forces.

2.10. Decay Test

In order to obtain more in insight into the natural frequency of the structure and the damping a
heave decay test has been carried out, the results of which are discussed in Chapter 5. This section
describes the method that was used to obtain the damping coefficients. Two methods have been
used to quantify the damping and both methods are briefly discussed in this section.

The first method that can be used in order to quantify the damping at the (damped) natural fre-
quency uses only a linear damping coefficient k¥ (Journée and Massie, 2001). This method is based
on the equation of motion Equation 2.23, where the wave force F,, = 0 since the decay test is carried
out in still water. The equation of motion is then rewritten as:

Z42Kwg-z+w5-2=0 (2.40)

where wy, is the undamped natural frequency in z-direction; and «, is the non-dimensional damp-
ing coefficient, defined as a ratio between the damping coefficient b and critical damping b, =

2vV(m+a)-c.

Since the system is assumed to be lightly damped, the undamped natural frequency wy is assumed
to be equal to the damped natural frequency: w; = wy.

The solution of the equation of motion from Equation 2.40 with initial displacement zy is described
as:

—Kwol

zZ=2z4€ (coswgyt+xsinwgt) (2.41)

The z,e ¥’ term describes the decrease of the motion amplitude. Using the values of the peaks
of the heave decay time series, values for the damping coefficient x and motion amplitude z, are
obtained based on a least square estimation.

Another way to quantify the damping based on a (heave) decay test is by the use of the linear and
quadratic damping coefficients, by and b, respectively. As explained by Roberts (1985), who first
presented this method, this method is based on the following equation of motion:

Z+b1z+bolflz+wiz=0 (2.42)

Also in this case the undamped natural frequency wy is assumed to be equal to the damped natural
frequency. The energy per mass of the system at any given time can then be written as:

1, 1
V(1) = zz‘% Ewgzz (2.43)

The linear and quadratic damping coefficients are then calculated based on the loss of energy over
each cyle L(V), which can be calculated based on the time derivative of the energy V (#):

d
L(V) = —EV(t), (2.44)
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which can finally rewritten as:

L(V) = b1V+b2§2\/§V3/2. (2.45)

At the peaks and troughs of z at time ¢, the velocity Z = 0. Therefore, V can easily be calculated from
the peak an through values z;, using:

1
V(t,) = zwgzg (2.46)

The linear and quadratic damping coefficients b, and b, are then obtained by applying a least-
square fit that matches the decay dV/dt.



Numerical Tools

Several approaches exist that can be used to assess loads on structures in a flow. An important
distinction between methods to assess loads on structures can be made between theoretical models
on one hand and experimental methods on the other hand. However, it should be noticed that in
practice both methods go hand in hand. Experiments are used to verify theoretical models, whereas
theoretical models are used to reduce the amount and complexity of required experiments.

The Navier-Stokes equation is the theoretical basis for all theoretical models. Solving this equation
analytically is generally not possible as it is an unsteady, non-linear, second-order, partial differen-
tial equation. However, under specific assumptions the Navier-Stokes equation can be reduced in
complexity and can be evaluated analytically as explained in Section 2.4. This method is referred to
as potential flow theory. Throughout this work the potential flow based software package WAMIT
(Wamit Inc., 2006) has been used to evaluate the loads on the column with(out) heave plate. This
tool is described in Section 3.2.

Furthermore, the loads on the structure have been assessed using a tool which solves the Navier-
Stokes equation numerically. This technique is usually referred to as Computational Fluid Dynam-
ics (CFD). The CFD software package used throughout this work is OpenFOAM®. More specifically,
the interDyMFoam solver coupled to the waveFoam solver from the waves2Foam toolbox has been
used. This solver is referred to as the waveDyMFoam solver. In Section 3.1 the working principles of
CFD are elaborated on. The governing equations are discussed in Section 2.5.

3.1. Navier Stokes Solver

This section elaborates on the basic working principles of some important features of the waveDyM-
Foam solver, which is a coupling of the standard OpenFOAM interDyMFoam solver and the wave-
Foam solver from the waves2Foam toolbox. The set-up of the numerical wave tank in OpenFOAM
was largely based on work by Bruinsma (2016) and Rivera-Arreba (2017) as they performed similar
simulations.

3.1.1. WaveDyMFoam Solver

The waveDyMFoam solver, which is used throughout this work, can work with two different fluids,
in this case air and water. The fluids are assumed to be isothermal, incompressible and immiscible.
As a consequence, the density p and the dynamic viscosity p are constant for water and air. Conse-
quently, the continuity equation and the momentum equation (Navier-Stokes equation) solved by

22
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the waveDyMFoam solver, are used in the previously mentioned forms (Equation 2.20 and Equa-
tion 2.19).

The spatial domain is divided into small 3D volumetric cells. Within each cell the VOF (volume of
fluid) phase-fraction based interface capturing approach, developed by Hirt and Nichols (1981), is
used to take into account the volumetric fraction of water and air in each cell. The scalar a € [0, 1] is
used to represent the fraction of air (& = 0) and water (a = 1). Thus, the local pressure and dynamic
viscosity can be obtained using the volume fraction parameter a:

pP=apy+pq(l-a) 3.1)
p=apy + pa(l—a)

As described in Rusche (2002) the VOF method is used to advance the «a field in time. In order

to reduce smearing of the interface over a large area, an interface compression term is used, as

discussed by Berberovi¢ et al. (2009). This leads to the following equation, where the last term on

the left hand side is used to reduce the smearing effect of the water-air interface:

oa
E+V-ua+v-ura(l—a)=0 3.2)

3.1.2. Discretisation

In order to solve the governing equations numerically, the hydrodynamic problem is discretised.
Both spatial discretisation and temporal discretisation have been used.

Throughout this work the discretisation of the spatial domain is performed using the finite volume
method in OpenFOAM. Using this technique the flow domain is subdivided into small contiguous
cells of finite volume (control-volumes). The local and global mass conservation can be imple-
mented in a straight-forward manner with this method. Also, boundary conditions can more easily
be taken into account, in comparison to other discretisation techniques.

Apart from discretisation of the flow domain, numerical approximations for the differential terms
in the momentum and continuity equation shall be found. Throughout this work the same dis-
cretisation schemes as used in Bruinsma (2016) are applied, since tests with these schemes have
shown good results in related studies by Bruinsma (2016) and Rivera-Arreba (2017). All discretisa-
tion schemes can be found in Table 3.1. However, the author wants to draw special attention to the
discretisation schemes used for the advective term (u- V) of the continuity and momentum equa-
tion. Using Gauss’s theorem the volume integral can be rewritten as a surface integral. Then the
question remains which discretisation scheme should be used to obtain the values at the control-
volume surface. Bruinsma (2016) tested both a first-order Upwind and a second-order MUSCL
scheme. The latter indicated an unsteady convergence rate, which led to the choice of using the
first-order Upwind scheme.

3.1.3. Pressure Velocity Coupling

The continuity equation and the momentum equation are coupled in OpenFOAM using the PIMPLE
algorithm. This algorithm is a combination of both the PISO (Pressure-Implicit with Splitting of
Operators) and the SIMPLE (Semi-Implicit Method for Pressure Linked Equations) algorithm. The
PIMPLE algorithm searches for a steady-state solution of the governing equations in every time
step. This is an iterative process, where the maximum number number of times that the equations
are solved before moving on to the next time step is specified by the number of Outer Correctors.
Throughout this work the number of Outer Correctors has been slightly varied between three and
six, depending on whether issues with convergence arose.
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Term Discretisation

Spatial domain Finite Volume (FV) Method
Temporal derivative ~ (Vu,Va) Euler. Second-order
Gradient V- (pou) Gauss linear. First-order
Divergence V- (pa) Gauss upwind. First-order

V- (p¢rpa) Gauss upwind. First-order

V2 Gauss interface compression. First-order

Laplacian % Gauss linear corrected. First-order

Table 3.1: Numerical discretization schemes used throughout this work.

Another possibility for this iterative process to continue to the next time step - apart from reaching
the maximum number of iterations - is when the solution of the governing equations has sufficiently
converged. This is measured based on the residuals. When the calculated solution is substituted
into the governing equations, the magnitude of the difference between the left and the right hand
side indicates the residual. The smaller the residual, the better the solution has converged. In other
words, if the system of equations to be solved is:

Ax=b,

then the residual is defined as:
r=b- Ax

Furthermore, the residual can be normalized using the normalization parameter n, which is a based
on the average of the solution vector x:

n=>) (lAx— AX|+|b- AX]), (3.3)

the normalized residual then becomes:

r:%Z|b—Ax|. 3.4)

Furthermore, an under-relaxation strategy is used for the calculation of the pressure field. This
implies that the pressure is corrected a number of times within one time-step iteration. These iter-
ations are referred to as the Inner Correctors. The under-relaxation factor f), determines the extent
to which the under-relaxation strategy is applied, according to the following equation:

pi =fopi+(1-fp) Pi; (3.5)

where p;‘, is the under-relaxed pressure in the new inner corrector iteration; p;, is the calculated
pressure in the new inner corrector iteration; and p;_, is the under-relaxed pressure of the previous
inner corrector iteration. Note that for the final inner corrector loop a corrector factor f, = 1is used
(which implies no relaxation), whereas for other iterations the value f},, = 0.5 was used. Throughout
this work the number of Inner Correctors was set to three.

For a more detailed and in-depth explanation of the PIMPLE algorithm, the author refers to other
literature, such as Holzmann (2019) and Ferziger and Peri¢ (2002). For the the exact settings of
the PIMPLE algorithm, such as the residual control, that have been used, the author refers to Ap-
pendix B.
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3.1.4. Relaxation Zone and Boundary Conditions

The wavesDyMFoam solver makes use of the so-called relaxation zones. These are areas within the
flow domain where the waves are generated or dampened out in order to remove spurious reflec-
tion from numerical simulations. This technique is based on a target solution and the computed
solution of the velocity field (Jacobsen, 2017). Using a weighting between these two solutions, the
actual solution for the flow field is obtained. Each time step the values of volume fraction parameter
a and the velocity field u are adjusted accordingly. Relaxation zones can make use of either explicit
or implicit time integration. Throughout this work the explicit method is used. The solution is then
given by the following equation (Jacobsen, 2017, Jacobsen et al., 2012):

¢ = (1 — wR) drarget + WRPcomputed (3.6)

where wp € [0,1], is the weighting function; ¢iarget, represents the pre-defined target solution; and
¢Pcomputed> represents the computed solution of the velocity field.

The waves2Foam toolbox offers a number of available weighting functions wg. Throughout this
work the exponential weight distribution, developed by Fuhrman et al. (2006), is used:
expo? -1
wp=1-——+ (3.7)
expl-1
where o € [0,1], is the local coordinate within the relaxation zone such that wg(oc = 1) = 0 and
wgr(o =0) =1; and B, is the shape parameter, which is set to its default value of § = 3.5 (Jacobsen,
2017).

A schematic overview of the flow domain is depicted in Figure 3.1. The relaxation zones are referred
to as inlet and outlet. In the inlet the waves are generated according to the stream function wave
theory described by Fenton (1988) and Rienecker and Fenton (1981) (see Section 2.2). Within the
outlet relaxation zone the target solution is set to a current of zero velocity that is constant over
depth (referred to as potentialCurrent type waves) in order to dampen out the waves.

To all outer boundaries of the fluid domain boundary conditions have been applied for the phase
fraction parameter «, the velocity field u and the pressure (excluding the hydrostatic pressure) prgh.
All boundary conditions are listed in Table 3.2.

3.1.5. Motion of the Structure (Fluid Structure Interaction)

The flow around the structure to be studied has been assessed in three different ways:

1. the structure has a fixed position;

atmosphere back wall |

I

inlet outlet

| Ry EpRPIpIESp, S S SRR

front wall AN

Figure 3.1: A schematic overview of the flow domain indicating the relaxation zones (inlet and outlet) and the boundary
surfaces. (Bruinsma, 2016)
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phase fraction a velocity U pressure prop,

outflow of water and

. . velocity matches pressure
air possible, Y P

total pressure is constant,

athmosphere boundary condition, . .
return flow can . . . static pressure is computed
. in and outflow is possible
only be air
seabed zero gradient* slip zero gradient*
front wall zero gradient* slip zero gradient*
back wall zero gradient* slip zero gradient*
inlet zero gradient* zero gradient* zero gradient*
outlet zero gradient* zero gradient* zero gradient*
ressure is set such that
. no flux through the p .
structure zero gradient* the flux meets the velocity

moving structure .
& boundary condition

Table 3.2: An overview of the boundary conditions for the patches depicted in Figure 3.1. *Zero gradient means that the
patch value is extrapolated to the nearest cell value.

2. apredefined motion is imposed on the structure; and

3. the structure can freely move in one or more directions.

In the latter two cases the mesh deforms along with the moving structure. All cells within a certain
distance from the structure deform slightly in order to move the structure to the wanted position.
Whereas the predefined motion works relatively straight-forward, the motion becomes more com-
plicated when the structure can move freely as at this point the fluid starts to interact with the move-
ment of the structure. Throughout this work the sixDoFRigidBodyMotion solver has been used to
determine the movement of the freely moving structure. It should be noted that the structure is
assumed to be completely rigid in all cases. In the following the main working principles of the
sixDoFRigidBodyMotion solver are elaborated on.

The movement of the structure can be affected by a number of circumstances:

¢ action of the fluid;

external forces (e.g. gravity force or restraints such as mooring lines);
* constraints to the movement; and

e structural properties of the body (mass, moment of inertia).

The fluid forces on the body can be categorized into two groups: loads due to the pressure integrated
over the body’s surface and viscous forces. The fluid forces Fy and moments My due to the pressure
are obtained by integrating the pressure p over the body’s outer surface Syp:

:f p
soB

where n, represents the surface normal; and r, is the distance from the infinitesimal fluid force to
the body’s centre of mass.

Fk n

M

dSos, (3.8)

Throughout this work the Newmark-beta solver has been used to solve the fluid-structure interac-
tion problem (Newmark, 1959). The implicit form of this second order method has been applied
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using the average constant acceleration (mid point rule) assumption, for which the default values
for the velocity and position integration coefficients, y = 0.5 and 8 = 0.25 respectively, are used.

Furthermore, in some cases the under-relaxation method can be used in order to counteract stability
issues. The under-relaxation method, which was presented by Ferziger and Peri¢ (2002), adjusts
the acceleration of the body’s center of mass with a factor f,;: the acceleration relaxation factor.
The 'relaxed’ acceleration a; of the body at time step i is then computed based on the calculated
acceleration a; as:

al = faai+(1-fa)a;_, (3.9)

where a;_,, represents the relaxed’ acceleration at the previous time step.

It should be noted that this method can give unrealistic results for small factors f; as it directly ad-
justs the acceleration. Divergence might occur if there is too much discrepancy with the calculated
fluid forces and the resulting motion of the body. Therefore, for the final work that is presented in
this report an acceleration factor of f; = 1 has been used.

3.1.6. Mesh Generation

The mesh in OpenFOAM was generated using the blockMesh utility in order to create a so-called
background mesh. The simpleGrading technique was used to refine the mesh around the water
surface. In the case for the longest wave (T = 17.4 s, see Chapter 5) this utility was also used in the
horizontal x-direction.

After generating the background mesh with the blockMesh utility, the snappyHexMesh tool was
used in order to 'cut out’ the geometry of the column from the background mesh. Close to the
structure, the cell size was refined up to level three, which means that the cell length is 23 = 8 times
as small as the regular background cells. The snappyHexMesh settings were chosen in accordance
the work from Rivera-Arreba (2017) and Bruinsma (2016).

3.1.7. Force and Wave Gauge Functions

Throughout this work the OpenFOAM ’forces’ function has been used in order to extract the loads
exerted by the fluid on the structure. As discussed in Section 3.1.5 the fluid exerts forces on the struc-
ture either through pressure (Equation 3.8) or viscous forces. The OpenFOAM algorithm calculates
both of these forces separately. The viscous forces F, are obtained by means of Equation 3.10:

FV = ,URdevdSoB’ (3.10)
SDB
where S, 5, represents the body’s outer surface; y, is the dynamic viscosity; and Rgey is the deviatoric
stress tensor. This force acts tangential to the body’s surface. A more in-depth explanation on how
the forces are calculated is provided in Holzmann (2019).

Note that in the CFD model used in this work the pressure is also affected by the viscosity of the
fluid, whereas in potential flow theory the fluids are assumed to be completely inviscid. In practice,
this means that even though the viscous forces might be low, the total viscous effects of the flow on
the fluid forces can be much higher.

Another function that has been used throughout this work is the so-called 'waveGauges’ function,
which is part of the waves2Foam toolbox. Using this function, wave gauges can be placed at various
points in the domain. The output of these wave gauges gives a time series of the surface elevation
at the specified location. The surface elevation is based on the volumetric water fraction a and is
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calculated based on the following equation:

21
T,:f adz—d (3.11)
Z

0

where zy and z;, define the top and bottom of the wave gauge in the vertical direction; d, is the
initial still water position; and 7, is the surface elevation.

3.2. Potential Flow Model: WAMIT

The potential flow model that has been used in this work is the software package WAMIT (Wamit
Inc., 2006). WAMIT makes use of the panel method, discussed in Section 2.4.3. A mesh of the struc-
ture was made with Genie and converted to the right format using HydroD (DNV Software SESAM,
2013). Through numerical integration of the radiation pressure around the wetted surface of the
column, WAMIT calculates the added mass and damping of the structure for a number of wave
periods.

In the context of the Offshore Code Comparison Collaboration Continuation (OC4) project the added
mass and hydrodynamic damping of the full DeepCwind floater have been calculated with WAMIT
as well. The mesh resolution used in this report has been verified by running simulations of the
full deepCwind floater. The two data sets were practically identical, which is an indication that the
WAMIT model has been used correctly. Since the focus of this report is on the heave plates of a
single column, the results presented in Chapter 5 are all based on a single column with and without
heave plate.

WAMIT evaluates the unsteady hydrodynamic pressure on the body, loads and motions of the body.
Also, the induced pressure and velocity in the fluid domain are evaluated. Furthermore, lineariza-
tion of the free-surface and body-boundary conditions is applied Lee (1995). Within WAMIT, first
the linear problem for a specific incident wave is solved. Then, the rigid body motions and hydro-
dynamic forces are derived using the perturbation method. It is important to note that due to the
potential flow assumptions, neither separation nor lifting effects are taken into account.



Potential Flow Results

The potential flow model WAMIT was used in order to obtain insight into the RAO, damping, added
mass and wave excitation forces on the DeepCwind-like column with and without heave plate under
potential flow assumptions. The workflow of the potential flow model has been discussed under
Section 3.2 and the potential flow theory is discussed in Section 2.4. In this section the results of the
potential flow model are presented.

4.1. Added Mass

The damping, added mass and wave excitation forces of both the column with and without heave
plate have been calculated using the potential flow package WAMIT. The results of this analysis are
presented in Figure 4.1 and Figure 4.2. Note that in these figures the added mass in heave direction
Ass has been nondimensionalised with the mass of the structure m. Finally, note that the results
presented in this chapter are based on a freely floating structure.

Asone can see in Figure 4.1 and Figure 4.2 the added mass remains relatively constant for the various
wave periods. The addition of a heave plate to the column induces an extra local maximum in the
added mass plot. When comparing the added mass for the column with and without heave plate,
one can see that the addition of the heave plate increases the added mass per unit mass of the
structure with approximately a factor 4. In absolute terms the added mass at the heave natural
period increases with a factor 6.55.

It can be useful to compare these values with the added mass approximation given by Tao et al.
(2007). For this theoretical approximation of the added mass, it is assumed that the fluid moves "as
an attached homogeneous mass" (Tao et al., 2007), which implies that no turbulent flow phenon-
mena can be assessed with this approximation. The added mass in heave As; is given by Tao et al.
(2007) as:

1 3 2 3,3 2
As3 =13P (2th+3nthz—n z —37‘[DCZ) (4.1)

where D¢, is the diameter of the column (to which the disk is attached); Dy, is the diameter of the

heave plate; and z = %, /Dlzw - D2,

For the present column with heave plate, the added mass based on the approximation from Tao
etal. (2007) is A33/m = 0.27 normalized by the structures mass, which is significantly lower than the
added mass found by WAMIT: A33/m = 0.87.

29
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Another approximation for the added mass is the mass of the displaced volume by half a sphere with
the diameter of the heave plate: A33 = p% %Dip. This results in an overestimation of the added mass
by approximately 70% compared to the potential flow solution.
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Figure 4.1: Added mass, damping and wave excitation force for the DeepCwind column with heave plate. The results are
obtained from the potential flow model WAMIT. Note that the values on the vertical axes have been normalized. Ay, is
the wave amplitude; vy,,,, is the submerged volume of the floater; p, is the water density; and g, is the gravitational

acceleration.
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Figure 4.2: Added mass, damping and wave excitation force for the DeepCwind column without heave plate. The results
are obtained from the potential flow model WAMIT. Note that the values on the vertical axes have been normalized. Ay,
is the wave amplitude; v, is the submerged volume of the floater; p, is the water density; and g, is the gravitational
acceleration.
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4.2. Damping

The potential damping calculated with WAMIT is also shown in Figure 4.1 and Figure 4.2. As one can
see in these two figures, the damping varies much more than the added mass. In both cases a clear
peak can be identified at wave period T = 6.3 sand T = 11.5 s for the column with and without heave
plate respectively. In potential flow theory, the structure’s ability to generate waves is the cause for
the radiation damping. Therefore, the damping decreases towards zero for both very short waves
and very long waves. In between these two areas, the peaks in the damping can be distinguished.

In addition to the wave length, the wave cancellation frequency (or period) plays an important role
for the column with heave plate. As explained in Section 2.9, the wave cancellation period is the
wave period at which the wave excitation heave force is zero, due to the force at the top and the
bottom of the heave plate cancelling out. Due to this phenomenon, the heave radiation damping
goes to zero at the wave cancellation frequency. In Figure 4.1, the local minimum in the damping
at T, = 12.7 s indicates wave cancellation. This wave cancellation period is in agreement with the
analytical solution presented in Section 2.9, where the wave cancellation frequency w, was given as

(Equation 2.39):

§

8
Zm+

We =

For the heave plate geometry, the wave cancellation frequency can simply be found as w, = 0.492
rad/s, meaning that the wave cancellation period is T, = fu—f =12.75s.
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Figure 4.3: Wave excitation force amplitude and wave excitation force phase. The WAMIT results are obtaiend with
directly from the potential flow model WAMIT, whereas the CFD-results are obtained from the results presented in
Chapter 5. Note that the 'static’ case refers to a fixed body, whereas the 'dyn[namic]’ case refers to a moving body in
heave. The CFD-results have been scaled to full-scale size and non-dimensionalised with the wave amplitude A;,, water
density p and gravitational acceleration g.
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The addition of the heave plate seems to increase the damping per unit submerged volume signifi-
cantly. The peak of the damping of the column with heave plate is almost twice as high as the peak
of the heave plate without column. On the other hand, the damping increases steeply at relatively
smaller wave periods for the column with heave plate as the wave period approaches the wave can-
cellation period.

4.3. Wave Excitation Forces

Finally, the heave wave excitation forces calculated with the potential flow model WAMIT are shown
in Figure 4.1 and Figure 4.2. The wave excitation force for the column with heave plate (Figure 4.1)
shows a local maximum and minimum, whereas the excitation force for the column without heave
plate gradually approaches a constant value for high wave periods. The local maxima and minima
are, again, caused by the wave cancellation period, which is derived in Section 2.9.

Also, the phase of the wave excitation forces has been plotted in Figure 4.3. Note that this figure also
contains the results from the CFD model. In Chapter 6 an in-depth comparison of the potential flow
results and the CFD results is given.

4.4. Response Amplitude Operator

The Response Amplitude Operator (RAO) obtained with WAMIT is shown in Figure 4.4 and Fig-
ure 4.5. Note that these figures also include the CFD results. A comparison of the CFD results and
potential flow results is included in Chapter 6.

For the column with heave plate, the RAO goes to zero at the wave cancellation period T, = 12.75
s, as discussed in Section 2.9. For very short waves (small wave period) the structure is also not
excited by the waves, as the wave length is well below diameter of the column and heave plate. Con-
sequently, multiple wave crests and through fit within one column diameter. Furthermore, the nat-
ural period of the structure in heave is clearly visible in Figure 4.4. Around natural period T}, = 15.2
s the response drastically increases due to resonance. For this wave period, the vertical motions are
dominated by the damping term. However, it should be noted that at the natural period, potential
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Figure 4.4: Response Amplitude Operator (RAO) and phase characteristic for the DeepCwind column with heave plate.
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Figure 4.5: Response Amplitude Operator (RAO) and phase characteristic for the DeepCwind column without heave
plate.

flow theory does not give realistic RAO values, as for large amplitudes viscous damping becomes
more important, which is not taken into account in potential flow theory. As expected, the RAO ap-
proaches one for long (high period) waves; the structure tends to 'follow’ the waves for these high
period waves.

The RAO of the column without heave plate shows a similar trend as the column with heave plate.
However, with the lack of a heave plate, the effect of the wave cancellation period can not be seen as
this is a heave plate specific feature. Also, the peak of the RAO is shifted towards lower wave periods.
This is due to the natural period in heave of the structure without heave plate being lower.

The phase characteristics of the two columns are also depicted in Figure 4.4 and Figure 4.5. For a
column without heave plate, the phase characteristic is theoretically expected to be close to zero for
small wave periods T. This is expected because for short waves the Froude-Krylov force becomes
relatively small. Consequently, the wave force becomes dominated by the out-of-phase diffraction
force, pushing the phase of the response of the structure towards zero. As one can see in Figure 4.5,
this effect can not be distinguished in the phase characteristic obtained with WAMIT. Instead, the
phase characteristic shows many local peaks for small wave periods for both columns (with and
without heave plate). This is likely due to the fact that the damping at these frequencies is very low
and the motions are calculated at discrete frequencies. This gives sort of an arbitrary behaviour of
the wave excitation forces around the small wave periods.

For long waves relative to the size of the structure, the structure tends to 'follow’ the wave. Therefore,
both phase characteristics for the column with and without heave plate, are zero for high wave
periods T. Going from the high period waves towards the lower wave period regime, a sudden phase
change of -180°around the natural period of both columns can be observed. Whereas the motion
is dominated by the spring terms for high period waves, the motion is dominated by the damping
terms around its natural period. Consequently, the phase of the response of the structure shifts in
order to align with the damping terms, which scale with the out-of-phase velocity.

The phase characteristic of the column with heave plate remains low until after it reached the wave
cancellation period at T, = 12.75 s, where the wave excitation forces are cancelled out. The phase
changes suddenly at the wave cancellation period, due to a sign change of the wave force amplitude,
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which is shown in section 4.6. At this point the diffraction force and the Froude-Krylov force are
equal in magnitude but opposite in direction. For lower wave periods (below the wave cancellation
period T,), the structure follows the phase of the wave excitation force which still has a negative
sign (see Figure 4.3), and therefore slowly increases towards 180°, before the arbitrary behaviour
discussed above starts.

Finally, the phase characteristic of the column without heave plate approaches zero for small wave
periods for reasons mentioned above: the wave length becomes very small with respect to the di-
ameter of the structure.

force [-]
Fro-Kry
100+ total
50+
period [s]
diffraction
-50+
-100+

Figure 4.6: The wave excitation force amplitude, calculated based on the analytical solution from Equation 2.37. The
Froude-Krylov force, diffraction force and the total force are all plotted separately. The force has been scaled with the
water density and the gravitational acceleration: Fy,/(pg). Note that damping b = 0 has been assumed. The sum of the
mass and added mass have been calculated based on Equation 2.38 and the added mass has been assumed to be 87% of
the mass.



Case Study Column With and Without
Heave Plate

In order to obtain more insight into the effects of the heave plate on the hydrodynamic behaviour
of a vertically floating column, a column similar to the DeepCwind geometry is analysed using CFD
simulations. As discussed in Chapter 3 the open source software package OpenFOAM has been used
througout this work. In particular, the waves2Foam toolbox (Jacobsen, 2017) has been used.

The main focus of this study is the heave plate and its effects on the hydrodynamic response of the
structure. Therefore, the case study of the DeepCwind floater consists of two kinds of test, focused
on the response in heave direction:

* heave decay tests;
* freely moving structure in heave direction under wave loading; and

* constrained structure in all directions under wave loading.

The author of this work has chosen to align the properties of the waves that have been analysed
with work carried out by Rivera-Arreba (2017). In the following the numerical set-up of all tests is
discussed and the results are presented.

5.1. Heave Decay Test

In order to obtain insight into the hydrodynamic damping of the columns with and without a heave
plate, a heave decay test has been carried out, both with and without heave plate. This section
describes the spatial domain, the set-up of the experiment and the results of the heave decay test.

The spatial domain that has been used, is based on the domain used in Bruinsma (2016), where a
heave decay test with the full DeepCwind floater was carried out, including a mesh convergence
study. The total size of the domain is 4 m x 4 m x 4.624 m in x-, y- and z-direction respectively. The
water depth was 4 m, meaning that the air gap on top of the water was 0.624 m. The model scale
diameter of the heave plate is Dj,;, = 0.48 m and the draft of the structure is 0.4 m.

The blockMesh utility was used in order to construct a background mesh, whereas the snappy-
HexMesh utility was used to 'cut out’ the shape of the structure from the background mesh. Us-
ing the simpleGrading technique, the background mesh was refined around the water surface. The

35
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Direction Domainlength Number ofcells Cell size A

X,y 4m 84 4.76 cm
water surf.: 4.63 cm

z 4.624 54 other: 9.51 cm

Table 5.1: Mesh size for the heave decay test. Around the water surface, the mesh was refined in z-direction, whereas
outside this area, the mesh size was increased, following suggestions from Bruinsma (2016).

mesh size of the background mesh is presented in Table 5.1. As a 'rule of thumb’ 5 p.p.c.d. (points
per cylinder diameter) was used for the size of the background mesh, as suggested by Bruinsma
(2016).

The column was lifted 0.02 m (1 m in full-scale) from its initial position and released at time ¢ = 0
s. Movements of the column were restricted in all directions except for heave direction. The dis-
cretization schemes a described in Section 3.1.2 were used and no relaxation scheme for the mesh
motion was applied. As described above, the width of the domain was chosen as 4 m, in order to
be consistent with other literature. However, this also means that the decay test will suffer from sig-
nificant wave reflections, which disturb the measurements. Therefore, only data from the first 5.5
oscillation periods was used to calculate the damping. It was determined empirically that after ca.
6 oscillations the reflected waves started dominating the response of the structure, especially in the
case without heave plate.
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Figure 5.1: Time series of heave decay test. Heave displacement has been normalised by the initial displacement zg and
the time has been normalised by the damped natural period T, T =15.2 s and T = 9.83 s for the column with and
without heave plate respectively (full scale). The line referred to as 'displacement’ in the legend is the raw data, the 'data
points’ represent the points that have been used in order to calculate the damping coefficients, ’lin. + quad.’ refers to the
reproduced solution obtained with the method presented by (Roberts, 1985) using both linear and quadratic damping
coefficients b and b, and the line 'linear’ refers to the reproduced solution based on the linear damping coefficient k.
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Initial displacement [m] b, [1/s] by [1/m] x [-]
without heave plate 1 431-1072 -4.41-1072 1.89-1072
with heave plate 1 1.48-1073 9.11-1072  2.82-1072
full floater (Rivera-Arreba, 2017) 1 4-1073 1.6-107! 4.81-1072

Table 5.2: Linear and quadratic damping coefficients (b; and by respectively) from the heave decay test. The values are
calculated for the full size structure. Also the linear damping coeffcient « is presented.

A time series of the decay test of the column with and without heave plate can be seen in Figure 5.1.
Based on this data the linear and quadratic damping coefficients, b; and b, respectively, have been
calculated based on the energy conservation method, developed by Roberts (1985). The values for
by and b, are listed in Table 5.2. Note that these values are based on the full size column.

As explained in Section 2.10 the linear and quadratic damping coefficients are based on the follow-
ing equation of motion:
Z4biz+blzlz+wiz=0 (5.1)

where z, is the location of the structure in heave direction; b; and b,, represent the linear and
quadratic damping coefficients; and w,, is the damped natural frequency of the structure in heave
direction (since this is a lightly damped system, the natural frequency is approximated with the
damped natural frequency wg = wy).

This equation has been solved numerically using the b; and b, values from Table 5.2 and the result
is plotted along with the original data in Figure 5.1. As one can see from this figure, the energy
conservation method manages to reproduce the behaviour of the column during the decay test
rather accurate. Furthermore, the data points that were used for the calculation of the damping
coefficients are highlighted in this figure.

A second method has been used to quantify the damping in the heave decay test. This method is
based on solely a linear damping coefficient k. As discussed in Section 2.10 the linear damping
coefficient « is defined as the ratio between the actual damping and the critical damping. This
method makes use of the following equation of motion:

Z+2Kwo- 2+ W z2=0 (5.2)

The damping coefficients x were found by fitting the decay of the motion amplitude with a simple
exponential decay function using a nonlinear least-squares regression algorithm, as described in
Section 2.10. The results of this analysis are presented in Table 5.2. Also, the results of this method
were reproduced based on the equation of motion above and are shown in Figure 5.1.

From a comparison of the damping coefficients in Table 5.2 one can conclude that the quadratic
damping coefficient increases significantly due to the addition of the heave plate. Remarkably, in
the case without heave plate the quadratic damping coefficient b, has a negative value. In reality,
this is an unphysical value. It could be the result of either a small deviation of the rest position of
the column or reflections at the boundary of the numerical domain.

The interpretation of the linear damping coefficient x is more straight forward. In addition, Fig-
ure 5.1 indicates that this damping coefficient manages to reproduce the actual solution fairly ac-
curate. The linear damping coefficient x increases with almost 50% due to the addition of the heave
plate. The full floater has an even higher damping coefficient: ca. 70% above the damping coeffi-
cient of a single column with heave plate.
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For the calculation of the damping coefficients, the natural frequency wy in heave direction of the
structure needs to be assessed. For lightly damped systems, the natural frequency can be approxi-
mated using the damped natural frequency w,, which can be obtained from the heave decay test.
Two different approaches have been used in order to determine the natural frequency:

* Fourier Transform Analysis; and

* average period in between peaks in time series.

For the first method, the total length of the time series, determines the accuracy of the natural fre-
quency. Therefore, for the Fourier Transform analysis, the full length of the time series (45 seconds)
is used. However, it should be noted that reflections at the boundaries of the spatial domain have
likely affected the oscillation period to a certain extent. Nevertheless, this method gives a good idea
of the damped natural period Ty,: T; = 15.15 s for the column with heave plate and T, = 9.64 s for
the column without heave plate.

The second method is in this case more accurate, since the accuracy does not depend on the length
of the time signal and the part of the signal that is expected to be least disturbed by reflections can
be used. The first five to six oscillation periods the oscillation amplitude decays steadily. However,
later on in the time series the oscillation amplitude increases due to the reflected waves. Therefore,
only the first part of the time series, up to 5.5 oscillation periods, has been used for the calculation
of the damped natural frequency. The average time between the peaks in the heave oscillation has
been calculated and was found to be T}, = 15.24 s for the column with heave plate and T,, =9.83 s
for the column without heave plate.

5.1.1. Quantification of Viscous Damping

The damping measured during the heave decay test consists of two components: radiation damp-
ing b, and viscous damping b, (McCormick, 2009). Since potential flow theory does not take into
account the vorticity and viscosity of the fluid, the potential flow model results (see Chapter 4) give
only the radiation damping. Thus, by subtracting the damping from the potential flow results from
the damping measured with the CFD model, the viscous damping b, can be obtained. The damp-
ing coefficient x, which was calculated for the CFD heave decay test, is defined as the ratio between
the damping b and the critical damping b.,. Since the potential flow model gives both the added
mass and the damping of the structure, the damping ratio x, from only the radiation damping can
be calculated as follows:

= ﬁ - L (5.3)

ber  2y(m+a)-c ‘

Using the potential flow model results, the damping ratios that were obtained are presented in Ta-
ble 5.3. Note that the added mass and damping are frequency dependent. The values presented in
Table 5.3 are obtained for the damped natural frequency of the structure in heave direction. Also,

Kr

structure K [%] x,[%]  «, [%]

column with heave plate 2.82  0.0520 2.77
column without heave plate 1.89 0.787 1.10

Table 5.3: Damping coefficients x for the column with and without heave plate at damped natural period. The values
refer to the total damping coefficient, obtained from the CFD heave decay test. The values «, refer to the damping due
to radiation and are determined based on the potential flow model. Finally, x;, refers to the viscous damping and is
based on the difference between x and .
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f(Hz] Tls] Him] Alm] % ;& Wavetheory CFD
full-scale 0.08 121 7.1 231.0 0.139 0.005 Stream function

modelscale 0.584 1.71 0.142 461 idem idem  Stream function

Table 5.4: Wave properties for regular wave with period T =12.1 s (full-scale).

one should consider the fact that the potential flow model assumes an infinite domain size, whereas
the width and length of the CFD model is limited. Nonetheless, it is expected that the values from
the potential flow model and the CFD model can be compared and combined sufficiently adequate.

From the interpretation of the data in Table 5.3, one can conclude that the radiation damping at
the heave natural frequency of the structure is dominated by the viscous damping. Especially for
the structure with heave plate, the radiation damping plays a minor role. It is worth noting that
the radiation damping for the column with heave plate at the heave natural period is especially
low compared to the radiation damping at lower periods (see Figure 4.1). Finally, one should bear
in mind that since an unresolved DNS approach has been used throughout this work, the viscous
sublayer is not completely resolved by the CFD model and therefore the viscous damping is likely
underestimated.

5.2. Response Under Wave Loads

The performance of the heave plate is assessed under different wave loads from regular waves. The
wave period has been varied from T=8s, T =12sand T = 17.4 s. In the following the response of
the floater in heave direction is discussed for all three wave periods. However, first the set-up of the
numerical experiments and the measured data is discussed.

The set-up of the experiments was based on Bruinsma (2016) and Rivera-Arreba (2017). A spatial
domain with both a width and a water depth of 4 meters was used. This was chosen in order to
align with the previously mentioned work, which was based on the size of a wave basin of which
experimental test results were used for verification. Note that the total height of the numerical do-
main exceeds 4 meter since an air gap on top of the water is also included in the numerical domain.
The domain length was varied depending on the wave length, in order for the relaxation and wave
generation zone to have sufficient length. The same principle applies for the cell size. This was
also chosen based on the wave length and largely based on Rivera-Arreba (2017), who performed
convergence studies for each wave period.

For each wave period the response of the structure was assessed while it was free to move in heave
and while all movements of the structure were restrained. Within OpenFOAM both the force and
the surface elevation at specific points were measured (see Section 3.1.7).

5.3. Wave Period T =12.1s

The first wave period under which the behaviour of the column is assessed is a wave with wave
period T =12.1 s (full-scale). All wave parameters are listed in Table 5.4. As described in Section 2.2
the Fenton Stream Function was used to generate the incoming waves.

5.3.1. Spatial Domain

The main mesh parameters are listed in Table 5.6. In order to confirm the that the mesh captures
all flow phenomena sufficiently accurate, a mesh convergence study can be carried out. In this
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case length inlet [m] length outlet [m] total length [m]
T=174s 22 10 22
T=12.1s 4.7 4.7 13
T=8s 2.2 4.4 9.2

Table 5.5: The length of the spatial domain for each of the cases with regular waves.

Domain length Number of cells Cell size §

x: w/ heave plate 13 m 282 4.61 cm (~100 p.p.w.l.)

x: w/o heave plate 13 m 141 9.22 cm (~50 p.p.w.l.)

y: w/ heave plate 4 m 86 4.65 cm (~100 p.p.w.l.)

y: w/o heave plate 4m 43 9.30 cm (~50 p.p.w.l)

2: w/ heave plate 45m 106 water surf.: 2.35 cm (~6 p.p.w.h.)

other: 4.62 cm (~100 p.p.w.l.)
water surf.: 1.50 cm (~10 p.p.w.h.)

z: w/o heave plate 4.5 m 76 other: 9.43 cm (~50 p.p.w.l.)

Table 5.6: Size of the background mesh for wave period T = 12.1 s. Cell size is expressed both in centimeter (cm) and in
points per wave length (p.p.w.l.) or points per wave height (p.p.w.h.)

type of study the same set-up is simulated with different mesh coarsenesses. Both the response
of the structure and the surface elevation should be sufficiently converged for the chosen mesh
resolution. Based on a convergence study by Rivera-Arreba (2017) applied to the full DeepCwind
floater, the cell size for the background mesh was chosen as 50 p.p.w.l. (points per wave length)
was used. In the study by Rivera-Arreba (2017), a 2% difference between the highest and the lowest
grid refinements in average crest-to-trough amplitude was found for the response of the structure
in heave direction. Rivera-Arreba (2017) used a mesh refinement around the water surface of ca.
3.5 p.p.w.h. (points per wave height). However, throughout the course of this work the column
with heave plate was simulated with two types of meshes: 50 p.p.w.l. with refinement of 3 p.p.w.h.
around the water surface and 100 p.p.w.l. with refinement of 6 p.p.w.h. around the water surface. A
significant difference was noted between these two simulations. Both the wave height close to the
structure and the heave response of the structure increased for the finer mesh with ca. 20%. The
difference in wave height and response indicates that the initial mesh size was not sufficiently fine
in order capture the development of the wave height sufficiently accurate. On the other hand, the
linear response of the structure with the wave height (both the wave height and the heave response
amplitude increased with 20%) indicates that the normalised results might still give reliable results.
Finally, a comparison between a mesh with 50 p.p.w.l. with refinement of 10 p.p.w.h. and a mesh
with 100 p.p.w.l. with refinement of 6 p.p.w.h. indicated that it is mostly the refinement around the
water surface that affects the wave height.

For the results presented in this section, the simulations with the finest mesh resolutions have been
used. However, due to limitations in computational time and resources the mesh resolution for the
static and dynamic case differs. The mesh resolution that was used is presented in Table 5.6

The length of the domain was chosen based on the wave length, as the absorption zone (outlet)
should be at least one wave length, in order to prevent reflection of the wave. The total length of the
domain and the length of the inlet - where the waves are generated, and the outlet - the absorption
zone - is given in Table 5.5.
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wave period heave plate fixed/free wave height, H/ H;pp . [%]

T=17.4s with fixed 114
free 173*
without fixed 116
free 173
T=12.1s with fixed 114
free 110
without fixed 111
free 100
T=8s with fixed 80
free 71
without fixed 79
free 71*

Table 5.7: Measured mean wave height at x = 0 m and y = 1.5 m. Note that in two cases problems occurred with the
waveGauges utility in OpenFOAM. As a consequence no (or not enough) wave height data was available in these cases.
Therefore, the numbers marked with a star (*) are copied from the same wave period and the same fixed/free condition.

5.3.2. Wave Height and Transient Regime

The wave height during the simulation has been measured on a number of locations indicated in
Figure A.2. In this figure one can clearly distinguish the interaction of the structure with the wave
height. As the distance to the structure decreases, the wave height is clearly more affected by the
structure. Even though the the effect of the structure on the wave height varies from case to case,
there is a clear overall trend indicated by Figure A.1. Close to the structure the wave height tends to
increase, whereas further away from the structure, especially further downstream, the wave height
decreases. Since the wave height is not constant over the length of the wave basin, the input wave
height from Table 5.4 can not be used in order to scale the obtained data. Instead, the mean wave
height at x = 0 m and y = 1.5 m (wave gauge 8, Figure A.2) has been used. Note that this is true for
any wave period that was used throughout this work. The actual measured wave height for each of
the simulations is therefore listed in Table 5.7.

Over the course of one wave period, the wave height in the inlet relaxation zone steadily increases.
Due to the changing wave height, the force on the structure initially shows unsteady behaviour.
After circa seven wave periods T the force has become relatively stable and a steady-state regime
has been reached. This is indicated in Figure 5.2 and Figure 5.3, which show the ‘'moving mean’
and the heave force amplitude that converge to relatively constant values after seven periods 7.
Therefore the first seven wave periods were chosen as the transient regime and were not used for
the analysis. From Figure 5.2 it can also be seen that the total simulated time differs per case. This
is due to limited available time for carrying out the simulations.

5.3.3. Force and Displacement of the Structure

The force and the displacement has been measured (the latter only for the cases where the structure
could freely move in heave). In Figure 5.5 a time series of the displacement for the the DeepCwind
column both with and without heave plate is shown. It can be seen that the addition of the heave
plate has affected the response significantly at the present wave period. The excitation of the struc-
ture with heave plate is approximately a factor 10 lower than the excitation of the structure with
heave plate. However, one should be cautious with addressing this change only to the increased
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Figure 5.2: Moving mean of the heave force normalized by
the buoyancy for wave period T = 12.1 s. Width of the
window over which the mean was calculated is equal to
wave period.

Figure 5.3: Time series of the amplitude of the heave force
F, on the structure normalized by the buoyancy B for wave
period T =12.1 s. For the legend refer to Figure 5.2.

damping of the structure. After all, the response of the structure highly depends on the wave period.
The difference in response for the 12.1 s wave discussed in this section, can be explained based on
the natural period of both structures. Since the 12.1 s wave is relatively close to the natural period
of the structure without heave plate, this response is much higher than the response for the column
without heave plate (see Figure 4.4 and Figure 4.5).

Processing Force and Motion Cycles

The motion cycles of the structure are not independent of each other. As a consequence, the possi-
bilities for quantifying the statistical meaning of the obtained data are rather limited. Nevertheless,
gathering the force and motion cycles gives insightful information. The result of this procedure for
the 12.1 s wave can be seen in Figure 5.6 and Figure 5.4. Below the procedure for obtaining this
data is explained, after which the results are analysed. Note that for other wave periods a similar
procedure for processing the force and displacement data is followed.

In Figure 5.6 and Figure 5.4 the thin grey lines indicate the individual cycles from the time series
with length of one wave period. These cycles have been obtained by identifying the first peak in the
surface elevation time series after the transient zone from the wave gauge parallel to the structure
(wave gauges 7 or 8, Figure A.2). From this point onward the motion and force time series of the col-
umn have been split up into sections of length of one wave period. Thus, the time ¢ = 0 in Figure 5.6
and Figure 5.4 corresponds with a wave crest.

Note that the time step of the CFD data varies. Thus, for a proper analysis the force and motion
data has been turned into a regularly spaced signal with constant time step At = 0.001 s using linear
interpolation. Next, the mean heave motion and force of structure have been calculated at all time
instances, the result of which is the red line. Furthermore, the standard deviation (std) has been
obtained and can by identified by the blue color. At some instances one can see extremely high
peaks in the standard deviation. These sharp peaks are due to the solution of the algorithm that
solves the Navier-Stokes equations not being properly converged yet before proceeding to the next
time step. Refer to Section 3.1 for a more in-depth discussion of this phenomenon.

Finally, the time series of the motion and force signals have been converted to the frequency domain
using an FFT algorithm. The wave frequency has been filtered out from the frequency domain data
and has been converted back to the time domain. Thus, the green curve in Figure 5.6 and Figure 5.4
was obtained. Note that in order to make sure that the filtered frequency was sufficiently close to
the wave frequency, the length of the time series that was given as input to the FFT algorithm, was
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Figure 5.4: Average heave force cycles for the DeepCwind column with and without heave plate, subjected to a wave with
period T =12.1 s. The heave force cycles are averaged and normalized by the buoyancy B of the structure. The time is
normalized by the wave period. The number of cycles (samples) that was available for the analysis is denoted by the
symbol N. The words 'static’ and 'dyn.’ refer to the fixed and moving column respectively. The black star and green circle
indicate the maximum and minimum of the 'mean’ and 'filtered’ signals respectively.

cut-off at a length of an integer number of wave periods T. The benefit of filtering out the wave
frequency from the motion and force time series is that it allows for a better comparison with the re-
sults from the potential flow model, which assumes monochromatic force and motion signals. Note
that this does change the fact that the CFD results could be very dependent on the wave amplitude,
whereas the potential flow model assumes linear theory.

Analysis

It can clearly be seen that heave motion shows a high degree of repeatability. Figure 5.6 has been
included in this report in order to prove this point. The average amplitude of the heave displace-
ment without heave plate is 1.55 wave amplitudes, whereas for the column with heave plate this is
only 0.174. Something else that can be learned from Figure 5.6 is that the standard deviation of the
heave displacement is lower for the case with heave plate, even though the number of cycles N that
was available for analysis is greater for the case without heave plate.

A time series of the heave force exerted by the flow is shown in Figure A.3 for simulations both with
and without heave plate, and with a fixed structure and a freely moving structure in heave direction.
When looking at the force for the simulation without heave plate, an interesting phenomenon can
be pointed out. These two time series have a phase difference of ca. 0.5T, which is not the case for
the simulation with the column that does have a heave plate. This can be explained based on the
motion of the column. When the column is free to move in heave, the motion of the column - and
the resulting buoyancy force - dominates the wave force. Whereas when the column is fixed, the
motion of the column does not affect the wave force. Consequently, in the dynamic cases (where
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the structure is free to move in heave) the phase of the wave force follows the same trend as the
phase of the RAO (Figure 4.4 and Figure 4.5). On the other hand, when the structure is fixed, the
wave force is not affected by the motion of the structure itself. In this case, it is purely the waves
that determine the phase of the wave force. As can be seen in Figure 4.3, the phase of the ’static’
cases follows the same trend as the potential flow solution for the wave excitation force. Note that
these results are in line with what can be expected based on potential flow theory; the 'static’ case
represents the diffraction problem with an incident wave on a fixed structure.

In Figure 5.4 the average heave force cycle is shown for each case: with and without heave plate, and
fixed and moving. In this figure two interesting phenomena can be discovered. The first thing that
can be noted, is that the amplitude of the heave force for both cases with heave plate is much smaller
than for the cases without heave plate. The difference amounts a factor 4.7 and 7.3 for the fixed and
moving column respectively. This significant difference is consistent with the displacement of the
heave plate which is also much larger for the case without heave plate and can be related to the
natural period of the structure, as discussed before.

The second phenomenon that can be noted, is the local maximum and minimum in the heave force
for the cases with heave plate. Especially for the fixed structure, two very distinct local peaks can
be seen around two thirds of the period T. In Figure A.4, which shows the power spectral density
of the heave force, this local peak can also be noted, and is indicated by the peak at 0.5T. In order
to interpret this event, it is helpful to understand wave cancellation, described in Section 2.9. The
T =12.1 s wave is relatively close to the wave cancellation frequency of ca. 12.75 s (see Section 4.2).
At the wave cancellation period, the wave excitation forces on the top and the bottom of the heave
plate cancel each other out, resulting in a net excitation force of zero. However, this is the case
under the potential flow theory assumptions. In reality and also in the CFD model, viscous drag
forces on the heave plate are taken into account. As the non-viscous inertia forces are cancelled
out, the viscous forces become (relatively) more important. Since the latter are out-of-phase with
the inertia forces, the total wave force is no longer purely sinusoidal.

5.4. Wave Period T =8 s

Another wave period under which the behaviour of the column with and without heave plate was
assessed is a wave with wave period T = 8 s. All wave properties in model scale and full-scale are
listed in Table 5.8. Note that the wave steepness of this wave is relatively high (see Table 5.9). As
described in Section 2.2 the Fenton Stream Function was used to generate the incoming waves.

———— w0 heave plate
e W/ heave plate
transient
-2 1 L | I I I
0 2 1 6 8 10 12 14
time, ¢ /T [-]

heave motion, 2z/H [-]
=

Figure 5.5: Heave motion for the DeepCwind column with and without heave plate, subjected to a wave with period
T =12.1s. The heave motion is normalized by the wave height and the time is normalized by the wave period.
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Figure 5.6: Average heave motion cycles for the DeepCwind column with and without heave plate, subjected to a wave
with period T = 12.1 s. The heave motion cycles are averaged and normalized by the wave height. The time is normalized
by the wave period. The number of cycles (samples) that was available for the analysis is denoted by the symbol N.

f(Hz] Tls) Hm] Am] % &  Wavetheory CED
full-scale 0.125 8 8.45 105.9 0.319 0.0135 Stream function
modelscale 0.884 1.13 0.169 2.12 idem idem Stream function

Table 5.8: Wave properties for regular wave with period T = 8 s (full-scale).

wave period, T [s] wave steepness, kA [-]

8 0.251
12.1 0.0966
17.4 0.0201

Table 5.9: Wave steepness kA for all wave periods. k represents the wave number and A the wave amplitude.

5.4.1. Spatial Domain

The width and height of the domain were similar to those in previous cases that were discussed.
However, the length of the domain was different, since the domain length depends on the wave
length. As described in Table 5.5 the total length was 9.2 m. For the construction of the background
mesh, again the rule of thumb of 50 p.p.w.l. was used (Rivera-Arreba et al., 2019). Based on this rule
of thumb the size of the background mesh that was used is as described in Table 5.10.

From this table it becomes clear that the number of points per wave height around the water surface
is smaller than in the case for wave period T = 12.1 s, for the current case it is 6 p.p.w.h. compared to
10 p.p-w.h. in the T = 12.1 s case. This limited number of cells around the water surface may com-
promise the results of this simulation. Especially one should be careful for numerical dissipation
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Direction Domainlength Number of cells Cell size §

X 9.2m 212 4.34 cm (~50 p.p.w.l)

y 4m 92 4.34 cm (~50 p.p.w.L)

water surf.: 2.78 cm (~6 p.p.w.h.)
other: 4.34 cm (~50 p.p.w.l.)

z 5m 120

Table 5.10: Size of the background mesh for wave period T = 8 s. Cell size is expressed both in centimeter (cm) and in
points per wave length (p.p.w.l.) or points per wave height (p.p.w.h.)

of the wave height. Therefore, ideally a mesh convergence study for each wave period case shall
be carried out, but due to the restricted time that was available, the author leaves this for future
investigations.

5.4.2. Wave Height and Transient Regime

As indicated in Figure A.6 the wave height, like the case with wave period T = 12.1 s, builds up as
one approaches the location of the structure in x-direction. Close to the structure, the wave height
exceeds the initial wave height Hy by more than 30%. Hereafter, the wave height rapidly decreases.
Thus, the effect of the structure on the surface elevation is clearly visible.

As the wave height starts at zero at time ¢ = 0 s, the first part of the time series can not be used
for analysis. It is considered the 'transient’ part of the signal. Using Figure A.8 and Figure A.9, one
can see that after circa 12 wave periods T the force of the fluid on the structure has more or less
converged to a steady-state. Therefore region before t = 12T has been chosen as the transient part
of the time series.

heave motion, 2z/ H [-]

W /0 heave plate
-1} | =——— w/ heave plate .
transient
- l 5 | | | | | | | | |
0 2 1 6 8 10 12 14 16 18 20
time, ¢ /T [-]

Figure 5.7: Heave motion for the DeepCwind column with and without heave plate, subjected to a wave with period
T =8s. The heave motion is normalized by the wave height and the time is normalized by the wave period.

5.4.3. Force and Displacement of the Structure

From the time series of the heave motion of the column with and without heave plate in Figure 5.7
it becomes apparent that the heave plate reduces the oscillation amplitude of the structure signifi-
cantly. The average amplitude of the heave motion of the column without heave plate is 2.5 times
as high as the average amplitude of the column with heave plate, as indicated by Figure A.10. Even
though this is a large difference, the difference is smaller than for the T = 12.1 s case. In the latter
case, the motion amplitude for the column without heave plate also exceeded the wave amplitude.
For the current case with wave period T = 8 s, the motion amplitude remains well below the wave
amplitude. After comparison with the potential flow RAO from Figure 4.4 and Figure 4.5 one can
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Figure 5.8: Average heave motion cycles for the DeepCwind column with and without heave plate, subjected to a wave
with period T = 8 s. The heave motion cycles are averaged and normalized by the wave height. The time is normalized
by the wave period. The number of cycles (samples) that was available for the analysis is denoted by the symbol N.

conclude that these results are in line with what would be expected based on potential flow theory.
Due to the increased added mass, the natural period of the column with heave plate is significantly
further away from the 8 s wave period, which causes a smaller response amplitude.

Similar to the T = 12.1 s case, the heave force of the column with heave plate is not purely sinusoidal;
again local maxima and minima can be distinguished. Two mechanisms seem to contribute to this.
However, firstly it is essential to note that the Froude-Krylov force is close to zero around the wave
period T = 8 s (see section 4.6). This allows for other parts of the wave force to dominate the heave
force. Also, this explains the phase shift of ca. 0.5T of the heave force on the column with heave

plate.

The first mechanism that contributes to the heave force is the diffraction part of the wave force.
Since the wave force has become negative, due to the Froude-Krylov force being very small and the
diffraction force being relatively high (see section 4.6), the phase of the wave excitation force shifts
with half a period, causing a peak in the heave force around ¢ = 0.5T. This is similar to the T =12.1
s case.

The second mechanism that can cause local a peak in the heave force is the drag force. Since the
drag force scales with the velocity it is expected to have a phase difference of a quarter period with
the wave height. The relatively high wave steepness makes that the vertical wave particle velocities
are relatively high. As a consequence, it is expected that the drag force becomes more important.
Thus, this is a possible explanation for the second local maximum.

Finally, Figure A.12 and Figure A.13 indicate the intuitive result that the heave force oscillates at the
wave frequency. The local peak in the heave force, that is clearly visible in Figure A.10 is also visible
in the power spectral density of the column with heave plate (Figure A.4). This is illustrated by the
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small peak at £ =0.5T.

5.5. Wave Period T =17.4 s

Finally, the response of the structure under a wave with period T = 17.4 s is assessed. This wave
period was chosen since it coincides with the natural frequency of the full floater (with all three
columns) in heave direction (Rivera-Arreba, 2017). All relevant wave parameters are listed in Ta-
ble 5.11. As described in section 2.2 the wave theory that was used to generate the waves is the
Fenton Stream Function.

f[Hz] Tis] Him] Am] -5 2172 Wave theory CFD
full-scale 0.0575 17.4 3 468.4 0.0673 0.00101 Stream function

model scale 0.406 2.46 0.06 9.37 idem idem Stream function

Table 5.11: Wave properties for regular wave with period T = 17.4 s (full-scale).

5.5.1. Spatial Domain

In order to prevent significant effects from wave reflections, the length of the domain in x-direction
has been increased up to 22 m (see Table 5.5). Note that this is significantly longer than the domain
length for smaller wave periods. Since the wave height also increased significantly compared to
the previous cases that were discussed, the number of cells per wave length was increased from 50
to 100 p.p.w.l. In order to reduce the computational effort, the cell size increases linearly in the x-
direction up to twice its original size after 1.12 m downstream the center of the structure. The cell
size of the background mesh is stated in Table 5.12

Furthermore, it should be noted that for the case with heave plate and without movement of the
structure, the mesh refinement around the water surface was 6 instead of 10 p.p.w.h.

Direction Domainlength Number ofcells Cell size §
9.28 cm (~100 p.p.w.,
increasing downstream structure)
y 4m 43 9.30 cm (~50 p.p.w.l.)
water surf.: 0.060 cm (~10 p.p.w.h.)
other: 9.44 cm (~100 p.p.w.l.)

X 22m 171

z 5m 115

Table 5.12: Size of the background mesh for wave period T = 17.4 s. Cell size is expressed both in centimeter (cm) and in
points per wave length (p.p.w.l.) or points per wave height (p.p.w.h.)

5.5.2. Wave Height and Transient Regime

Like in the before mentioned case studies, the wave height increases closer to the structure. As
illustrated by Figure A.14, the wave height increases by more than 70%. However, it should be noted
that the increases in wave height is significantly smaller for the case where the structure is fixed.

As illustrated by Figure A.16 and Figure A.17, showing the moving mean and the amplitude of the
force over time, the simulations tend to reach a relatively steady-state after circa 8¢/ T, therefore the
transient zone was defined up to this point.
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5.5.3. Force and Displacement of the Structure

The heave displacement in Figure 5.9 and Figure 5.10 clearly indicates that the displacement of the
structure, both with and without heave plate, is relatively high for the T = 17.4 s wave. The column
without heave plate oscillates with an amplitude approximately equal to the wave amplitude since it
is sufficiently far away from the natural period. However, for the structure with heave plate the 17.4
s wave is relatively close to the natural period, which explains why this structure is excited more
heavily.

From the time series of the heave force (Figure A.19), one can see that the heave force for both
structures, with and without heave plate, has a phase difference of 0.5¢/ T between the static and
the dynamic case. Also in Figure 4.3 it can be seen that the phase of the dynamic cases are in anti-
phase with the static cases. As the oscillation amplitude of wave increases, the change in draft of the
body starts dominating the wave excitation force and the response of the structure. Both structures
(with and without heave plate) have large heave amplitudes, which causes the difference between
the static and dynamic cases.

Finally, another remarkable fact when it comes to the heave force, is the small disturbance in the
heave force around ¢t = 0.4T and ¢ = —0.9T in the cases where the structure is fixed. This disturbance
is clearly visible in both static cases and is consistently measured in all samples, as depicted in
Figure A.20. The cause for this has not yet been identified, but could be related to wave splashing as
the wave crest or through hits the structure.
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Figure 5.9: Heave motion for the DeepCwind column with and without heave plate, subjected to a wave with period
T =17.4 s. The heave motion is normalized by the wave height and the time is normalized by the wave period.
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Figure 5.10: Average heave motion cycles for the DeepCwind column with and without heave plate, subjected to a wave
with period T = 17.4 s. The heave motion cycles are averaged and normalized by the wave height. The time is normalized
by the wave period. The number of cycles (samples) that was available for the analysis is denoted by the symbol N.

5.6. Visualisation Vorticity and y*-Values

As discussed before, an important difference between the potential flow model and the CFD model
is the vorticity, which is not taken into account in the potential flow model. Furthermore, the size of
the mesh affects the quality of the simulations significantly, especially close to the structure. Since
an unresolved DNS approach has been used throughout this work, the y*-value can be used in
order to get an impression of to what extent the viscous forces are resolved. Therefore, this section
presents visualisations of both the vorticity and the y*-values. For the sake of conciseness only a
selected number of cases has been visualised. Cases with high RAO values have been chosen to
visualise as well as instances in time with relatively high vorticity and y*-values.

The vorticity of the flow can play an important role in increasing the drag of the structure. It is
therefore relevant to study the vorticity of the flow. The vorticity for a selected number of cases is
shown in Figure 5.12, Figure 5.11, Figure 5.13 and Figure 5.14. Note that these figures mainly serve
as an illustration of the theoretical differences, if one wants to study the forces on the structure more
quantitatively, the previous sections are of more use.

In these figures one can clearly see that the vorticity magnitude is relatively high around the edges
of the heave plate or column. This probably increases the drag on the structure. The flow of the
water is also affected by the incoming waves, which also affects the vorticity. As a consequence, the
propagation of the vorticity to areas further away from the structure can not easily be distinguished.
Further away from the structure the vorticity effects from the incoming waves start dominating the
vorticity values. Also, mixing of the flow induced or affected by the structure and the flow field from
the incoming waves occurs.

Furthermore, it can be seen that the vorticity around the water surface tends to be high as well as
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Figure 5.11: Visualisation of the vorticity magnitude and  Figure 5.12: Visualisation of the vorticity magnitude and

y*-values (at the structure’s surface). Case: moving
column without heave plate with 8 s wave, the snapshot
was taken at t = 29.5T. The y*-colorbar is shown on the

left and ranges from 0 to 100, whereas the vorticity
colorbar on right ranges from 0 to 120 Hz (model-scale).

y*-values (at the structure’s surface). Case: moving
column without heave plate with 12.1 s wave, the
snapshot was taken at ¢ = 27.1T. The y*-colorbar is
shown on the left and ranges from 0 to 170, whereas the
vorticity colorbar on right ranges from 0 to 130 Hz
(model-scale).

Figure 5.13: Visualisation of the vorticity magnitude and
y " -values (at the structure’s surface). Case: moving
column with heave plate with 17.4 s wave, the snapshot
was taken at £ = 15.3T. The y* -colorbar is shown on the
left and ranges from 0 to 61, whereas the vorticity
colorbar on right ranges from 0 to 65 Hz (model-scale).

Figure 5.14: Visualisation of the vorticity magnitude and
y T -values (at the structure’s surface). Case: moving
column with heave plate with 12.1 s wave, the snapshot
was taken at ¢ = 13.55T. The y*-colorbar is shown on
the left and ranges from 0 to 74, whereas the vorticity
colorbar on right ranges from 0 to 65 Hz (model-scale).

the area filled with air (on top of the water). Around the water surface kinetic energy is transferred
from the waves to the air. Due to the fact that the waveDyMFoam solver assumes the air to be
incompressible, the velocities of the air are relatively high. As a consequence the vorticity in this
region also tends to be relatively high. In Section 5.8 this is discussed more thoroughly. However,
since the mass density of air is much lower (almost 1,000 times lower) than the mass density of
the water, the latter dominates the loads on the structure. The vorticity of the air is therefore not a
primary concern.

Figure 5.12, Figure 5.11, Figure 5.13 and Figure 5.14 also show the y*-values at the structure’s sur-
face. The y*-value is a non-dimensional number which indicates the size of the cells relative to the
size of the viscous sublayer. It is defined as:

+_JUr
U

where y, is the absolute distance from the wall; u;, is the friction velocity; and g, is the dynamic
viscosity of the fluid.

(5.4)



5.7. Viscous Forces and Pressure Forces 52

Generally, if one wants to solve the viscous sublayer the y*-value should be y* << 5. Throughout
this work however, an unresolved DNS approach has been used, meaning that the viscous sublayer
is not completely resolved. As can be seen in the flow visualisations, the the y*-values ranged from
0 to ca. 50 for the submerged part of the structure, with a mean around ~ 20.

It is important to note that the y*-values on the top of the structure, where the structure is sur-
rounded by air, are not accurate. Since the yPlus utility in OpenFOAM only accepted the properties
of one fluid, the y*-values of the air are calculated based on the properties of the water. Conse-
quently, the y*-values of the air are highly overestimated.

5.7. Viscous Forces and Pressure Forces

As stated before in Section 3.1.7 the pressure forces and viscous forces have been calculated sepa-
rately. Throughout this chapter no distinction was made between the pressure forces and viscous
forces. All forces that have been presented in this chapter are the total forces. The reason for this is
because the viscous forces are virtually negligibly small compared to the pressure forces; the differ-
ence in amplitude between these two force components is in the order of a factor ~ 103,

The fact that an unresolved DNS approach has been used throughout this work, likely caused an
underestimation of the viscous forces. The relatively high y*-values indicate that the viscous sub-
layer is not fully resolved. Consequently, the viscous forces can not be computed accurately. This
problem can be alleviated by either decreasing the cell size, the downside of which is the fact that it
will increase computational time, or by using a turbulence model. Nevertheless, it is expected that
the total force from the fluid on the structure is captured sufficiently well. Since the direction of the
flow is perpendicular to the heave plate and bottom of the column, it is expected that the pressure
component will dominate the fluid forces. Thus, the results are expected to be rather insensitive to
the viscous forces. Further research in this field, for example by implementing a turbulence model,
could affirm or reject this claim.

5.8. Difficulties and Pitfalls With the Numerical Wave Tank

This section does not present any new results, but instead focuses on difficulties and potential pit-
falls that might be relevant for future users of the numerical wave tank. Also, issues mentioned in
this section might be helpful while interpreting the presented results. The issues that are covered in
this section are in consecutive order:

e wave height-structure interaction;
* reflections;
* poor convergence; and

* air gap.

Firstly, the wave height turned out to be highly affected by the structure. In Rivera-Arreba (2017) a
study was performed in order to asses the mesh size that was required in order to capture the wave
height sufficiently accurately over the length (x-direction) of the domain. Numerical dissipation
can cause the wave height to decrease over domain length. However, using the mesh resolution
suggested in Rivera-Arreba (2017) (which in the mesh study lead to difference in wave height of ca.
2% at the x-coordinate of the structure) it was found through the course this work that the measured
wave height was differing significantly from the input wave height (see for example Figure A.14.
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The presence of the structure seems to affect the wave height in the wave tank itself significantly,
especially close to the structure itself. To a certain extent, disturbance of the wave field would be
expected. After all, the structure diffracts the wave field. However, also on a fairly large distance
(more than five column diameters) parallel to the structure (at x =0 m, y = 1.5 m) the wave height
was in many cases very much different from the input wave height. This causes problems when
the data of the CFD model has to be compared with data from the potential flow model, since this
requires scaling by wave height. In this report the author has chosen to use the average wave height
obtained from the wave gauge parallel to the structure at y = 0 m in order to scale the CFD data.
As can be seen from (a.o.) Figure 4.4 and Figure 4.5, which depicts the RAO, this gives data points
are very close to the potential flow solution. Therefore, this method for obtaining the wave height
seems to give reliable results. Nevertheless, it is obviously unwanted to base the correctness of this
method on a comparison with a model that shall be compared with the same data. Itis likely that the
limited width (y-direction) of the domain causes the disturbances in the wave height, even at fairly
large distances from the structure. Therefore, it would be recommended to carry out an analysis of
the development of the wave height using a potential flow model with limited domain with as well.
A comparison with such a model would give more insight into the disturbance of the wave height
in the numerical wave tank. On a side note, the reader shall be informed that the wave gauge utility
of the waves2Foam toolbox turned out to be very sensitive to problems with the moving mesh. As a
consequence, no wave height data could be obtained for two simulations that were carried out (see
Table 5.7).

Secondly, issues with wave reflections were discovered. Especially in the heave decay tests this
caused disturbance of the data. The inlet and outlet (see Figure 3.1) of the domain were equipped
with a relaxation zone, highly reducing the effect of reflections. However, for waves traveling in y-
direction no relaxation zone was provided. Consequently, the motion amplitude of the heave decay
test was affected. For the simulations with incident waves, a similar effect from the reflective bound-
aries is to be expected. However, in these cases the incident wave dominates the surface elevation.

Another issue that occurred was poor convergence of the PIMPLE algorithm. At some instances
one can see spikes in the data that was presented in this section. Even tough most of the spikes
were filtered out while processing the data, some still remain. These spikes are due to bad conver-
gence at some time instances whereas the settings of the PIMPLE algorithm forced the calculation
to continue nevertheless (see Section 3.1.3). In all instances presented in this report, the software
overcame this issue by reducing the time step and having better convergence performance in the
following time steps. However, throughout the course of this work, it was discovered that the soft-
ware is quite sensitive to small changes in the case settings. Many times the simulations had to
changed slightly in order to improve convergence performance.

Furthermore, the air on top of the water can cause problems. Firstly, the waveDyMFoam solver
assumes incompressible fluids. This causes relatively high velocities in the air, induced by the in-
coming waves. The time steps in OpenFOAM were automatically adjusted based on the Courant—
Friedrichs-Lewy condition:

ulAt
CFL=——<CFLyayx, (5.5)
Ax

where u, is the velocity of the fluid; A¢, is the time step; and Ax is the cell size in the direction under
consideration.

Due to the relatively high air velocities, in some cases the air was the limiting factor for the time step.
This slows down the simulation, whereas the forces of the air on the body are not that interesting,
as they are much smaller than the forces from the water (low mass density of air). Secondly, one
should take into account that the movement of the mesh causes the cells around the structure to
deform. The air gap should be sufficiently high in order for the cells not to deform too much.



Comparison Potential Flow and CFD
Results

In this chapter the results from the potential flow theory model (WAMIT) and the Navier-Stokes
solver (OpenFOAM CFD model) are compared. Some of the figures in this chapter have previously
been shown in Chapter 4 and are again included in this chapter in order to improve the ease of
reading.

6.1. RAO and Wave Excitation Forces

The first thing that can be noticed when comparing the potential flow (WAMIT) data with the
Navier-Stokes solver (CFD) data, is that the RAO values are very similar. As can be seen in Figure 6.1
and Figure 6.2 this is especially the case when it comes to the heave amplitude. In Chapter 4 and
Chapter 5 it was explained that the wave cancellation period around T = 12.75 s causes a minimum
in the RAO of the column with heave plate around this period. It was also mentioned that the drag
forces which are, in contrast to the potential flow model, taken into account in the CFD model cause
a slightly higher heave amplitude for the CFD case.

The heave phase € is slightly more off, but nevertheless very similar to the potential flow results.
The drag force, which is in anti-phase with the displacement could push the phase somewhat to-
wards a higher value and might be a possible explanation for the offset of the heave phase.

The wave excitation forces, for the CFD simulations determined based on the so-called ’static’ sim-
ulations, are also fairly similar (see Figure 6.3). The most significant difference in wave excitation
force is found for the column with heave plate and wave period T = 12.1 s. where the wave excita-
tion force from the CFD model is approximately double the value obtained with the potential flow
model. However, a logical explanation for this difference can be found based on the wave cancel-
lation period (Section 2.9). For the wave period T = 17.4 s the potential flow and CFD results are at
most 6% off. In the case of T = 8 s wave the differences are similar to the 17.4 s wave for the column
without heave plate: the CFD data gives a force amplitude almost 6% higher than the potential flow
model.

Figure 6.3 also indicates that the phase of the wave excitation force calculated with CFD (CFD stat)
for the column with heave plate deviate significantly from the potential flow phase. It is exactly
these data points that belong to the cases where it was found that the heave force has local maxima
and minima. As explained in Chapter 5 wave cancellation allows for the drag loads to dominate the
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directly from the potential flow model WAMIT, whereas the CFD-results are obtained from the results presented in
Chapter 5. Note that the 'static’ case refers to a fixed body, whereas the 'dyn’ case refers to a moving body in heave. The
CFD-results have been scaled to full-scale size and non-dimensionalised with the wave amplitude A,,, water density p
and gravitational acceleration g.

wave force at T = 12.1 s, causing a phase shift. At the T = 8 s wave the wave force has two peaks that
are almost equal to each other with the lower one around 0.57, yielding a phase shift of 180°(see
Figure A.10). As stated in Section 5.4, the two peaks are caused probably by the negative amplitude
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of the wave force on one hand and the drag force on the other hand. A more in-depth analysis on
the cause for these local maxima and minima is provided in Chapter 5.

6.2. Natural Period

The CFD model indicated an increase of the natural period from T, = 9.8 s to Tj; = 15.2 s due to
the addition of the heave plate. This yields a 55% increase. Based on the increased mass and added

mass obtained with the potential flow model, the expected increase of the heave natural period can

be calculated based on the natural frequency w, = |/ .

remains unaffected by the addition of the heave plate, the expected change in natural period can
be calculated based on the change in mass and added mass m + a. Thus, the potential flow model
indicates a 56% increase of the natural period. As one can see in Figure 6.2 and Figure 6.1 the RAO
shows a similar increase of the natural period. Note that it has been assumed that the system is
lightly damped and therefore the damped natural frequency wy = wj,.

Since the restoring spring coefficient ¢

As mentioned in Section 5.1, the damping at the natural period is dominated by the viscous damp-
ing. Especially for the column with heave plate, where the viscous damping takes up about 98% of
the damping coefficient x.



Conclusions and Recommendations

In this thesis, the hydrodynamic response of a single column of similar to the DeepCwind floater
has been studied. The results from a fully nonlinear Navier-Stokes solver (CFD) at specific wave
periods have been compared with the results from a potential flow theory model. The response
of the column has been studied both with and without heave plate. Furthermore, the CFD model
was used in order to simulate the column under wave loads while it was able to move freely in
heave direction and while is was constrained in all degrees of freedom. Thus, the wave excitation
forces, the response amplitude operator (RAO) and the phase characteristics have been obtained,
both based on the CFD model and the potential flow model. In the following the conclusions and
recommendations from this study are presented.

7.1. Conclusions

In order to answer the two main research questions, four sub-questions have been defined:

1. How is the wave field in the numerical wave tank affected by the presence of the structure?

2. How do the wave excitation forces of a column with and without heave plate obtained with a
potential flow theory based model compare to the wave excitation forces obtained with a fully
nonlinear Navier-Stokes numerical wave tank?

3. How does the Response Amplitude Operator (RAO) of a column with and without heave plate
obtained with a potential flow theory based model compare to the RAO obtained with a fully
nonlinear Navier-Stokes numerical wave tank?

4. How much does the heave damping at the natural period increase due to the addition of a heave
plate to the single column?

The latter two sub-questions have been extensively discussed in Chapter 6, where the CFD results
are compared with the results from the potential flow model. Based on this comparison the follow-
ing conclusions can be drawn:

* the wave field of the numerical wave tank is affected significantly by the presence of the struc-
ture, the wave height at 1.5 m parallel to the structure seems to be a good prediction of the

"actual’ wave height experienced by the structure;
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* the wave excitation forces obtained with the potential flow model and the CFD model are both
in agreement with each other;

* the response amplitude operator obtained with the potential flow model and the CFD model
are both in agreement with each other;

* close to the wave cancellation period, the potential flow model tends to underestimate the
response amplitude and the wave excitation forces;

¢ the (damped) natural period obtained with the CFD model and the potential flow model are
in agreement with each other;

* the damping at the natural period is dominated by the viscous damping, especially for the
column with heave plate; and

 the amplitude and phase of the wave excitation force obtained with the CFD model and the
potential flow model follow the same trend, deviations can be explained based on assump-
tions in the potential flow model.

The effect of the structure on the wave field is addressed in Chapter 5. As mentioned in Section 5.8,
the presence of the structure seems to affect the wave height significantly. For future studies in
this field it would be recommended to investigate the effect of the limited domain width and the
presence of the structure using a potential flow model or a CFD model with the same mesh, but
without the structure.

Using these insights, the main research questions can be answered:

* How does a potential flow theory based model compare to a fully nonlinear Navier-Stokes
numerical wave tank when applied to a single column with and without heave plate?

— The RAO, phase characteristic and wave excitation forces from the potential flow model
and the CFD model are generally in agreement with each other.

* How do the heave plates affect the (heave) dynamics of single column?

— The linear damping coefficient is increased by a factor 1.5 due to addition of the heave
plate.

— The (damped) natural period of the floater increases from ca. T, =9.8sto T, =15.2 s
due to addition of the heave plate. A similar increase is estimated based on the potential
flow model’s increases in mass and added mass.

— Wave cancellation effects can be distinguished around T, = 12.25 s due to addition of
the heave plate.

In other words, based on the results presented in this report, valuable insights have been obtained
into the hydrodynamic response of a column with heave plate. Moreover, based on a comparison
between a potential flow model and a CFD model, the added value of CFD in the design process of
similar structures is evaluated.

The main effect from the heave plate on the dynamic response of the structure is the increase of the
heave natural period. This increase follows from the increase of the mass of the structure (by ca.
58%), but also from the increase of the added mass. The latter increased by a factor 6.55 at the heave
natural period. The effect from the heave plate on the radiation damping is less apparent, since
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the damping plays a minor role in the structure’s response. At the natural period of the structure
the linear damping coefficient (x = b%) increases with approximately 50%. The viscous damping
plays an important role in the damping at this wave period. Due to the higher damping ratio for the
structure with heave plate, a lower excitation due to waves at the natural period is expected. Finally,
heave cancellation effects were observed for the column with heave plate around T, = 12.75 s.

In this report it is shown that the potential flow model gives an accurate idea of the response of
the column with and without heave plate. Even though viscous effects of the flow contribute sig-
nificantly to the damping of both structures, the response is hardly affected as the total damping
remains relatively low. Under specific circumstance, however, the damping is expected to play a
more dominant role in the response of the structure. Therefore, Section 7.2 discusses a number of
recommendations for circumstances under which the added value of the CFD model is expected to
be higher. Nevertheless, for a more general idea of the response of the column with and without
heave plate, a potential flow model is recommended due to its significantly lower computational
costs.

7.2. Recommendations

For future research, a number of recommendations are presented in the following. These recom-
mendations can be categorized into two groups: recommendations aimed at further investigating
or improving the validity of the CFD model used throughout this work and recommendations for
simulations where the added value of the CFD model is expected to be higher.

With regards to the first category of recommendations, it is recommended to implement a turbu-
lence model in the CFD model. Since the unresolved DNS approach does not fully resolve the vis-
cous sublayer, the viscous forces are currently underestimated. As explained in Section 5.7, it is
expected that the pressure forces will remain the dominating force. Nevertheless, implementation
of a turbulence model could help to verify this statement. Another possibility for calculating the
viscous forces more accurately is to decrease the cell size below y* < 5. However, this will increase
the computational time significantly, implementation of a turbulence model is therefore recom-
mended.

Furthermore, it is recommended to investigate the effect of the domain size of the CFD model, es-
pecially since the potential flow model that was used assumed an infinite domain size. It is rec-
ommended to either increase the width of the CFD domain and investigate any differences in the
results or to use a potential flow model with a similar width as the CFD model. Using the latter ap-
proach will also allow for a comparison of the wave height at various points in the domain, which is
also a topic which deserves extra attention. As was shown in Chapter 5, the wave height varies quite
significantly over the length of the domain. It is expected that, amongst others, the limited domain
width has affected the wave height significantly.

Something else that could be done in order to verify the validity of the CFD model is a mesh conver-
gence study. As mentioned before, the mesh size used throughout this work was based on Rivera-
Arreba (2017) and Bruinsma (2016) who performed a mesh convergence study for similar type of
structure. However, as indicated in Section 5.4, the suggested refinement around the water surface
was increased throughout this work, since the suggested mesh size seemed to be insufficient. There-
fore, a mesh convergence study focusing on the mesh size around the water surface specifically is
recommended.

With regards to the second category of recommendations, it is recommended to investigate the re-
sponse of the column with(out) heave plate under other conditions. As concluded in this report, the
potential flow model describes the response of the column with and without heave plate rather well
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due to the minor effect of the damping on the structure’s response. However, under some circum-
stances the effect of the damping is expected to be more important. Consequently, the results from
the potential flow model and the CFD model are expected to be higher. This is expected to be the
case for the following conditions:

* regular waves at heave natural period;
When the incoming waves have a period equal to the heave natural period of the structure,
heave resonance will occur. In this case the damping will dominate the excitation of the struc-
ture. Potential flow theory does not give a reasonable estimate of the excitation of the struc-
ture under heave resonance conditions.

* regular waves at heave cancellation period; and
At the heave cancellation period, the wave excitation forces are zero according to the potential
flow model (only applicable for the column with heave plate). However, taking into account
the viscous effects of the flow, the wave excitation forces are not expected to be zero in the CFD
model. Therefore, it would be interesting to investigate the difference between the potential
flow and CFD model at this wave period. The 12.1 s wave, which was part of the analysis of
this work, is close to but not exactly at the wave cancellation period.

* extremely steep or breaking waves.

For very steep waves the velocities are expected to be higher, which will likely increase the
drag forces on the structure. Potential flow theory does not take into account the steepness
of the waves. In general, as the wave becomes more steep, the linearity assumption from the
potential wave theory model becomes more problematic and the CFD model is expected to
give more trustworthy results. Note that the 8 s wave used throughout this work is already rela-
tively steep. While increasing the wave steepness, the waves will eventually reach the breaking
limit. The potential flow model is not able to assess breaking waves, whereas the CFD model
is.

Furthermore, it was demonstrated in Section 5.1 that the viscous effects dominate the response
during the heave decay test. For even higher initial displacements, the importance of the viscous
effects will likely increase even further.
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Results OpenFOAM Simulations

A.1.Wave Period T =12.1s
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Figure A.1: The average wave height over position in x-direction for wave period T = 12.1 s, cell size is 50 p.p.w.l. with
refinement of ca. 10 p.p.w.h. around the water surface. The column without heave plate is present and the structure can
move freely in heave direction. The wave height is normalized by the prescribed wave height from Table 5.4.
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Figure A.2: The wave height at a number of locations in the flow domain for wave period T = 12.1 s, cell size is 50 p.p.w.l,,
without heave plate and the structure moving freely in heave direction. The locations of the wave gauges are indicated in
the lowest figure, where the point (0, 0) indicates the location of the structure.
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Figure A.3: Heave force time series for the DeepCwind column with and without heave plate, subjected to a wave with
period T =12.1 s. The heave force is normalized by the buoyancy and the time is normalized by the wave period.
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Figure A.4: Power spectral density of the heave  Figure A.5: Power spectral density of the heave
force for the column with heave plate subject to a force for the column without heave plate subject
wave period T = 12.1 s as a function the period. to a wave period T = 12.1 s as a function the
The power spectral density has been normalized  period. The power spectral density has been
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been normalized by the wave period. period has been normalized by the wave period.

A.2. Wave Period T =8s
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Figure A.6: The average wave height over position in x-direction for wave period T = 8 s, cell size is 50 p.p.w.l., without

heave plate and the structure moving freely in heave direction. The wave height is normalized by the prescribed wave
height Hp from Table 5.8.
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Figure A.7: The wave height at a number of locations in the flow domain for wave period T = 8 s, cell size is 50 p.p.w.l,,
without heave plate and the structure moving freely in heave direction. The locations of the wave gauges are indicated in
the lowest figure, where the point (0, 0) indicates the location of the structure.
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over which the mean was calculated is equal to wave period. period T = 8 s. For the legend refer to Figure 5.2.
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Figure A.10: Average heave force cycles for the DeepCwind column with and without heave plate, subjected to a wave
with period T = 8 s. The heave force cycles are averaged and normalized by the buoyancy B of the structure. The time is
normalized by the wave period. The number of cycles (samples) that was available for the analysis is denoted by the
symbol N. The words 'static’ and 'dyn.’ refer to the fixed and moving column respectively.
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Figure A.11: Heave force time series for the DeepCwind column with and without heave plate, subjected to a wave with
period T = 8 s. The heave force is normalized by the buoyancy and the time is normalized by the wave period.
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Figure A.12: Power spectral density of the heave  Figure A.13: Power spectral density of the heave
force for the column with heave plate subject to a force for the column without heave plate subject
wave period T =8 s as a function the period. The to a wave period T =8 s as a function the period.
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Figure A.14: The average wave height over position in x-direction for wave period T = 17.4 s, cell size is 50 p.p.w.l.,
without heave plate and the structure moving freely in heave direction. The wave height is normalized by the prescribed
wave height Hy from Table 5.11.
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Figure A.15: The wave height at a number of locations in the flow domain for wave period T = 17.4 s, cell size is 50
p-p-w.l., without heave plate and the structure moving freely in heave direction. The locations of the wave gauges are
indicated in the lowest figure, where the point (0, 0) indicates the location of the structure.
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the buoyancy for wave period T = 17.4 s. Width of the
window over which the mean was calculated is equal to
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Figure A.18: Average heave force cycles for the DeepCwind column with and without heave plate, subjected to a wave
with period T = 17.4 s. The heave force cycles are averaged and normalized by the buoyancy B of the structure. The time
is normalized by the wave period. The number of cycles (samples) that was available for the analysis is denoted by the

symbol N. The words 'static’ and 'dyn.’ refer to the fixed and moving column respectively.
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Figure A.19: Heave force time series for the DeepCwind column with and without heave plate, subjected to a wave with
period T = 17.4 s. The heave force is normalized by the buoyancy and the time is normalized by the wave period.
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Figure A.20: A detailed view of the disturbances in the heave force for wave period T = 17.4 s. The heave force cycles are
averaged and normalized by the buoyancy B of the structure. The time is normalized by the wave period. The number of

cycles (samples) that was available for the analysis is denoted by the symbol N.
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Figure A.21: Power spectral density of the heave  Figure A.22: Power spectral density of the heave
force for the column with heave plate subject to a force for the column without heave plate subject
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OpenFOAM Code

B.1. fvSolution
[ #— Ctt+ —x \
| e e e e e e |
|
| W\ [ F ield | OpenFOAM: The Open Source CFD Toolbox
|
| W\ /O peration | Version: 1.5
|
| W\ A nd | Web: http :/ /www.OpenFOAM. org
|
| \\/ M anipulation |
|
\ /
FoamkFile
{
version 2.0;
format ascii;
class dictionary;
object fvSolution;
}

solvers
{
"alpha.water.*"
{
nAlphaCorr 1;
nAlphaSubCycles 1;
alphaOuterCorrectors no;

cAlpha 1;
MULESCorr no;
nLimiterlter 3;
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solver
preconditioner
smoother
tolerance
relTol

pcorr GAMG

{
tolerance
relTol

smoother
nPreSweeps
nPostSweeps
nFinestSweeps

PBiCG;
DILU;
symGaussSeidel;
le-8;

0;

le—4;
0.0;

DIC;// GaussSeidel ;

cacheAgglomeration true;
nCellsInCoarsestLevel 10;

agglomerator
mergeLevels
b

pcorrFinal GAMG
{
tolerance
relTol

smoother
nPreSweeps
nPostSweeps
nFinestSweeps

faceAreaPair;
L;

le—4;
0.0;

DIC;// GaussSeidel;

cacheAgglomeration true;
nCellsInCoarsestLevel 10;

agglomerator
mergelevels

I

p_rgh GAMG

{
tolerance
relTol

smoother
nPreSweeps
nPostSweeps
nFinestSweeps

faceAreaPair;
L;

le-7;
0.0;

DIC;// GaussSeidel;

//smoothSolver;
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I

cacheAgglomeration true;
nCellsInCoarsestLevel 10;
agglomerator faceAreaPair;
mergelevels 1;

p_rghFinal GAMG

{

tolerance le-8;

relTol 0.0;

smoother DIC;// GaussSeidel;
nPreSweeps 0;

nPostSweeps 2;

nFinestSweeps 2;

cacheAgglomeration true;
nCellsInCoarsestLevel 10;

agglomerator faceAreaPair;
mergeLevels 1;

b

U PBiCG

{

s

preconditioner  DILU;
tolerance le-09;
relTol 0;

UFinal PBiCG

{

b

preconditioner  DILU;

tolerance le—09;
relTol 0;
cellDisplacement

solver GANVG;
tolerance le—10;
relTol 0;

smoother GaussSeidel;

cellDisplacementFinal

solver GAMVG;
tolerance le—10;
relTol 0;
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smoother GaussSeidel;

PIMPLE
{

momentumPredictor yes;
nCorrectors 3;
nNonOrthogonalCorrectors 1;

nOuterCorrectors 4;
moveMeshOuterCorrectors true; // Default = false;

correctPhi true;

relaxationFactors

{
fields
{
p_rhg 0.5;
p_rhgFinal 1;
}

equations
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B.2. fvSchemes
e x— Ct++ e\
| prf e —(—— |
|
| W\ [ F ield | OpenFOAM: The Open Source CFD Toolbox
|
|\ /" O peration | Version: 1.5
|
| W\ A nd | Web: http :/ /www.OpenFOAM. org
|
| \\/ M anipulation |
|
\ %/
FoamFile
{
version 2.0;
format ascii;
class dictionary;
object fvSchemes;
}

[] % % % % % % % x % % % % % % % * * *k *k k k k k Kk kx x x % % * * * * * * * *x [/

ddtSchemes

{
default Euler;

}

gradSchemes

{

/1 default cellLimited fourth 1;
default Gauss linear;
grad (U) Gauss linear;
grad (alphal) Gauss linear;

}

divSchemes

{

!/ default Gauss linear;

div(rhoPhi,U) Gauss upwind;
!/ div (phi,gamma) Gauss vanLeer;
Il div (rho*phi,U) Gauss MUSCL;
div ((muEff+dev(T(grad (U))))) Gauss linear;
div (((rho*nuEff)*dev2 (T (grad(U))))) Gauss linear;
div (phi,alpha) Gauss upwind;
div (phirb, alpha) Gauss interfaceCompression;
// div (rhoPhi,U) Gauss limitedLinearV 1;

laplacianSchemes
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{
default Gauss linear corrected;
}
interpolationSchemes
{
default linear;
}
snGradSchemes
{
default corrected;
}
fluxRequired
{
default no;
p_rgh;
pcorr;
alpha.water;
}
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B.3. waveDyMFoam.C
IE
\\ / F ield | OpenFOAM: The Open Source CFD Toolbox
\\ /O peration |
\\ A nd | Copyright (C) 2011-2016 OpenFOAM Foundation
|

\\/

M anipulation

License

This file is part of OpenFOAM.

OpenFOAM is free software: you can redistribute it and/or modify it
under the terms of the GNU General Public License as published by

the Free Software Foundation,

(at your option) any later version.

either version 3 of the License, or

OpenFOAM is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or

FITNESS FOR A PARTICULAR PURPOSE.

for more details.

See the GNU General Public License

You should have received a copy of the GNU General Public License

along with OpenFOAM.

Application
interDyMFoam

Group

grpMultiphaseSolvers grpMovingMeshSolvers

Description
Solver for 2 incompressible, isothermal immiscible fluids using a VOF
(volume of fluid) phase—fraction based interface capturing approach,
with optional mesh motion and mesh topology changes including adaptive
re—meshing.

If not, see <http://www.gnu.org/licenses/>.

\%

#include "fvCFD.H"

#include "dynamicFvMesh.H"

#include "CMULES.H"

#include "EulerDdtScheme.H"

#include "localEulerDdtScheme .H"
#include "CrankNicolsonDdtScheme.H"
#include "subCycle .H"

#include "immiscibleIncompressibleTwoPhaseMixture.H"
#include "turbulentTransportModel .H"
#include "pimpleControl.H"

#include "fvOptions.H"
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#include
#include
#include

#include
#include
[l * *x =

"CorrectPhi.H"
"localEulerDdtScheme .H"
"fvcSmooth .H"

"relaxationZone .H"
"externalWaveForcing .H"

int main(int argc, char *argv(])

{
#inc
#inc
#inc
#inc

#inc
#inc
#inc
#inc
#inc

lude "setRootCase.H"
lude "createTime.H"
lude "createDynamicFvMesh.H"
lude "initContinuityErrs.H"

lude "readGravitationalAcceleration.H"
lude "readhRef.H"

lude "gh.H"

lude "readWaveProperties.H"

lude "createExternalWaveForcing.H"

pimpleControl pimple (mesh);

#inc
#inc
#inc
#inc
#inc

lude "createControls.H"
lude "createRDeltaT .H"
lude "createFields.H"
lude "createMRF.H"

lude "createFvOptions.H"

volScalarField rAU

(

);

#inc
#inc

turb

if (

I0object
(
"tAU",
runTime.timeName () ,
mesh,
I0object :: READ_IF_PRESENT,
I0object : : AUTO_WRITE
),
mesh,
dimensionedScalar ("rAUf", dimTime/rho.dimensions(), 1.0)

lude "correctPhi.H"
lude "createUf.H"

ulence—>validate ();

ILTS)
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#include "CourantNo.H"
#include "setlnitialDeltaT .H"

[] % % % % % % % % x % % % % % % % * * * *k *k *k *k *k * *x *x *x x x x *x % % % [/

Info<< "\nStarting time loop\n" << endl;

while (runTime.run())

{

#include "readControls.H"

if (LTS)

{
#include "setRDeltaT .H"

t

else

{
#include "CourantNo.H"
#include "alphaCourantNo.H"
#include "setDeltaT.H"

runTime++;

n

Info<< "Time = << runTime.timeName () << nl << endl;
/| —— Pressure—velocity PIMPLE corrector loop

while (pimple.loop ())

{

if (pimple. firstiter () || moveMeshOuterCorrectors)

{

scalar timeBeforeMeshUpdate = runTime.elapsedCpuTime ();
mesh. update () ;

if (mesh.changing())
{
Info<< "Execution time for mesh.update() = "
<< runTime.elapsedCpuTime () — timeBeforeMeshUpdate

n n

<< s" << endl;

gh = (g & mesh.C()) — ghRef;
ghf = (g & mesh.Cf()) — ghRef;

if (mesh.changing() && correctPhi)
{

/1 Calculate absolute flux from the mapped surface velocity
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}
/1

Info<< "ExecutionTime =

phi = mesh.Sf() & Uf;
#include "correctPhi.H"

/! Make the flux relative to the mesh motion
fvc :: makeRelative (phi, U);

mixture. correct ();

}
if (mesh.changing() && checkMeshCourantNo)
{
#include "meshCourantNo.H"
}

#include "alphaControls.H"
#include "alphaEqnSubCycle.H"

relaxing.correct ();
mixture. correct ();

#include "UEqn.H"

/! —— Pressure corrector loop
while (pimple.correct())
{
#include "pEgn.H"
}
if (pimple.turbCorr())
{
turbulence—>correct ();
}

runTime. write ();

n

n

<< ClockTime =
<< nl << endl;

n

<< runTime. elapsedClockTime () << "

Info<< "End\n" << endl;

return 0;

<< runTime.elapsedCpuTime () << " s

S

n

n

sk k% sk sk sk sk k sk sk sk sk sk sk sk sk sk sk sk ok sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk sk ok sk sk sk sk sk sk sk ok sk sk sk ok sk sk ok ok ok sk ok ok X
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