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Orbital Head-Mounted Display: A Novel Interface for Viewpoint
Control during Robot Teleoperation in Cluttered Environments

Sjoerd Kuitert1,2, Jelle Hofland2, Cock J. M. Heemskerk2, David A. Abbink1, and Luka Peternel1

Abstract— Robotic teleoperation is used in various applica-
tions, including the nuclear industry, where the experience and
intelligence of a human operator are necessary for making
complex decisions that are beyond the autonomy of robots.
Human-robot interfaces that help strengthen an operators
situational awareness without inducing excessive cognitive load
are crucial to the success of teleoperation. This paper presents
a novel visual interface that allows operators to simultaneously
control a 6-DoF camera platform and a robotic manipulator
whilst experiencing the remote environment through a virtual
reality head-mounted display (HMD). The proposed system,
Orbital Head-Mounted Display (OHMD), utilizes head rotation
tracking to command camera movement in azimuth and eleva-
tion directions around a fixation point located at a robot’s end-
effector. A human factor study was conducted to compare the
interface acceptance, perceived workload, and task performance
of OHMD with a conventional interface utilizing multiple
fixed cameras (Array) and a standard head-mounted display
implementation (HMD). Results show that both the OHMD
and HMD interfaces significantly improve task performance,
reduce perceived workload and increase interface acceptance
compared to the Array interface. Participants reported they
preferred OHMD due to the increased assistance and freedom
in viewpoint selection. Whilst OHMD excelled in usefulness, the
standard HMD interface allowed operators to perform robotic
welding tasks significantly faster.

I. INTRODUCTION

Teleoperation systems enable human operators to execute
dexterous tasks through robots in hazardous remote environ-
ments such as nuclear facilities. In these environments, the
experience and intelligence of a human operator is necessary
for making decisions that are beyond the autonomy of robots.
In teleoperation, operators rely predominantly on visual
feedback to gain real-time information about the remote
process [1]. As a result, visual feedback interfaces are critical
to the success of teleoperation [2].

Conventional feedback systems display several camera
views on multiple monitors, which induces high cogni-
tive load at the cost of remote task performance [3]. The
underlying reason is that operators need to divide their
attention over multiple displays, piece together the visual
information, and perform mental transformations due to a
misalignment between the camera and robot reference frames
[4]. Furthermore, fixed placement of cameras is limited or
not possible in cluttered environments and can be occluded
[5].

1Cognitive Robotics, Delft University of Technology, 2628 CD Delft,
The Netherlands (e-mail: sjoerdkuitert@hotmail.com)

2Heemskerk Innovative Technology B.V., 2629 HD Delft, The Nether-
lands

A common alternative is an eye-in-hand (EIH) camera,
which is a camera attached to the end-effector of the tele-
operated robot that performs the task (hereinafter referred to
as task robot). While this approach enables more adaptation
of the viewpoint, the camera pose is coupled with the task
execution. Therefore, the operator needs to perform visual
inspections and manipulation sequentially. Additionally, the
EIH-view is often occluded by an object that is being ma-
nipulated. Furthermore, information about the surrounding
workspace is typically very limited [6].

Some of these drawbacks can be avoided by the introduc-
tion of a secondary robot (hereinafter monitoring robot) to
track the task robot, the process, and the remote workspace.
In two extreme cases, the monitoring robot can be controlled
autonomously or manually by the operator. The study in
[7] proposed an autonomous monitoring robot to monitor a
remote-controlled robotic manipulator during offshore oper-
ations. The operator was only able to select the desired view
distance. Later a learning system was added that remembers
previously set view distances [8]. However, this still limits
the operator’s choice, thus giving the operator direct control
might be preferred. The method in [9] proposed a manually
controlled monitoring robot for a space docking task, where
the results indicated that operators preferred the system
over a traditional eye-in-hand camera and experienced better
spatial awareness. Nevertheless, the interface should not
overload the operator and affect the primary task.

A compromise between autonomous and manual solutions
can be achieved through a shared control approach. The
method in [10] used a shared control approach where the op-
erator controlled the camera orientation while an autonomous
component moved the camera to prevent obstructed views.
The operator controlled the monitoring camera via a head-
tracking system. While the head-tracking input allows hands-
free camera operation, the head rotation with respect to the
display (i.e. view rotation) can induce additional cognitive
load [3].

In [11] authors argued that operators should dictate task-
specific viewpoint adaptions by giving spare input to nudge
a viewpoint algorithm towards specific solutions, while a
monitoring robot should move its camera towards that so-
lution. Furthermore, the authors added a mode that allowed
operators to take manual control of the monitoring robot
to enable visual exploration of the remote site. A user
study indicated that their new system performed better than
the autonomous system [12], as participants found the new
system easier to use despite having to control more viewpoint
parameters. Nevertheless, the design of a human-machine
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Fig. 1. A typical operator view when using an array of cameras.

interface that allows for natural and efficient control of both
the camera viewpoint and the task robot is still an open
research challenge [13].

To tackle this challenge, we propose a visual interface
called Orbital Head-Mounted Display (OHMD). This method
combines a third-person free-follow camera and a head-
mounted display (HMD) to control a camera viewpoint using
head rotations. While a third-person free-follow camera has
been used before for monitoring a remote process [13], [14],
it has not been interfaced with an HMD and head-tracking
for viewpoint control. To gain new insights regarding the
usability of the developed OHMD interface, we compare it to
a conventional array of multiple fixed cameras (Array) and a
standard HMD interface. The camera interfaces are evaluated
based on task performance, perceived workload and interface
acceptance in a one-factor within-subjects experiment for
a remote welding task of a cooling pipe in a simulated
environment.

We hypothesize that the proposed OHMD and the standard
HMD interfaces improve task performance, reduce perceived
workload, and increase self-reported interface acceptance
compared to an array of multiple fixed cameras (H1). Fur-
thermore, we hypothesize that the proposed OHMD interface
will improve self-reported interface usefulness compared to
a standard HMD implementation, without sacrificing task
performance and increasing the perceived workload (H2).

II. METHODS

This section outlines the three visual interfaces that are
compared in this study through simulation, with two being
baselines (Array and HMD) for the proposed method.

A. Array of Multiple Fixed Cameras

The standard approach for providing visual feedback from
a remote environment in teleoperation is the use of multiple
cameras placed in fixed positions. Arrays of the camera feeds
are presented to the operator on LCD displays. In this study,
the array comprises 6 views, which are displayed to the
operator on a single monitor. The layout includes one large
section scaled to a resolution of 1280x720 surrounded by 5
smaller sections set to a lower resolution of 640x360 along its
bottom- and right edge as shown in Fig. 1. The large section
shows the feed of a line-of-sight overview camera. The

Fig. 2. An illustration of the Orbital Head-Mounted Display interface.

additional views include feeds from orthogonally positioned
cameras along the bottom edge (left-, front-, and right-side
views) and top-right corner (top-down view) of the screen.
It should be noted that perfectly orthogonal cameras are
better than what can be achieved in most real-world scenarios
where lack of access and obstructions often yield sub-optimal
camera positions. The final view includes the feed of an eye-
in-hand camera.

B. Standard Head-Mounted Display

In a standard VR setup, an operator wears an HMD and
views a stereoscopic image of a 3D remote environment
through small embedded display optics located in front of
each eye. The operator can then adjust the view by head
rotations measured by motion tracking sensors, thus they
experience virtual viewpoint adaptations similar to real-life.

C. Orbital Head-Mounted Display

The concept of the OHMD method is based on the so-
called third-person free follow camera used in video games.
This camera automatically positions itself relative to the
character to provide a third-person view and the camera
follows the character whenever it moves. Players can pan the
camera around their character and change the view distance
(i.e. zoom) using camera controls.

Instead of using a conventional interface, the proposed
OHMD uses motion tracking sensors of an HMD to enable
the operator to control a free-follow camera with their head
movements. Specifically, the operator’s head rotation controls
the camera’s azimuth and elevation angle with respect to a
fixation point as if the camera is constrained to the surface of
a sphere (Fig. 2). Additionally, a look-at constraint ensures
the camera is always pointed towards the fixation point,
which is located at the task robot’s end-effector in this study.
The view distance was bound to a hand-held joystick.

III. EXPERIMENTS

To test our hypotheses, we evaluated the effect of the
visual interface on task performance, perceived workload
and interface acceptance in a one-factor within-subjects
experiment. During the experiment, each participant used
each visual interface described in Section II to perform a
teleoperated welding task in a cluttered space, thus resulting
in three experiment conditions: Array, HMD and OHMD.
The conditions were presented in a counterbalanced order.
The setup and experiments were approved by the Human
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Authorized licensed use limited to: TU Delft Library. Downloaded on December 29,2023 at 10:52:40 UTC from IEEE Xplore.  Restrictions apply. 



(a) (b) (c)

Fig. 3. Experimental setup for a teleoperated welding task. Images show a desktop haptic device in combination with one of the visual interfaces: (a)
Array, (b) standard HMD, and (c) the proposed OHMD, where the operator additionally holds a joystick to control the view distance.

Research Ethics Committee (HREC) of the Delft University
of Technology. Twelve participants (10 male, 2 female)
between 26 and 62 years old (M = 31.2, SD = 9.9) par-
ticipated in the study. Prior to the experiment, participants
gave their informed consent and completed questions on a 6-
point Likert scale about their gaming, VR and remote control
experience.

A. Experimental Setup

The experimental setup is shown in Fig.3. For the Array
interface (Fig. 3a), we used a standard 24.1 inch LCD moni-
tor with 1920x1200 resolution to display visual feedback and
was placed 60-80cm from the participant. An Oculus Quest
2 VR-HMD was used for the HMD and OHMD interfaces
(Fig. 3b,c). During the OHMD condition, the joystick on
the Oculus Motion Controller was used to control the view
distance. We use a 3D Systems Touch haptic device for the
operator to send 6-DoF movement commands to the task
robot end-effector and receive 3-DoF force feedback.

B. Use Case and Task Description

We selected a robotic welding task of a cooling pipe within
the Electron Cyclotron Heating Upper Port Launcher (ECH
UPL) of the ITER nuclear fusion reactor [15] as a use case
task. This use case has several elements of complexity that
make it interesting for the experiment, such as a high risk of
damaging equipment, working in a cluttered and confined
space, and operating in a hazardous remote environment.
Such use cases typically have limited sensory information
from the remote environment and thus operators rely on or
benefit from a digital twin of the environment. Therefore,
we developed and studied the use case in a simulated
environment.

In each trial, the participants had to move the welding
tool from a set starting point towards a cut in a cooling pipe
indicated by an orange marker (Fig. 4a). After reaching the
pipe, they had to fit the profile of the tool’s head around
the cut. A visual cue (Fig. 4) appeared to notify participants
they had completed the task when the alignment was within
5 mm for x, y, z, and 2◦ for tilt and roll. To introduce
different levels of complexity, and to change the visual
information provided by each viewpoint [16], we varied the
cooling pipe placements between 3 locations (Fig. 5, 4a, and

(a) (b)

Fig. 4. (a) Visual indication of the pipe cut location. (b) Visual cue to
indicate the alignment is within task success margins.

4b). The participants were instructed to perform the task as
fast as possible. Also, they were told not to damage the
equipment by avoiding collisions with any components other
than the cooling pipe and to minimize the force exerted by
the welding tool onto the pipe.

C. Software and Simulated Environment

The use case and remote environment were simulated in
a virtual environment built in Unity3D. For this purpose, we
created a 3D model loosly based on the UPL. All physics
interactions between objects are computed by the Unity
Physics engine using a Temporal Gauss Seidel solver. To
weld the cooling pipes inside the UPL we used a modified
version of the ORBIWELD 38S TIG orbital welding tool.
The operator commanded the movement of the tool as if
its handle is connected to the end-effector of a robotic
manipulator.

To couple the movement of the stylus and the tool,
participants had to press and hold the front button on the
haptic device’s stylus. When the button was released, the
stylus and tool were decoupled, which allowed users to re-
index the haptic device’s workspace and take a comfortable
hand/wrist posture. The translational movement input was
scaled such that the welding task could be completed without
re-indexing.

When wearing a VR headset (HMD and OHMD condi-
tions), the operator cannot see the physical haptic device,
which can make it difficult to recognize the haptic device
pose, especially while re-indexing. To aid the participant with
this visual feedback, we added a virtual model of the haptic
device above the tool while the operator is re-indexing (Fig.
5). The model was aligned with the world coordinate frame

7007
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Fig. 5. The virtual model of the haptic device (3D Systems Touch) that
appears above the welding tool when the human-operator is re-indexing.

and mimicked the configuration of the physical device. While
during the Array condition the physical haptic device can
be seen on the desk, it can fall outside the operator’s field
of view while looking at the monitor. Therefore, the virtual
Touch haptic device was also displayed in the EIH-view.

D. Data Acquisition and Metrics

We collected subjective data through questionnaires. Addi-
tionally, objective data of the haptic device, HMD and Unity
simulation was recorded. The three visual interfaces were
then assessed using the following metrics:

• Preferred visual interface. In the post-experiment ques-
tionnaire, participants were asked which visual interface
they preferred and to explain their choice.

• Usefulness and satisfying scores. The Van der Laan Ac-
ceptance Scale [17] was used to capture the usefulness
and satisfying score of the visual interfaces. Participants
rated nine components on a five-point Likert scale from
-2 to 2 for each visual interface.

• Task load rating. The NASA Task Load Index (TLX)
questionnaire [18] was used to capture the perceived
workload. The NASA-TLX is a multi-dimensional rat-
ing procedure that provides an overall workload score
based on a weighted average of ratings on six sub-
scales: mental demands, physical demands, temporal
demand, own performance, effort and frustration.

• Time to completion (ttc). The amount of time it takes a
participant to complete the remote welding task. While
effective views may enable operators to perform the task
faster, they may spend additional time to select a view,
control the camera or process the visual information.

• Number of collisions. The number of undesired colli-
sions with the environment. This involves all collisions
between the tool (end-effector) and UPL components
excluding the cooling pipe.

• Peak contact force (pcf). The peak contact force denotes
the highest measured contact force between the tool
and the cooling pipe. This gives an indication of how
smooth the profile of the tool slips around the pipe. It is
expected that the participant is able to fit the tool more
easily when views that show the profile’s alignment with
respect to the cooling pipe are available.

E. Experimental Procedure

Prior to the experiment, participants were briefed on the
goal of the study and were given experiment instructions.
Participants were then allowed 5 minutes to get acquainted
with the setup and simulation, without exposing them to any
of the three conditions. They practised on a cooling pipe that
was positioned in a unique location and feedback was given
by a single view on a monitor.

The main experiment included the following steps for each
condition. First, they were given 3 minutes to get used to the
visual interface and camera controls. Then, for the three pipe
locations, participants performed a practice trial followed
by three recorded trials. After each condition, they were
asked to complete the subjective questionnaires. The order in
which participants were exposed to the visual interfaces and
pipe locations was randomized according to the Balanced
Latin Square method to reduce carry-over effects. After
they completed all conditions, they were asked to fill in a
post-experiment questionnaire with questions regarding their
experience of the study and their preferred visual interface.

F. Data Analysis

We used repeated measures analysis of variance (RM-
ANOVA) to analyze the results. Additionally, post-hoc analy-
ses with a Bonferroni correction were performed for pairwise
comparison of the three different visual interface conditions.
The performance metrics were averaged over the three
measured trials for each combination of visual interface
and pipe location per participant. A moving-average filter
was used on collision data to remove sudden peaks caused
by inaccuracies in the physics simulation. The Shapiro-
Wilk test was used to test whether the collected data fit a
normal distribution. To enable the use of an RM-ANOVA,
we transformed non-parametric data and parametric data
that violates ANOVA assumptions (e.g., normality) using the
Aligned Rank Transform (ART) [19].

IV. RESULTS

We conducted one-way RM-ANOVA on metric data to
check for significant differences between the interfaces. A
summary of the results is given in Table I. Observed differ-
ences were considered statistically significant at p-values of
0.05 or less.

A. Interface Acceptance

A one-way RM-ANOVA revealed a highly significant
difference in mean usefulness across the visual interfaces,
F (2, 22) = 24.29, p < 0.001. Post-hoc analysis showed that
OHMD improves the mean interface usefulness score by 1.53
compared to Array (p = 0.001) and 0.56 compared to HMD
(p = 0.036) conditions. While the standard HMD interface
scored lower than OHMD, it did improve by 0.97 compared
to the Array (p < 0.001).

The results show that the Array interface is the least
satisfying to use. Compared to Array, the HMD and OHMD
conditions significantly improve the mean satisfying score by
1.58 (p ≤ 0.001) and 1.44 (p = 0.010) respectively. There
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is a small but insignificant decrease in interface satisfaction
when comparing OHMD to HMD.

Also for the mean satisfying score significant differences
were found, F (2, 22) = 13.44, p < 0.001. A Bonfer-
roni multi-comparison test revealed significant differences
in mean usefulness between Array and HMD (p < 0.001),
and between Array and OHMD (p ≤ 0.001). No significant
difference was found between HMD and OHMD.

According to the post-experiment questionnaire responses,
8 out of 12 participants preferred the OHMD visual interface
because of the increased flexibility in selecting viewpoints (4
mentions), its zoom feature (2 mentions), intuitiveness and
assistance (2 mentions). The other 4 participants preferred
the regular HMD implementation because it felt the most
natural and simple to understand (4 mentions) and it gave a
sense of embodiment (2 mentions). Four participants men-
tioned the remote welding task was most difficult to perform
when using the Array interface which caused frustration and
provoked a trial-and-error approach.

B. Perceived workload

Statistical analysis results for the self-reported perceived
workload (Fig. 7) revealed a significant difference in mean
TLX-ratings, F (2, 22) = 15.11, p < 0.001. On average the
perceived workload decreased when a VR-HMD was used
instead of the Array interface. This is indicated by decreases
in TLX-rating by 38% (p ≤ 0.001) and 36% (p = 0.002)
for HMD and OHMD respectively. No significant difference
in perceived workload was found between the two VR
interfaces.

C. Task performance

The results for the objective performance metrics are
presented in Fig. 8 and Table I. For time to completion, a
significant effect was found, F (2, 22) = 48.77, p < 0.001.
Interestingly, participants were able to perform the simu-
lated welding task much quicker with the HMD interface,

Array HMD OHMD

Visual Interface
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g
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Fig. 7. Weighted NASA-TLX ratings for each visual interface. NASA-TLX
values range between 0 and 100, with higher values indicating higher task
load. The marks ’∗ ∗ ∗’, ’∗∗’, and ’∗’ denote a significance of p ≤ 0.001,
p ≤ 0.01, and p ≤ 0.05, respectively, and ’n.s.’ denotes no significance.

requiring only 23.29 seconds on average compared to 60.34
seconds with the Array interface (p < 0.001) and 30.35
seconds with the OHMD interface (p = 0.010).

The visual interface also affected the number of collisions
made, with approximately 2 collisions per trial for the VR-
HMD interfaces and 7 collisions per trial for the Array
interface. Additionally, out of 108 trials per interface, only 18
trials (17%) were completed without any undesired collisions
when the Array interface was used. With a VR-HMD the
amount of collisions-free trials increased to 36 trials (33%)
for the HMD and 37 trials (34%) for the OHMD interfaces.
Participants applied lower peak force onto the cooling pipes
when using the HMD and OHMD interfaces instead of a
camera array.

V. DISCUSSION

In summary, the findings are that both the OHMD and
HMD systems improve the self-reported system acceptance
compared to the standard array. None of the participants
preferred the Array interface over either OHMD or HMD.
Additionally, the OHMD and HMD interfaces reduce the
perceived workload by 36% and 38% respectively and signif-
icantly outperform the Array system on all recorded objective
metrics. This confirms the first hypothesis. The second
hypothesis is only partially confirmed. OHMD indeed scored
a higher usefulness rating compared to HMD. Furthermore,
OHMD and HMD induced similar task loads. However,
there was a significant difference in one of the objective
performance metrics. While using the OHMD interface the
tasks took 30% longer to complete on average. We discuss
these results below.

According to the results both HMD and OHMD have an
increased interface acceptance compared to the conventional
Array setup. Individual components of the Acceptance Scale
questionnaire indicate that participants found the OHMD
interface more useful, effective and assisting than the HMD
interface. However, they also reported it was less pleasant to
use and not as likeable. This aligns with participant responses
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TABLE I
RM-ANOVA RESULTS, MEAN VALUES (M) AND STANDARD DEVIATIONS (SD) FOR EACH METRIC.

Visual interface RM-ANOVA, (F2,22) Post-hoc analysis
Metric Array HMD OHMD Effect: interface Array-HMD Array-OHMD HMD-OHMD
NASA-TLX rating M 78.56 48.94 50.58 p < 0.001 p < 0.001 p = 0.002 p = 1

SD 9.29 14.75 16.95 F = 15.11

Usefulness score M 0.10 1.07 1.63 p < 0.001 p = 0.001 p < 0.001 p = 0.036
SD 0.81 0.53 0.28 F = 24.29

Satisfaction score M -0.56 1.02 0.88 p < 0.001 p < 0.001 p = 0.010 p = 1
SD 0.87 0.63 0.67 F = 13.43

Preferred interface Count 0 4 8 − − − −
Time to completion* M 60.34 23.29 30.35 p < 0.001 p < 0.001 p < 0.001 p = 0.010

SD 79.72 18.56 20.49 F = 48.77

Number of collisions* M 7.41 2.17 2.32 p < 0.001 p < 0.001 p < 0.001 p = 1
SD 9.53 2.79 2.88 F = 31.11

Peak contact force* M 30.42 18.13 18.91 p < 0.001 p = 0.001 p = 0.034 p = 1
SD 36.94 24.87 18.18 F = 8.03

* Observations violate the normality assumption according to the Shapiro-Wilk test [20]. This data was transformed using an Aligned Rank Transform
(ART) for multifactor contrast tests [19] so that the ANOVA and post-hoc procedures could be applied.
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in the post-experiment questionnaire. The acceptance of the
HMD interface aligned with results from other studies [1].

A few participants reported a slight camera shake while
using the OHMD method. Further analysis indicated three
possible explanations. First, participants might have made
small unconscious head movements (also observed in [21]).
At a large view distance, small head movements can cause
relatively large camera translations. Second, most partici-
pants did not hold the stylus of the haptic device perfectly
still. Thus, the welding tool linked with the stylus can also
shake. Since the used haptic device was small and position
command scaling was used to better exploit the remote robot
workspace, tremor on the operator side can amplify on the
remote side. Finally, the motion sensors in the HMD have
some noise. In future, this can be mitigated by filtering the
input (e.g., dead zone or frequency filter) or by adding a
moderate amount of damping.

According to the NASA-TLX questionnaire, the Array
interface caused a lot of frustration, induced high mental
workloads and the trials took a lot of effort to complete.
This aligns with findings in literature [3]. On the other
hand, the overall task load rating for the OHMD and HMD

interfaces was much lower than for Array. Participants rated
the physical demand and effort higher for the OHMD inter-
face compared to the standard HMD implementation. During
the experiments, very few participants were actively moving
while using the regular HMD interface. The stereoscopic
view of the HMD already provided enough contextual and
depth information. This result aligns with findings in [6]
which found that for most tasks a passive (i.e. fixed) stereo-
scopic view is sufficient and that only more complex tasks
require dynamic views.

A potential explanation why OHMD induced more physi-
cal demand compared to HMD is that the OHMD viewpoint
followed the welding tool and the operator was forced to
re-adjust the camera position in order to avoid occlusions.
Because of this, we observed that the operators were more
involved in the visual task (i.e., they were more actively
searching for better views). This is perhaps positively re-
flected in the higher ’Raising Alertness’ score for OHMD
compared to HMD, as a dynamic view provides more depth
cues such as motion parallax and optical flow [22], [23].

In the post-experiment questionnaire, participants reported
that the trials were very difficult to complete when using the
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Array interface and that they considered pipe B (Fig. 5) to
be the most difficult. The task performance results indeed
show that the task for pipe B took the most time to complete
regardless of which interface was used. Because pipe B was
positioned horizontally in the UPL, participants had to roll
the welding tool by 90 degrees around its longitudinal axis.
As a result, the view from the eye-in-hand camera was also
rotated while the views of the HMD and OHMD interface
were unaffected by this rotation. This made it more difficult
to understand the link between the robot control input and
the eye-in-hand camera view. However, based on the number
of collisions, pipe B seemed to be easier than pipe A and
C when the OHMD or HMD was used. In line with the
literature [24], participants paid considerable attention to
the immersive egocentric view provided by the eye-in-hand
camera even though the view was ineffective.

Based on the analyses of the results, OHMD could be
improved by allowing operators to set the camera movement
sensitivity to their preference. Additionally, allowing oper-
ators to change the task robot’s control frame of reference
from the world coordinate system to the OHMD camera’s
local coordinate system could be another improvement. Fi-
nally, in real-world scenarios, other factors such as signal
noise and delays could affect all three systems differently,
so future studies could examine these effects.

VI. CONCLUSION

This study proposed a novel visual interface called Orbital
Head-Mounted Display that uses the motion tracking of a
stereoscopic HMD to control the view provided by a free-
follow camera platform. The developed interface has been
found to provide benefits during teleoperated manipulation
tasks. Its effects were evaluated in a one-way human factors
experiment for a remote welding task of a cooling pipe in a
simulated environment. From the results, we can conclude:

• The OHMD and standard HMD interfaces improve task
performance, have an increased interface acceptance,
and lower perceived workload compared to a conven-
tional array of cameras.

• The OHMD interface is perceived more useful than the
standard HMD interface.

• The OHMD and HMD interfaces induce a similar
perceived workload.

• Task completion takes approximately 30% longer when
using the OHMD interface instead of a standard HMD
implementation.

The follow-constraint attribute of the OHMD interface also
makes it suitable for teleoperating mobile robots or manip-
ulators with a large workspace.
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