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Abstract

Hydrogen has emerged as a promising candidate for energy storage, offering an alternative to fossil
fuels as a primary fuel source. It can be safely stored in a liquid organic hydrogen carrier (LOHC) and
recovered upon demand through the reversible hydrogenation/dehydrogenation of the LOHC. Voyex,
a technology-driven startup, is developing a novel LOHC that can be loaded onto ships and dehydro-
genated onboard, providing hydrogen for ship propulsion as an alternative to fossil fuels. The success-
ful implementation of this new technology requires a dehydrogenation reactor that may provide the
conditions necessary for LOHC dehydrogenation to meet the ship’s power demand.

This work develops a computational fluid dynamics (CFD) model to simulate the LOHC dehydro-
genation reaction within a cocurrent upward-flow fixed-bed reactor. While lab-scale studies have ex-
amined the effect of operating conditions on the dehydrogenation of specific LOHCs, only a few works
have studied LOHC dehydrogenation reactors and the inner flow details have yet to be understood. A
CFD model will allow for a better understating of the flow, temperature, and species distribution within
the reactor, and help gain more insight into the design and operating parameters on the reactor perfor-
mance as measured by conversion and hydrogen yield.

This thesis delves into the distinct phenomena at play within an LOHC dehydrogenation reactor
including hydrodynamics, heat transfer, species transport, and reaction kinetics, discussing ways to
incorporate them into a numerical model. These effects are brought together in an Eulerian multiphase
CFD model, as this approach is found to provide a good balance between modelling accuracy and
computational demand.

The result of this research is a computationally inexpensive Eulerian multiphase CFD model ca-
pable of adapting to various LOHC systems and reactor configurations. Through multiple sensitivity
analyses, the impact of design variables including reactor dimensions, temperature, flow rate, and cat-
alyst pellet diameter on reactor performance is explored. These analyses yield valuable insights and
design parameters to enhance reactor efficiency. Additionally, these analyses lead to several design
improvement proposals such as raising the reactor inlet temperature, using a low inlet LOHC mass
flux, incorporating gas-liquid separation methods, adding internal heating mechanisms, and employing
internal baffles to disrupt flow and enhance heat transfer. The findings underscore potential for reactor
design improvements, thereby proving the CFD model as a research and design tool for packed-bed
multiphase reactors.
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1
Introduction

1.1. Introduction
As the world strives towards an electrifying future, where global electricity demand is projected to grow
by 24% between 2021 and 2030, and 77% by 2050 [51], the spotlight shines on renewable energy
sources and the pressing need for large-scale energy storage solutions. These projections follow the
”Stated Policies Scenario” (STEPS) of the International Energy Agency (IEA) [51] and the numbers
are even higher with more optimistic scenarios. This is due to factors including population increase,
electrification, development of new areas, and a shift from hydrocarbon fuels to electric powered appli-
cations in the transport, industry, and buildings sectors. Leading the electricity production growth are
the renewable energy sources whose share of electricity production is expected to rise from 28% in
2021 to 43% in 2030 and 65% by 2050 in the STEPS scenario [51].

The substantial increase in electricity production from renewable sources, and the desire to shift
to these energy sources within the transport sector, brings about a novel need for large-scale energy
storage. A main challenge encountered in the seamless integration of large-scale renewable energy
within the existing energy system is the inherent intermittency of its production. Renewable energy
sources such as solar photovoltaic units and wind turbines are highly dependent on meteorological
conditions that have strong daily and seasonal variations. This creates a need for energy storage
as an imbalance develops between energy production and demand, both temporally and spatially as
locations with high potential for renewable energy production are often far from electricity demand.

Electric energy must be either utilized immediately upon production or transformed into another
form of energy for its storage. For example, it may be stored as mechanical energy (e.g. pumped
hydro storage, compressed air, or flywheel energy storage), thermal energy (e.g. molten salt storage),
electrochemical (e.g. batteries), or chemical energy (e.g. biofuels, hydrogen). Among these possibili-
ties, hydrogen has been identified as a flexible energy storage medium that can be produced from any
energy source. The main challenges for hydrogen implementation are related to its production and
storage.

Hydrogen production relies heavily on methods such as hydrocarbon reforming and gasification
(e.g. steam methane reforming or coal gasification). These approaches, known as ”black and gray hy-
drogen,” yield substantial carbon dioxide emissions. If the carbon emissions from these processes are
captured, the resulting hydrogen is referred to as ”blue hydrogen”. Furthermore, hydrogen generated
without any greenhouse gas emissions is dubbed ”green hydrogen”. Green hydrogen is produced by
using surplus renewable energy to split water molecules in an electrolyzer into hydrogen and oxygen
molecules. The hydrogen can then be stored and utilized when required as fuel for internal combustion
engines, gas turbines, fuel cells, or as a base chemical for producing biofuels or other chemicals.

An advantage of hydrogen as an energy storage medium is its high gravimetric energy density (120
MJ/kg compared to gasoline’s 46 MJ/kg). However, a major drawback is its exceedingly low volumet-
ric energy density under ambient conditions (0.01 MJ/l compared to gasoline’s 38 MJ/l for gasoline).
Therefore, effective storage methods are needed to facilitate its widespread adoption. Generally, hy-
drogen can be stored using various methods including compression, liquefaction, physical adsorption
by porous materials, and chemical binding to solid or liquid substances.

Compressed hydrogen involves storing hydrogen gas at high pressures (350-700 bar), providing a
mature technology that allows for rapid refueling. Compressed hydrogen, however, requires robust and
heavy storage tanks, and the compression process itself requires a significant energy input. Liquefied
hydrogen offers a higher energy density than compressed gas, but around a third of the hydrogen’s
lower heating value is required to bring the gas to a liquid state (-253°C at atmospheric pressure)

1
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[21]. Liquefied hydrogen is prone to boil-off losses over time and further requires special vessels and
heavy insulation, increasing system complexity and cost. Additionally, hydrogen can be physically
adsorbed through van der Waals interactions onto porous materials such as zeolites, metal organic
frameworks, carbon structures, and metal hydrides. While this approach can offer lightweight and
compact solutions, the adsorption and desorption processes tend to be slow and may require high
pressure and temperatures.

One of the more flexible methods for hydrogen storage involves forming chemical bonds with liquid
compounds known as liquid organic hydrogen carriers (LOHCs). These compounds can be reversibly
hydrogenated and dehydrogenated in the presence of a catalyst. LOHCs are unsaturated organic
compounds that can react with hydrogen under elevated temperatures and pressures to break double
bonds within the LOHCmolecule and saturate them with hydrogen atoms. The hydrogenated molecule
can be easily stored at ambient conditions, making it suitable for long-term storage. When required, the
stored hydrogen can be recovered by dehydrogenating the molecule at elevated temperatures, leaving
the original molecule unchanged. The LOHC can then be reused in a subsequent hydrogenation-
dehydrogenation cycle.

Selecting the most suitable hydrogen storage method depends on factors such as storage time,
transport requirements, safety considerations, and the desired balance between energy density and
system complexity.

Focusing on the transport industry, a way to shift towards renewable energies has been through
the development of electric vehicles. These, however, have mostly been limited to light vehicles with
batteries that can store relatively small amounts of energy as required by light vehicles. Heavy-duty
vehicles such as trucks or ships, have large power and energy demands that are more difficult to cover
with batteries. For such applications, LOHCs can become an alternate solution and be a pathway for
the energy transition in the heavy-duty vehicle industry.

Voyex is a technology driven startup that has developed a new LOHC for powering heavy-duty
maritime applications. Voyex envisions utilizing the LOHC for heavy-duty ships by hydrogenating the
LOHC at a station near a port, loading the hydrogenated LOHC onto a ship, and subsequently utilizing
an onboard reactor to dehydrogenate the LOHC. This process supplies the ship with gaseous hydrogen
to be utilized by a fuel cell system, or it can be combusted in an internal combustion engine to generate
power for propelling the ship. The dehydrogenated LOHC would then be stored in a second tank and
interchanged for hydrogenated LOHC upon arrival at port.

Voyex has achieved significant progress with the LOHC on a laboratory scale and is now progress-
ing towards a pilot-scale design for the hydrogenation and dehydrogenation processes. This thesis
focuses on the dehydrogenation reactor, which must be installed onboard the ship to provide the cor-
rect conditions for LOHC dehydrogenation and produce the amount of hydrogen required. The reactor
design and operating conditions have yet to be determined, and this work will dive into dehydrogena-
tion reactor modeling to understand the effect of diverse design parameters. The initial reactor type
proposed by Voyex is a fixed-bed reactor and its suitability compared to other reactor designs will be
discussed further on.

The objective of this work is to understand the LOHC dehydrogenation reaction within a fixed-bed
reactor by developing a numerical model to simulate the process within the reactor. The model will
need to incorporate various aspects of the reactive flow including hydrodynamics, heat transfer, and
the chemical reaction. Given that the dehydrogenation reaction produces a significant amount of gas,
it is hypothesized that the gas bubbles may interfere with the ongoing reaction by blocking liquid LOHC
from reaching catalyst particles. As such, a goal of this work is to understand the effect of hydrogen
bubbles on the ongoing reactions and discuss possibilities to improve reactor performance.

Voyex has begun developing two LOHC dehydrogenation experimental setups with different capac-
ities shown in Figure 1.1. While this work will focus on the numerical modeling of the reactor, experi-
mental work using these setups may be done at a later stage to help validate and adjust the numerical
model.
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(a) 345 ml dehydrogenation reactor. (b) 1500 ml dehydrogenation reactor.

Figure 1.1: Experimental setups at Voyex with the LOHC dehydrogenation reactors framed in yellow.

The finalized model will provide insight into the inner flow and temperature fields so that reactor
design improvements may be proposed. Furthermore, the validated model will not only help determine
reactor design for the current setup but may also be used for future scale-up.

1.2. Research objective
Researchers have mainly explored LOHC dehydrogenation through experimental studies, focusing
on catalyst testing, reaction modeling, and studying the impact of parameters like temperature and
pressure for specific LOHC systems and specific reactor designs. No study, however, was found to
simulate the LOHC dehydrogenation reaction through a computational fluid dynamics (CFD) model for
a more comprehensive understanding of the flow, heat transfer and reaction progress within packed-
bed reactors. Furthermore, most CFD simulations of packed-bed reactors are found to only study
hydrodynamic aspects without involving heat transfer or chemical reactions.

To address this gap, this thesis aims to study LOHC dehydrogenation within a fixed-bed reactor
through CFD simulations. This approach will offer insight into the hydrodynamic and heat transfer
aspects within the dehydrogenation reactor as hydrogen bubbles are produced. A numerical model
will be developed to predict the flow, temperature, and species concentration fields to relate reactor
operating parameters with performance metrics, including degree of dehydrogenation and hydrogen
yield. It will be important to understand the degree to which the large volumes of released hydrogen
affect the reaction taking place and discuss ways to mitigate these effects. The numerical model will be
validated step-by-step against other numerical and experimental tests found in literature to ultimately
propose adequate choices for reactor design and operating conditions.

1.3. Thesis outline
First, chapter 2 provides a general background and literature review to understand the distinct aspects
of this thesis project. Subsequent chapters 3 to 6 progressively develop the CFD model, focusing
on individual aspects. In chapter 3, a non-reactive isothermal multiphase flow through a packed bed
is modeled to understand hydrodynamics. Chapter 4 delves into material properties and chemical
kinetics for the LOHC-H2 system. Moving to chapter 5, material properties are integrated, and heat
transfer models are discussed. This leads to chapter 6, where species transport and reaction kinetics
are incorporated. These aspects converge in chapter 7, completing the LOHC dehydrogenation reactor
model. Chapter 7 further uses the model to explore the impact of several design parameters on reactor
performance. Final conclusions and recommendations for future work are included in chapter 8.



2
General background and literature review

This chapter provides background information and relevant findings from a literature review. It begins
by presenting background information of LOHCs followed by specific details of two selected LOHCs
similar to that developed by Voyex. The chapter moves on to discuss reactor designs considered for the
dehydrogenation reactor followed by additional characteristics of multiphase fixed-bed reactors includ-
ing hydrodynamic, mass transfer, and heat transfer aspects. Finally, the review discusses the different
reactor modeling approaches and further details the selected Eulerian multiphase CFD modeling ap-
proach that will be used in this project. A high-level overview of the topics in this chapter is represented
by Figure 2.1.

General background and literature review

LOHCs

• General background
• N-ethylcarbazole system
• Dibenzyltoluene system

Reactor design

Mul�phase fixed-bed reactors

• Design strategies
• Dehydrogena�on reactor designs

• Hydrodynamics
• Mass Transport
• Heat Transport

Reactor modeling

CFD Modeling

Euler-Euler approach

Figure 2.1: Overview of chapter 2.

2.1. Liquid organic hydrogen carriers
LOHCs provide a hydrogen storage method at ambient conditions, presenting a long-term energy stor-
age solution without boil-off or hydrogen losses associated with other hydrogen storagemethods. Since
LOHCs are liquid at ambient conditions and have comparable properties to crude oil-based liquids, they

4
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can be easily handled, transported, and stored using existing infrastructure. The principle behind LO-
HCs’ hydrogen storage lies in the reversible hydrogenation and dehydrogenation of carbon double
bonds, as depicted in Figure 2.2.

Figure 2.2: Concept of LOHC storage [110].

Initially, the dehydrogenated LOHC undergoes hydrogenation at temperatures in the range of 50-
250°C and pressures of 10-50 bar in the presence of typically Ru, Pt, or Ni based catalysts. The
hydrogenation reaction breaks the carbon double bonds in the LOHC, saturating them with hydrogen
atoms and releasing excess heat which may be recovered for other processes. The loaded LOHC
can then be stored at ambient conditions until needed, at which point hydrogen can be released again
through a catalytic dehydrogenation reaction. In this case, the reaction occurs in the presence of Pt or
Pd based catalysts, at low pressures and elevated temperatures in the range of 50 to 420°C [110]. The
optimal combination of catalyst, temperature, and pressure depends on the specific LOHC in use.

Numerous compounds have been considered for their use as LOHCs including cyclic hydrocarbons,
benzyl and dibenzyl-toluene, heterocyclic compounds, as well as some alicyclic and nonheterocyclic
nitrogen containing compounds. However, the success of an LOHC does not only depend on its hy-
drogen storage capacity but also on other characteristics such as availability, toxicity, hydrogenation
and dehydrogenation energy demand, material handling, stability, hydrogen release speed, and tech-
nology readiness level [110]. Niermann et al. [110] evaluated different substances for their potential
use as LOHCs by assessing their properties against these required characteristics. They examined
some of the most promising LOHCs including N-ethylcarbazole (NEC), dibenzyltoluene (DBT), toluene
(TOL) and methylcyclohexane (MCH), formic acid (FA), and methanol to find that DBT is particularly
well suited for energy transport and energy storage applications and NEC for mobility applications. Two
of these LOHCs have already been tested at industrial scales including TOL by Chiyoda Corporation
[121] and DBT by Hydrogenious Technologies and HySA Infrastructure [1].

The LOHC developed by Voyex has advantages over other LOHCs such as being on the higher
range of hydrogen storage capacity (~6.0 wt%), requiring 20-25% less energy for dehydrogenation,
remaining liquid at ambient conditions (melting point of about -20°C), having a relatively low dehydro-
genation temperature (~220°C), and exhibiting low toxicity. This LOHC however, has not yet been
fully characterized so the current LOHC dehydrogenation reactor model will not be developed with this
LOHC but will instead select another more widely studied LOHC. Voyex’s LOHC is expected to have
properties between those of NEC and DBT, and therefore, more details concerning the dehydrogena-
tion reaction of these LOHCs will be provided.

2.1.1. NEC system
N-ethylcarbazole, C14H13N (0H-NEC), is a nitrogen substituted heterocycle that was first considered
as an LOHC in the mid-2000s after discovering that by introducing nitrogen atoms into aromatic com-
pounds, the hydrogenation/dehydrogenation thermodynamics and kinetics can be improved [110]. The
hydrogenated form of 0H-NEC is called perhydro-N-ethylcarbazole, C14H25N (12H-NEC), and a favor-
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able point of 12H-NEC is that it has a relatively low energy demand for its dehydrogenation (50 kJ/mol).
The hydrogen storage capacity of 12H-NEC is relatively high at 5.8 wt% and an energy density of 2.5
kWh/l. A drawback of the system, however, is that 0H-NEC is solid at room temperature with a melting
point of 68°C. To assure the compound remains liquid at room temperature, the degree of hydrogena-
tion can be kept above 10% thus decreasing the overall storage capacity of the system to 5.2 wt% or
an energy density of 2.25 kWh/l [110]. The dehydrogenation reaction can occur in temperature ranges
between 140°C and 270°C, with 270°C being an upper limit as above this temperature the compound
is propense to dealkylation which results in creation of byproducts and LOHC degradation [98]. Other-
wise, high purity (99.99%) hydrogen can be produced.

Several studies have been conducted on the different possible catalysts for 12H-NEC dehydrogena-
tion. Pt was a common catalyst thanks to its good dehydrogenation efficiency, but its elevated price
makes it difficult to apply in practical production [147]. Instead, recent years have focused on using Pd
catalyst because of its high dehydrogenation activity and low price relative to Pt. At present, the de-
hydrogenation of 12H-NEC is most commonly performed with Pd catalysts sometimes in combination
with a second component [147]. For example, studies using 4 wt% Pd/SiO2 catalyst have achieved
full dehydrogenation of 12H-NEC at 170°C at atmospheric pressure in only 1.6 hours [126]. Similarly,
Wang et al. [139], propose a reduced graphene oxide (rGO) supported Pd catalyst (Pd/rGO) with ex-
cellent catalytic performance. The Pd/rGO catalyst shows an enhanced specific activity and uses half
the amount of noble metals compared to commercial alumina supported Pd/Al2O3 catalysts.

The dehydrogenation of 12H-NEC is a stepwise reaction involving three steps as shown in Fig-
ure 2.3 in which two intermediates are formed: octahydro-N-ethylcarbazole, C14H21N (8H-NEC), and
tetrahydro-N-ethylcarbazole, C14H17N (4H-NEC). Two H2 molecules are released in each step, and
from experimental observations, it noted that 12H-NEC and 8H-NEC are both rapidly consumed at the
initial stage of the reaction, with then 4H-NEC taking the longest to dehydrogenate [139].

12H-NEC 8H-NEC 4H-NEC 0H-NEC

Figure 2.3: The dehydrogenation process of 12H-NEC.

Dehydrogenation of 12H-NEC is a heterogeneous catalytic process which involves molecular diffu-
sion from the liquid phase LOHC to the surface of the catalyst, adsorption of the reactant and interme-
diates, surface reactions, and finally, product desorption from the catalyst surface [32]. Assuming that
molecular diffusion in the liquid phase and surface adsorption are fast processes, surface reactions
then dictate the overall reaction rates. Therefore, the kinetic model may be simplified as the following
three consecutive elementary reactions:

12H−NEC k1−−→ 8H−NEC+ 2H2 (2.1a)

8H−NEC k2−−→ 4H−NEC+ 2H2 (2.1b)

4H−NEC k3−−→ 0H−NEC+ 2H2 (2.1c)
Where k1, k2, and k3 represent the reaction rate constants for each elementary reaction. The three

stages of the process shown in Figure 2.3 are found to follow first-order kinetics. As an example, the
local reaction rate equation applicable within a CFD cell for the first reaction can be expressed in terms
of the concentration of 12H-NEC as:

r = −dC12H−NEC

dt
= k1C12H−NEC (2.2)

where:
r = Reaction rate [mol/(m3s)]
k1 = Reaction rate constant 1 [s−1]
C12H−NEC = Concentration of 12H-NEC [mol/m3]
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The values for k1, k2, and k3 will depend on the catalyst being used and the temperature at which
the reactions occur. As an example, Dong et al. [32] conducted a kinetic study of 12H-NEC dehydro-
genation over 5 wt% Pd/Al2O3 catalyst with Brunauer, Emmett and Teller (BET) surface area of 68.35
m2/g and pore size of 11.89 nm. They experimentally derived values for k1, k2, and k3 at temperatures
between 140-170°C and at ambient pressure and noted that full dehydrogenation occurs in the order
of 1.5-3 hours depending on reaction temperature [32].

Likewise, Wang et al. [139] conducted a kinetic study for 12H-NEC dehydrogenation but using a
high efficiency 2.5 wt% Pd supported on reduced graphene oxide (Pd/rGO) catalyst. From the reaction
rate constants provided by Dong et al. [32] and Wang et al. [139] at different temperatures, the reaction
rate constants may be formulated in an Arrhenius approach as a function of temperature as:

k = Ae
−Ea
RT (2.3)

where:

A = Arrhenius pre-exponential factor [s−1]
Ea = Activation energy [J/mol]
R = 8.314 J/(K·mol), Universal gas constant
T = Absolute temperature [K]

For reference, the thermophysical and thermochemical properties as a function of temperature of
the four NEC species are provided by Stark et al. [128].

2.1.2. DBT system
Dibenzyltoluene, C21H20 (0H-DBT), is a heat transfer oil that has been produced commercially on
a multi-thousand ton scale since the late 1960s [98]. The hydrogenated form of 0H-DBT is called
perhydro-dibenzyltoluene, C21H38 (18H-DBT), and this system has several favorable properties includ-
ing non-toxicity, non-flammability, and a high hydrogen storage capacity (6.2 wt% and energy density
of 1.9 kWh/l). 0H-DBT has a low melting point (-39°C), high boiling point (390°C), high flash point
(200°C), and similar viscosity to fuel oil, which makes it an intrinsically safe compound with easy han-
dling. Another advantage is that from an economical viewpoint, 0H-DBT has a relatively low price (4
€/kg of DBT vs 40 €/kg of NEC) owing to its large-scale production. The 18H-DBT molecule, however,
may undergo thermal cracking above temperatures of 290°C which results in byproduct formation that
block catalyst active sites and degrade the DBT molecule [98].

The hydrogenation reaction of 0H-DBT may take place at temperatures between 80-180°C, pres-
sures of 20-50 bar and is normally catalyzed by Pt and Ru catalysts [110]. The dehydrogenation re-
action of 18H-DBT has been studied in temperature ranges between 250-320°C, pressures between
1-5 bar and Pt and Ru catalysts. Although higher temperatures imply faster dehydrogenation rates,
it is recommended to maintain the temperature below 290°C to avoid DBT degradation [112]. A no-
table trait of 0H-DBT is its ability to undergo hydrogenation not only with pure hydrogen but also with
hydrogen-containing gas mixtures. This may be economically attractive for industries generating such
gas mixtures as byproducts from processes like reforming, gasification, or cracking reactions [98].

Studies have been conducted to screen possible catalysts for 18H-DBT dehydrogenation and Pt
based catalysts have been found to be most suitable with catalyst support preference in the order
C>Al2O3>SiO2 [98]. Furthermore, Fikrt et al. [37] used a fixed-bed reactor loaded with 0.5 wt%Pt/Al2O3
to evaluate 18H-DBT dehydrogenation for dynamic power supply. They found that the fastest way of
regulating the hydrogen production from the reactor was by changing the pressure level of the reactor as
changes in temperature and flow rate result in long response times. Following Le Chatelier’s principle,
by adjusting the pressure of the system, the authors were able to shift the equilibrium of the reaction to
control hydrogen production. For example, an increase in power of 16% in their 2.32 kW experimental
setup was observed by reducing the pressure from 1.5 to 1.1 bar.

Similar to 12H-NEC dehydrogenation, 18H-DBT dehydrogenation is also a stepwise reaction involv-
ing two stable intermediates: 12H-DBT and 6H-DBT. Various authors have experimentally studied the
reaction kinetics of 18H-DBT dehydrogenation and have all found that the multistep reaction may be
simplified by an approximately second-order single-step reaction from 18H-DBT to 0H-DBT as repre-
sented by Figure 2.4 [114]. These authors have proposed kinetic models describing the reaction rate
constants following the Arrhenius approach given by Equation 2.3, with the overall reaction rate given
by:
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r = −dC18H−DBT

dt
= kCn

18H−DBT (2.4)

where:

n = Overall reaction order [-]

Peters et al. [114] proposed a kinetic model for 18H-DBT dehydrogenation at temperatures between
260-310°C, pressure of 1-5 bar and 0.5 wt% Pt/Al2O3 catalyst. Likewise, Park et al. [112] proposed
a kinetic model valid for temperatures from 250-320°C with a 5 wt% Pt/Al2O3 catalyst. For reference,
Müller et al. [105] and Aslam et al. [5] have characterized the thermophysical and thermochemical
properties of both 0H-DBT and 18H-DBT as a function of temperature.

+ 9H2

0H-DBT18H-DBT

Figure 2.4: Simplified dehydrogenation process of 18H-DBT.

Selected LOHC for present model
The LOHC developed by Voyex is expected to have a reaction mechanism similar to that of NEC with
consecutive elementary reactions involving a few intermediate species between the fully hydrogenated
and dehydrogenated molecule. Thus, the present CFD model will focus on the NEC system including
its four species (12H-NEC, 8H-NEC, 4H-NEC, 0H-NEC) along with the released H2 gas.

2.2. Reactor design
2.2.1. Design strategies
Designing a chemical reactor from scratch can seem like a daunting task due to numerous design
choices available. Initially, the question is what is the ”ideal” reactor configuration that best meets a set
of process requirements. To answer this question, it is important to first have a deep understanding of
what the process requirements are, and then take a structured approach for proposing a reactor design.
Ultimately, it is subjective to affirm that one reactor design is best, but rather different designs will each
have their strengths and weaknesses and it will be up to the stakeholders to agree on a design.

There are various reactor types such as packed-bed, fluidized-bed, membrane reactors, or batch
reactors, each with numerous variations. The selection process for reactor types can be aided by
Krishna and Sie’s three-level approach [64]. This approach entails formulating process requirements
for catalyst design, injection and dispersion strategies, and flow regime choices to brainstorm ideas to
meet each level’s requirements. Combining decisions from these levels will help yield the most suitable
reactor configuration.

Having selected a reactor configuration, the subsequent task involves sizing the reactor and se-
lecting adequate operating conditions to achieve the desired output. This is a broad task that may
involve experimental and numerical work on different scales to work towards a combination of design
and operating parameters that optimize reactor performance.

Among the studied LOHC dehydrogenation reactor configurations are fixed-bed reactors, mem-
brane reactors, and reactors with monolithic catalyst structures [87][98]. Among these, the fixed-bed
reactor is the most studied and has past examples of use for LOHC dehydrogenation [121]. It is a
relatively inexpensive reactor and as previously explained, Voyex has an experimental setup with a
small-scale fixed-bed reactor on which experimental validation of the CFD model can be carried out.
Thus, this work focuses on modeling the fixed-bed reactor type, while acknowledging the significance
of other reactor configurations within the LOHC dehydrogenation field.

Considering a fixed-bed reactor design, various design and operating parameters still need study
to complete the three steps of Krishna and Sie’s approach [64] for LOHC dehydrogenation. From the
first level regarding catalyst selection, the catalyst size and geometry are not yet defined. From the
second level, decisions regarding product removal and heat input strategies should be made. Finally,
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from the third level, the hydrodynamics and flow regime will need to be studied to understand the effect
of parameters such as reactor dimensions or input LOHC mass flow rate on reactor performance.

2.2.2. Dehydrogenation reactors
The dehydrogenation reaction of LOHCs is complex as it is endothermic and creates large volumes of
gaseous product. For example, complete dehydrogenation of 1 ml of 12H-NEC can produce 619 ml of
hydrogen gas at standard temperature and pressure. The high volume of hydrogen can displace the
LOHC causing a lower contact between the LOHC and the catalyst resulting in poor heat and mass
transfer within the reactor. Modisha et al. [98] and Makaryan and Sedov [87] discuss the type of
reactors that can be used for this reaction and, as they discuss, there is not one optimum reactor type
or design but rather each reactor design will have its own set of advantages and drawbacks. Three
of the most promising reactor types for the reaction under study are fixed-bed reactors, membrane
reactors, and reactors with monolithic catalysts. There are other reactor types such as horizontal tube,
suspended-catalyst, spray-pulsed, or radial flow reactors which may also have applications in LOHC
dehydrogenation but are out of the scope of this project [98][34].

Fixed-bed reactor
Fixed-bed reactors (also known as packed-bed reactors) are the most studied for LOHC dehydrogena-
tion. These reactors are vessels with randomly packed catalyst particles in which the particles are
stagnant during operation. The particles may have varied sizes and shapes including spheres, cylin-
ders, trilobes, rings or other more complex shapes. In these reactors a gas, liquid, or a combination
of both, flows through the interstitial space between particles and react upon contact with the catalyst
particles. These are amongst the simplest and least expensive reactor types and are well studied ro-
bust designs used for many chemical applications. However, there are drawbacks to this design such
as high fluid pressure drops across the packed bed, moderate mass and heat transfer, partial catalyst
wetting, and the need for service time to replace eroded or deactivated catalyst.

LOHC dehydrogenation reaction is a multiphase reaction as a liquid reactant reacts in the presence
of a solid catalyst to produce both gaseous and liquid products. Multiphase fixed-bed reactors process-
ing both gas and liquids can operate in three configurations according to the direction in which each of
the fluid phases flow. They can operate in cocurrent downward flow, countercurrent flow, and in cocur-
rent upward flow as represented by Figure 2.5. Cocurrent downward and countercurrent flow fixed-bed
reactors are both known as trickle-bed reactors (TBRs) while cocurrent upward flow fixed-bed reactors
are known as flooded-bed reactors (FBRs). Each of these configurations will have distinct hydrody-
namic behaviors and may each be better suited for different chemical reactions.

An important thing to note, however, is that unlike Figure 2.5 where both a gas and liquid phase
are input, in an LOHC dehydrogenation reactor only a liquid LOHC stream is input and as the reaction
progresses gas is produced. The input stream is hence only liquid, and the output streams are both
gaseous and liquid.
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a) Trickle bed
Cocurrent downflow

b) Trickle bed
Countercurrent flow

c) Flooded bed
Cocurrent upflow

Figure 2.5: Packed-bed reactors for gas – liquid– solid catalyzed systems [34]. (a) Trickle-bed with cocurrent downflow; (b)
trickle-bed with countercurrent flow; (c) flooded bed reactor with cocurrent upflow.
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Fixed-bed reactors have been used in existing pilot installations for LOHC dehydrogenation such
as the ”SPERA Hydrogen” process developed by Chiyoda Corporation [121]. They have developed a
demonstration plant with a capacity of 50 Nm3 H2/h for toluene hydrogenation and MCH dehydrogena-
tion, with the MCH dehydrogenation reaction occurring in a fixed-bed of partially sulfidized Pt/Al2O3
catalyst at 350-400°C and a pressure of <10 MPa [87].

Membrane reactor
Membrane catalytic reaction systems employing hydrogen-selective membranes can be used to pro-
duce high-purity hydrogen, eliminating additional purification steps in the process [87]. Chen et al. [27]
studied MCH dehydrogenation in membrane catalytic reactors through simulations validated with ex-
periments to understand the velocity, temperature, and concentration profiles within the reactor. They
studied design parameters including feed flow rate, mass of catalyst, and pressure to optimize the
performance of the reactor for hydrogen production.

Studies have been conducted on the possible hydrogen selective membranes that could be at-
tractive options for hydrogen separation technologies. These include polymer membranes and their
composites, hybrid membranes (silicon-based membranes, metal organic frameworks), and metal al-
loy membranes [141]. In the area of metal alloy membranes, dense Pd-based membranes have been
proposed for hydrogen purification due to the very high hydrogen selectivity, high thermal stability, and
mechanical resistance [2]. Alique et al. [2] present a review of relevant advances in Pd-based mem-
branes for hydrogen production.

Overall, membrane reactors combine the chemical reaction for hydrogen production and the purifi-
cation step in a single device as a process intensification strategy. They offer a high yield of high purity
hydrogen and a compact system design [87]. Byun et al. [22] developed a techno-economic and car-
bon footprint analysis of MCH dehydrogenation in a membrane reactor by simulating the process using
Aspen Plus process simulation software. They developed the study for both a fixed-bed reactor and
membrane reactor to compare both technologies at different production capacities. Overall, they found
that the economic efficiency of the membrane reactor was higher, and the CO2 emissions were lower
as a result of the lower resource and power consumption required by the membrane reactor process.

Reactors with monolithic catalysts
A final reactor type of interest are reactors with structured catalysts. Catalyst particles in a monolithic
block volume can be distributed in a structured way such as foams, fibers, or honeycomb structure.
Monolithic catalysts are often used in applications in which large volumetric flows must be handled as
monoliths offer the advantage of a low pressure drop and high mechanical strength.

In conventional fixed-bed reactor packings, there is a coupling between catalyst particle size and
hydrodynamic diameter. Smaller particles are preferred for increased catalyst surface area and activ-
ity. However, smaller particle sizes lead to higher pressure drops across the packed bed. This conflict
can be mitigated through the use of structured monolithic packings. Monolithic structures enable the
separation of catalyst particle size (determined by channel wall thickness) and hydrodynamic diame-
ter (controlled by channel width). These two dimensions can be individually optimized providing an
additional degree of freedom for design to achieve low pressure drops without compromising catalyst
activity. Monolith channels can take various geometries, such as square, hexagonal, triangular, or
finned square, influencing flow patterns and reactor performance.

The main advantages of using monolithic reactors for multiphase reactions such as LOHC dehy-
drogenation include a very low pressure drop, excellent mass transfer properties, low axial dispersion,
good contact area between phases, ease of reactor scale-up, and ease of catalyst handling [28]. Cybul-
ski et al. [28] identify that the pressure drop in monolithic reactors can be up to two orders of magnitude
lower than that in packed-bed reactors. However, they also identify high catalyst manufacturing costs,
short residence time, poor heat transfer and difficulty of assuring fluid uniformity over reactor cross
section as the main drawbacks of monolith reactors.

As an example, Peters et al. [115] studied the dehydrogenation reaction of 12H-NEC in a 25 ml
tubular reactor with a titanium alloy monolithic structure coated with 5 wt% Pt/Al2O3 catalyst. The
monolithic structure was optimized for optimal heat conductivity and efficient hydrogen gas removal
through a diamond structure. They tested the dehydrogenation reaction in a single tubular reactor and
then created a parallel ten tubular reactor system to provide a total reactor volume of 250 ml. The
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authors were able to demonstrate a hydrogen generation of 9.8 normal liters per minute (NLPM) which
corresponds to a thermal capacity of 1.75 kW.

2.3. Multiphase fixed-bed reactors
Having identified various reactor types suitable for LOHC dehydrogenation, this project will now narrow
its focus to the study and simulation of fixed-bed reactors. As previously shown, packed-bed reactors
can operate in cocurrent downflow, countercurrent flow and cocurrent upflow. Among these, cocurrent
downflow, or trickle-bed reactors (TBR), are widely used in the chemical industry due to their capability
to accommodate various flow regimes and adapt to various throughput requirements. Countercurrent
flow is often used for catalytic distillation or enhancing gas-liquid mass transfer in absorbers. Cocur-
rent upflow reactors are primarily used to ensure complete external wetting of the catalyst and have
increased liquid holdup compared to the other configurations [34].

For LOHC dehydrogenation, the cocurrent upflow configuration has particular advantages. As a
high volume of gas is expected to be produced, which may displace the LOHC and reduce catalyst wet-
ting, a cocurrent upflow configuration may be beneficial as this configuration can help improve external
wetting of the catalyst particles [34]. For liquid-limited reactions such as LOHC dehydrogenation, an
upflow reactor should be preferred as it provides high catalyst wetting allowing for faster transport of
the liquid reactant to the catalyst. Cocurrent upflow reactors typically exhibit higher liquid holdup than
the other configurations, offering benefits for conversion, selectivity, and interfacial mass transfer [17].

2.3.1. Hydrodynamics
When studying the hydrodynamic characteristics of multiphase flow systems in packed beds, several
aspects should be considered. The following subsections introduce the main parameters related to the
hydrodynamics within fixed-bed reactors.

Flow regimes
Different flow regimes or flow patterns can occur as gas and liquid flow through a packed bed. The
type of flow regime depends on the flow direction of each phase, flow rates, physical properties of each
phase and geometric properties of the packing [118]. Each flow regime has specific hydrodynamic
properties which can benefit a particular application. Therefore, the identification of the flow regime
within a reactor is important to determine for better design and control the reactor.

For two-phase downflow in TBRs the flow regimes can be categorized as low and high interaction
regimes. The low interaction regime, also known as trickle flow, occurs at low gas and liquid velocities
and is known as a low interaction regime because of the weak gas-liquid interfacial forces that occur
[53]. In the trickle flow there are low shearing forces between the gas and liquid, and the flow is mainly
gravity driven. This results in a continuous gas phase with liquid rivulets flowing downward along the
particles [34]. The gas-liquid interfacial forces increase as the flow rates increase and this leads to the
high interaction flow regimes. Low gas flow rates and high liquid flow rates leads to the bubble flow
regime which consists of a continuous liquid phase with small bubbles within. As the gas flow increases,
the bubbles coalesce and gas flows in the form of elongated bubbles (dispersed bubble flow regime).
At even higher gas flow rates, the pulse flow regime is observed in which gas-rich and liquid-rich zones
accumulate in horizontal regions in the bed and travels through the medium in the form of pulses or
slugs. Finally, high gas flow rates but low liquid flow rates results in a spray flow in which the gas is the
continuous phase and liquid droplets travel through it. These TBR flow regimes are represented by the
schematic in Figure 2.6. These flow regimes are typical for TBR with coalescing liquids; non-coalescing
liquids can develop two additional high interaction flow regimes: foaming flow and foaming-pulsing flow
regimes [53].

Studies have been conducted to help identify the transition between the flow regimes. Flow maps
have been developed to help predict flow regimes, but these tend to oversimplify the problem as it
has been found that the flow regime depends on several factors including particle size, bed porosity,
flow rates, liquid density, liquid viscosity, liquid surface tension, gas density, gas surface tension and
operating pressure [53]. Since numerous variables affect the flow regime transition, many of the ex-
isting correlations are based on empirical and phenomenological approaches and can each only be
interpolated for conditions falling within those used to develop them. As such, there is no one univer-
sal flow chart or correlation to predict the flow regime in a TBR. One of the most flexible approaches,
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however, is an artificial neural network (ANN) correlation by Iliuta et al. [56] developed to determine
the trickle-to-pulse flow transition.
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Figure 2.6: Schematic representation of flow regimes in a TBR with respect to gas and liquid phase mass fluxes for
non-foaming liquids [108].

For two-phase cocurrent upflow in FBRs, three main hydrodynamic flow regimes have been iden-
tified: bubble flow, pulse flow, and spray flow, each manifesting with increasing gas flow rates. The
transition depends on the flow rates, fluid properties, and the characteristics of the packing. As for TBRs,
no generalized quantitative criteria for identifying flow regimes in FBRs is available. One of the more
recent studies on flow regimes in FBRs, however, is that of Raghavendra Rao et al. [118] where an
overview of existing correlations for flow regime transitions is presented and their own correlation is de-
veloped. Their correlations are based on experimentation of three different gas-liquid systems through
packed beds of four packing types with liquid and gas mass fluxes, L and G, of 3.536≤ L ≤ 36.567
kg/m2s and 0.176≤ G ≤ 1.768 kg/m2s. As an example, Figure 2.7a graphs the equation developed
by Raghavendra Rao et al. [118] to predict the transition from bubble flow to pulse flow in FBRs. A
previous study of flow regimes through multiphase upflow through packed bed is that of Murugesan
and Sivakumar [106]. Figure 2.7b shows the flow map they developed based on experimental results
with a lower gas mass flux range of 0.0065≤ G ≤ 0.391 kg/m2s and 4.5≤ L ≤ 135.4 kg/m2s with the
x and y axis corresponding to Equations 2.5a and 2.5b.

(a) Bubble to pulse flow regime transition by Raghavendra Rao et al. [118].

(b) Flow regime map by Murugesan and Sivakumar
[106]. X and Y coordinate given by Equation 2.5a and

Equation 2.5b.

Figure 2.7: Two-phase cocurrent upflow flow regime maps.
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X =
FrL(dp/D)ψ

ϵB
(2.5a)

Y =
(FrG/FrL)(φdp/D)0.75

ϵBψ
(2.5b)

Frq =
|U q|2

dpg
(2.5c)

ψ =

(
σH2O

σL

)[(
µL
µH2O

)(
ρH2O

ρL

)2
]0.33

(2.5d)

where:

X = X coordinate of Figure 2.7b [-]
Y = Y coordinate of Figure 2.7b [-]
Frq= Froude number of the qth phase [-]
dp = Particle diameter [m]
D = Reactor diameter [m]
ϵB = Mean bed porosity [-]
U q = Interstitial (local velocity) of the qth phase [m/s]
σ = Surface tension [N/m]
µ = Dynamic viscosity [Pa·s]
ρ = Density [kg/m3]

Heublein et al. [48] performed a series of experimental tests to compare the hydrogen yield of 12H-
NEC dehydrogenation and heat requirements in different packed-bed reactor configurations. These
included vertical cocurrent upwards reactor, vertical countercurrent reactor with and without intermedi-
ate gas separation, and horizontal cocurrent reactor. They found that a similar hydrogen yield can be
reached in both horizontal and vertically orientated reactors. However, the vertical design was superior
for heat integration as an easier heat transfer to the bed was found. In addition, between the vertical
cocurrent and countercurrent configuration, the countercurrent configuration had greater limitations due
to catalyst dewetting. From these observations and the discussion presented above, this project will
focus on a vertical cocurrent upwards flow reactor. Heublein et al.’s [48] study employed an inlet liquid
mass flux of 0.6 kg/m2s, and using the dimensions of their reactor, their hydrogen yield corresponds to
a hydrogen mass flux of 0.03 kg/m2s. In relation to the flow regime, these mass fluxes are out of range
of both Raghavendra Rao et al. [118] and Murugesan and Sivakumar [106] studies. No study was
found in literature looking into the flow regimes at such low mass fluxes dealt with in this application.
However, both of the above mentioned flow maps would predict a bubble flow for this reactor.

Pressure drop
Pressure drop is one of the main hydrodynamic characteristics in packed-bed reactors as is used to
determine energy losses, sizing of compression and pumping devices, and to assess other parameters
such as liquid holdup, catalyst wetting efficiency and mass transfer coefficients [53]. The total pressure
drop consists of three components: friction due to the interaction between phases, acceleration as
a result of uneven longitudinal distribution of fluid velocities, and the hydrostatic head related to the
weight of the fluid in the reactor. Pressure drop across a packed bed depends factors such as fluid
velocities, fluid properties and bed characteristics. Much work has been conducted to study pressure
drop across packed beds and several general observations are obtained. For example, pressure drop
tends to increase with increasing fluid velocity, viscosity, density, pressure, molecular weight, and with
decreasing particle size and bed porosity. It is also affected by particle shape and liquid surface tension,
but no clear trend can be drawn for these parameters [73].

The approachmany authors have followed to predict hydrodynamic characteristics such as pressure
drop and liquid holdup in different flow regimes for packed-bed reactors relies on empirical correlations
and phenomenological observations based on dimensional analysis. As a result, most of the correla-
tions developed are restricted for use in the narrow ranges of process conditions, fluid properties, and
packing geometries considered by each researcher. Duduković et al. [34] present a comprehensive
list of correlations and models developed for prediction of two-phase pressure drop in TBRs and FBRs.
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Among the broadest correlations to predict pressure drop in TBRs is the ANN correlation developed
by Iliuta et al. [54] generated from an extensive database encompassing wide range of fluid properties,
operating conditions, and packing characteristics. Similarly, Larachi et al. [73] provide an ANN correla-
tion for FBRs. Other simpler correlations, still with a relatively wide range of applicability, for pressure
drop across FBRs are those proposed by Larachi et al. [75] and by Molga and Westerter [103].

Liquid holdup
Liquid holdup is another fundamental hydrodynamic parameter in packed-bed reactors, representing
the liquid phase volume fraction within the bed. Its significance lies in its relation to other parameters
such as pressure drop, interfacial mass transfer parameters, catalyst wetting, liquid residence time, liq-
uid axial dispersion, radial thermal conductivity, and heat transfer coefficients [53]. As with for pressure
drop, a series of empirical and phenomenological correlations have been proposed for both TBRs and
FBRs many of which are summarized by Duduković et al. [34].

The ANN correlation by Iliuta et al. [54] is a recent and flexible correlation for estimating pressure
loss and liquid holdup in TBRs. A comparable ANN correlation was developed from a database of
2600 experiments using six dimensionless groups to predict the liquid holdup [17]. A simpler empirical
correlation for liquid holdup in FBRs is proposed by Lara Márquez et al. [68] using the liquid Weber
number, WeL, liquid Reynolds number, ReL, and the modified Lockart-Martinelli parameter, XG, to
estimate the liquid holdup.

It is important to note that the previously presented correlations are based on packed-bed reactors
with both a gas and liquid inlet. In LOHC dehydrogenation, only liquid is introduced, and the gas will
be produced within the reactor. Consequently, these correlations might not exactly apply to LOHC
dehydrogenation but may serve as a guide or apply to local sections with similar behavior to reactors
with both liquid and gas feeds.

Catalyst wetting
Catalyst wetting is an important parameter in fixed-bed reactors, particularly for those like LOHC de-
hydrogenation where the reaction relies on liquid-catalyst interaction. Catalyst wetting encompasses
both external and internal wetting, where external wetting pertains to the outer surface and internal
wetting involves the pores within porous particles. In steady-state operation, the internal liquid-catalyst
contacting efficiency (fraction of pore volume filled with liquid) is generally unity due to capillary effects.
However, incomplete external wetting may occur at low liquid flow rates when the available liquid is
insufficient to cover all catalyst particles with a continuous liquid film [34]. The reaction rate over an
incomplete external wetted packing can be different than that observed over completely wetted packing
and it is therefore important to predict when partially externally wetted particles may exist.

External catalyst wetting can be measured by the external liquid-solid contacting efficiency (or ex-
ternal wetting efficiency), ηWE, which is defined as the fraction of the external catalyst surface area
covered by the flowing liquid film. For TBRs, partially externally wetted particles (ηWE < 1) may espe-
cially occur in the trickle flow regime when low liquid flow rates exist as is represented by Figure 2.8.
In FBRs however, the contacting efficiency is expected to be high as the liquid floods the bed. Correla-
tions to predict liquid-solid contacting efficiency have been summarized by Duduković et al. [34] where
one of the most recent and widely used is that of Al-Dahhan and Duduković [30] as it is applicable for
both low and high-pressure trickle-bed reactor operation. This correlation is for use in the trickle flow
regime where partial wetting can be of most concern.

Catalyst
par�cle

Flowing
liquid

Stagnant 
liquid 

pocket

Dry zone

Gas
GasGas LiquidLiquid

Figure 2.8: Partially externally wetted particles.
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Capillary pressure
Capillary pressure effects are an important phenomenon to consider whenmodelingmultiphase packed-
bed reactors. The capillary pressure is defined as the volume average pressure difference between
the gas and liquid phase and may be written as:

Pc = PG − PL = σ

(
1

R1
− 1

R2

)
(2.6)

where:
Pc = Capillary pressure [Pa]
PG = Gas pressure [Pa]
PL = Liquid pressure [Pa]
σ = Surface tension [N/m]
R1 = Principal radii of interface curvature 1 [m]
R2 = Principal radii of interface curvature 2 [m]

Capillary pressure is then a result of surface tension forces that depend on the average curvature
of the gas-liquid interfaces as described by R1 and R2 in Equation 2.6. In a porous media such as
a packed bed, the interface curvature depends on the contact angle at the gas-liquid-solid contact
lines, the bed porosity, and the liquid saturation [25]. In packed beds, capillary pressure along with
packing wettability can be responsible for liquid flow maldistribution as well as for hysteresis effects
when loading and unloading a bed with liquid [61].

The significance of capillary pressure effects in a packed-bed reactor depends on characteristics
such as particle size and flow regime. For example, as catalyst particle diameter increases, the di-
mension of the interstitial space also increases, and capillary pressure effects become less dominant.
Similarly, in low interaction flow regimes (trickle flow), the interaction between gas and liquid phases
is so low that capillary pressure may be neglected [8]. When capillary pressure force is neglected, the
pressure for both gas and liquid phases is assumed to be equal at any point in time and space. Further-
more, prewetted beds have demonstrated uniform liquid distributions with minimal gradients of liquid
holdup, suggesting that the macroscale capillary pressure effect is also negligible when the particles
are fully externally wetted [61]. As a result, several packed bed models in literature neglect capillary
pressure effects for steady-state operation when a prewetted or completely externally wetted bed is
assumed [13][43][42][61].

A few correlations have been developed to quantify the capillary pressure in packed beds for cases
when capillary pressure effects should be considered such as in partially wetted beds or when studying
liquid maldistribution in a reactor. One correlation is derived from a momentum balance analysis to
estimate the characteristic gas-liquid interface curvature dimensions along with a correction factor de-
termined from experimental observations for high-pressure operation [12]. This correlation proposed
by Attou and Ferschneider shown in Equation 2.7 [12] is valid for both atmospheric and high-pressure
operation.

Pc = 2σ

(
1− ϵB
1− εL

)1/3(
5.416

dp

)
F

(
ρG
ρL

)
(2.7a)

F

(
ρG
ρL

)
= 1 + 88.1

ρG
ρL

for ρG
ρL

< 0.025 (2.7b)

where:
ϵB = 1− εS Mean bed porosity [-]
εL = Liquid volume fraction [-]
dp = Particle diameter [m]
ρ = Density [kg/m3]

Another way to express capillary pressure is through the permeability concept and Leverett’s J
function [79] which have been extensively used to analyze capillary pressure of multiphase flow through
porous media. These concepts were further developed by Grosser et al. [40] for flow through packed
beds in the trickle flow regime and proposed the following empirical correlation:

Pc = σ
εSE

0.5
1

(1− εS)dp

(
0.48 +

0.036ln(1− βL)

βL

)
(2.8)
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where:

εS = Solid volume fraction [-]
E1 = Ergun constant [-]
βL = εL

1−εS
= Liquid saturation [-]

As Jiang et al. [61] note, the capillary pressure effect on liquid distribution is related to the degree of
particle wetting. For the modeling of macroscale flow they propose incorporating the external particle
wetting efficiency, ηWE, into the capillary pressure formulation in Equation 2.6 as:

PG − PL = (1− ηWE)Pc (2.9)

In CFD simulations, the wetting efficiency can be calculated locally at each cell using the previously
presented correlation of Al-Dahhan and Duduković [30] for trickle beds.

Turbulence
The packing structures in fixed-bed reactors have characteristics such as complex geometries and
large specific areas that ensure high gas-liquid contact areas and intensify mixing. This may contribute
to turbulence developing within the reactor which may be important to model. A way to classify the
degree of turbulence in flow through porous media is suggested by Dybbs and Edwards [35] by means
of a particle Reynolds number given by:

Rep =
ρqεq|U q|dp
µq(1− εq)

(2.10)

where:

Rep = Particle Reynolds number [-]
εq = Volume fraction of the qth phase [-]
U q = Interstitial or local velocity of the qth phase [m/s]
µq = Dynamic viscosity of the qth phase [Pa·s]

Dybbs and Edwards [35] conducted a series of experiments involving single-phase flow through
porous media and identified four flow regimes. The first is Darcy or creeping flow, occurring at Rep < 1,
where viscous forces dominate and the flow adheres to Darcy’s law. Here, the pressure drop is a
linear function of the interstitial velocity. The subsequent regime is the steady laminar inertial flow for
1 < Rep < 150. At these higher flow rates, energy dissipation becomes the sum of viscous and inertia
drag. To correlate pressure drop with flow conditions, the well-known Ergun equation is often employed
as it incorporates both viscous and inertial terms where the latter scales with the square of velocity.
The next flow regime is the unsteady laminar inertial flow occurring at 150 < Rep < 300. Beyond
Re 150, signs of unsteady flow may be observed through the formation of laminar wakes. Vortices
commence forming at Re 250, leading to the final flow regime. For Rep > 300, the flow is considered
turbulent, characterized by an unsteady and chaotic flow. Although Dybbs and Edwards’ [35] criteria
were determined for single-phase flow, the same criteria has been used for multiphase applications
[140].

Numerical investigation of turbulent flow can employ macroscopic models such as the the k − ε
turbulence model. This model has been used in numerous CFD simulations of multiphase flow in
packed-bed reactors [81][83][130][7][82]. It describes turbulence by including the effects of transport,
production, and dissipation of turbulence through an equation for turbulent kinetic energy, k, and an
equation for turbulent dissipation energy rate, ε. Within the context of the k−ε turbulence model, there
are three variations: standard k − ε (SKE), renormalization-group k − ε (RNG), and realizable k − ε
(RKE), with the major difference between them being the calculation of turbulent viscosity and turbulent
Prandtl numbers [82].

Furthermore, in multiphase flow simulations, each variation may be applied as a mixture model,
dispersed model, or as a per-phase model. When applied as a mixture model, a single set of equations
is used for all phases using mixture properties (ρm, µm) and mixture velocities (Um). This may be
applicable in cases when the phases have similar properties between them. Applying the turbulence
model as a dispersed model may be possible when there is one clear continuous phase and the other
is a dispersed secondary phase. The turbulence of the continuous phase is modeled with the two k
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and ε equations, and the dispersed phase is treated with other Tchen-theory correlations [57]. Finally,
in a per-phase model, a set of k and ε transport equations are defined for each phase individually. This
model is the most general and computationally intensive.

In the case of LOHC dehydrogenation, the liquid and gas phases have distinct physical properties
so a mixture model may not be applicable. Furthermore, since large volumes of gas are expected
to be produced, it would be inaccurate to say that the liquid remains a continuous phase throughout
the entire reactor. As the volume proportions of liquid and gas change significantly along the reactor,
the turbulence model should be applied as a per-phase model and not a dispersed one. Lopes and
Quinta-Ferreira [82] performed a study comparing the three k − ε models finding that the increasing
order of relative error was SKE<RNG<RKE. However, Atta et al. [7] argue that the intensive compu-
tational demands necessary for turbulent model simulations in industrial-scale TBRs might outweigh
the accuracy improvement in the overall macroscale reactor model gained from including a turbulence
model.

Another perspective for the macroscopic flow modeling in packed beds, is that the contribution of
turbulence stress on the fluid momentum equation is not significant. This is attributed to a smoothing
effect from averaging numerous random local signals within a representative elementary volume, which
attenuates the microscopic turbulence generated between particles[61]. Thus, in macroscopic CFD
simulations where the cell sizes are larger than microscale turbulent structures, Jiang et al. [61] argue
that the turbulence stress term is not important in determining macroscale flow patterns and may be
neglected in packed beds with particle size of 10−4 to 10−2 m. This rationale is also employed by Atta
et al. [9] to exclude turbulence modeling from their high-pressure TBR CFD simulation.

As will be seen further on in this work, initial simulations revealed that the particle Reynolds number
of both gas and liquid phases in LOHC dehydrogenation remains below 150 thanks to the low velocity
at which the LOHC is enters the dehydrogenation reactor. This indicates that the flow is in the steady
laminar inertial flow regime and no turbulence model will be required.

Mean bed porosity
The mean bed porosity, quantifies the interstitial space within a reactor after the solid packing has been
put in place. The bed porosity depends upon geometric aspects of the particles, reactor diameter, and
of the packing procedure. A comprehensive understanding of the mean bed porosity in packed beds
is important as hydrodynamic properties such as pressure drop are highly influenced by it.

Except for beds of mono-sized spherical particles, the mean bed porosity in randomly packed beds
can only be obtained experimentally for which correlations have been developed [18]. Benyahia and
O’Neill [18] present an overview of correlations developed to predict mean bed porosity for four different
particle shapes. They also propose a general correlation applicable for spherical, solid cylinders, hollow
cylinders, and 4-hole cylinders particle shapes by employing a sphericity parameter to describe the
shape of the particles.

In addition, due to a significant difference in curvature radius between the surface of packing parti-
cles and the reactor wall, the value of porosity in the reactor wall region is generally higher than that
in the main body of packed beds [130]. The correlations previously referred to are for calculating the
mean porosity in the bed and the porosity variations in the wall region will be discussed further on.

2.3.2. Mass transfer
Interphase mass transfer coefficients
An important aspect in the design of multiphase reactors is the mass transfer between phases. In
heterogeneous catalyzed reactions (when the catalyst is in a different phase from the reactants) such
as LOHC dehydrogenation, the rate of reaction can be limited by interphase mass transfer instead
of by the intrinsic reaction kinetics. In a general three-phase reactive system, distinct mass transfer
resistances exist: gas-liquid mass transfer, liquid-solid mass transfer, and intraparticle diffusion as
described by Figure 2.9. Depending on the system, one of these mass transfer resistances may be the
reaction rate limiting step and can affect the overall conversion and selectivity of the process [53].
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Figure 2.9: Mass transfer resistances in three-phase fixed-bed reactors [53].

Gas-liquidmass transfer is relevant for processes in which both gaseous and liquid reactants need to
reach the solid catalyst particle for the reaction to occur. This is the case of many absorption, desorption,
and distillation applications. For this purpose, correlations have been developed to estimate the gas-
liquid interfacial areas and gas-liquid mass transfer coefficients [68][76][69][74]. However, in LOHC
dehydrogenation, the reaction occurs uniquely from liquid reactants and the gas is instead a product.
Therefore, only liquid-solid mass transfer should be considered.

Liquid-solid mass transfer can become a limiting factor for fast reactions with highly active catalysts.
In these cases, reactions can influenced by the rate of liquid-solid mass transfer and it becomes im-
portant to know the liquid-solid mass transfer coefficient. As Iliuta and Larachi [53] explain, liquid-solid
mass transfer resistance is significant when the following inequality is satisfied [122]:

10dp
csat

rv(1− ϵB) > kls (2.11)

where:
csat= Concentration of saturation [mol/m3]
rv = Volumetric reaction rate [mol/m3s]
ϵB = Mean bed porosity [-]
kls = Liquid-solid mass transfer coefficient [m/s]

Several studies have focused on predicting mass transfer coefficients in packed-bed reactors for
which Duduković et al. [34] provide an extensive list. Among the correlations that have been proposed
to estimate the liquid-solid mass transfer coefficient for TBRs, one of the most advanced is the ANN
correlation proposed by Larachi et al. [70]. This correlation embeds both the heat and mass transfer
information into a Péclet number, Pe, to predict either Nusselt,Nu, or Sherwood, Sh, numbers to obtain
liquid-solid heat and mass transfer coefficients.

For FBRs, the number of studies addressing the estimation of the liquid-solid particle mass transfer
coefficient remains limited. One of these is presented by Mochizuki [97] which provides correlations to
determine the liquid-solid mass transfer coefficient across a broad spectrum of liquid Reynolds num-
bers.

For this project, any mass transfer limitations that could affect the reaction rate will be accounted
for through the reaction rate equations input to the CFD model. As previously discussed, experimental
studies have been conducted to obtain the reaction kinetics for NEC and DBT dehydrogenation. The re-
action rates derived from these studies inherently include any mass transfer limitations. Consequently,
employing one of these reaction kinetics equations in the CFD model would adequately capture the
overall reaction rates, including the influence of mass transfer limitations.
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2.3.3. Heat transfer
Given that LOHC dehydrogenation is an endothermic reaction, an efficient heat supply system is nec-
essary for the reaction to take place. Analogous to mass transfer, there are also various heat transfer
resistances within a three-phase catalytic reactor such as thermal resistance at the wall, within parti-
cles, at contact points between particles, between particles and fluids, between fluids and, within each
fluid [142]. The design of the reactor and heat supply system requires a thorough understanding of the
heat transfer properties of the packed bed.

The models used to analyze heat transfer in multiphase packed beds can be categorized in two
main groups: heterogeneous and pseudo-homogeneous [53]. Heterogeneous models describe the
temperature and heat transfer of each phase using individual energy conservation equation. On the
other hand, pseudo-homogeneous models treat the phases as a homogeneous medium and make no
distinction between the phases’ temperature. In this approach, a single energy conservation equation
suffices to treat all phases.

Heat transfer in fixed-bed reactors has mainly been investigated through two-dimensional pseudo-
homogeneous models. One way to represent heat transfer with a pseudo-homogeneous model is
through two key parameters: the bed radial effective conductivity, Λe, and the wall heat transfer coef-
ficient, hw. The radial effective conductivity represents the global radial heat transfer coefficient within
the bed, while the wall heat transfer coefficient accounts for relatively weaker heat transfer near the
wall due to reduced mixing [67]. By neglecting an axial conduction term (a valid approximation for beds
with sufficient length-to-particle diameter ratios, leading to near plug flow conditions [94]), the two-
dimensional axisymmetric steady-state pseudo-homogeneous heat transfer model in a non-reacting
cylindrical fixed-bed is formulated as:

(ρLcp,LVL + ρGcp,GVG)
∂T

∂z
= Λe

(
1

r

∂T

∂r
+
∂2T

∂r2

)
(2.12a)

subject to boundary conditions at the wall (r = R) and at the reactor axis (r = 0):

At r = R, − Λe
∂T

∂r
= hw(T − Tw) (2.12b)

At r = 0, ∂T

∂r
= 0 (2.12c)

At z = 0, T = T0 (2.12d)

where:

cp = Specific heat capacity [J/(kg·K)]
V = Superficial velocity [m/s]
T = Temperature [K]
Λe = Radial effective thermal conductivity [W/(m·K)]
hw = Wall heat transfer coefficient [W/(m2K)]

By fitting the analytical solution of Equation 2.12a to experimental temperature profiles, researchers
have been able to calculate values for radial effective thermal conductivity and wall heat transfer co-
efficients and propose empirical correlations for them. It has been noted that these heat transfer pa-
rameters are highly influenced by hydrodynamics such that proposed correlations are often specific for
either cocurrent upflow or downflow at specific hydrodynamic flow regimes.

Larachi et al. [72] provide a thorough literature review discussing the different correlations devel-
oped to calculate the radial effective thermal conductivity and wall heat transfer coefficient for multi-
phase cocurrent downwards TBRs and upwards FBRs. For the radial effective thermal conductivity in
TBRs, Larachi et al. [72] compare four correlations and ultimately propose their own artificial neural
network correlation based on an extensive database of past experimental data. Their ANN correlation
is valid for all flow regimes in cocurrent downflow operation. For cocurrent upflow operation, Larachi et
al. [72] recommend using the correlation by Lamine et al. [66] for the bubble flow regime and that of
Gutsche [44] for low gas and liquid flow rates.

For the wall heat transfer coefficient in TBRs, Larachi et al. [72] also compare existing correlations
and ultimately propose a more flexible ANN correlation valid for all flow regimes. For FBRs however,
only the correlation of Sokolov and Yablokova [125] is identified and recommended for use. As a
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general trend, the effective radial thermal conductivity and wall heat transfer coefficient increase with
decreasing particle size, and with increasing liquid velocity. Larachi et al. [72] also show the effect
of the liquid viscosity and surface tension on both heat transfer parameters and demonstrate that bed
porosity has only minimal effects on these parameters.

In addition to the radial effective thermal conductivity, which serves as a comprehensive heat transfer
coefficient within the bed, several studies have delved into local heat transfer coefficients within packed
beds. For example, Marcandelli et al. [90] studied local particle-fluid heat transfer coefficients which can
be important for exothermic reactions catalyzed by the particles as ensuring an adequate particle-fluid
heat transfer coefficient is crucial to prevent particle overheating. They found that no correlation exists
for this coefficient, but a rough estimate of the particle-fluid heat transfer coefficient can be obtained
by using the Chilton-Colburn analogy with existing particle-fluid mass transfer correlations. Larachi
et al. [70] however, took this a step further and developed an ANN correlation to find both Nusselt
and Sherwood numbers for liquid-particle heat and mass transfer in TBRs. Additionally, Heidari and
Hashemabadi [46] developed a model to predict the gas-liquid interfacial heat transfer in TBRs.

To have a better idea of the different heat transfer phenomena within fixed-beds, Mears [94] studied
the main heat transfer resistances and their relative importance. He identified that temperature gradi-
ents can develop in three domains within fixed-bed reactors with heat exchange at the wall: intraparticle
within a catalyst particle, interphase between external surface of the particle and adjacent fluid, and
interparticle between fluids and the wall. Temperature gradients present in these three domains can
disrupt the reactor’s performance from achieving ideal isothermal conditions. Hence it is important to
know the relative magnitude of the heat transfer resistances to model heat transfer through the reactor
accurately.

For intraparticle temperature gradients, Mears [94] proposes using the criteria given by Equation 2.13
to determine if the deviation in the reaction rate due to intraparticle temperature gradients varies more
than 5% than from an isothermal reaction rate.

Condition to neglect intraparticle temperature gradient:

|∆H|rp,vr2p
λpT0

< 0.75
RT0
Ea

(2.13)

where:

|∆H| = Absolute value of heat of reaction [J/mol]
rp,v = Reaction rate per unit particle volume [mol/(m3s)]
rp = Particle radius [m]
λp = Particle thermal conductivity [W/(m·K)]
R = Universal gas constant [J/(mol·K)]
T0 = Temperature of bulk fluid adjacent to a particle [K]
Ea = Activation energy for catalytic reaction [J/mol]

If the criteria in Equation 2.13 is met, the temperature gradients within a particle are negligible
and the temperature of the particle can be considered equal throughout the volume of the particle.
Mears [94] argues that the heat transfer resistance in the boundary layers adjacent to the particle could
considerably surpass the resistance within the particle itself, justifying the treatment of the particle as
isothermal in many cases.

Mears [94] introduced an analogous criteria to determine the significance of fluid-particle interphase
heat transfer. To ensure that the reaction rate does not deviate more than 5% from an isothermal rate
of reaction, the condition specified by Equation 2.14 must be met.

Condition to neglect fluid-particle temperature difference:

|∆H|rp,vrp
hfsT0

< 0.15
RT0
Ea

(2.14)

where:

hfs = Fluid-particle heat transfer coefficient [W/(m2K)]



2.4. Reactor modeling 21

If the above criteria is satisfied, fluid-particle heat transfer resistance may be considered low and
the catalyst surface temperature may be assumed equal to that of the adjacent fluid. Furthermore,
by comparison of Equation 2.13 and Equation 2.14, Mears [94] shows that fluid-particle heat transfer
becomes limiting before intraparticle heat transfer provided Equation 2.15 is satisfied.

Bip =
hfsdp
λp

< 10 (2.15)

where:

Bip = Particle Biot number [-]

Lastly, for interparticle heat transfer, Mears [94] derives Equation 2.16 which enables the recogni-
tion of quasi-isothermal behavior across the radius of the bed.

Condition to neglect reactor scale radial temperature gradient:

|∆H|rvR2
r

ΛeTw
< 0.4

RTw
Ea [1 + 8rp/RrBiw]

(2.16)

where:

rv = Average reaction rate per unit bed volume [mol/(m3s)]
Rr = Reactor radius [m]
Tw = Wall temperature [K]
Biw = hwdp/Λe = Biot number at the wall [-]

If this criteria is met, the radial temperature across the bed can be considered constant. This criteria,
however, is often not fulfilled and a parabolic radial temperature distribution develops with amaximum or
minimum temperature at the reactor axis depending depending on whether the reaction is exothermic or
endothermic. From these criteria, Mears [94] concludes that heat transfer resistances are generally in
the order: interparticle>interphase>intraparticle. Furthermore, an examination of these criteria can help
identify that, for example, reducing the reactor radius will helpminimize interparticle and interphase heat
transport limitations, and decreasing the catalyst particle diameter reduces interphase and intraparticle
heat transport resistances.

For the LOHC dehydrogenation reactor, it will be important to study these criteria and understand
the main heat transfer resistances. Understanding the strength of each resistance will be important to
then select an appropriate heterogeneous or homogeneous heat transfer model. The dehydrogenation
reactors in Voyex’s experimental setups are equipped with jacketed walls to provide the necessary
heat for the reaction. This approach will serve as the initial basis for constructing the numerical model,
although alternative heating methods could be explored in the future.

2.4. Reactor modeling
Modeling the performance of any multiphase reactor involves developing relations to connect produc-
tivity, conversion, and selectivity to input and operating parameters. This process involves formulating
a set of conservation equations for mass, momentum, and energy, along with constitutive equations
for species transport and chemical reactions, and solving them for the reactor. There are different
levels at which these governing equations can be applied, each with varying degrees of sophistication.
Dudukovic et al. [33] explain that modern reaction engineering requires handling phenomena over a
multitude of scales: molecular scale (kinetics), eddy or particle scale (local transport phenomena), and
at a reactor scale (flow patterns, contacting and flow regime). Figure 2.10 represents these three levels
as well as different modeling approaches for each.



2.4. Reactor modeling 22

Molecular scale (rate forms)

Eddy or par�cle scale transport

Strictly 
empirical

Empirical part of 
rate equa�on

Mechanism
based

Fundamental 
elementary

Empirical Micromixing 
models

DNS CFD

Thiele modulus Rigorous

PFR, CSTR

Ideal 
reactors

Empirical 
models

Phenomenological 
models

Axial dispersion

CFD models
Reactor scale

Figure 2.10: Levels of multiphase reactor modeling [33]

2.4.1. Macroscopic modeling
In this project, the primary focus will be on reactor-scale modeling of the dehydrogenation reactor as
the aim is to obtain a macroscopic understanding of the hydrodynamics, heat transfer, and chemical
reaction to evaluate the overall reactor performance. The simplest reactor-scale models are those as-
suming either perfect mixing or plug flow within the reactor. These models are known as the continuous
stirred-tank reactor model (CSTR), and plug flow reactor model (PFR). CSTR and PFRmodels are con-
sidered ideal reactor models due to precisely defined transport and mixing processes. Deviations from
the plug flow reactor model are often accounted for using axial dispersion coefficients to consider axial
mixing along the reactor. The most sophisticated models are those that resolve the hydrodynamics
by numerical solution of the Navier-Stokes equations and superimpose the reaction kinetics on it. As
Duduković et al. [34] explain, the level of sophistication used to model reactor hydrodynamics should
be commensurate with the level of modeling used to understand the reaction kinetics since kinetics
ultimately drives the reactor.

Most of the correlations referenced in section 2.3 of this report are empirical or phenomenological
models using experimental data, dimensionless number analysis, and in some cases artificial neural
networks which can be useful to predict global properties relevant in multiphase reactor design such
as pressure drop and liquid holdup. However, these correlations do not provide further insight into
the multidimensional effects within the reactor such as the gas-liquid distribution, velocity, temperature,
or concentration fields, and have limited use for reactive multiphase flows where the flow rates of
liquid and gas phases change throughout the reactor. Despite the research that has been performed in
understanding themultiple parameters of packed beds, two-phase flow is not well understood engineers
often have to look through mostly empirical equations to evaluate design parameters. Engineers have
to find suitable correlations that are applicable for the operating conditions and physical properties of
the system of interest, but the overall discrepancy in predictions can remain large [34].

With the rapid advancement of computational techniques, the focus of reactor modeling and design
has shifted towards computational models to gain deeper insight into phenomena within packed-bed re-
actors across different scales. As mentioned earlier, predicting the performance of multiphase reactors
involves solving a set of conservation equations for mass, momentum, and energy, along with consti-
tutive equations for species transport and chemical reaction. However, an incomplete understanding
of the physics along with the highly coupled, and nonlinear nature of these equations, makes it a diffi-
cult task to obtain a complete solution. In this context, CFD has proved to be a useful tool in helping
solve the multidimensional flow equations coupled with heat transfer, species transport, and reaction
kinetics.

CFD is an advanced technique based on the finite volume method to solve a system of partial dif-
ferential equations (PDEs) representing the conservation of several quantities. More specifically, it
involves solving the Navier-Stokes equations, which account for the conservation of mass and momen-
tum, as well as conservation equations for energy and species transport. In the finite volume method,
the flow domain is discretized into small control volumes referred to as cells. over which the PDEs
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are integrated to result in a system of algebraic equations. The PDEs are integrated over these cells,
resulting in a system of algebraic equations. The system of equations is then discretized and solved
numerically over multiple iterations until convergence is achieved. This versatile method facilitates an-
alyzing complex flows and provides a numerical solution to the governing equations while adhering to
an appropriate set of boundary conditions.

To simplify the complex problem of reactor modeling comprising of flow, heat transfer, and reaction
phenomena, each of these aspects will be discussed separately and ultimately united in a single model.

2.4.2. CFD Modeling
Within CFD, there are various methods to approach the problem as described by the macroscopic
modeling methods listed in Figure 2.11 with one of the main differences being how each of the phases
is understood and modeled. The overall problem can be divided into two key parts: modeling of the
fluid phases, and modeling of the solid phase.

Mul�phase modeling techniques

Macroscopic modelingMesoscopic modelingMolecular modeling

Molecular dynamics Dissipa�ve par�cle dynamics

La�ce Boltzmann method

Par�cle based method

Grid based method

With interface capturing Without interface capturing

Volume of fluid (VOF)

Level set method (LS)

Coupled VOF - LS

Dispersed phase model (DPM)

Discrete element method (DEM)

Eulerian mul�phase model

Algebraic slip method

Eulerian granular mul�phase model

Figure 2.11: Multiphase flow modeling techniques [111].

Fluid phase modeling
Volume of fluid method
When modeling the fluid phases in multiphase CFD, a distinction can be made between models that
track fluid interfaces and those that do not. The main interface tracking method for multiphase modeling
is the volume of fluid (VOF) method in which the interfaces between fluids are well defined. VOF can
be useful to study interaction processes between fluids and can be applied for any number of phases.
It works by establishing a volume fraction variable that indicates the proportion of each fluid within each
cell of the CFD simulation, ensuring that the sum of all volume fractions in a cell amounts to one.

The interface between phases is then tracked by solving a continuity equation for the volume frac-
tion of each phase, and subsequently a single momentum equation is solved using volume-weighted
average fluid properties. As a result, the velocity and pressure fields are shared by the phases and
represent volume-averaged values. As an example, Lopes and Quinta-Ferreira [83] developed a VOF
model for a high-pressure TBR as their goal was to study liquid distribution and surface tension phe-
nomena for which accurate knowledge of the fluid phase interface was required. VOF is used when
the knowledge of fluid interface position is of interest as can be for free flows, stratified flows, flows with
large bubbles, or as in the case of Lopes and Quinta-Ferreira [83] when surface tension and capillary
effects at the fluid interface are of interest.
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Eulerian multiphase model
Themain method of treating the fluid phases without interface tracking is the Eulerian multiphase model.
It is referred to as the Euler-Euler approach because the motion of all fluid phases is analyzed from an
Eulerian perspective in that no fluid elements or interfaces are followed, but rather fixed control volumes
are defined through which fluid flows. Each cell within a CFD simulation is a control volume and in this
approach all fluid phases are treated mathematically as interpenetrating continua. The amount of each
phase in each cell is determined by its volume fraction, and each of the different fluids has its own set
of governing equations that interact through additional force, source, and sink terms to achieve closure.
This method applies a continuum approximation to all phases and solves the hydrodynamic aspects by
using volume averaged mass and momentum conservation equations for each phase. The equations
are coupled through the pressure field and additional terms corresponding to interphase interactions.
More details of this method will be presented in subsection 2.4.3. As a reference, Wang et al. [140]
provide an overview of the simulation choices and details used in multiphase CFD modeling for TBRs.

Solid phase modeling
Modeling the solid particles in a packed-bed reactor is less restrictive and can be divided into Eulerian
and Lagrangian categories.

Porous medium approach
An Eulerian approach for treating the solid particles in a packed bed is the effective porous approxima-
tion in which the bed is represented as an effective porous medium. The domain for multiphase flow is
defined as an isotropic or non-isotropic porous media and is characterized by a few lumped parameters
[119]. To represent the porous region, a source or sink term is added in the conservation equations
for fluid flow and heat transfer. This can be included into the Eulerian multiphase model framework
where the varying porosity due to particles can be incorporated through a porosity correlation as will
be described further on.

Three-fluids approach
Another Eulerian approach for treating the solid particles is known as the three-fluids approach in which
the Eulerian multiphase model is applied to the solid phase as well. This way all three phases are
treated through the Eulerian multiphase model simultaneously with the velocity of the solid phase fixed
at 0 m/s such that it remains stationary. In addition, the volume fraction for the solid phase, εS, is
defined at the beginning of the simulation and remains invariant throughout. The volume fraction may
be taken equal to the mean bed porosity with spatial variations incorporated through the use of porosity
correlations. This approach is used by several authors including Jiant et al. [61], Gunjal et al. [42], and
Janecki et al. [60].

The Lagrangian solid phase modeling approach consists in modeling discrete particles so that the CFD
simulation may fully resolve the interstitial flow through the bed. This approach accounts for the geo-
metric complexities of the packing structure to achieve a more fundamental understanding of the effects
of bed geometry on transport and reaction phenomena [140]. Bed non-uniformities can be especially
significant in low tube-to-particle diameter ratio reactors, and modeling discrete particles may be ben-
eficial for these cases. Although precise results are achieved, explicitly modeling individual particles
and the interstitial space requires complex geometric modeling, grid generation, and is computationally
expensive. This approach is too computationally demanding and impractical for routine design of full
scale fixed-bed reactors and instead has been restricted to small reactors with a limited number of
particles.

Discrete element method
Several methods have been used to model discrete random packing structures including the discrete
element method (DEM), Monte-Carlo methods, image-based methods such as magnetic resonance
imaging (MRI) and computer tomography (CT), and rigid body dynamic (RBD) tools [101]. One frequent
approach in literature is the discrete element method (DEM) where individual particles are described
by Newton’s laws of motion in which inter-particle contact forces and particle-fluid interaction forces
come into play. The contact model for particle-particle interactions is a core aspect of DEM. Depending
on whether particles are treated as soft or hard, the resulting deformations and forces are captured
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[20][148]. DEM can also be integrated with CFD to describe particle-fluid flow. For example, Baniasadi
and Peters [13] utilized the DEM method for particle modeling combined with the Eulerian multiphase
model for flow modeling to simulate a TBR. By using DEM, the authors were able to study the porosity
distribution in the bed, and observe the three-dimensional effects it causes. Likewise, Vångö et al. [137]
proposed a CFD-DEM model utilizing the VOF method for fluid phase modeling to study multiphase
flow through packed beds.

Rigid body dynamics
A second approach for discrete particle modeling is rigid body dynamics (RBD). A packing algorithm
for synthesizing three-dimensional packing models was recently developed by Moghaddam et al. [102].
This algorithm is founded on the equation of motion for rigid bodies, and hard contacts between particles
are defined. This methodology can take into account the pellet shape, physio-mechanical properties,
and loading methods when building a packing structure. A thorough description of the model formu-
lation as well as the packing algorithm is provided by Moghaddam et al. [102]. They have used the
RBD packing algorithm along with CFD to study packing structures, hydrodynamics, and heat transfer
in narrow fixed-bed reactors [102][99][100][101]. They have found that for low tube-to-pellet fixed-bed
reactors, sharp velocity, temperature, and composition profiles develop because of the nonuniform
topography that is accentuated near the walls of the reactor. For narrow reactors it then becomes
especially important to consider the bed porosity spatial variation and discrete particle models are an
effective way of doing this. Additional details of discrete particle models and their recent use for packed-
bed hydrodynamics studies are reviewed by Moghaddam et al. [99].

2.4.3. Eulerian multiphase model
In this study focused on macroscopic modeling of LOHC dehydrogenation in a packed-bed reactor, a
two-dimensional Eulerian multiphase approach is selected to model fluid phases. The precise fluid
interface position is not critical, ruling out the VOF method. Rather than tracking individual bubbles
or gas-liquid regions, the main objective is understanding overall hydrodynamics, heat transfer, and
reaction processes in the reactor. Hence, the Eulerian multiphase model is the preferred approach for
simulating flow in the reactor under investigation.

Moreover, the solid particles will also be modeled through an Eulerian approach as Lagrangian ap-
proaches such as DEM or packing modeling through RBD are computationally expensive and provide
details beyond the scope of this work. This work does not aim to study packing structures or develop a
fully resolved flow field through interstitial spaces in the packed bed. Instead, the aims is to develop a
macroscopic model that accurately considers interphase interaction, providing overall results for gen-
eral reactor parameters. Therefore, an Eulerian approach for the solid phase, specifically the three-fluid
approach, is selected considering the solid phase as a third interpenetrating continuum with a velocity
of zero and fixed volume fraction profile.

Conservation equations
In the Eulerian multiphase method, a continuum approximation is applied to all three phases and the
hydrodynamic equations consist of mass and momentum conservation equations for the qth phase
which can be written as follows:

Mass conservation:

∂

∂t
(εqρq) +∇ · (εqρqU q) =

n∑
p=1

(ṁpq − ṁqp) + Smass,q (2.17)

Momentum conservation:

∂

∂t
(εqρqU q) +∇ · (εqρqU qU q) = −εq∇P +∇ · (εqµq∇U q) + εqρqg +

n∑
p=1

Kpq(Up −U q) + Smomentum,q

(2.18)
Volume fraction constraint:

n∑
q=1

εq = 1 (2.19)
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where:
εq = Volume fraction of the qth phase [-]
ρq = Density of the qth phase [kg/m3]
U q = Interstitial velocity of the qth phase [m/s]
ṁpq = Mass transfer from the pth phase to the qth phase [kg/s]
Smass,q = Mass source for the qth phase [kg/s]
P = Mean pressure shared by all phases [Pa]
µq = Viscosity of the qth phase [Pa·s]
g = Acceleration due to gravity [m/s2]
Kpq = Interphase momentum exchange coefficient [kg/m3s]
Smomentum,q = Momentum source for the qth phase [kg/m2s2]

The right-hand side of Equation 2.17 represents mass transfer among phases and a source or sink
term, Smass,q. For LOHC dehydrogenation, the terms for mass transfer between phases are expected
to be negligible compared to the other terms as the only reactant is the liquid LOHC. There may be
small amounts of H2 dissolving in the liquid phase but is considered negligible. Furthermore, the term
Smass,q will depend on the reaction rate and accounts for the mass of liquid consumed by the reaction
and gas produced by the reaction.

The left-hand side of Equation 2.18 represents the rate of change of momentum for the qth phase,
while the right-hand side represents pressure forces, shear stresses, gravitational acceleration, and in-
terphase momentum exchange. Particular attention is needed for the interphase momentum exchange
coefficients,Kpq, as these couple the flow equations between phases and allow the Eulerianmultiphase
model to function. These terms provide closure to the flow equations by describing the forces arising
from fluid-fluid and fluid-solid interactions. Similar to the mass conservation equation, the momentum
conservation equation includes a source term, Smomentum,q, which becomes relevant during the reaction
as momentum is conserved from reactants to products.

In the context of heat transfer, the energy conservation equation within an Eulerian multiphase
method can be written in terms of enthalpy as presented in Equation 2.20.

Enthalpy based energy conservation:

∂

∂t
(εqρqhq)+∇ · (εqρqU qhq) = −εq

DPq

Dt
+(¯̄τq : ∇U q)−∇ ·qq +

n∑
p=1

(Qpq + ṁpqhpq − ṁqphqp)+Senergy,q

(2.20)

where:
hq = Specific enthalpy of the qth phase [J/kg]
qq = Heat flux of the qth phase [W/m2]
¯̄τq = Shear stress tensor of the qth phase [Pa]
Qpq = Intensity of heat exchange between pth and qth phases [J/s]
hpq = Interphase enthalpy [J/kg]
Senergy,q = Energy source for the qth phase [J/s]

In Equation 2.20, heat exchange between phases must comply with local balance conditions (Qpq =
−Qqp and Qqq = 0). The energy equation can be applied to each qth phase individually, or a pseudo-
homogeneous approach can be adopted by considering a single temperature field for both gas and
liquid phases, or even the same temperature for all three phases. Furthermore, Equation 2.20 considers
a source or sink term, Senergy,q, that in the case of LOHC dehydrogenation corresponds to the energy
consumed by the endothermic reaction. When a single energy equation is utilized for the three phases,
this source term becomes related to the reaction rate, rv, as follows:

Senergy = ∆Hrv (2.21)
where ∆H is the heat of reaction. Alongside the mass conservation equation that monitors the

mass of each phase, it is also important to track the concentration or mass fraction of individual chem-
ical species within each phase. This is relevant because multiple liquid species are present in the
reactor (loaded and unloaded LOHC). This is achieved by additional conservation equations for each
species. In an Eulerian multiphase model, the general species conservation equation can be written
as Equation 2.22.



2.4. Reactor modeling 27

Species conservation:

∂

∂t

(
εqρqy

i
q

)
+∇ · (εqρqU qy

i
q) = −∇ · (εqJ i

q) + Sspecies,q (2.22)

where:

yiq = Mass fraction of species i in phase q [-]
J i

q = Hydrodynamic dispersive flux of species i in phase q [kg/m2s]
Sspecies,q = Species source for the qth phase [kg/m3s]

In Equation 2.22, the source term, Sspecies,q, is directly related to the volumetric reaction rate and
the stoichiometric coefficients of the reaction taking place. An equation of this form is solved for n− 1
species where n is the total number of chemical species present in the qth phase. Then, as the sum
of mass fractions must equal one, the last mass fraction is calculated as one minus the sum of the
remaining mass fractions. To minimize numerical error, the species with the largest mass fractions
should be selected as the species for which a species balance equation is not solved; rather, its mass
fraction is calculated as one minus the sum of the remaining mass fractions.

As previously mentioned, turbulence will not be initially taken into account. If it becomes necessary
to consider, then two additional conservation equations for turbulent kinetic energy, k, and turbulent
energy dissipation rate, ε, will be required.

Momentum interaction models
Various models have been developed to provide interphase momentum exchange coefficients, Kpq,
used in the momentum conservation equation within Eulerian multiphase packed-bed reactor simula-
tions. Three of the most commonly used will be discussed: the relative permeability model [120], the
single-slit model [49][50], and the two-fluid interaction model [10][11].

Relative permeability model
The relative permeability model begins from one-dimensional averaged equations to formulate an ex-
pression for the drag force of single-phase flow through a packed bed. This expression is then rescaled
to account for the second phase through a parameter known as the relative permeability, kq. The rela-
tive permeability is defined as the ratio of the drag force under single-phase flow to that under two-phase
flow at the same superficial velocity of a given phase. This way, the relative permeability accounts for
the flow obstruction caused by the presence of a second phase [140]. To describe two-phase flow,
the relative permeability model uses an Ergun-type equation and incorporates the relative permeabil-
ity terms kL and kG for the liquid and gas phases. These terms were experimentally determined by
Saez and Carbonell [120] and written as functions of liquid volume fraction, mean bed porosity, and
static liquid volume fraction, ε0L. The static liquid volume fraction represents the portion of void fraction
occupied by stagnant liquid and can be calculated using Equation 2.23f [120].

Fq =
εq
kq

[
E1

Req
Gaq

+ E2
Re2q
Gaq

]
ρqg (2.23a)

Req =
ρq|Uq|dp
µq(1− ϵB)

(2.23b) Gaq =
ρ2qgd

3
pϵ

3
B

µ2
qε

3
S

(2.23c)

kL =

(
εL − ε0L
ϵB − ε0L

)2.43

(2.23d) kG =

(
1−

ε0L
ϵB

)4.8

(2.23e)

ε0L =
1

20 + 0.9Eo
(2.23f) Eo =

ρLgd
2
pϵ

2
B

σLε
2
S

(2.23g)

where:

F = Drag force per unit volume [N/m3]
E = Ergun constants: E1 = 180, E2 = 1.8 [-]
kq = Relative permeability of the qth phase [-]
Re = Reynolds number [-]
Ga = Galileo number [-]
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εS = Solid volume fraction [-]
εL = Liquid volume fraction [-]
ε0L = Static liquid volume fraction [-]
ϵB = Mean bed porosity [-]
Eo = Eötvos number [-]

Using the previous set of equations and rearranging them to obtain interphasemomentum exchange
coefficients for use in the momentum conservation equation, the coefficients result as follows:

KGS =
εG
kG

[
E1µGε

2
S

d2pϵ
3
B

+
E2ρG|UG|εS

dpϵ3B

]
(2.24a)

KLS =
εL
kL

[
E1µLε

2
S

d2pϵ
3
B

+
E2ρL|UL|εS

dpϵ3B

]
(2.24b)

KGL = 0 (2.24c)

This model has been further studied by other authors to result in distinct relations for the relative
permeability values. Wang et al. [140] summarize these efforts performed for the relative permeability
model. Although this model derives from a one-dimensional analysis, it is recognized to provide good
estimates of pressure drop and liquid holdup in multidimensional TBR simulations [140]. This model
has been implemented in Eulerian multiphase CFD TBR simulations by several authors yielding good
results in agreement with experimental data [8][127]. This model does not take into account gas-liquid
interactions which may be a reasonable assumption at low interaction regimes such as the trickle flow
regime. Overall, this method can be incorporated without much complexity and is able to capture the
major hydrodynamic trends.

Single-slit model
The single-slit model is a phenomenological model proposed by Holub et al. [49][50]. It begins by
resembling the cocurrent downward flow in a TBR in the trickle flow regime to the flow inside an inclined
rectangular slit, as illustrated in Figure 2.12a. In the trickle flow regime, the liquid phase flows over the
catalyst bed in the form of films or rivulets, while the gas phase flows continuously through the voids.
This is represented by the slit model where a liquid film flows on the packing’s surface while the gas
phase flows in the space between. The width of the slit is related to the void fraction in the bed, and the
angle of the slit to a tortuosity factor for the bed. This model considers complete wetting of the packing
and is based on local momentum and mass balances for both liquid and gas phases. The resulting
interphase momentum exchange coefficients take the form of a modified Ergun equation:

KGS =
E1µGε

2
S

ε2Gd
2
p

+
E2ρG|UG|εS

ε2Gdp
(2.25a)

KLS =
E1µLε

2
S

ε2Ld
2
p

+
E2ρL|UL|εS

ε2Ldp
(2.25b)

KGL = 0 (2.25c)

Figure 2.12: Geometry and phase distribution for slit flow models: (a) single-slit and (b) double-slit [140].
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Holub et al. [49][50] were successful in fitting pressure drop and liquid holdup data in literature
for trickle flow regime at atmospheric pressure with their single-slit model using the measured Ergun
constants for each case. It is important to recognize that this model does not consider gas-liquid
interfacial interactions, which are expected to be insignificant in the low interaction trickle flow regime.
Consequently, the model did not perform well in high-interaction and high-pressure flow regimes. To
address this limitation, Al-Dahhan et al. [29] further developed the model to account for gas-liquid
interactions. This enhanced model is known as the extended single-slit model.

Further developments to the single-slit model have been made by Iliuta and Larachi [55][52] to
consider partial wetting conditions. To achieve this, they add a dry slit to the single-slit model as shown
in Figure 2.12b, resulting the what is known as the double-slit model. Iliuta et al. [52] test this model
and show it can be used to accurately predict behavior of partially and fully wetted trickle flow at both
atmospheric and high pressure.

Two-fluid interaction model
The two-fluid interaction model was developed by Attou et al. [10][11] taking a more physical approach
to avoid the empiricism of the relative permeability and single-slit models. The model is derived from a
momentum balance on trickle flow around fully wetted particles, considering that the total drag force on
each phase arises from contributions due to particle-fluid and fluid-fluid interactions. The flow pattern
is idealized as represented by Figure 2.13a, showing the presence of annular flow within the trickle
flow regime Furthermore, Figure 2.13b indicates the force components considered. These force com-
ponents are considered to have both viscous and inertial contributions. The viscous contribution is due
to the slip motion between two phases, while the inertial contribution is a result of the gas pressing
the liquid film against the solid particles thanks to the changing flow path geometry. The interphase
momentum exchange coefficients are given by Equations 2.26a, 2.26b, and 2.26c [10][42].

Gas
LiquidLiquid

(a)

g
Liquid Gas

Catalyst

FGLFLS

FGS-FGS

(b)

Figure 2.13: Representation of cocurrent gas–liquid flow through the interstitial space of the packed bed: (a) trickle flow
idealization; (b) force components acting on the two-phase flow over catalyst particles [140].

KGL =
E1µG(1− εG)

2

εGd2p

[
εS

1− εG

]2/3
+
E2ρG|UG −UL|(1− εG)

dp

[
εS

1− εG

]1/3
(2.26a)

KGS =
E1µG(1− εG)

2

εGd2p

[
εS

1− εG

]2/3
+
E2ρG|UG|(1− εG)

dp

[
εS

1− εG

]1/3
(2.26b)

KLS =
E1µLε

2
S

εLd2p
+
E2ρL|UL|εS

dp
(2.26c)

The model has shown good agreement between its predictions and experimental data for both
pressure drop and liquid holdup over a wide range of operating conditions. Although the model was
developed considering a low interaction flow regime, the model has been found applicable for high in-
teraction regimes such as bubble flow in both cocurrent downward and upward flow [11]. This model is
advantageous for high interaction flow regimes due to its explicit consideration of the gas-liquid momen-
tum interaction term, absent in other models. Numerous authors have used the two-fluid interaction
model for CFD simulations of multiphase flow in packed-bed reactors [61][43][42][84][16].
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Momentum interaction model comparison
Larachi et al. [71] assessed the various momentum interaction models including the relative permeabil-
ity model, variants of the slit model, and the two-fluid interaction model to understand their accuracy
in predicting pressure drop and liquid holdup for TBRs in the trickle flow regime. This evaluation in-
volved comparing the model predictions against an extensive experimental database and calculated
the relative errors between predicted and experimental values. The results for the relative errors, pre-
sented in Table 2.1, demonstrated that the variants of the slit model yielded favorable results for liquid
holdup prediction but were less effective for pressure drop forecasts. Meanwhile, the simpler relative
permeability model had the best relative errors among the studied models, but had the highest values
for standard deviation.

Overall, Carbonell [25] indicates that the results show that the models fit the available data to a
similar degree of accuracy, but only those based on fundamental equations have the potential of mod-
ification for more complex behavior associated with chemical reactions and mass transfer. Carbonell
concludes that the relative permeability model and the two-fluid interaction model are based on solid
hydrodynamic principles, can predict hydrodynamic parameters with acceptable accuracy, and have
the potential to include more complex phenomena. Considering this rationale and the fact that the
two-fluid interaction model explicitly considers gas-liquid interactions, the two-fluid interaction model is
selected for implementation in the present work.

Table 2.1: Mean relative errors [%] calculated by Larachi et al. [71] for pressure drop and liquid holdup in trickle flow regime
using distinct momentum interaction models.

Momentum interaction model Pressure drop mean
relative error [%]

Liquid holdup mean
relative error [%]

Relative permeability model 53 19
Single-Slit model 70 18

Extended single-slit model 68 13
Two-fluid interaction model 61 20

Ergun constants
An important aspect to highlight applicable to discussed momentum interaction models relates to the
selection of Ergun constants E1 and E2. These constants originate from the Ergun equation for single-
phase flow through packed beds, where Ergun proposed universal values of E1 = 150 and E2 = 1.75
irrespective of packing shape or dimensions. However, a further study by Macdonald et al. [86] con-
cluded that although the form of the Ergun equation represents data well, using the constants proposed
by Ergun can lead to significant errors, especially for non-spherical packings. They instead proposed
modified values of 180 and 1.80 as more acceptable values for particles of different shapes. Another
study by Nemec and Levec [109] focused on single-phase flow through packed beds and found that the
original Ergun constants of 150 and 1.75 yielded an excellent fit for spherical packings. They addition-
ally proposed correlations to modify these values for other packing shapes. While these correlations
may be used for initial estimates of Ergun constants, it is recommended to empirically determine the
Ergun constants for each packed bed whenever possible.

The single-phase flow Ergun constants are used for the multiphase flow momentum interaction
models discussed above. Saez and Carbonell [120], and Attou et al. [10] both recommend the values
proposed by Macdonald et al. [86] of 180 and 1.8 for their relative permeability model and two-fluid
interactionmodel, respectively. On the other hand, Holub et al. [50] acknowledge the need to determine
the Ergun constants for the packing of interest when presenting their single-slit model. Later CFD
studies employing the two-fluid interaction model have both used the values of 180 and 1.80 [61] and
have also used determined Ergun constants specific to their particular packed bed [42].

Porosity correlations
As previously described, the random packing of pellets in packed beds leads to a nonuniform porosity
distribution. The variation in porosity causes nonuniform flow resistance and often results in a prefer-
ential flow of fluid towards the reactor wall where porosity tends to be higher than that in the bulk of
the bed [130]. One of the main advantages of using a discrete particle modeling approach to handle
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the solid phase in packed beds is that the exact porosity distribution and hence solid volume fraction
for each cell in the CFD domain is defined [13]. In other words, the exact uneven topology of the solid
particles is modeled and no assumptions for the bed porosity distribution need to be made. However,
is very computationally expensive and instead an Eulerian multiphase model approach will be taken
for solid phase modeling. To still account for the influence of spatially varying bed porosity, correlations
for porosity distribution can be incorporated into the CFD model.

The distribution of porosity within packed beds has been thoroughly researched and various em-
pirical correlations have been proposed to describe the radial variation of porosity. These correlations
exhibit either oscillatory or exponential forms, and a review of these correlations is presented by Wang
et al. [140]. Among the exponential correlations, Vortmeyer and Schuster [138] offer one for spherical
packings, while Sun et al. [130] provide one applicable to packings of any shape. However, Mueller
[104] explains that experimental research has shown that the radial porosity distribution shows oscil-
lations near the wall which die away into the packed bed. The smoothed exponential porosity func-
tions neglect this behavior and instead Mueller [104] proposes an oscillating function to capture this
phenomenon. His correlation can be used for beds with uniformly sized spherical packing, and an im-
portant finding is that the porosity variation beyond 5 particle diameters is less than 5% so the porosity
beyond this point can effectively be considered constant. All of these correlations predict a porosity
value of 1 at the wall and drop to the mean porosity value within a few particle diameters. As an ex-
ample, the referenced correlations are plotted in Figure 2.14 for a packed bed of spherical pellets with
particle diameter dp of 5 mm in a 30 cm diameter reactor.
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Figure 2.14: Comparison between porosity prediction models for a spherical packing (D = 0.30 m, dp = 0.005 m).

In addition to the radial porosity variation predicted by the correlations in Figure 2.14, researchers
have also incorporated a global statistical variation of porosity [61][42]. This is achieved by superim-
posing a Gaussian probability density function of a specified standard deviation (e.g. 5% [42]) onto the
oscillating radial porosity profile by Mueller [104]. This superposition introduces random fluctuations,
resulting in a porosity distribution with both radial and axial variations.



3
CFD model development: Hydrodynamics

After understanding the different aspects of multiphase reactors and having selected a 2D Eulerian
multiphase approach for simulating a packed-bed LOHC dehydrogenation reactor, the building blocks
for this model can be further developed. There are a number of phenomena occurring simultaneously
within the reactor and to include them all at once in a CFD simulation would be difficult and highly
vulnerable to mistakes. Instead, each aspect of the CFD simulation will be looked at independently
and having developed each one, they will be integrated to model their combined effect. These aspects
specifically include hydrodynamics, material properties, chemical kinetics, heat transfer and species
transport. These components along with the material properties of the three phases in the reactor will
be discussed in chapters 3 to 6 for their implementation in a CFD model using ANSYS Fluent 2021 R2
commercial software.

This chapter focuses on packed-bed reactor hydrodynamics. In addition to the fluid inlet conditions,
the hydrodynamics in an Eulerian multiphase simulation is mainly determined by the selection of an ad-
equate momentum interaction model, the bed porosity distribution, and capillary pressure effects. Fig-
ure 3.1 outlines the chapter structure. The chapter begins by discussing these three aspects, followed
by constructing a CFD model for non-reacting, isothermal flow to isolate and test the hydrodynamics
of a multiphase packed-bed reactor. The CFD model will then be validated against experimental data
and correlations for cocurrent upflow and downflow reactors.

CFD model development: Hydrodynamics

Hydrodynamics aspects

Momentum interac�on model Porosity distribu�on Capillary pressure

CFD model development

Hydrodynamics valida�on

• Geometry
• Mesh

- Mesh refinement study
• Model setup

- Boundary condi�ons
- Solu�on methods

Figure 3.1: Overview of chapter 3.
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3.1. Momentum interaction model
The two-fluid interaction model [10] given by Equations 3.1a to 3.1c will be used as it is based on
solid hydrodynamic principles and has proven to be applicable in a variety of flow regimes [25]. To
implement this into the ANSYS Fluent software environment, a user-defined functions (UDF) were
written as separate code files in C programming language to calculate each of the three interface
momentum exchange terms, Kpq. These UDFs calculate local values of Kpq at every cell within the
CFD domain by evaluating Equations 3.1a to 3.1c with local flow properties.

KGL =
E1µG(1− εG)

2

εGd2p

[
εS

1− εG

]2/3
+
E2ρG|UG −UL|(1− εG)

dp

[
εS

1− εG

]1/3
(3.1a)

KGS =
E1µG(1− εG)

2

εGd2p

[
εS

1− εG

]2/3
+
E2ρG|UG|(1− εG)

dp

[
εS

1− εG

]1/3
(3.1b)

KLS =
E1µLε

2
S

εLd2p
+
E2ρL|UL|εS

dp
(3.1c)

An important aspect to consider is that the momentum interaction exchange models for TBRs were
developed for both gas and liquid input. This implies that the mass of gas and liquid remains constant
throughout the reactor and their volume fractions do too, only varying slightly because of the changing
porosity profile. In LOHC dehydrogenation, however, the inlet of the reactor will be purely liquid LOHC,
and as a large volume of gas is produced, the gas is expected to take up a large amount of the available
interstitial space, leaving only a small amount of space for the liquid. Looking at equations 3.1a and
3.1b it becomes apparent that as the gas volume fraction ϵG tends to 0 (as would be expected at the
pure liquid reactor inlet), the first term of these equations tends to infinity. A similar effect happens with
Equation 3.1c where the first term is divided by the liquid volume fraction, ϵL, such that as it tends to
0 (as would occur in a space dominated by gas), the value of KLS will tend to infinity. This unrealistic
inflation at single-phase flow can cause numerical instabilities and cause the CFD solution to diverge.

As the two-fluid interaction model fails to give a reasonable value for Kpq at single-phase flow
through a packed bed, the respective UDFs will alter the value below 5% gas or liquid volume fraction
to instead evaluate the function with a constant volume fraction of 5%. As an example, the gas-liquid in-
terface momentum exchange coefficient,KGL, can be calculated for a representative set of parameters
in an NEC dehydrogenation reactor as given in Table 3.1. CalculatingKGL from these parameters using
the unaltered Equation 3.1a and then the modified version results in the values plotted in Figure 3.2.
The same modification will be applied to the gas-solid, KGS, and liquid-solid, KLS, coefficients to avoid
unrealistic drag terms at low fluid volume fractions and avoid divergence in the numerical solution. For
reference, the three UDFs are annexed in section A.1.

Table 3.1: Example parameters for H2 - NEC dehydrogenation reactor for calculating interface momentum exchange
coefficients.

Parameter Symbol Value
Particle diameter [m] dp 0.003
Ergun constant 1 [-] E1 215
Ergun constant 2 [-] E2 1.8
Temperature [K] T 490

Gas viscosity [kg/(m·s)] µG 1.26E-05
Gas density [kg/m3] ρG 0.054

Gas interstitial velocity [m/s] uG 0.241
Liquid viscosity [kg/(m·s)] µL 6.66E-04
Liquid density [kg/m3] ρL 808.8

Liquid interstitial velocity [m/s] uL 0.006
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Figure 3.2: Gas-Liquid momentum exchange coefficient for parameters shown in Table 3.1.

3.2. Porosity distribution
In an Eulerian multiphase simulation, catalyst particles are not individually modeled but instead volume
fractions of the solid, liquid, and gas are tracked. As individual catalyst particles are not modeled, it is
important to define a solid volume fraction profile throughout the CFD domain that can represent the
effect of solid particles on the hydrodynamics. This is done by creating a porosity profile that represents
the packed bed including radial and axial variations.

3.2.1. Radial distribution
In the radial direction, oscillatory and exponential correlations have been proposed to describe the
varying bed porosity as was shown in Figure 2.14. These correlations reflect the increasing porosity
near the reactor walls and an average porosity towards the bulk of the reactor. The oscillating function
proposed by Muller [104] will be used as it captures the oscillations in porosity near the wall. This
porosity function is given as a function of radius as:

ϵ(r) = ϵB + (1− ϵB)J0(ar
∗)exp(−br∗) (3.2a)

a = 8.243− 12.98

D/dp + 3.156
, for 2.61 ≤ D/dp ≤ 13.0 (3.2b)

a = 7.383− 2.932

D/dp − 9.864
, for 13.0 < D/dp (3.2c)

b = 0.304− 0.724

D/dp
(3.2d)

r∗ =
r

dp
, for 0 ≤ r/dp (3.2e)

where:

ϵ = Porosity [-]
ϵB = Mean bed porosity [-]
J0 = Bessel function of the first kind of order zero [-]
r = Radial coordinate [m]
D = Reactor diameter [m]
dp = Particle diameter, or particle equivalent diameter dpe for non-spherical catalyst pellets [m]

The mean bed porosity, εB, can be estimated by Equation 3.3 by Benyahia and O’Neill [18] applica-
ble to spherical, solid cylinders, hollow cylinders, and 4-hole cylinders particle shapes.
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ϵB =

(
0.1504 +

0.2024

φ

)
+

1.0814(
D
dpe

+ 0.1226
)2 (3.3)

φ =
πd2pe
Ap

(3.4)

where:

φ = Sphericity parameter [-]
dpe = Equivalent sphere particle diameter [m]
Ap = Particle surface area [m2]

The sphericity parameter accounts for pellet shape deviation from a sphere. The equivalent sphere
particle diameter, dpe, is the diameter of a sphere with the same volume as the actual pellet. It is
important to note in Figure 3.3 that within the first two particle diameters from the wall, the porosity
calculated from Mueller’s profile [104] reaches values below 0.3. However, the recognized maximum
random close packing of spheres is 0.64, corresponding to a minimum porosity of 0.36. This would
suggest that the first two minima from Mueller’s equation result inaccurate. Li et al. [80] explain that
the maximum packing density of equal shape objects depends on the shape with values of 0.72 for
cylinders and 0.64 for spheres. While catalyst pellets may not all be of identical shape and have a
certain particle size distribution that may contribute to a denser packing, the value for porosity of 0.15
observed in the first minimum of Mueller’s correlation is unrealistic. Using this radial porosity distribution
would lead to cells with high solid volume fractions near the wall, causing additional flow resistance and
unrealistically inflating pressure drop. To mitigate this, a minimum porosity of 0.3 (or maximum solid
volume fraction of 0.7) will be imposed on Equation 3.2 to represent a realistic upper limit on catalyst
pellet packing density.

Furthermore, Mueller’s correlation [104] assigns a porosity of 1.0 at the wall. However, assigning
values close to 1.0 to cells near the wall can create unrealistically low-resistance pathways, allowing
fluid to bypass the reactor’s bulk. While this does occur to some extent, using a value of 1.0 for cells
adjacent to the wall is not reflective of reality, as particles come into contact with the wall, forming
a tortuous path with some flow resistance. Kuzeljevic and Dudukovic [65] characterized the porosity
distribution of a packed-bed reactor with spherical particles using CT imaging by dividing the reactor
into cells and found maximum porosity values of around 0.65. Following this observation, an upper
limit to the porosity of 0.65 will be applied. These adjustments lead the limited radial porosity profile,
observed in Figure 3.3.
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Figure 3.3: Radial porosity profile by Muller [104] and limited profile for a spherical packing (D = 0.114 m, dp = 0.003 m).
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3.2.2. Axial distribution
Porosity variations in the axial direction should also be considered for the model to be as close to reality
as possible. Jiang et al. [61] have shown that the axial porosity variation is close to a Gaussian dis-
tribution function and several authors have used this to specify an axial porosity variation. In the TBR
2D-CFD simulation performed by Jiang et al. [61][62], they subdivide the flow domain into sections
of 1x1 cm (considering their particle diameter size of 3mm) and impose a constant solid volume frac-
tion in each section by taking a random number from the Gaussian distribution of a specified standard
deviation centered around the value obtained from a radial porosity correlation. For sections in the
bulk of the reactor they take a standard deviation of 10% and for sections next to the wall a standard
deviation between 10 and 20%. Gunjal et al. [42][43] also add axial porosity variation by means of a
Gaussian distribution in their TBR CFD model. However, in their case they impose the random vari-
ation on each individual CFD cell. They tested imposing variations with standard deviations of 5 and
10% and observed that the results with a 5% standard deviation were closer experimental data. Addi-
tionally, Kuzeljevic and Dudukovic [65] characterized the porosity distribution of a packed-bed reactor
with spherical particles using CT imaging and found that the resulting porosity for the entire domain
resembles a Gaussian distribution with a standard deviation of roughly 5%.

To incorporate the axial porosity variation into the current model at first the approach of Gunjal et
al. [42] was followed in that at each cell a number was drawn from the Gaussian distribution with a 5%
standard deviation around the value calculated by Mueller’s radial porosity correlation. Although this
solid fraction distribution represents the oscillatory radial profile described previously, with the additional
5% axial porosity standard deviation, the resultant solid volume fraction field was highly discontinuous
as the volume fraction of adjacent cells was not at all related to each other. Figure 3.5a shows an
example of the solid volume fractions along a line in the axial direction obtained through this procedure.
The random behavior leads to nonphysical volume fraction variations with very high volume fraction
gradients between adjacent cells that could affect the results.

To overcome this limitation, this work proposes describing the axial variations through a Fourier se-
ries that will allow obtaining the desired standard deviation through a continuous function prevent abrupt
changes in volume fractions between neighboring cells. A general Fourier series can be expressed as
follows:

f(z) = A0 +

Nmax∑
nmin

[
An cos

(
2πnz

L

)
+Bn sin

(
2πnz

L

)]
(3.5)

where z is the axial coordinate, L the length of the reactor, A0 the function’s average value, nmin and
Nmax are the number of terms to be considered, and An and Bn the coefficients for each cycle denoted
by integer n. The number of cycles given by nmin and Nmax correspond to the number of harmonics
that shall be taken into account by the function with the wavelength of each harmonic given by L/n.
The harmonic with the shortest wavelength is given by Nmax and this should correspond to the fastest
change in solid volume fraction that is expected. The wavelength of this harmonic can be taken as 4
times the particle diameter, dp, and therefore the value of Nmax can be given as:

Nmax =
L

4dp
(3.6)

The desired value of standard deviation, σ, can be calculated from its definition:

σ2 =

∑
(f(z)−A0)

2

N
(3.7)

Using Equation 3.5, Equation 3.7 can be rewritten as:

σ2 =
1

L

∫ L

0

(
Nmax∑
nmin

[
An cos

(
2πnz

L

)
+Bn sin

(
2πnz

L

)])2

dz (3.8)
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Expanding Equation 3.8 and observing that the cross terms equal zero, the equation is simplified
to:

σ2 =
1

L

∫ L

0

Nmax∑
nmin

[
A2

n cos2
(
2πnz

L

)
+B2

n sin
2

(
2πnz

L

)]
dz (3.9)

Observing the trigonometric identity, simplifies the equation to:

σ2 =
1

2

Nmax∑
nmin

(
A2

n +B2
n

)
(3.10)

If the values for An and Bn are both chosen as a random value from a normal distribution centered
at 0 with standard deviation σi, the previous equation simplifies to:

σ2 =
1

2
(Nmax − nmin + 1)2σ2

i (3.11)

such that standard deviation, σi, to select the values for An and Bn becomes:

σi =
σ√

Nmax − nmin + 1
(3.12)

With all the parameters of the Fourier series established, a continuous function is generated ex-
hibiting a random-like behavior. This function’s harmonic range is regulated, and the desired function
standard deviation is obtained. As an example, Figure 3.4 shows the function’s values for a 3 mm
particle diameter and a 5% standard deviation in the first 0.1 m of the reactor.
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Figure 3.4: Fourier series function for dp = 0.003 m and 5% standard deviation.

Having functions to describe the radial and axial solid volume fraction variations, the solid volume
fraction for each cell in the domain can be obtained by multiplying the two. As an example, Figure 3.5b
gives the resulting solid volume fraction for a line in the axial direction. Compared to the previous profile
obtained directly through a random distribution in Figure 3.5a, the new distribution is more realistic and
maintains the desired standard deviation. This new solid volume fraction profile is continuous and cell
size independent, both of which will aid in obtaining a more stable simulation and realistic solution.
Following the findings of Kuzeljevic and Dudukovic [65] of an average of 5% standard distribution,
this value will be used. The solid volume fraction profile described is written in a UDF referenced in
section A.2, and will be used to initialize the value of solid volume fraction at the beginning of the CFD
simulation.
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Figure 3.5: Solid volume fraction along a line in the axial direction with 5% standard deviation.

3.3. Capillary pressure
It is important to consider capillary pressure effects in multiphase flow through packed beds as they
contribute to the liquid distribution and can cause gradients of liquid holdup within the packed bed
[42]. One of the correlations used to quantify capillary pressure in packed beds, previously shown
in Equation 2.7, is that of Attou and Ferschneider [12] derived from a momentum balance analysis
around the gas-liquid interface. This equation will be used because of Gunjal et al.’s [42] reasoning
that its formulation includes geometric parameters rather than liquid saturation like the correlation by
Grosser [40] in Equation 2.8 making it easier to implement in the CFD model.

As noted by Jiang et al. [61], the capillary pressure effect on liquid distribution is related to the
degree of particle wetting. The magnitude of the capillary pressure calculated with Equation 2.7 can
be multiplied by an external particle wetting efficiency, ηWE, as was shown in Equation 2.9. This wet-
ting efficiency can be calculated at every CFD cell using the following correlation by Al-Dahhan and
Duduković [30]:

ηWE = 1.104Re
1/3
L

(
1 + ∆P

z
1

ρLg

GaL

)1/9

(3.13a)

ReL =
|UL|εLρLdp
µL(1− ϵB)

(3.13b)

GaL =
d3pρ

2
Lgϵ

3
B

µ2
L(1− ϵB)3

(3.13c)

where:

ηWE = Particle wetting efficiency [-]
∆P
z = Pressure gradient [Pa/m]
ReL = Liquid Reynolds number [-]
GaL = Liquid Galileo number [-]

To obtain the particle wetting efficiency throughout the CFD domain, a UDF (found for reference in
section A.3) was written to calculate Equation 3.13a at each cell and write the value of wetting efficiency
in a user defined memory slot (UDM).

Given that in an Eulerian multiphase model the pressure field is shared by both gas and liquid
phases, the capillary pressure can be added as a source term to the liquid phase momentum conser-
vation equation. To incorporate the capillary pressure as a source term to the momentum conservation
equation, gradients of the capillary pressure need to be formulated to match the units of the momentum
conservation equation. Differentiating the capillary pressure formulation in Equation 2.7 in the axial and
radial directions give the following equations:
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)
(3.14a)
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(3.14b)

While Gunjal et al. [42] only apply the capillary pressure effect as a source term in the axial direction,
it is important to consider the capillary pressure effect in the radial direction as well since gradients
of capillary pressure in the radial direction also exist thanks to the solid volume fraction variation this
direction. To implement this into the CFD model, the UDF found in section A.4 was written to calculate
the value of the capillary pressure per equations Equation 2.7 and to calculate the axial and radial
momentum source terms per Equations 3.14a and 3.14b. In these equations, the gradients of solid
and gas volume fractions are obtained with the help of an additional UDF annexed in section A.5.

3.4. Hydrodynamics model validation
To bring the aspects influencing hydrodynamics together and validate this section, a CFD model will be
set up to replicate the work conducted by Gunjal et al. [42]. In their study, Gunjal et al. developed an
Eulerian multiphase CFD model to simulate the behavior of cocurrent downward flow in a non-reactive,
isothermal trickle bed reactor, using the parameters listed in Table 3.2. They then compared the results
of their model to experimental data. By simulating the same setup, the hydrodynamic aspect of the
present CFD model can be isolated and assessed.

Table 3.2: Parameters used by Gunjal et al. [42] for a TBR CFD model

Parameter Value
Flow configuration Cocurrent downward flow

Reactor diameter [m] 0.114
Reactor length [m] 1

Fluid system air-water
Inlet gas superficial velocity [m/s] 0.22
Inlet liquid mass flux [kg/m2s] 2−10

Packing Spherical glass beads
Particle diameter [m] 0.003, 0.006
Ergun constant 1 [-] 215, 500
Ergun constant 2 [-] 1.8, 2.4

3.4.1. Geometry
A 2D axisymmetric flow domain is constructed, as depicted in Figure 3.6. To prevent numerical effects
originating from the domain’s inlet and outlet affecting the results, additional inlet and outlet sections,
each extending ten times the reactor diameter are added. The sections of the domain, labeled in
Figure 3.6, are referred to as cell zones. The ’inlet’ and ’outlet’ sections will serve the purpose of
monitoring the mass flow across the ’packed bed’ and determine when the solution has converged.
Furthermore, the outlet section will also be used to calculate the amount of produced hydrogen and
other pertinent output variables. This way, everything before and after the ’packed bed’ section is only
to obtain stable numerics and to read the inlet and outlet conditions of the packed bed.
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Figure 3.6: Trickle bed reactor CFD 2D axisymmetric solution domain.
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3.4.2. Meshing
Having defined the flow domain, the next step involves discretizing it into a mesh that has both a suffi-
cient cell count and quality, as this will affect the numerical solution and accuracy of the results. Thanks
to the symmetry and basic shape of the domain, a uniform mesh can be applied. A uniform mesh
composed entirely of quadrilateral elements is chosen to ensure a high mesh quality with no skewed
elements and an orthogonal quality of one. To ensure a uniform mesh is produced, an edge sizing
mesh control is applied along each edge as represented by Figure 3.7. The elements are assigned a
certain length that can be controlled. Subsequently, an inflation mesh control is implemented along the
wall boundary to generate thinner elements near the wall. Figure 3.3 showed that the porosity profile
has the largest variation within the first two particle diameters from the wall. To accurately represent
this variation, the inflation mesh control is defined to have eight layers and a thickness of two times
the particle diameter. Considering the increased porosity adjacent to the wall, a significant portion of
the flow is expected to be directed towards this region. Consequently, finer meshing near the wall is
essential to capture the flow details accurately.
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Figure 3.7: Packed bed meshing controls.

Gunjal et al. [42] discretized their packed-bed domain into a grid of 25 x 500 equal cells after con-
ducting a mesh refinement study. However, given that the behavior of the flow is likely influenced by
the particle diameter, it is important for the cell size to adequately reflect this influence. To achieve this,
the mesh element size is scaled as a function of the particle diameter, so the same level of detail is
obtained across different particle diameters. Following this approach, Gunjal et al.’s mesh size corre-
sponds to 0.76 times the particle diameter for 3 mm particles and 0.38 times the particle diameter for
their 6 mm particle simulations.

To select a cell size that balances accurate results with computational demand, a mesh refinement
study is conducted using a single flow configuration. For an inlet liquid mass flux of 4 kg/m2s and a
particle diameter of 6 mm, various cell sizes were evaluated, and the resulting pressure drop and liquid
holdup recorded. As an example, Figures 3.8 (a) and (b) show a segment of the meshed domain with
mesh sizes equivalent to 0.4 and 1 times the particle diameter, respectively. It is important to note that
the radial dimension of the cells within the first two particle diameters from the wall remains constant
thanks to the inflation mesh sizing control.

Axis Axis

(a) (b)
0.000 0.025 0.050 (m)

Wall Wall

Figure 3.8: Mesh in a section of the domain. (a) Mesh size = 1.0 x dp. (b) Mesh size = 0.4 x dp.

Figures 3.9a and 3.9b show the result of this mesh independence study, alongside the experimental
value presented by Gunjal et al. [42] for the same flow configuration. To offer a reference point, lines
indicating deviations of ±5% from the experimental value are included.
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Figure 3.9: Mesh refinement study for air-water flow through TBR (dp = 6 mm, VG = 0.22 m/s, JL = 4 kg/m2s).

In Figure 3.9, results for pressure drop and liquid holdup remain stable under a mesh size of one
time the particle diameter. Pressure drop varies less than 5% and liquid holdup less than 3% for smaller
mesh sizes. The variability observed in these figures, particularly in Figure 3.9a, can be attributed to
the randomness in the porosity profile. If the simulations were rerun, these values would likely shift
while maintaining the same trend. The low sensitivity of pressure drop and liquid holdup with mesh
size can be attributed to the inflation layer mesh control which allows for a fine resolution of the wall
section across all mesh sizes. This is visualized in Figure 3.10 showing the radial solid volume fraction
profile for two mesh sizes.
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Figure 3.10: Radial solid volume fraction profile at arbitrary height for two mesh sizes.

A mesh size of 0.7 times the particle diameter is selected, as further refinement does not provide
increased accuracy but does significantly increase the number of cells, consequently prolonging com-
putational demand. It is important to note that for small particle diameters and large reactor diameters,
selecting the mesh size as a function of particle diameter may quickly cause the number of elements
to rise and thus require high computational resources. In these cases, it may be necessary to consider
a larger mesh element size and assess its accuracy.

3.4.3. Model setup
Physical model setup
To solve the mass and momentum conservation equations in an Eulerian multiphase model framework,
a three-phase simulation is adopted. In this approach, a primary phase is selected with the remaining
two phases treated as secondary phases within the software. The liquid phase is selected as primary,
while the gas and solid phases are both treated as secondary. It is important to select the liquid as
the primary phase and not the gas because of how the balances are solved. Although the choice of
primary phase might not be critical in this simulation involving both air and water inlets, further on when
the inlet is pure liquid LOHC with no gas, the ’inlet’ section of the domain will contain only liquid and no
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gas. If the gas were selected as the primary phase in such a scenario, the software would result in an
error and not calculate properly.

Once the phases are designated, the next step involves assigning materials to each phase. For
this hydrodynamics validation study, the gas phase is defined as air with ideal gas properties, and the
liquid phase as incompressible water. The ideal gas and incompressible water assumptions are valid
for this test as an isothermal flow is considered at ambient pressure and temperature. Furthermore, the
momentum exchange interactions are defined for each of the phase pairs with the previously defined
UDFs. A laminar flow is also defined.

Boundary conditions
The solid phase is treated as stationary, with its axial and radial velocity components fixed to zero across
the entire computational domain. Additionally, the solid phase’s volume fraction profile is calculated as
previously described and patched onto the domain at the beginning of each calculation. While the solid
volume fraction within the ’packed bed’ cell zone adheres to the earlier discussion, the three volume
fraction profiles presented in Figure 3.11 were tested for the remaining cell zones before and after the
’packed bed’ zone. The purpose behind utilizing distinct profiles for the inlet and outlet zones is to
promote flow stabilization before and after the packed bed.

Pre-Inlet    Inlet Packed Bed Outlet  Post-Outlet 

Inlet OutletOp�on 1:

Mean Variable Mean 

Solid Volume 
Frac�on [-]

0.05 0.12 0.18 0.24 0.31 0.38 0.44 0.630.570.50 0.70

Inlet OutletOp�on 3:

Variable 

Op�on 2:

Mean Variable Mean 

Inlet Outlet

Figure 3.11: Solid volume fraction in ’packed bed’, ’inlet’, and ’outlet’ sections.

In option 1 of Figure 3.11, a constant solid volume fraction equal to 1-ϵB is applied before and after
the packed bed with a smooth transition at the section boundaries given by an exponentially decaying
function. Option 2 extends the variable porosity section to include the ’inlet’ and ’outlet’ sections. The
rationale behind this option is to replicate the same hydrodynamic behavior in the ’inlet’ and ’outlet’
section as the packed bed and be able to retrieve representative values from these cell zones at the
end of the simulation. Finally, option 3 extends the variable porosity to the entire domain.

After initial tests, abrupt shifts in flow variable parameters were found near the interfaces between
distinct solid volume fraction profiles. These jumps required a substantial number of cells and solution
iterations to stabilize. As a result, option 3 was found to maintain the flow variables the most stable
throughout the domain. Although in this option all cell zones have the same solid volume fraction profile,
it remains important to maintain the domain divided as represented by Figure 3.6. The ’pre-inlet’ and
’post-outlet’ cell zones help maintain any inlet and outlet effects away from the central packed bed
region. Then, the chemical reaction will only be applied within the ’packed bed’ section, and the ’inlet’
and ’outlet’ sections will be non-reactive sections. As the flow variables are expected to have some
level of variation due to the non-uniform solid volume fraction profile, the ’inlet’ and ’outlet’ sections will
be used to obtain average values of flow input and output parameters from the reactor.
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An axis boundary condition is set on the centerline of the axisymmetric geometry and a wall bound-
ary condition is set at the reactor wall to impose a no slip and no penetration boundary condition. The
boundary conditions are shown in Figure 3.12 for further clarity. At the inlet of the domain, flat velocity
inlet profiles normal to the boundary are defined. Since the solid volume fraction at the inlet of the
domain is set to a value of 1− ϵB, the fluid inlet velocities should be interstitial velocities, U , rather than
superficial velocities, V .

For the gas phase in this example, a fixed superficial velocity of 0.22 m/s is used. The interstitial
velocity is defined as U = V /ε, so this value of superficial velocity needs to be divided by the gas
phase volume fraction. As the gas phase volume fraction is not known beforehand, an estimated liquid
or gas holdup is used to calculate the inlet interstitial velocity. For example, estimating a liquid holdup of
0.12 for the system described by Table 3.1, and a mean bed porosity of 0.36, the gas volume fraction
results to be 0.24. With this information, the inlet gas interstitial velocity is estimated as well as the
volume fraction of the gas at the inlet.

For the liquid phase, a mass flux, J , between 2-10 kg/m2s is used by Gunjal et al. [42] as shown
in Table 3.1. Again, the estimated liquid holdup is used as the input inlet liquid volume fraction and the
inlet liquid interstitial velocity is then calculated as

U =
J

ρLεL
(3.15)

where:
J = Mass flux [kg/m2s]

Although an estimated liquid holdup is used to define the inlet velocities of either fluid, the solution
is expected to stabilize within the ’inlet’ section. The actual liquid holdup will subsequently be read from
the ’packed bed’ region.

At the outlet boundary, a zero gauge pressure boundary condition is defined. Additionally, it is
necessary to provide a backflow volume fraction for the secondary phases (gas and solid) in case
there is flow reversal at the boundary during the solution process. The designated backflow volume
fraction is read from neighboring cells, such that no gradients in volume fractions at the outlet boundary
are present.

Pressure 
Outlet

Velocity 
Inlet

Wall

Axis Gravity

Figure 3.12: Boundary conditions applied on solution domain.

Solution methods
The simulation is performed using ANSYS Fluent 2021 R2 pressure-based CFD solver. A steady-
state method is selected as relatively stable flow variables and negligible time-dependent changes are
expected. For the parameters given in Table 3.2 a low-interaction flow regime is expected to develop in
which no periodic or unsteady flow features should develop. For this reason, this study is only interested
in obtaining a steady-state solution.

In multiphase flow, the phase momentum and continuity equations are highly interconnected, and
they can either be solved sequentially or in a coupled manner. The chosen approach in this study is
the Phase Coupled SIMPLE (PC-SIMPLE) algorithm, which employs a segregated approach meaning
that it solves each equation separately in a sequential manner. It begins by solving for the velocity of
each phase independently and subsequently introduces a pressure correction term derived from the
momentum equations. Notably, this methodology is more numerically stable compared to the coupled
solution approach, and its successful application has been demonstrated in previous trickle bed reactor
CFD simulations [8][130].

Moreover, the method employed for calculating gradients is the least squares cell-based approach,
which is less computationally expensive than other methods and maintains similar accuracy to the
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Green-Gauss node-based method. For pressure interpolation, the body force weighted scheme is se-
lected. This scheme is recommended for scenarios with high body forces, which is anticipated for
the case for LOHC dehydrogenation as the released hydrogen will accelerate within the surrounding
liquid due to buoyancy forces. Furthermore, for density, momentum, and energy, the second-order
upwind spatial discretization schemes are selected for improved accuracy. For the volume fraction
spatial discretization, however, a first-order upwind scheme is applied. Since the volume fractions
of the phases are expected to vary widely from one cell to another due to the uneven porosity profile
imposed throughout the domain, it may be difficult for the solution to stabilize using of a higher-order dis-
cretization scheme for this parameter. Thus, to maintain numerical stability and facilitate convergence,
a first-order upwind scheme is employed for the spatial discretization of the volume fraction.

For this initial test, the default under-relaxation factors proposed by the software will be used except
for volume fraction and momentum both of which are decreased. Under-relaxation factors are used to
limit the amount that each variable changes from one iteration to the next. Because of the high coupling
and non-linearities in the equations, it may be necessary to limit the change in each variable between
iterations to help with numerical stability. The under-relaxation factors take values less than 1 meaning
that they slow down the steps which variables can take. This slows down the solution’s convergence
speed but increases its stability. The under-relaxation factor for momentum is reduced from 0.7 to 0.3
and for volume fraction is also reduced from 0.5 to 0.1 for the same reason that a first-order spatial
discretization scheme is selected for this parameter. Given the high changes in volume fraction, it can
easily become unstable, so a low under-relaxation factor will help prevent overshooting values and
maintaining a stable solution. The used under-relaxation factors are shown in Table 3.3.

Table 3.3: Under-relaxation factors for hydrodynamic aspect model validation.

Under-Relaxation Factor Value
Pressure 0.3
Density 1.0

Body Forces 1.0
Momentum 0.3

Volume Fraction 0.1
Energy 1.0

As a means of monitoring the solution’s progress, the mass flow rate through the ’inlet’ and ’outlet’
sections in Figure 3.6 are measured to assist in determining the mass flow rate imbalance across the
reactor. This measurement is conducted by means of the UDF in section A.6 which calculates the mass
flow rate at each cross-sectional plane based on local flow parameters and then computes the average
mass flow rates across all cell planes. Figure 3.13 illustrates this calculation, where the mass flow rate
of each qth fluid phase at the ith cell is determined using Equation 3.16. The mass flows of each cell
within a plane are summed to obtain the mass flow rate at each jth cell plane. Due to variations in
the solid volume fraction profile, the mass flow rate calculated at each plain varies slightly. To mitigate
noise and obtain a more accurate value for mass flow rate within the ’inlet’ and ’outlet’ sections, an
average is taken across all plane calculations within these sections. This procedure is done for both
gas and liquid phases, and the overall mass flow rate imbalance is quantified using Equation 3.17.

By plotting this mass imbalance against the number of iterations, it becomes possible to monitor
the evolution of the imbalance and determine convergence of the solution. Another way to monitor the
progress of the solution is to also plot the pressure drop across the packed bed as the solution advances
and observe as it stabilizes. In this specific setup, between 20000 and 25000 iterations are found to
be enough for the residuals, mass imbalance, and pressure drop to stabilize. The exact iteration count
required depends on the particle size and flow input parameters.

ṁi,q = ρi,qεi,qUaxial,i,qπ(r
2
upper,i − r2lower,i) (3.16)

where:

ṁi,q = Mass flow rate of qth phase through cell i in the axial direction [kg/s]
rupper,i = Radial distance of cell i’s innermost wall from the reactor axis [m]
rlower,i = Radial distance of cell i’s outermost wall from the reactor axis [m]
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Figure 3.13: Section mass flow rate calculation

ṁimbalance =
ṁG,inlet + ṁL,inlet − ṁG,outlet − ṁL,outlet

ṁG,inlet + ṁL,inlet
× 100% (3.17)

As an example, Figure 3.14a and Figure 3.14b display the mass imbalance and pressure drop
monitors for a specific simulation run. These figures demonstrate that as the number of iterations
grows, the monitored parameters progressively stabilize, indicating the achievement of a converged
result.
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Figure 3.14: Example of mass imbalance and pressure drop monitor showing evolution of these variables over the number of
iterations.

3.4.4. Hydrodynamic validation study results
The main outputs of this hydrodynamic study are the pressure drop across the reactor and the liquid
holdup. Figures 3.15 and 3.16 present the results for pressure drop and liquid holdup for air-water
downflow through a packed bed with 3 and 6 mm particles respectively with the parameters previously
detailed in Table 3.2. The figures show the results of this work, experimental measurements by Gunjal
et al. [42], predictions by Gunjal et al.’s CFD model [42], predictions by Jiang et al.’s CFD model [62],
and experimental data from Szady and Sundaresan [132]; all for the same system.
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(a) Pressure drop.
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Figure 3.15: Comparison of CFD results with experimental data and other authors’ CFD models for TBR with dp = 3mm.
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(a) Pressure drop.

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.18

0 2 4 6 8 10 12

Li
q

u
id

 H
o

ld
u

p

Liquid flux [kg/m2s]

TBR Liquid Holdup, 6 mm par�cles

Gunjal et al. (2005), Experimental data

Gunjal et al. (2005), CFD simulated results

This work, CFD simulated results

(b) Liquid holdup

Figure 3.16: Comparison of CFD results with experimental data and other authors’ CFD models for TBR with dp = 6mm.

From the figures above, it is possible to observe that the results from this work’s CFD simulation
are close to the experimental results and follow the same trend.

3.4.5. Cocurrent upwards configuration
The LOHC dehydrogenation reaction may benefit from a cocurrent upward configuration over a cocur-
rent downward configuration as catalyst wetting efficiency is expected to be higher. To assess the CFD
model in the upwards configuration, the same setup will be used but with the gravity vector defined in
the opposite direction. The same parameters as shown in Table 3.2 and solution methods will be used.

In this upwards configuration, no experimental data was found in literature with reactors of charac-
teristics similar to those in Table 3.2. Instead, empirical correlations developed for pressure drop and
liquid holdups in FBRs will be used for validation. Larachi et al. [75] propose a correlation for pressure
drop across FBRs, based on a broad experimental database covering columns of 23 to 225 mm diam-
eter and particle diameters of 1 to 6 mm. Their correlation in Equation 3.18a yields a friction factor fLG
to calculate the frictional pressure drop across the reactor using Equation 3.18b.
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fLG =
1

χ1.5(ReLWeL)0.375

(
45.6 +

15.9

χ0.5(ReLWeL)0.125

)
(3.18a)(

∆P

L

)
Frictional

=
2fLGρGV

2
G

dH
(3.18b)

dH = dP

(
16ϵ3B

9π(1− ϵB)2

)1/3

(3.18c)

χ =
VG
VL

(
ρG
ρL

)0.5

(3.18d)

ReL =
VLdpρL
µL

(3.18e)

WeL =
V 2
L dpρL
σ

(3.18f)

where:

fLG = Two-phase friction factor [-]
χ = Inertial Lokhart-Martinelli factor [-]
Re = Reynolds number [-]
We = Webber number [-]
dH = Hydraulic diameter [m]

The CFD simulations however, result in values of total pressure drop which includes the frictional
pressure drop, the liquid head, and gas head. Molga and Westerterp [103] propose that for multiphase
flows through packed beds, the liquid and gas heads can be calculated as the product of the fluids’
density, gravity, and saturation. The total pressure drop per unit length is then given by Equation 3.19.(

∆P

L

)
Total

=

(
∆P

L

)
Frictional

+ ρLβLg + ρGαGg (3.19)

where:

βL = εL/ϵB = Liquid saturation [-]
αG = εG/ϵB = Gas saturation [-]

For predicting the liquid saturation, βL, in cocurrent upward packed-bed reactors, Lara Márquez et
al. [68] propose Equation 3.20. From the liquid saturation, the liquid holdup, εL, can be calculated as
εL = βLϵB.

log10
(

1

1− βL

)
=

0.93We0.08L
Re0.20L χ0.15

(3.20)

In addition to these empirical correlations, artificial neural network correlations have also been pro-
posed. Larachi et al. [73] propose an ANN correlation to estimate the pressure drop in FBR and
Bensetiti et al. [17] propose one to estimate the liquid saturation.

During the upflow simulations, a ripple effect became apparent within the domain, and the pressure
drop values exhibited no variations in response to changes in the inlet mass flows. For example, Fig-
ure 3.17a shows the liquid velocity contour plot for an upflow simulation and the ripple behavior can
be seen throughout the domain. This is a nonphysical effect caused by numerical instabilities, and it
was found that by reducing the volume fraction under-relaxation factor from its default value of 0.5 to
0.1, the effect was eliminated. Furthermore, as the inlet liquid flow rate decreased among simulations,
it was observed that the solution became unstable with more ease and as such other under-relaxation
factors were slightly reduced to end up with those in Table 3.3. The higher propensity for numerical
instabilities in the upflow configuration and at lower flow rates can be attributed to the increasing impor-
tance of buoyancy forces and relative effect of gravity. After adjusting the under-relaxation factors, the
instabilities were minimized as shown in Figure 3.17b where the ripples are eliminated and the pattern
observed mimics the varying porosity profile.
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(a) Liquid velocity contours for upflow simulation at L = 6 kg/m2s with volume fraction under-relaxation factor = 0.5.
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(b) Liquid velocity contours for upflow simulation at L = 6 kg/m2s with volume fraction under-relaxation factor = 0.1.

Figure 3.18 shows the results for the cocurrent upwards flow simulations with 6mmparticle diameter.
As for cocurrent downflow, the resulting values for pressure drop and liquid holdup are close to those
predicted by the other correlations described.
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Figure 3.18: Comparison of CFD results with experimental data and other authors’ CFD models for FBR with dp = 6mm.



4
CFD model development: Material properties

and chemical kinetics

Before discussing heat and species transport in the reactor, it is important to determine the material
properties and chemical kinetics of the LOHC dehydrogenation reactor under study. This work will sim-
ulate the dehydrogenation of 12H-NEC as the NEC LOHC system is expected to have similar properties
to the LOHC developed by Voyex. As represented by Figure 4.1, this chapter will discuss the material
properties of the H2 gas, the liquid NEC individual species and mixture, and solid catalyst particles.
Afterwards, chemical kinetic models for 12H-NEC dehydrogenation will be discussed and one selected
for implementation in the CFD simulation.

CFD model development: Material proper�es and chemical kine�cs

Material proper�es 

Chemical kine�cs

Gas Liquid Solid

• NEC species proper�es
• Liquid mixture proper�es

Figure 4.1: Overview of chapter 4.

4.1. Material properties
Since an appropriate definition of material properties is key for a successful numerical simulation, this
section will discuss the relevant material properties that need to be defined as well as the values and
models that will be used to define them.

4.1.1. Gas
An assumption that will be made in this model is that the gas phase is comprised solely of hydrogen
gas. Liquid LOHC is input into the reactor and as the reaction takes place, hydrogen is formed. At the
operating temperatures of the reactor, the LOHC is expected to remain in liquid form as the heat input to
the reactor is not expected to be enough to boil the LOHC. In addition to the gaseous hydrogen produced
from the dehydrogenation reaction, there may, however, be trace amounts of LOHC that evaporate into
the gas phase. Heublein et al. [48] developed amodel to predict NEC dehydrogenation in a packed bed
reactor at equilibrium conditions. In other words, they calculate the amount of NEC dehydrogenation
at certain temperature and pressure if the reactor were to reach thermodynamic equilibrium. For their
equilibrium calculations, they do consider that each intermediate species of NEC (12H-NEC, 8H-NEC,
4H-NEC, and 0H-NEC) is in vapor-liquid equilibrium (VLE) and calculate phase equilibrium for each
species using Raoult’s law. Given the dynamic nature of the process, it is unlikely that vapor-liquid
equilibrium will be reached so calculating the LOHC in the gas phase through VLE calculations could

49
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overestimate the amount of LOHC in the gas phase. Furthermore, the amount of LOHC in the gas
phase would remain very small compared to that of hydrogen and as such it will be neglected.

Considering the gas to be 100% H2, the properties of the gas are thus equal to the properties of H2.
The density of H2 can be described by an equation of state. Leachman et al. [77] developed fundamen-
tal equations of state for parahydrogen, normal hydrogen, and orthohydrogen explicit in Helmholtz free
energy. In their equation of state, the Helmholtz free energy is composed of an ideal gas contribution
and a residual contribution estimated from experimental data. Their elaborate equation of state can be
particularly valuable for predicting thermophysical properties near the critical region and in liquid states
where other conventional equation of state formulations may result in significant errors. The operating
conditions of the dehydrogenation reactor, however, are far from hydrogen’s critical or liquid regions,
so the use of a simpler equation of state is sufficient. Therefore, the Peng-Robinson [113] cubic equa-
tion of state will be employed. This equation requires knowledge of the fluid’s critical properties and
acentric factor shown in Table 4.1.

Table 4.1: Critical point properties [77] and acentric factor [78] of normal hydrogen.

Tc [K] Pc [MPa] ρc [mol/dm3] Acentric Factor [-]
33.145 1.2964 15.508 −0.219

Other hydrogen properties that will be needed for this model include the specific heat capacity,
thermal conductivity, and dynamic viscosity. Elaborate correlations have also been developed for these
properties to accurately predict them over a wide range of conditions. Such is the case of the correlation
for viscosity for normal hydrogen by Munzy et al. [107] which considers different contributions for
viscosity to develop a 13-coefficient correlation. Similarly, Assael et al. [6] develop a correlation for
the thermal conductivity of hydrogen considering three contributions. While these correlations may be
highly accurate, they are also complex to implement and would not necessarily increase the accuracy
of the CFDmodel under development. Instead, piecewise polynomial functions by Andrews and Biblarz
[3] will be used as they are simple to implement and still provide accurate values for each property as
a function of temperature.

Specific heat capacity cp [J/(kg·K)] [3]:

100-365 K

cp = 6436.5105 + 63.161307T − 0.1685728T 2 + 1.5229265× 10−4T 3 (4.1a)

365-475 K

cp = 29616.405− 51.4939245T + 0.304123881T 2 − 4.2495904× 10−3T 3+

1.9472701× 10−5T 4 − 3.55632306× 10−8T 5 + 2.30568584× 10−11T 6 (4.1b)

475-1255 K

cp = 15009.352− 2.2923455T + 2.8969303× 10−3T 2 − 5.937169× 10−7T 3 (4.1c)

Thermal conductivity k [W/(m·K)] [3]:

100-500 K

k = 2.009705× 10−2 + 3.234622× 10−4T + 2.1637249× 10−6T 2 − 6.49151204× 10−9T 3+

5.52407932× 10−12T 4 (4.2a)
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500-1500 K

k = 0.1083105 + 2.21163789× 10−4T + 2.26380948× 10−7T 2 − 1.74258636× 10−10T 3+

4.6468625× 10−14T 4 (4.2b)

1500-2000 K

k = −0.28107269 + 1.09703479× 10−3T − 5.27318283× 10−7T 2 + 1.2403865× 10−10T 3 (4.2c)

Dynamic viscosity µ [N·s/m2] [3]:

10-500 K

µ = −0.135666× 10−6 + 6.84115878× 10−8T − 3.928747× 10−10T 2 + 1.8996× 10−12T 3−
5.23104× 10−15T 4 + 7.4490972× 10−18T 5 − 4.250937× 10−21T 6 (4.3a)

500-2000 K

µ = 2.72941× 10−6 + 2.3224377× 10−8T − 7.6287854× 10−12T 2 + 2.92585× 10−15T 3−
5.2889938× 10−19T 4 (4.3b)

The gas properties are defined in the CFD model using the software’s built in user interface with the
exception of the thermal conductivity which is calculated through an external UDF shown for reference
in section A.7.

4.1.2. Liquid
The fully hydrogenated form of NEC is perhydro-N-ethylcarbazole (12H-NEC) and the dehydrogena-
tion of 12H-NEC includes two intermediate species, 8H-NEC and 4H-NEC, before reaching its fully
dehydrogenated form, 0H-NEC. Therefore, the liquid phase in the reactor consists of a liquid mixture
of these four species and the composition of the liquid phase will change as the reaction progresses.
Furthermore, the CFD simulation will assume that no hydrogen is dissolved in the liquid and no other
byproducts or impurities are present. As such, the material properties of the four NEC species and of
the overall liquid mixture need to be defined.

General properties
General properties of the four carbazole species include their molecular weight, melting point and boil-
ing point at atmospheric pressure are given in Table 4.2. These will be needed further on for calculating
other material properties.

Table 4.2: General properties of NEC species.

Chemical
Formula Abbreviation Molecular

weight [g/mol]
Melting Point

[K][129]
Boiling Point

[K]
C14H13N 0H-NEC 195.2597 342.4 621
C14H17N 4H-NEC 199.2915 282.4 624
C14H21N 8H-NEC 203.3232 316.0
C14H25N 12H-NEC 207.3550 188.0 553
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Density
The density of the NEC species was characterized by Stark et al. [128] and found to decrease upon
hydrogenation of the NEC molecule such that the density of 0H-NEC > 4H-NEC > 8H-NEC > 12H-NEC.
The temperature dependency of density, ρ, is described with the following linear approach:

ρ = A+BT (4.4)

where A and B are parameters given in Table 4.3 and T is the fluid temperature in Kelvin.

Table 4.3: Parameters for calculating the density, ρ [kg/m3], of NEC species at different temperatures using Equation 4.4 [128].

0H-NEC 4H-NEC 8H-NEC 12H-NEC
A 1313.467 1255.3362 1210.127 1148.2329
B −0.7238 −0.6966 −0.6907 −0.7092

Specific heat capacity
The specific heat capacities of 0H-NEC and 12H-NEC were measured by Stark et al. [128] and found
to increase upon hydrogenation. They propose a linear relation of the following form:

cp = A+BT (4.5)

Following the approach used by Heublein et al. [48], the specific heat capacity parameters for 4H-
NEC and 8H-NEC can be interpolated between those reported by Stark et al. [128] for 0H-NEC and
12H-NEC. The resulting parameters for use with Equation 4.5 are shown in Table 4.4 below.

Table 4.4: Parameters for calculating the specific heat capacity, cp [J/(kg·K)], of the NEC species at different temperatures
using Equation 4.5 [128].

0H-NEC 4H-NEC 8H-NEC 12H-NEC
A 1037.490071 1096.333762 1007.361678 613.24781
B 1.703372483 2.374411352 3.018347144 3.6377227

Dynamic viscosity
The dynamic viscosity of the four NEC species was measured by Stark et al. [128] between 283.15
K and 408.15 K and observed to increase upon hydrogenation. The viscosity can be described by
Equation 4.6 with the corresponding parameters given in Table 4.5.

ln(µ) = A+
B

T
+ C ln(T ) +DT 2 (4.6)

Table 4.5: Parameters for calculating the dynamic viscosity, µ [mPa·s)], of the NEC species at different temperatures using
Equation 4.6 [128].

0H-NEC 4H-NEC
T < 323.15K

4H-NEC
T > 323.15 K 8H-NEC 12H-NEC

A −198.5107397 54.77739118 −8.474341421 −51.67196212 −121.3831627
B 14092.471 14646.3196 5607.607 5951.08459 8035.86187
C 27.4111475 −21.0444126 −1.46520555 6.23125641 16.8924989
D 6.94× 10−13 2.35× 10−4 2.42× 10−5 −6.10× 10−8 -3.65× 10−9

Using the parameters above yields a value for dynamic viscosity in mPa·s which should then be
converted to Pa·s. It is important to note that these parameters were obtained from measurements
up to 408.15 K. However, NEC dehydrogenation can be conducted at temperatures up to 550 K after
which byproduct formation can become significant. The CFD simulations will thus also be conducted
at temperatures of up to 550 K. Plotting the above correlations for viscosity in Figure 4.2, shows that



4.1. Material properties 53

the viscosity has a steep decrease from ambient temperature up to about 400 K after which the values
for viscosity remain approximately constant until the each of the NEC species’ boiling temperatures.
Therefore, it remains appropriate to extrapolate these equations up to 550 K for the CFD simulations.
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Figure 4.2: Dynamic viscosity of NEC species.

Surface tension
The surface tension of the liquid will come into play when calculating the capillary forces within the
reactor. Surface tension of 4H-NEC, 8H-NEC, and 12H-NEC was measured by Stark et al. [128]
between 293.23 K and 353.75 K and found that with increasing degree of hydrogenation the surface
tension of the carbazole decreases. Furthermore, the temperature dependency of surface tension, σ,
can be described by a linear equation of the form:

σ = A+BT (4.7)

Table 4.6: Parameters for calculating the surface tension, σ [N/m], of the NEC species at different temperatures using
Equation 4.7 [128].

4H-NEC 8H-NEC 12H-NEC
A 0.071176 0.0631091 0.0593586
B −0.0000996 −0.000085 −0.0000881

As no measurements for 0H-NEC surface tension were found, the surface tension of 4H-NEC will
be assumed. Moreover, as the 4H-NEC to 0H-NEC reaction is the slowest among the three dehydro-
genation steps, a small amount of 0H-NEC is expected to be formed in the reactor. By using the values
of surface tension of 4H-NEC for 0H-NEC as well, no large source of error is expected. Similar to the
previous properties, the parameters given in Table 4.6 were obtained from measurements only up to
353 K whereas the CFD simulations will be at higher temperatures up to 550 K. Plotting the values of
surface tension from the above parameters in Figure 4.3 shows that surface tension drops to values of
around 0.01 N/m around boiling point of the species. Given that these are still reasonable values, and
in general surface tension tends to follow a linear relation even past the boiling point of many organic
liquids, the parameters presented above will be used.
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Figure 4.3: Surface tension of NEC species.

Thermal conductivity
No experimental data was found on the thermal conductivity of the NEC species. However, Berger Bi-
oucas et al. [19] studied the thermal conductivity of the DBT system and developed a model to estimate
the thermal conductivity of LOHCs. They developed their model from measurements of DBT thermal
conductivity as well as from data of other cyclic hydrocarbons such as diphenylmethane, and benzyl-
toluene which can also be hydrogenated for their use as LOHCs. Their model shown in Equation 4.8
predicts the thermal conductivities, λ, of these LOHCs and was also shown to predict the thermal
conductivities of other similar substances like benzene, toluene, xylene, cyclohexane and methylcyclo-
hexane.

λ =

(
AρTref +B

ρ2Tref

M

)(
ρT
ρTref

)C·ρT

(4.8)

where:

A = 0.1083 W·cm3/(K·m·g)
B = 4.823 W·cm6/(K·m·mol·g)
C = 2.2 or 2.0 cm3/g for dehydrogenated or hydrogenated substances
M = Molecular weight [g/mol]
Tref = 303.15 K, Reference temperature
ρTref = Density calculated at reference temperature [g/cm3]
ρT = Density calculated at temperature of interest [g/cm3]

Given the flexibility of this model, it will be applied in the current simulation to predict the thermal
conductivities of the four NEC species. The value of parameter C depends on the degree of hydro-
genation of the molecule of interest. For the case of NEC, C will be taken as 2.2 for 0H-NEC, 2.0
for 12H-NEC and interpolated to 2.13 and 2.07 cm3/g for 4H-NEC and 8H-NEC, respectively. The
values of thermal conductivity predicted by this model for the NEC species are shown in Figure 4.4.
This figure additionally shows the thermal conductivity reported for 2,6-diisopropyl-N,N-dimethylaniline
(C14H23N) [145] which has a composition and molecular weight close to that of the NEC species. It can
be observed that the thermal conductivity given for C14H23N is in the range of thermal conductivities
predicted for the NEC species.
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Figure 4.4: Thermal conductivity of NEC species.

Liquid mixture properties
Having defined the properties of each of the four individual NEC species, it is now important to consider
what the overall liquid phase properties will be. The liquid phase in the reactor will be a mixture of these
four species and the composition of the liquid phase will change throughout the reactor. Therefore,
the overall liquid properties will depend on temperature as given by the previous correlations and on
composition.

When multiple liquid species are combined, interactions between each pair of compounds come
into play. In a thermodynamically ideal case, the interaction of substances upon mixing will not cause
energy to be liberated or absorbed such that the enthalpy of mixing is zero. In this case the mixture is
considered to be ideal, which also means that other thermodynamic excess properties such as volume
are also zero. On the other hand, the deviation from ideal behavior of real mixtures can be quantified
by parameters such as activity coefficients.

Stark et al. [129] studied the binary mixture of 0H-NEC and 12H-NEC by measuring the melting
point of the mixture with different compositions to plot the liquidus line in a binary phase diagram. From
this information, the authors were able to obtain activity coefficients and fit them to the non-random two-
liquid (NRTL) activity coefficient model. This frequently used model correlates the activity coefficients
to the mole fractions of each component in the liquid phase. For binary mixtures, the NRTL model
takes the following form:

ln(γ1) = x22

[
τ21

(
G21

x1 + x2G21

)2

+
G12τ12

(x2 + x1G12)2

]
(4.9a)

ln(γ2) = x21

[
τ12

(
G12

x2 + x1G12

)2

+
G21τ21

(x1 + x2G21)2

]
(4.9b)

Gij = exp(−ατij) (4.9c)

τij = aij +
bij
T

(4.9d)

α = c+ d(T − 273.15 K) (4.9e)
(4.9f)

For the 0H-NEC and 12H-NEC binary mixture, Stark et al. [129] propose the NRTL model parame-
ters shown in Table 4.7. The resultant activity coefficients for this binary mixture are shown in Figure 4.5
as a function of mole fraction. Given that 0H-NEC and 12H-NEC are molecules with very similar struc-
tures and molecular weights with the difference being the saturated and unsaturated carbon rings, it
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may be expected that the activity coefficients be close to one suggesting an ideal mixture. However,
from Figure 4.5 it can be observed that activity coefficients greater than one up to around three are
expected indicating positive deviations from an ideal mixture.

Table 4.7: NRTL parameters for a 0H-NEC and 12H-NEC binary mixture at atmospheric pressure [129].

NRTL Parameter i = 0H-NEC, j = 12H-NEC
aij 0
aji 0
bij −3274.28415
bji 4100.5343
c 9.87× 10−3

d 0
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Figure 4.5: Activity coefficients for a 0H-NEC and 12H-NEC binary mixture.

These activity coefficients represent the mixture’s deviation from ideal behavior and can be used
to more accurately calculate the mixture’s thermophysical properties. In the NEC dehydrogenation
reactor under study, however, there are four species so an activity coefficient between each pair of
species would be needed. The NRTL model shown in Equation 4.9 can be extended for more than
two species, it becomes complex, requiring numerous parameters for each species pair. Despite a
certain level of non-ideality being shown by these values of activity coefficients, having only the activity
coefficients for the 0H-NEC and 12H-NEC pair makes it difficult to consider the non-ideal behavior of
the liquid mixture involving four species. Thus, in this CFD model, the liquid phase will be treated as
an ideal mixture of the four NEC species.

Density
As shown by the species transport equation, the mass fractions of each species are tracked by the
CFD simulation and these can then be used to calculate the mixture properties. The density of each
individual species, ρi, is calculated from Equation 4.4 and the mixture density is a function of each
species’ mass fraction and density. Considering an ideal mixture, the volume change on mixing is
equal to zero meaning that the liquid mixture density is a volume-weighted density that is calculated
as:

ρ =
1∑
i
yi

ρi

(4.10)
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Specific heat capacity
The specific heat capacity of a liquid mixture is recommended to be computed through an arithmetic
mole or mass fraction average [134]. As Teja explains [134], this method neglects any contribution to
the temperature change from mixing the enthalpy of mixing, but considering an ideal mixture where
the enthalpy of mixing is zero, the liquid mixture specific heat capacity will be calculated from a mass-
weighted average as follows:

cp =
∑
i

yicp,i (4.11)

Dynamic viscosity
Liquid mixture viscosity should not be calculated directly from a volume or mass weighted average as
density or specific heat capacity. As Grunberg and Nissan explain [41], Arrhenius instead proposed
Equation 4.12 based on mole fractions, xi.

ln(µ) =
∑
i

xiln(µi) (4.12)

Grunberg and Nissan [41] built on this equation to include interaction parameters for either positive
or negative deviations from ideal behavior. Other viscosity blending equations have been developed
particularly in the petroleum industry such as the Refutas equation [89] which calculates what is known
as the viscosity blending index for each component. For this simulation however, as an ideal mixture
is considered, Equation 4.12 will be used. The liquid mixture viscosity is implemented in the CFD
simulation by an external UDF found for reference in section A.9. This UDF, reads the mass fraction
and viscosity of each species in each cell, and then converts the mass fractions to mole fractions to
evaluate Equation 4.12.

Surface tension
The surface tension of a liquid mixture is not a simple function of the surface tension of the individual
components. As Escobedo and Mansoori explain [36], when liquid species mix, a region of distinct
composition develops at the vapor-liquid interface compared to the composition in the bulk of the liquid.
The species with the lowest surface tension tends to migrate towards the surface of the liquid creating
a surface layer rich in this component. As the species with the lowest surface tension enriches the
surface region, non-linearities in the liquid surface tension can develop. Tjahjono and Garland [135]
explain that this difference in composition between the bulk liquid region and surface region could even
have repercussions in heat and mass transfer properties of the liquid mixture. Escobedo and Mansoori
[36] and Tjahjono and Garland [135] both provide models to predict the liquid mixture’s surface tension
which includes calculating surface and bulk properties, and interaction parameters. For the Eulerian
multiphase CFD model being developed, no fluid interfaces are explicitly modeled meaning it is not
possible to track the possible enrichment of liquid surface with molecules of lower surface tension.

In their study, Tjahjono and Garland [135] identify mixtures with distinct behaviors including organic-
organic mixtures with slight negative deviation or close to ideal behavior. While most organic-organic
mixtures present negative deviations, some systems are close to ideal in which case the surface tension
can be calculated from a mole fraction weighted average. In the case of NEC, the fully hydrogenated
molecule 12H-NEC has a 20% lower surface tension than the fully dehydrogenated 0H-NEC molecule
at 298 K [128] so some migration of this species to the surface region could occur. However, assum-
ing an ideal liquid mixture for this model, no composition changes due to surface enrichment will be
considered and the mixture’s surface tension will be calculated as:

σ =
∑
i

xiσi (4.13)

In the CFD simulation, the surface tension is used to calculate the capillary forces at each cell and
is calculated by a UDF found in section A.10. This UDF calculates the surface tension of each species
per Equation 4.7, and then calculates the liquid mixture surface tension from Equation 4.13.
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Thermal conductivity
Numerous methods have been proposed to estimate the thermal conductivity of liquid mixtures, with
most of them involving the component’s mass fractions, individual conductivities, interaction param-
eters and other empirical parameters. Maloka [88] discusses a series of empirical mixture thermal
conductivity models that have been proposed in the past and provides his own model based on a large
database of experimental data. Most of these empirical equations are limited to binary mixtures so can-
not be applied to the four species NEC mixture. Matsuda et al. [93] look into four different formulations
for ideal mixture thermal conductivity including mass weighted average, mole weighted average, and
two logarithmic average formulations. After assessing these formulations with experimental data, the
following equation gave the best predicted results:

ln(λM) =
∑
i

xiln(λiMi) (4.14)

In Equation 4.14M represents the liquid’s mean molecular weight andMi the molecular weight of
species i. The mixture thermal conductivity of the liquid phase is calculated in the CFDmodel through a
UDF provided in section A.8. This UDF first calculates the thermal conductivity of each NEC species in
every cell using Equation 4.8. It then reads the mole fraction of each species and calculates the liquid
mixture thermal conductivity for every cell using Equation 4.14. Thus, a profile of the liquid thermal
conductivity is obtained that updates with every solution iteration.

4.1.3. Solid
The solid phase in the CFD simulation under study refers to the catalyst particles that are fixed within the
packed-bed reactor. There are several catalyst particle characteristics that will each play a role in the
hydrodynamics, heat transfer, and chemical kinetics of the reactor. Some of these basic characteristics
include their shape, size, porosity, surface area, and material.

As previously discussed, the particles may have different shapes and can have diameters ranging
from a few tenths of a millimeter to around 1 cm. As an example, Heublein et al. [48] study the 12H-NEC
dehydrogenation reaction in a FBR with cylindrical pellets of 3.2 mm in diameter and 3.6 mm length.
Similarly, Peters et al. [115] study the 12H-NEC dehydrogenation reaction in a small TBR with spherical
3 mm catalyst pellets. The shape and size of the pellets will be explicitly input into the CFD simulation
by indicating the pellet diameter and sphericity. These will affect the hydrodynamics of the reactor
since they are used to model the solid volume fraction profile and the interphase momentum exchange
coefficients. From a chemical kinetics point of view, the catalyst pellet’s dimensions, porosity, surface
area, and material all contribute to determine the rate of the chemical reaction. In general, a higher
metal loading and higher active surface area will increase the active sites on the catalyst’s surface and
allow for a faster reaction. In the current CFD model, the catalyst active material (e.g. Pd, Pt, Ni),
surface area, and porosity are not explicit inputs but are instead considered when specifying a model
for the reaction rate. The reaction rates for NEC dehydrogenation and its formulation for this CFD
model will be discussed further on.

Finally, additional characteristics related to the material of the catalyst particles will come into play
to define the heat transfer characteristics within the packed bed. These include the pellet’s density,
specific heat capacity, and thermal conductivity.

Density
The density of the catalyst particles will depend on the support material and the porosity of the pellet.
Considering the support material to be alumina (Al2O3), the density of the pellet will be a function of the
pellet density or pore volume fraction. Mischke and Smith [95] studied the thermal properties of alumina
pellets by manufacturing and testing pellets of different densities. As they explain, the density of solid
α−Al2O3 is 2450 kg/m3 but when pellets are formed from alumina powder, the resultant pellet density
can be controlled as the pore fraction within the pellet changes. Mischke and Smith [95] prepared
pellets with densities ranging from 1121 kg/m3 to 672 kg/m3 corresponding to total void fractions of
0.543 to 0.725, respectively. The void fraction and pellet density are both characteristics that would
be given by the catalyst manufacturer, and as an example for this CFD simulation the catalyst pellet
properties given by commercial catalyst product number 195082500 from Thermo Fisher Scientific [59]
will be used. The product specification for this catalyst pellet is shown in Table 4.8 including the density
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value of 700 kg/m3. A constant value of 700 kg/m3 for the solid phase density will be used for the
simulation.

Table 4.8: Product specification of Thermo Fisher Scientific 0.5 wt% Pd on alumina catalyst pellets [59].

Product name Palladium on 1/8-inch alumina pellets,
0.5% Pd, Thermo Scientific Chemicals

CAS number 1344-28-1, 7440-05-3
Specific surface area [m2/g] 230
Total pore volume [ml/g] 0.54

Color Grey
Form Pellets

Loading 0.5% Pd
Density [kg/m3] 700
Loss on drying 1%
Loss on abrasion 3%

Specific heat capacity
Considering the support material of the catalyst particles is alumina with about 0.5 to 5 wt% loading of
a usually noble metal such as Pd, Pt, or Ru, the specific heat capacity of the pellet will be assumed
to be equal to that of pure alumina. Chase [26] provides an equation for the specific heat capacity of
alumina in the following form:

cp = A+BT + CT 2 +DT 3 +
E

T 2
(4.15)

where parameters A through E were given to calculate specific heat capacity in J/(mol·K). These
can be converted to yield the specific heat capacity in J/(kg·K) leading to the parameters in Table 4.9
below.

Table 4.9: Parameters for calculating the specific heat capacity, cp [J/(kg·K)], of α-alumina as a function of temperature (T [K])
using Equation 4.15 [26].

α − Al2O3

A 1004.587034
B 0.380044
C −1.560484× 10−4

D 2.577626× 10−8

E −2.949699× 107

Thermal conductivity
Like density, the thermal conductivity of catalyst pellets is not only dependent on the thermal conductiv-
ity of the support material but also on the void fraction of the pellet. As the pellets can be highly porous,
the surrounding fluid will fill these voids and contribute to the effective thermal conductivity of the pellet.
Therefore, the thermal conductivity of a catalyst pellet depends on its void fraction, the thermal conduc-
tivity of the support material, and the thermal conductivity of the fluid that fills the pellet’s pores. Mischke
and Smith [95], studied the thermal conductivity of alumina pellets in a vacuum, air, and helium. They
found that as the pellet’s void fraction increases, the thermal conductivity of the pellet decreases since
the thermal conductivity of the fluid is much lower than that of pure alumina. It was also found that as
the surrounding medium changes from vacuum to air to helium, the thermal conductivity of the pellet
increases as is expected by the increasing thermal conductivities of these mediums.

In the present CFD simulation, the catalyst pellets will be surrounded by amixture of LOHC liquid and
hydrogen gas at varying proportions and temperatures as the reaction progresses through the reactor.
Although Mischke and Smith [95] demonstrate a clear trend between void fraction, surrounding fluid,
and pellet thermal conductivity, no correlation between the thermal conductivity of the pellet and that of
the surrounding fluid is provided. Although in the present CFD simulation the surrounding liquid and gas
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volume fractions and thermal conductivities will be known, without such correlation it becomes difficult
to estimate the pellet’s thermal conductivity. For the accuracy of this model, it is sufficient to assume
that the thermal conductivity of the alumina supported catalyst pellets will be close to that reported by
Mischke and Smith [95] for alumina pellets in helium. Among the three mediums tested (vacuum, air,
and helium), hydrogen has a slightly higher thermal conductivity than helium and NEC has a thermal
conductivity between that of air and helium.

Using Thermo Fisher Scientific [59] 0.5 wt% Pd/Al2O3 pellets detailed in Table 4.8, the pellets have
a pore volume of 0.54 ml/g and density of 0.7 g/ml which can be multiplied to result in a void fraction
of 0.378. For a pellet with this void fraction in helium, Mischke and Smith’s [95] measurements result
in a pellet thermal conductivity of 0.185 W/(m·K).

Furthermore, Mischke and Smith [95] measured the thermal conductivity of the pellets in a vacuum
at different temperatures and found a slight decrease in thermal conductivity with increasing tempera-
ture due to the decrease in thermal conductivity of the alumina itself. While the thermal conductivity
slightly decreases with temperature, that of hydrogen increases with temperature and that of the LOHC
decreases with temperature. Without any relation provided to estimate the catalyst pellet conductivity
as a function of the thermal conductivity of the surrounding fluid, it is difficult to take the temperature de-
pendence of the pellet’s thermal conductivity into account. Instead, in this CFD simulation, a constant
thermal conductivity value for the solid phase of 0.185 W/(m·K) will be used.

It is important to note that the thermal conductivity of the catalyst pellets will be used in calculating
a no flow (pure conduction) component λs0 of the effective thermal conductivity that will be further de-
scribed in section 5.1.3.2. In terms of practical impact, a 10% variation in the pellet thermal conductivity
would correspond to only a 1% alteration in the overall effective thermal conductivity of the packed bed
under the anticipated operating conditions. Given the relative insensitivity of the effective bed thermal
conductivity to changes in catalyst pellet thermal conductivity, using a constant value of 0.185 W/(m·K)
is considered sufficient for the purpose of this model.

4.2. Chemical kinetics
LOHC dehydrogenation is a heterogeneous catalytic process. The process first requires molecular
diffusion of hydrogenated LOHC species from the bulk of the liquid to the surface of the catalyst, ad-
sorption of the reactant onto the catalyst surface, surface reactions, and finally product desorption from
the catalyst surfaces [32]. Among these, the surface reaction is understood to be the slowest process
and thus dictates the overall reaction rate. The dehydrogenation of 12H-NEC is a three-step process
and may be represented by three consecutive elementary reactions shown by Equations 4.16a through
4.16c. Each of these three steps have been studied individually to provide reaction rate constants for
each.

12H−NEC k1−−→ 8H−NEC+ 2H2 (4.16a)

8H−NEC k2−−→ 4H−NEC+ 2H2 (4.16b)

4H−NEC k3−−→ 0H−NEC+ 2H2 (4.16c)

Dong et al. [32] identified the three NEC dehydrogenation step reactions to be of first order and
measured the reaction rate constants and activation energy for the three steps at temperatures between
140 and 170°C using a 5 wt% Pd/Al2O3 catalyst with a BET surface area of 68.35 m2/g and pore size
of 11.89 nm. The values of reaction rate constants given by Dong et al. may be plotted and fitted to an
Arrhenius equation in the form k = Ae

−Ea
RT . Likewise, Wang et al. [139] studied NEC dehydrogenation

reaction rates using a 5 wt% Pd/Al2O3 catalyst of unspecified BET surface area or pore size. Figures
4.6a through 4.6c plot the experimental data points measured by Dong et al. [32] and Wang et al. [139]
as well as the fitted Arrhenius equation using the data points of Dong et al. Furthermore, Table 4.10
shows the values for each of the three step reaction’s enthalpy of reaction ∆H [128], activation energy
Ea [32], and the calculated Arrhenius pre-exponential factor A.
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Figure 4.6: NEC dehydrogenation reaction rate constants

Table 4.10: NEC dehydrogenation kinetics.

Step reaction number ∆H [kJ/mol] Ea [kJ/mol] A [s−1]
1 89.3 56.3 826
2 105.2 59.2 1406
3 108.9 73.1 6007

It is important to note that the reaction rate constants provided by Dong et al. [32] and Wang
et al. [139] were measured at temperatures between 413 and 453 K. However, the Arrhenius equa-
tions shown in Figures 4.6a through 4.6c are extrapolated until 550 K. In literature, authors have con-
ducted 12H-NEC dehydrogenation tests through packed beds at temperatures between 493 and 553
K [48][115]. Additionally, Yang et al. [144] conducted a numerical study of 12H-NEC dehydrogenation
in temperatures between 481 and 523 K. The experimental setup of Heublein et al. [48] will be simu-
lated to test the current CFD model and therefore temperatures in those ranges will be used. Without
any other data for the reaction rates at higher temperatures, the extrapolated values from the fitted
Arrhenius equations will need to be used with caution.

It is also important to understand that the above kinetics presented by Dong et al. [32] and Wang et
al. [139] are specific to the catalyst they have used with its specific metal loading, metal particle size,
BET surface area, pore volume distribution, operating temperature and pressure. The catalyst activity
and selectivity depend on the combined effect of these catalyst properties and operating conditions
which makes it difficult to extrapolate a certain set of reaction kinetics to another set of conditions. For
example, Sotoodeh et al. [126] studied the effect of Pd loading and particle size on silica supported
catalyst in 12H-NEC dehydrogenation. They found that catalyst activity is structure dependent and
that Pd particle size plays a significant role. The reaction rates are not a direct function of Pd loading
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but depend on the number of catalytic sites for the adsorption of the hydrogenated molecules. In
their research, Sotoodeh et al. [126] found that among the catalyst they evaluated, the 4 wt% Pd/SiO2
catalyst with small Pd particle diameters of ~9 nm produced from calcination of the metal in He, resulted
in the maximum NEC dehydrogenation.

From the point of view of the particle porosity and BET surface area, a higher particle porosity or
BET surface area does not inherently correspond to faster reaction kinetics. The pores of a catalyst
pellet have a range of sizes and can be classified by their size as macro, meso and micropores where
micropores are those with a pore size of roughly 0.9 nm or less [146]. The BET surface area of a
catalyst particle is determined by measuring the adsorption of N2 gas onto the surface of all its pores.
As N2 has a small kinetic diameter of 0.36 nm, it can get into the micropores of the particles such
that the reported BET surface area of particles includes the surface area of micropores as well. The
kinetic diameter of LOHC molecules such as 12H-NEC, however, is more in the range of 1.0 to 1.5 nm
impeding them from reaching the micropores’ surface. As a result, if a catalyst particle has a high BET
surface area but a high fraction corresponds to micropores, it may not necessarily be more effective in
LOHC dehydrogenation than a catalyst particle with a lower BET surface area but with more meso or
macropore surface area. What is important then is the number of catalytic sites that are available for
the hydrogenated molecule to adsorb on which will depend on these factors.

As an example, Dong et al. [32] reported a BET surface area of 68.35 m2/g and pore size of 11.89
nm for the catalyst used in their study. This pore size is an order of magnitude larger than the NEC
molecules’ diameter, making it likely that most of the surface area is effective. Given that the reaction
kinetics are highly dependent on the catalyst characteristics, which are often not fully detailed in litera-
ture, it is difficult to directly compare results among studies or between different catalysts. In the current
CFD model, all of these catalyst properties including metal loading, metal particle size, metal particle
distribution, porosity, pore volume distribution, and BET surface area are not individually modeled but
come together to define the reaction kinetics. The input to the current Eulerian multiphase CFD model
under development is the chemical kinetics in form of Arrhenius equations as defined by Table 4.10.
For this CFDmodel, the reaction kinetics reported by Dong et al. [32], specific for the catalyst character-
istics they describe, will be used. Within the computational domain previously described by Figure 3.6,
the reaction will only be active within the ’packed bed’ cell zone . This distinction is done through a
UDF found in section A.11 which takes the parameters from Table 4.10 and reads the concentration of
reactants to give back the rate of reaction within the ’packed bed’ section. Once Voyex has defined the
catalyst to be used, it will be important to characterize the reaction kinetics and update the CFD model
accordingly.



5
CFD model development: Heat transfer

Given that LOHC dehydrogenation is an endothermic reaction with a reaction rate sensitive to temper-
ature, it is important that the CFD simulation accurately models the heat transfer taking place. Heat
transfer within packed-bed reactors can be modeled by either heterogeneous or pseudo-homogeneous
models. The heterogeneous model describes the temperature and heat transfer of each phase with
its own energy conservation equation, whereas a pseudo-homogeneous model uses a single energy
conservation equation for both fluid phases and one for the solid phase, or a single equation for all
three phases. While the most realistic model would be describing the energy of each phase individu-
ally and considering interphase heat transfer resistances, the aim here is to select the simplest model
that maintains accurate.

This chapter will follow the structure represented by Figure 5.1. First, the three heat transfer resis-
tance criteria by Mears [94] will be explored for the current LOHC reactor along with the heat transfer
parameters needed to evaluate them. Having analyzed the three criteria, an adequate heat transfer
model will be selected, and its functionality will be discussed. The heat transfer model will then be
incorporated into the CFD model and validated against the analytical solution of the selected model.

CFD model development: Heat transfer

Heat transfer resistance criteria

Intrapar�cle Interphase Interpar�cle

Heat transfer model selec�on: Pseudo-homogeneous model

Heat transfer model implementa�on

Heat transfer model valida�on

Heat transfer parameters:
• Wall heat transfer coefficient
• Effec�ve radial thermal conduc�vity

Heat transfer parameters:
• Fluid-par�cle heat transfer coefficient

Heat transfer parameters:
• Par�cle thermal conduc�vity

Figure 5.1: Overview of chapter 5.

5.1. Heat transfer resistances
To help select an adequate heat transfer model, it is important to study the main heat transfer resis-
tances in the system and their relative strengths. These can be studied through Mears’ [94] three
heat transfer resistance criteria presented in chapter 2 which include looking at the intraparticle, inter-
phase, and interparticle heat transfer. To evaluate these three criteria, the details for fluid properties
and chemical kinetics presented in chapter 4 will be used.

63
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5.1.1. Intraparticle heat transfer resistance
The first heat transfer resistance identified by Mears [94], is the intraparticle heat gradient that can
develop within a porous catalyst particle. He suggests criteria given by Equation 5.1 where if met, the
temperature gradients within the particles can be considered negligible and temperature of the particle
assumed equal throughout its entire volume.

Condition to neglect intraparticle temperature gradient:

|∆H|rp,vr2p
λpT0

< 0.75
RT0
Ea

(5.1)

To evaluate Equation 5.1 one of the three reactions in the 12H-NEC dehydrogenation mechanism
needs to be selected. In practice, it is expected that 12H-NECwill be input into the reactor and will be the
dominant species throughout. Hence, Equation 5.1 will be evaluated with the first step reaction given
by Equation 5.2. Furthermore, a temperature for the reactor needs to be selected as it will impact the
values of reaction rate, rp,v, and bulk fluid temperature, T0. Heublein et al. [48] studied the 12H-NEC
dehydrogenation reaction in a packed-bed reactor with temperatures between 230 and 280°C. This
temperature range will therefore be considered to evaluate Mears’ heat resistance criteria. Table 5.1
summarizes the values for the parameters required for evaluating this criteria.

12H−NEC k1−−→ 8H−NEC+ 2H2 (5.2)

Table 5.1: Properties for calculating Equation 5.1 for 12H-NEC dehydrogenation

Parameter Symbol Value
Heat of reaction [J/mol] ∆H 89300
Particle radius [m] rp ≤ 0.005

Particle thermal conductivity [W/(m·K)] λp 0.185
Bulk fluid temperature [K] T0 503, 553

Universal gas constant [J/(mol·K)] R 8.314
Activation energy [J/mol] Ea 56300
Molecular weight [kg/mol] M12H−NEC 0.207335
Density at T0 [kg/m3] ρ12H−NEC,T0 Calculated with Equation 4.4

Liquid volume fraction [-] εL ≈ 0.36
Concentration of 12H-NEC [mol/m3] C12H−NEC C = ρεL

M
Arrhenius pre-exponential factor [s−1] A 826

Reaction rate constant [s−1] k1 k1 = Ae
−Ea
RT0

Reaction rate per unit particle volume [mol/(m3s)] rp,v rp,v = k1C12H−NEC

The concentration of 12H-NEC, C12H−NEC, which is required to calculate reaction rate, rp,v, is calcu-
lated as:

C =
ρεL
M

(5.3)

where the liquid volume fraction, εL, is estimated as the mean bed porosity considering that the
case with highest concentration and thus highest reaction rate will be near the beginning of the reactor
when the liquid saturation is one.
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Figure 5.2: Intraparticle heat transfer criteria for parameters given by Table 5.1, comparing the left-hand side (LHS) and
right-hand side (RHS) of Equation 5.1.

Figure 5.2 plots the left-hand side (LHS) and right-hand side (RHS) of Equation 5.1 evaluated at
230 and 280°C with parameters given by Table 5.1. The figure shows that at higher temperatures
and particle diameters, the RHS comes closer to the LHS of the equation. For 280°C, the RHS of
Equation 5.1 becomes greater than the LHS at a particle diameter of 7.2 mm such that the criteria is no
longer met. Therefore, for particle diameters less than 7.2 mm, the criteria can be considered to be met
and the temperature throughout the volume of the catalyst particles can be considered homogeneous.

5.1.2. Interphase heat transfer resistance
The subsequent heat transfer resistance identified by Mears [94] is the interphase resistance which
refers to the temperature gradient that may exist between the external surface of the particle and the
adjacent fluid. This criteria is given by Equation 5.4, where meeting this condition signifies that the
heat transfer resistance between the fluid and particle is sufficiently low that the temperature of the
solid particle surface and adjacent fluid phase can be considered equal.

Condition to neglect fluid-particle temperature difference:

|∆H|rp,vrp
hfsT0

< 0.15
RT0
Ea

(5.4)

Evaluating Equation 5.4 requires the knowledge of a fluid-particle heat transfer coefficient, hfs. To
estimate the value of this heat transfer coefficient, Larachi et al. [70] developed an ANN correlation
based on a large database of fluid-particle heat transfer coefficients for multiphase flow through TBRs.
This correlation requires knowledge of the properties of the three phases given in Table 5.2.
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Table 5.2: Phase and reactor properties to calculate Mears’ heat transfer resistance criteria.

Parameter Symbol Value
Liquid properties

Superficial velocity [m/s] VL 0.00068
Density [kg/m3] ρL Calculated with Equation 4.4
Viscosity [Pa·s] µL Calculated with Equation 4.6

Surface tension [kg/s2] σ Calculated with Equation 4.7
Specific heat capacity [J/(kg·K)] cp,L Calculated with Equation 4.5
Thermal conductivity [W/(m·K)] λL Calculated with Equation 4.8

Emissivity [-] ϵL 0.85

Liquid saturation [-] βL
Calculated with ANN correlation by

Bensetiti et al. [17]
Gas properties

Superficial velocity [m/s] VG 0.61

Density [kg/m3] ρG
Calculated with Peng-Robinson

equation of state [113]
Viscosity [Pa·s] µG Calculated with Equation 4.3b

Specific heat capacity [J/(kg·K)] cp,G Calculated with Equation 4.1c
Thermal conductivity [W/(m·K)] λG Calculated with Equation 4.2a
Particles and bed properties

Sphericity [-] φ 1
Grain specific area [m2/m3] Ap/Vp

Reactor diameter [m] D 0.114
Mean bed porosity [-] ϵB Calculated with Equation 3.3

Thermal conductivity [W/(m·K)] λG 0.185
Flattening coefficient [-] ϕ From Table 5.3

Shape factor for calculating λs0 [-] Cf From Table 5.3
Shape factor for calculating Pe number [-] f From Table 5.3

The values for liquid and gas superficial velocities are taken from those reported by Heublein et al.
[48] in their 12H-NEC dehydrogenation packed-bed reactor. They reported a hydrogen power output
of up to 2.25 kW at a temperature of 280°C which can be converted to an outlet gas superficial velocity
of 0.61 m/s using hydrogen’s lower heating value (LHV) and the author’s reactor dimensions. These
values will serve as a starting point with which an estimate for the interphase heat resistance criteria can
be made. Furthermore, the fluid-particle heat transfer ANN correlation requires the grain specific area
which is defined as the particle surface area over the particle’s volume. The values for fluid-particle
heat transfer coefficient calculated for the above conditions are shown in Figure 5.3a. Having values
for the fluid-particle heat transfer coefficient from Larachi et al.’s [70] ANN correlation, Equation 5.4 can
now be evaluated using the parameters previously specified in Table 5.1.
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Figure 5.3: Fluid-particle heat transfer coefficient (a), and interphase heat transfer criteria (b) for conditions given by Table 5.1
and Table 5.2.

Figure 5.3b plots the LHS and RHS of Equation 5.4 evaluated at 230 and 280°C. The figure shows
that as the temperature and particle diameter increases, the RHS of the equation approaches the LHS.
At 280°C, the criteria is not met after a particle diameter of 6.2 mm. Therefore, for simulations with
particle diameters below this value, the interphase heat resistance can be assumed to be sufficiently
low such that the fluid and catalyst temperature can be taken as equal. This helps simplify the heat
transfer model as now a single energy equation is needed to monitor the temperature of both fluid and
solid phases.

5.1.3. Interparticle heat transfer resistance
The last main heat transfer resistance identified by Mears [94] is the interparticle resistance where
temperature gradients occur between the fluid regions and thewall. This criteria is given by Equation 5.5
where if met, the radial temperature profile throughout the bed can be considered constant.

Condition to neglect reactor scale radial temperature gradient:

|∆H|rvR2
r

ΛeTw
< 0.4

RTw
Ea [1 + 8rp/RrBiw]

(5.5)

Biw =
hwdp
Λe

(5.6)

Evaluating Equation 5.5 requires knowledge of the wall heat transfer coefficient, hw, and the ef-
fective radial thermal conductivity, Λe, both of which will also be important for implementing the heat
transfer model in the CFD simulation further on. As previously presented, Larachi et al. [70] provide a
review discussing different correlations that have been developed to estimate these two parameters for
cocurrent downwards and upwards flow packed-bed reactors. The recommended models for a cocur-
rent upflow configuration, which will be used for the current CFD simulation, will be discussed in the
following sections.

Wall heat transfer coefficient
For cocurrent upflow packed-bed reactors, Larachi et al. [70] recommend the correlation of Sokolov
and Yablokova [125] given by the following equations:

hw =
λL
dec

0.26Re0.43L Pr1/3 (5.7a)

ReL =
VLρLdec
ϵBµLβL

(5.7b)

dec =
2ϵB

3(1− ϵB)
dp (5.7c)
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At this point, the liquid saturation, βL, required by Equation 5.7b is not yet known but may be esti-
mated using the ANN correlation for cocurrent upflow fixed bed reactors by Bensetiti et al. [17]. This
correlation was developed from a large database of experimental data and requires the same set of
input parameters previously given by Table 5.2.

By utilizing the parameters outlined in Table 5.1 and Table 5.2, figures 5.4a through 5.4c depict the
wall heat transfer coefficient’s dependency on particle diameter, reactor diameter and liquid velocity. It
can be noted observed that the wall heat transfer coefficient decreases with particle diameter, increases
with reactor diameter but is most sensitive to liquid velocity. For the LOHC reactor, a high wall heat
transfer coefficient is desirable to facilitate efficient reactor heating. From the previous graphs this would
be achieved with a smaller particle diameter, and faster liquid velocities. A high liquid velocity, however,
would reduce the LOHC’s residence time in the reactor such that the combined effect of increasing
liquid velocity reactor performance may be disadvantageous. Looking at the effect of reactor diameter,
the wall heat transfer coefficient increases up to a reactor diameter of about 20 mm for the present
conditions after which it remains relatively constant. Increasing the reactor diameter will also, however,
affect the internal heat transfer so no conclusion on selecting reactor diameter can be taken at this
point. It will be important to combine the effects of all phenomena to see the collective impact of these
parameters on overall reactor performance.
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Figure 5.4: Wall heat transfer coefficients for conditions given by Table 5.1 and Table 5.2 at varying particle diameter, reactor
diameter and liquid velocity).

Effective radial thermal conductivity
The effective radial thermal conductivity, Λe, is often correlated in a two-term form [45]:

Λe = λs0 + λr (5.8)
where:

λs0= Pure conduction term [W/(m·K)]
λr = Radial mixing term [W/(m·K)]
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In this equation, λs0 represents the pure conduction thermal conductivity of the packed bed as if
the fluid within was stagnant. It is independent of hydrodynamics and represents the contribution of
conduction through the solid particles and fluids in the void space to the effective radial heat transfer.
The second term, λr, is a convective contribution toΛe caused by the radial cross-mixing of the fluid. The
radial mixing term, λr, can be further subdivided into a term for liquid radial mixing, λr,L, and a term for
gas radial mixing, λr,G. Some authors, however, ignore the gas radial mixing term as themost significant
contribution is that of the liquid radial mixing term [133][67][91]. Authors have also disregarded the
contribution of the pure conduction term which accounts for a small part of the effective radial thermal
conductivity, especially in reactors with high liquid velocities. In the case of LOHC dehydrogenation,
liquid velocity is expected to be low so the pure conduction term should take on a significant role and
be considered.

Pure conduction term, λs0
The pure conduction term, λs0, should account for conductive mechanisms in the particle, gas, and
liquid phases. In literature it is referred to as the ”stagnant contribution” and is primarily a function
of the thermal conductivities and volume fractions of all three phases. In addition, several secondary
parameters also influence the pure conduction term. These include heat transfer by radiation, pressure
dependence, heat transfer through flattened interparticle contacts, particle shape, and particle size
distribution [136].

Diverse types of models to estimate the pure conduction term have been proposed. These include
models that analytically or numerically solve the Laplace equation for heat conduction, models that
represent the system as a combination of thermal resistances, and models that calculate the thermal
conductivity of a unit cell which is then equated to that of the packed bed. For practical use, Tsotsas
[136] recommends using models that calculate the thermal conductivity of a unit cell such as the model
developed by Bauer and Schlünder [15] which is often recommended for use [45][91][133]. This model
was developed for liquid flow through packed beds using the unit cell shown in Figure 5.5 and is a
comprehensive model considering both primary and secondary contributions to the pure conduction
term.

Figure 5.5: Unit cell of Bauer and Schlünder model for estimating the pure conduction term, λs0 [136].

Mariani [92] proposed a modification to the Bauer and Schlünder model [15] for two-phase flow
through a packed bed. He does this by assuming that the liquid forms rivulets surrounding each particle
and the rest of the interstitial volume is filled by the gas phase. As a simplification, Mariani neglects the
radiant heat transfer contribution, pressure effects, and the particle size distribution which are expected
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to be minimal in most practical cases. For the LOHC reactor however, dehydrogenation occurs at
elevated temperatures so it may be beneficial to include radiation effects. Extending Mariani’s concept
to encompass radiation effects yields the model delineated by the following equations:

λs0 =
(
1−

√
1− ϵ

)
(1 + λradϵ)λG +

√
1− ϵ [ϕκ+ (1− ϕ)Θ]λL (5.9a)

Θ =
2

N

[
B(κ+ λrad − 1)

N2κ
ln κ+ λrad

B
+
B + 1

2B
(λrad −B)− B − 1

N

]
(5.9b)

B = Cf

(
1− ϵ

ϵ

)10/9

(5.9c)

N = 1 +
λrad −B

κ
(5.9d)

κ =
λs
λL

(5.9e)

λrad =
4σSB

(2/ϵL)− 1
T 3 dp
λG

(5.9f)

where:

λs0 = Pure conduction term [W/(m·K)]
ϵ = Porosity [-]
λrad = Radiative heat transfer equivalent thermal conductivity [W/(m·K)]
ϕ = Flattening coefficient [-]
B = Deformation factor [-]
ϵL = Emissivity of liquid [-]
σSB = 5.67× 10−8 [W/m2K4] = Stefan–Boltzmann constant
Cf = Shape factor [-]

Table 5.3: Shape factors and flattening coefficients for Equations 5.9a, 5.9c, and 5.10c [136][14][15].

Particle Shape Cf f ϕ Material

Spherical 1.25 1.15
0.0013 Steel
0.0077 Ceramic
0.0253 Copper

Irregular (broken) 1.4 1.55 0.0010 Sand
Cylindrical 2.5 1.75

Raschig rings 2.5[1 + di/do)
2] 2.8

Table 5.3 provides the shape factors, Cf, and flattening coefficients, ϕ, needed for calculating Equa-
tions 5.9a and 5.9c. For the LOHC dehydrogenation reactor, the flattening coefficient is taken as 0.0077
as the catalyst pellets are assumed to be of an alumina (ceramic) base. Furthermore, since the particles
are assumed to be covered by a liquid layer, the emissivity of the liquid should be used in Equation 5.9f.
While no data was found on the emissivity of the NEC species, the emissivity of a 0.5 mm thick sample
of toluene was measured by Capelle et al. [24]. Over the narrow wavelength range of 3.0-3.6 µm,
the average toluene emissivity was 0.85. Although emissivity could vary across different wavelengths
and might differ for NEC, the value of 0.85 will be adopted as a reference point also considering that
the expected contribution of radiative heat transfer is expected to be small. The remaining properties
required to estimate the value of the pure conduction term, λs0, are detailed in Table 5.2.

Radial mixing term, λr
For the overall effective radial thermal conductivity, Λe, in cocurrent upflow FBRs, Larachi et al. [72]
recommend using the correlation by Lamine et al. [66] for the bubble flow regime and that of Gutsche
[44] for low gas and liquid flow rates. As the LOHC dehydrogenation reactor is expected to operate
under low liquid and gas flow rates, the correlation of Gutsche [44] given by Equations 5.10a through
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5.10c will be used. The first term of Equation 5.10a corresponds to the pure conduction term previously
discussed, and the second and third term to the radial mixing contributions from the liquid and gas phase
respectively.

Λe = λs0 +
PeLλL
βLK

+
PeGλG

(1− βL)K
(5.10a)

K = 8

(
2−

(
1− 2

dp
D

)2
)

(5.10b)

Pe =
ρcpdpV f

λ
(5.10c)

In Equation 5.10c, f is another shape factor with values given in Table 5.3. The value for the effective
radial thermal conductivity can now be evaluated with the remaining properties taken from Table 5.2.
Figures 5.6a through 5.6c show the values of Λe for varying parameters at two temperatures.
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Figure 5.6: Effective thermal conductivities for conditions given by Table 5.1 and Table 5.2 at varying particle diameter, reactor
diameter and liquid velocity.

From the above figures, it can be appreciated that the effective radial thermal conductivity is most
sensitive to particle diameter and liquid velocity. It is important to note that from the three terms in
Equation 5.10a, the first term, λs0, corresponds to between 2-8% of the total value of the effective ra-
dial thermal conductivity, the second between 87-94% and the third between 4-6% depending on the
conditions. This indicates that the liquid radial mixing term is the most dominating contribution towards
the effective radial thermal conductivity, and it becomes understandable why at certain conditions au-
thors may decide to neglect the pure conduction term or the gas radial mixing term.
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Interparticle heat resistance criteria
With the appropriate models for estimating the wall heat transfer coefficient and the effective radial
thermal conductivity now established, attention can be returned to the computation of the interparticle
heat resistance criteria expressed in Equation 5.5. First, the wall Biot number, Biw, is evaluated with
Equation 5.6, followed by the assessment of the interparticle heat resistance criteria.

Figure 5.7 plots the LHS and RHS of the interparticle heat resistance criteria for varying particle and
reactor diameters at 230 and 280°C. Unlike the previous two criteria, the LHS of Equation 5.5 is always
greater than the RHS. At very small tube-to-particle diameter ratios, the LHS comes closer to the RHS of
the equation but still does not fall below it. This indicates that the wall heat resistance is non-negligible,
and the effective bed thermal resistance is also significant. Therefore, a constant radial temperature
profile cannot be assumed but instead, the bed’s effective radial thermal conductivity should be used
to calculate the packed bed’s internal temperature profile.

It is important to realize that the evaluation of the previous criteria was done based on the experi-
mental conditions from Heublein et al.’s [48] NEC dehydrogenation study and the material and chemical
kinetics properties detailed in chapter 4. These are the most realistic conditions for the NEC dehydro-
genation reaction from which the preceding conclusions were made. If, however, the LOHC material
or operating conditions differ significantly from those used in this study, it would be important to re-
evaluate Mears’ [94] heat transfer resistance criteria and determine what simplifications to the heat
transfer model can be made.
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Figure 5.7: Interparticle heat transfer criteria for conditions given by Table 5.1 and Table 5.2 comparing the LHS and RHS of
Equation 5.5.

5.2. Pseudo-homogeneous heat transfer models
Having evaluated Mears’ [94] heat transfer resistance criteria, an adequate heat transfer model can
be selected to implement into the CFD simulation. From evaluating these criteria, it was found that in
12H-NEC dehydrogenation, the temperature gradients within catalyst particles, and between particle
surface and adjacent fluid are small for particle diameters less than 6.2 mm. In addition, the interparticle
heat transfer resistance criteria was not met indicating that the temperature gradients throughout the
reactor are important to consider. This suggests that a pseudo-homogeneous heat transfer model using
a single energy equation to track the temperature of all three phases can be used. All phases will share
the same temperature field, and no heat transfer resistance between phases will be considered.

Flávio Pinto Moreira et al. [38] evaluated five of the most used pseudo-homogeneous models to
study heat transfer in packed beds. The difference between them lies in the heat transfer parameters
used to describe the models, the wall boundary conditions, and the inlet boundary conditions. The
general pseudo-homogeneous formulation is given by:

(ρLcp,LVL + ρGcp,GVG)
∂T

∂z
= λr

[
1

r

∂

∂r

(
r
∂T

∂r

)]
+ λa

∂2T

∂z2
(5.11)

where λr is the radial thermal conductivity and λa the axial thermal conductivity. At the column
wall (r = R) the possible boundary conditions suggested by Flávio Pinto Moreira et al. [38] include
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considering a constant temperature (T = Tw), or considering convective heat transfer at the bed of the
walls as suggested by Equation 5.12 below.

At r = R, − Λe
∂T

∂r
= hw(Tr=R − Tw) (5.12)

Furthermore, at the reactor inlet (z = 0) Flávio Pinto Moreira et al. [38] suggest that either a constant
temperature profile (T = T0) or a parabolic temperature profile can be assumed as would be expected
for fully developed pipe flow. Flávio Pinto Moreira et al. [38] evaluated the different combination of
boundary conditions by considering deviations between calculated and measured temperatures and
by studying the values of thermal parameters alongside their associated confidence intervals. They
found that estimating an axial thermal conductivity value, λa, is problematic as it is highly sensitive to
operating conditions. The axial thermal conductivity in packed beds was found to be an inconsistent
parameter and the authors suggest discarding it from the heat transfer model. Furthermore, mod-
els considering a convective heat transfer boundary condition at the walls instead of a constant wall
temperature resulted in a better fit to experimentally measured temperatures. Finally, as for the inlet
boundary condition, a constant temperature profile is suggested as it presented better confidence in-
tervals and no guess for a parabolic temperature profile is required. Considering these insights, the
selected pseudo-homogeneous heat transfer model to be applied in the current CFD simulation is:

(ρLcp,LVL + ρGcp,GVG)
∂T

∂z
= Λe

[
1

r

∂

∂r

(
r
∂T

∂r

)]
(5.13a)

subject to boundary conditions at the wall (r = R) and at the reactor axis (r = 0):

At r = R, − Λe
∂T

∂r
= hw(Tr=R − Tw) (5.13b)

At r = 0, ∂T

∂r
= 0 (5.13c)

At z = 0, T = T0 (5.13d)

5.3. Implementation and validation
To implement the selected pseudo-homogeneous heat transfer model in the present CFD model, the
radial thermal conductivity, λr, in Equation 5.13a is replaced by the effective radial thermal conductivity,
Λe, previously presented. This parameter can be calculated from the pure conduction term contribution
and the radial mixing term using Equations 5.9 and 5.10. While in subsection 5.1.3 the values of Λe
and hw were calculated once for the average operating parameters expected throughout the bed, in the
CFD model these will be calculated locally at each cell by means of UDFs. The effective radial thermal
conductivity, Λe, will be calculated at each cell using local flow parameters as the solution progresses
such that its value will update for each cell at every solution iteration. This calculation is done by the
UDF found in section A.12 for reference.

Similarly, the wall heat transfer coefficient, hw, can be calculated using the correlation of Sokolov
and Yablokova [125] previously written in Equation 5.7. For its implementation in the CFD model, the
wall heat transfer coefficient will also be calculated locally as it too depends on the flow parameters.
The wall heat transfer coefficient calculation requires a value for liquid superficial velocity, VL, which
can be rewritten in terms of local interstitial velocity, UL, as VL = ULεL. At the wall however, the liquid
interstitial velocity UL = 0 m/s because of the no-slip condition, and the velocity will vary significantly in
the radial direction because of the uneven porosity profile. Therefore, to have a representative value
of hw that can be used at each cell face on the wall, the value of hw will be calculated at every cell in
the domain, and a mass-weighted average will be taken at each cell plain. To better exemplify this,
Figure 5.8 represents a few cells of the domain with the dotted lines representing planes at adjacent
cell in the axial direction. The value for hw is calculated using the local flow parameters at each cell
and then averaged along each plane to have a value of hw that can be used for the convective heat
transfer boundary condition at the wall cell of that plane. This calculation is also conducted done by an
external UDF found in section A.13.
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Figure 5.8: Mass weighted plane-average calculation of wall heat transfer coefficient hw

5.3.1. Geometry and mesh
The CFD model built for validation of the hydrodynamic aspects in section 3.4 will now be further
developed to incorporate the material properties discussed in chapter 4 and the heat transfer model
discussed in this chapter. For this test, the sameCFD domain from Figure 3.6 will be used. Furthermore,
as the mesh refinement study was already conducted, the same mesh with an inflation layer near the
wall and the remaining cells with a size of 0.7 times the particle diameter will be used.

5.3.2. Model setup
To build on the Eulerian multiphase CFDmodel framework from chapter 3, the same phases and phase
interactions are maintained but now the liquid phase is set to 12H-NEC, the gas phase to H2, and the
solid phase to alumina. Material properties for these three phases are updated according to the informa-
tion presented in chapter 4. It is important to note that CFD software ANSYS Fluent 2021 R2 automati-
cally assigns and solves an energy conservation equation for each of the three phases which includes
terms for interphase heat transfer. However, the aim is to describe the energy of the reactor through
a shared temperature field by means of a pseudo-homogeneous heat transfer model. To ensure that
the three phases share the same temperature field, the interphase heat transfer coefficient, hpq, be-
tween the pth phase and the qth phase defined in the energy conservation equation (Equation 2.20)is
set to a very high number. By setting a very high interphase heat transfer coefficient between each
pair of phases, for example 1000 W/m2K, the heat transfer resistance between phases is essentially
set to 0 such that energy can freely transfer between phases. By assigning the thermal conductivity of
the liquid, gas, and solid phases equal to the calculated effective radial thermal conductivity, Λe, and
setting the interphase heat transfer coefficient between each pair of phases to 1000 W/m2K, the same
temperature field for the three phases is achieved.

Boundary conditions
In addition to the boundary conditions previously described for the inlet flow velocities, solid porosity
profile, wall, axis, and pressure outlet boundary conditions, there are now additional boundary condi-
tions to consider for the energy equation. At the inlet, a constant or flat temperature profile is given for
the three phases. Here, it is important that the temperature of the three phases is equal. Furthermore,
a convective wall boundary condition is defined at the ’packed-bed’ cell zone wall and a zero heat
flux boundary condition is set at the remaining ’inlet’ and ’outlet’ cell zone walls. For the convective
wall boundary condition, the wall heat transfer coefficient is input from the corresponding UDF as well
as a constant wall temperature Tw. At this point a constant wall temperature is assumed which may
represent a sufficiently high heating oil mass flow through the reactor’s heating jacket to maintain this
temperature. Further on, it may be beneficial to improve the constant wall temperature assumption with
a temperature profile that may closer imitate the actual wall temperature of a jacketed reactor.
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Lastly, at the outlet boundary, it is necessary to specify a backflow temperature in the event of flow
reversal occurring at the boundary during the solution process. To minimize the disturbance caused by
such backflow to the main domain, a UDF is developed to read the temperature along the cells at the
outlet boundary and provide this same temperature profile for the backflow. By reading the temperature
of the cells at the outlet and using this temperature for the backflow, a zero normal derivative condition
is enforced ( δTz = 0). The UDF providing this boundary condition is referenced in section A.14.

Solution methods
Regarding the pressure-velocity couplingmethod and spatial discretization schemes, the same schemes
described earlier for the hydrodynamic aspect test will be employed. Additionally, a second-order up-
wind spatial discretization scheme for energy will be used. Furthermore, both the present and upcom-
ing tests will focus on a cocurrent upflow configuration. While in theory, this only involves reversing
the gravity vector used in the cocurrent downflow setup, practical implementation requires additional
precautions to ensure simulation stability.

From the expected liquid and gas velocities within an LOHC dehydrogenation reactor (as depicted
in Table 5.2, derived from Heublein et al.’s experiments [48]), it becomes evident that the gas velocity is
expected to be 2-3 orders of magnitude higher than that of the liquid. As there is no gas at the reactor
inlet but rather it forms throughout the reactor, the gas is expected to start from a velocity of zero at
the particle surface where it is formed, and quickly accelerate due to buoyancy force and the fact that
large volumes of gas are created which must travel upstream to escape. The buoyancy force effect is
therefore significant in the reactor and special considerations should be taken.

In the Ansys Fluent User’s Guide [58], special considerations are suggested for buoyancy driven
flows. One strategy suggested for buoyancy driven flows found to be helpful for the current LOHC
dehydrogenation model was to progressively change the value of gravitational acceleration. If the
value for gravitational acceleration was set to -9.81 m/s2 from the start (where the negative direction is
downward), the solution presented numerical instabilities and diverged. Instead, it was first important
to begin with a gravitational acceleration of 0.0 m/s2, run some iterations, and progressively change
the value until -9.81 m/s2 was reached. Table 5.4 shows the values for gravitational acceleration and
the number of iterations run found to give a steady solution for this heat transfer validation test.

Table 5.4: Progressive application of gravitational acceleration for cocurrent upward flow configuration.

Gravitational acceleration [m/s2] Iterations
0.00 2000
-2.00 1000
-4.00 1000
-6.00 1000
-8.00 1000
-9.81 8000

The Ansys Fluent User’s Guide [58], also makes special reference to defining an operating density
for a buoyancy-driven multiphase flows. When solving the mass conservation equation (2.17) and
volume fraction constraint (2.19) for each phase in multiphase flows, the software represents these in
either a mass or volumetric form. Furthermore, the software multiplies the whole mass conservation
equation by the inverse of a reference density, ρrq. This setting is controlled in the software by the
”reference density method” where the default option is to represent the volume fraction equation in a
mass form, the continuity equation in a volumetric form, and calculate the phase reference density as
an average density of the phase within the whole domain.

For the LOHC dehydrogenation reactor however, large volumes of gas are expected to be pro-
duced but its mass compared to the liquid phase will remain low. In addition, significant differences in
temperature throughout the reactor may exist causing the density of the fluids to change. Therefore,
representing the volume fraction equation in a mass form may cause difficulties in closing the mass
balance, and using an average density of the whole reactor may be inadequate as it is expected to
change throughout. Instead, the reference density option representing both the volume fraction and
mass conservation equations in the volumetric form is used. This option further assigns the value of
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the reference density, ρrq, to the density of the cell instead of an average density throughout the whole
domain. This reference density option was found to have the best mass imbalance among the options
and led to a more stable solution with improved convergence behavior.

Finally, given that compressible fluids are being considered, the energy and density under-relaxation
factor is slightly reduced. The URFs to be used for this study are summarized in Table 5.5. Furthermore,
a summary of the parameters used for this heat transfer model validation study is found in Table 5.6.

Table 5.5: Under relaxation factors for heat transfer model validation study.

Under-Relaxation Factor Value
Pressure 0.3
Density 0.6

Body Forces 0.6
Momentum 0.2

Volume Fraction 0.1
Energy 0.6

Table 5.6: Parameters for heat transfer model validation.

Parameter Value
Flow configuration Cocurrent upward flow

Reactor diameter [m] 0.114
Reactor length [m] 1

Fluid system H2 & 12H-LOHC
Inlet gas velocity [m/s] 0.61

Inlet liquid mass flux [kg/m2s] 0.60
Packing Spherical alumina particles

Particle diameter [m] 0.003
Ergun constant 1 [-] 15
Ergun constant 2 [-] 1.8

Mesh size 0.7 ×dp
Inlet Temperature [K] 400
Wall Temperature [K] 520

5.3.3. Heat transfer validation study results
To validate the implementation of this heat transfer model in the CFD simulation, the temperature pro-
files calculated by the CFD simulation can be compared to the analytical solution of Equation 5.13. This
pseudo-homogeneous heat transfer model has an analytical solution which is provided by Flávio Pinto
Moreira et al. [38] and is given by Equation 5.14.

T − Tw
T0 − Tw

= 2

∞∑
n=1

BiJ0
(
an

r
R

)
exp

[
−Λea

2
nz

R2(ρLcp,LVL+ρGcp,GVG)

]
(Bi2 + a2n)J0(an)

(5.14a)

BiJ0(an)− anJ1(an) = 0 (5.14b)

Bi =
hwRr

Λe
(5.14c)

where:

T = Temperature [K]
Tw = Wall temperature [K]
T0 = Reactor inlet temperature [K]
J0, J1 = Bessel function of the first kind of order zero and one, respectively [-]
Bi = Biot number [-]
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r = Radial coordinate [m]
Rr = Reactor radius [m]
z = Axial coordinate [m]

It is important to note, however, that this solution does not consider the effects of the varying porosity
profile or capillary effects, both of which induce radial mixing within the reactor. The temperature profile
given by Equation 5.14 would instead correspond to that of plug flow through the reactor. To try out
the CFD model, a test is first conducted with parameters given in Table 5.6 with and without capillary
pressure effects. Figure 5.9 gives the temperature profile in the packed-bed area for the test without
capillary pressure effects, closer to a plug flow, and Figure 5.10 including capillary pressure effects. It
is interesting to note here that the capillary effect aids in transferring the heat to the fluid faster thanks
to the radial mixing induced by the capillary effect.
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OutletInlet
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Axial coordinate [m]

Figure 5.9: Temperature contour plot, without capillary pressure effects.
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Figure 5.10: Temperature contour plot, with capillary pressure effects.

Evaluating the analytical solution for the temperature profile given by Equation 5.14 requires values
for the fluid properties and heat transfer parameters. While these are changing throughout the reactor
as the fluids are heated, as an estimate, volume average values will be taken from the CFD simulation
performed to generate the contour plot in Figure 5.9. These average properties are shown in Table 5.7
and used to evaluate the analytical solution.

Table 5.7: Average flow and heat transfer parameters from the CFD simulation.

Parameter Symbol Value
Wall heat transfer coefficient [W/m2K] hw 103.8

Effective radial thermal conductivity [W/(m·K)] Λe 1.961
Liquid properties
Mass flux [kg/m2s] JL 0.6
Density [kg/m3] ρL 827.9

Specific heat capacity [J/(kg·K)] cp,L 2256
Gas properties
Mass flux [kg/m2s] JG 0.0267
Density [kg/m3] ρG 0.057

Specific heat capacity [J/(kg·K)] cp,G 14504

Figure 5.11a shows the temperature profile in the radial direction at the reactor outlet from both the
CFD simulation and the analytical solution. Similarly, Figure 5.11b shows the temperature in the axial
direction along the reactor’s axis.
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(b) Axial temperature profile along reactor axis.

Figure 5.11: Comparison of CFD temperature result with pseudo-homogeneous heat transfer model analytical solution.

From Figure 5.11a and Figure 5.11b it can be observed that the temperature profiles resulting from
the CFD simulation are very close to the analytical solution with differences within 1% for Figure 5.11a
and 2% for Figure 5.11b. This gives confidence that the CFD model is correctly applying the two pa-
rameter pseudo-homogeneous heat transfer model that was selected. Moreover, as the CFD model
calculates all flow parameters and heat transfer parameters locally at every cell, it will be able to de-
scribe the heat transfer in complex flow patterns more accurately than if the analytical solution was
directly applied.



6
CFD model development: Species transport

The last aspect to develop for the LOHC dehydrogenation reactor model is species transport. This
chapter will follow the structure laid out in Figure 6.1 by discussing the species conservation equation
and diving into the details of hydrodynamic dispersion. Hydrodynamic dispersion refers to the added
effect of molecular diffusion and mechanical dispersion, both of which will be discussed and calculated
for the application at hand. Species transport will then be implemented in the CFDmodel and visualized
to observe the effect of hydrodynamic dispersion in the reactor.

CFD model development: Species transport

Species transport

Hydrodynamic dispersion

Species transport implementa�on

Species transport visualiza�on

• Molecular diffusion
• Mechanical dispersion

Figure 6.1: Overview of chapter 6.

6.1. Species transport
Species transport refers to the tracking of different chemical species throughout the CFD domain within
each phase. In this case, the gas phase is assumed to be a single species (H2) but the liquid phase does
consist of multiple species. Specifically, 12H-NEC dehydrogenation includes four liquid species: fully
hydrogenated 12H-NEC, two intermediate species, 8H-NEC and 4H-NEC, and fully dehydrogenated
0H-NEC. While the mass conservation equation shown is applied at a phase level, additional species
conservation equations are required to track the mass fractions, yiq, of each species. The species
conservation equation takes the following form:

∂

∂t

(
εqρqy

i
q

)
+∇ · (εqρqU qy

i
q) = −∇ · (εqJ i

q) + Sspecies,q (6.1)

A species conservation equation is solved for n−1 species where n is the total number of chemical
species present in the qth phase. To minimize numerical error, 12H-NEC is set as the last species so
that its mass fraction is calculated as one minus the mass fraction of the other three liquid species. This
is done because for a large part of the domain, it is expected that 12H-NEC will be the species with the
largest mass fraction.

79
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6.1.1. Hydrodynamic dispersion
Hydrodynamic dispersion is the spreading of chemical species as they are transported through the
packed bed. It is driven by two mechanisms: molecular diffusion and mechanical dispersion which
combined are called hydrodynamic dispersion [85]. In the species conservation equation, hydrody-
namic dispersion is considered through the dispersive flux, J i

q, of each species. The following section
will discuss the contributions to hydrodynamic dispersion and its implementation in the CFD model.

Molecular diffusion
Molecular diffusion is the spreading of a species within a single phase due to the random motion of
molecules. Molecular diffusion occurs in all directions, is independent of the flow, and has the effect of
transporting species from areas of high to low concentration. This can be described by Fickian diffusion
in terms of mass fraction as:

J i
Diffusion = −ρDi,m∇yi (6.2)

where Di,m is the molecular diffusion coefficient of species i in the mixture. In a multicomponent
system like NEC dehydrogenation, one method to derive the molecular diffusion coefficient involves
calculating a mass average of binary molecular diffusion coefficients as follows [124]:

Di,m =
1− xi∑n

j=1(xj/Di,j)
(6.3)

where:

Di,m= Molecular diffusion coefficient of species i in the mixture [m2/s]
xi = Mole fraction of species i [-]
xj = Mole fraction of species j [-]
Di,j = Binary molecular diffusion coefficient of component i in component j [m2/s]

Calculating Equation 6.3 requires knowledge of binary molecular diffusion coefficients, Di,j , be-
tween every pair of LOHC species. As an example, Heller et al. [47] experimentally studied the binary
diffusion coefficients for the 0H-DBT and 18H-DBT LOHC system over a temperature range from 264
to 571 K. However, no data was found regarding the binary molecular diffusion coefficients among the
four NEC species, and they will instead be estimated.

Poling et al. [117] explain various methods for predicting binary liquid molecular diffusion coeffi-
cients. These have been based on hydrodynamic theory, kinetic theory, statistical mechanics, and
other concepts. One equation based on hydrodynamic theory is the Stokes-Einstein equation for diffu-
sion which analyzes the diffusion of large spherical molecules in a dilute solution. The Stokes-Einstein
equation has served as a starting point for other authors to develop correlations for molecular diffu-
sion such as the Wilke-Chang equation which is one of the most recommended and used correlations
[143][117][96]. This equation is an empirical modification of the Stokes-Einstein equation and is used
to estimate binary liquid molecular diffusion coefficients at infinite dilution. For example, D°

i,j refers to
the diffusion coefficient of species i diffusing in an infinitely dilute solution of j. For practical purposes,
D°

i,j is assumed to be a representative diffusion coefficient for concentrations of species i up to 5 to 10
mol % [117]. The Wilke-Chang model is formulated as:

D°
i,j =

7.4× 10−8(ϕjMj)
1/2T

µjV 0.6
i

(6.4)

where:

D°
i,j= Binary diffusion coefficient of component i in component j at infinite dilution [cm2/s]

ϕj = Association factor of solvent j [-]
Mj = Molecular weight of solvent j [g/mol]
T = Temperature [K]
µj = Viscosity of solvent j [cP]
Vi = Molar volume of solute i at its boiling temperature [cm2/mol]
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The association factor, ϕj , represents the degree of aggregation which correlates with the physico-
chemical properties of the solvent. Miyabe and Isogai [96] study the dependence of this association
factor and propose values for various organic compounds. Among the studied compounds, toluene is
expected to be most similar to other LOHCs for which an association factor of 1.0 is proposed. For the
case of the NEC system, an association factor of 1.0 will also be assumed.

The Wilke-Chang equation results in diffusion coefficients at infinite dilution, but for the case of the
LOHC dehydrogenation, it is expected that the no one species should be dominant for it to be consid-
ered an infinite dilution system. Instead, the mole fractions of the intermediate and dehydrogenated
species should continuously rise as the reaction progresses. For non-dilute solutions such as this one,
the binary diffusion coefficient will change as a function of the concentration of either species between
two limiting values. For example, in the case of a binary mixture of species i and j, the binary diffusion
coefficient, Di,j , will vary between infinite dilution coefficients D°

i,j and D°
j,i as the concentration of ei-

ther species changes. The variation, however, may not necessarily be linear and may have positive
or negative deviations. This deviation may be considered by means of an additional factor such as an
activity coefficient.

As discussed in chapter 4, since little information exists regarding the activity coefficients of the four
NEC species, the liquid phase is assumed to be an ideal mixture of these four species. Caldwell and
Babb [23] studied diffusion in ideal binary liquid mixtures and found that accurate predictions for diffu-
sion coefficients in the entire concentration region can be made by calculating two diffusion coefficients
at infinite dilution and interpolating for intermediate concentrations by using Equation 6.5.

Di,j = D°
i,j + xi(D°

j,i −D°
i,j) (6.5)

Following this method to calculate all binary molecular diffusion coefficients among each species
pair in an NEC liquid mixture, the mixture molecular diffusion coefficients can now be calculated per
Equation 6.3.

Mechanical dispersion
In the context of flow through packed beds, mechanical dispersion refers to the spreading of solutes,
or in this case LOHC species, thanks to the advection of flow through the packed bed. Mechanical
dispersion plays a significant role because of the tortuous pore network within packed beds, which
causes a variation of local flow velocities and hence spreading of the species. Since the current Eu-
lerian multiphase CFD simulation does not explicitly model individual particles or the tortuous path,
mechanical dispersion should be taken into account by a dispersion coefficient that contributes to the
hydrodynamic dispersive flux, J i

q, in the species conservation equation. At a macroscopic level, the
quantitative treatment of dispersion is based on Fick’s law with the appropriate dispersion coefficients.
In the radial direction, a radial dispersion coefficient, Dr, is used whereas an axial dispersion coeffi-
cient, Da, is defined for the axial direction. Delgado [31] provides a review of these two dispersion
coefficients, along with empirical correlations for their estimation.

In a broad sense, both radial and axial dispersion coefficients are functions of the dimensions of the
packed column, tube-to-particle diameter ratio, particle size distribution, particle shape, packing density,
fluid properties, fluid velocity, and temperature. Delgado [31] explains each of these dependencies
and ultimately proposes his own correlations valid for a wide range of Peclet and Schmidt numbers.
Equation 6.6 is the correlation proposed for estimating the radial dispersion coefficient and Equation 6.7
for the axial dispersion coefficient.

Radial dispersion coefficient:
For Sc < 550 and Pem > 1600:

Per = (0.058Sc+ 14)− (0.058Sc+ 2)exp
(
−352Sc0.5

Pem

)
(6.6a)

For Sc < 550 and Pem ≤ 1600:

1

Per
=

1

τPem
+

1

12
−
(

Sc

1500

)4.8

(τPem)
3.83−1.3log10(Sc) (6.6b)
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For Sc > 550 and Pem > 1600:

Per = 45.9− 33.9exp
(
−15Sc

Pem

)
(6.6c)

For Sc > 550 and Pem ≤ 1600:

1

Per
=

1

τPem
+

1

12
− 8.1× 10−3 (τPem)

0.268 (6.6d)

Axial dispersion coefficient:

1

Pea
=
Pem
5

(1− p)2 +
Pe2m
25

p(1− p)3
[
exp

(
− 5

p(1− p)Pem

)
− 1

]
+

1

τPem
(6.7a)

p =
0.48

Sc0.15
+

(
1

2
− 0.48

Sc0.15

)
exp

(
−75Sc

Pem

)
(6.7b)

where:

Per = Udp/Dr = Peclet number based on radial dispersion coefficient [-]
Pea = Udp/Da = Peclet number based on axial dispersion coefficient [-]
Pem= Udp/Dm = Peclet number based on molecular diffusion coefficient [-]
τ = Tortuosity factor [-]; τ =

√
2 for spheres and 1.93 for cylinders [85].

Dr = Radial dispersion coefficient [m2/s]
Da = Axial dispersion coefficient [m2/s]
Dm = Mixture molecular diffusion coefficient [m2/s]
Sc = µ/ρDm Schmidt number [-]

Hydrodynamic dispersion in a NEC dehydrogenation reactor
To have a better understanding of molecular diffusion and mechanical dispersion in the current ap-
plication, a first estimate of their values will be made. As an example, with the conditions defined in
Table 6.1 andmaterial properties calculated per relations presented in chapter 4, the molecular diffusion
and mechanical dispersion coefficients will be estimated.

Table 6.1: Parameters for calculating molecular diffusion and mechanical dispersion coefficients.

Parameter Symbol Value
Temperature [K] T 500

Particle diameter [m] dp 0.003
Interstitial liquid velocity [m/s] U 0.002

Association factor [-] ϕ 1

Tortuosity factor [-] τ
√
2

Mole fraction of species 1 (0H-NEC) [-] x1 0.05
Mole fraction of species 2 (4H-NEC) [-] x2 0.20
Mole fraction of species 3 (8H-NEC) [-] x3 0.25
Mole fraction of species 4 (12H-NEC) [-] x4 0.50

Table 6.2 gives the values of the binary molecular diffusion coefficients at infinite dilution for the
four NEC species and the value for the mixture molecular diffusion coefficient for each species at the
conditions given in Table 6.1. Furthermore, Figure 6.2 shows the interpolated values for the binary
molecular diffusion coefficients at different molar concentrations of the species considering ideal liquid
mixtures.
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Table 6.2: Molecular diffusion coefficients at infinite dilution and in mixture for four NEC species at 500 K (species 1: 0H-NEC;
species 2: 4H-NEC; species 3: 8H-NEC; species 4: 12H-NEC).

Parameter Value [m2/s]
Binary molecular diffusion coefficient at infinite dilution

D°
1,2 2.86× 10−9

D°
1,3 7.59× 10−9

D°
1,4 2.86× 10−9

D°
2,1 1.96× 10−9

D°
2,3 7.27× 10−9

D°
2,4 2.74× 10−9

D°
3,1 1.92× 10−9

D°
3,2 2.68× 10−9

D°
3,4 2.67× 10−9

D°
4,1 1.82× 10−9

D°
4,2 2.55× 10−9

D°
4,3 6.76× 10−9

Molecular diffusion coefficient in mixture
D1,m 3.24× 10−9

D2,m 3.17× 10−9

D3,m 4.42× 10−9

D4,m 3.23× 10−9
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Figure 6.2: Ideal mixture binary molecular diffusion coefficients for four NEC species at 500 K (species 1: 0H-NEC, species 2:
4H-NEC, species 3: 8H-NEC, species 4: 12H-NEC).

Next, the axial and radial dispersion coefficients are estimated for the same conditions and pre-
sented in Table 6.3.
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Table 6.3: Axial and radial dispersion coefficients for parameters in Table 6.1.

Parameter Value [m2/s]
Da,1 1.19× 10−5

Da,2 1.13× 10−5

Da,3 8.34× 10−6

Da,4 1.16× 10−5

Dr,1 1.83× 10−7

Dr,2 2.13× 10−7

Dr,3 3.76× 10−7

Dr,4 1.97× 10−7

It is important to emphasize themagnitude of the above coefficients and observe that themechanical
dispersion coefficients are between 2 and 4 orders of magnitude higher than the molecular diffusion
coefficients. This will be discussed further on.

6.2. Implementation
Model setup
Having understood the species conservation equation and the methodology to estimate both compo-
nents of the hydrodynamic dispersion coefficient, species transport can now be implemented into the
CFD model. First, the same geometry and mesh used in previous tests will be used. Then, species
transport is enabled within the software and the liquid phase is defined as a mixture of the four LOHC
species. Here, it is important to define the liquid phase properties per the mixing rules discussed in
chapter 4. This way, the liquid phase material properties will be calculated from the four LOHC species
properties and their mass fraction at every cell. Additionally, in order to account for hydrodynamic dis-
persion, a diffusion coefficient must be specified for the liquid mixture. The value for this coefficient will
be discussed further on.

Boundary conditions and solution methods
In addition to the boundary conditions described in earlier tests, there are now additional boundary
conditions to consider for species transport. At the domain inlet, the mass fraction of each species
must be specified to fully define the liquid mixture entering the domain. Likewise, it is necessary to
specify the species mass fractions at the outlet in case of liquid backflow. In the current study, the
outlet mass fractions are not known beforehand as they will depend on the reaction’s progress. A
long outlet section is in place after the packed-bed section, intended to confine any liquid backflow to
the vicinity of the outlet, where it can eventually be pushed out by the incoming flow. The solution of
the CFD model should therefore not be too sensitive to the specified backflow species mass fractions.
Nevertheless, to minimize any disturbance to the flow caused by the prescribed backflow species mass
fractions, a UDF analogous to the one employed for the outlet temperature is used. This UDF will read
the species mass fractions at the cells adjacent to the outlet boundary and use this profile for the
backflow condition. Consequently, a zero normal derivative condition is imposed ( δx

i

z = 0). The UDF
providing this boundary condition is referenced in section A.14.

Lastly, by adding the species conservation equation to the model, a spatial discretization method
for the equation of each species should be selected. As with other spatial discretization methods, a
second-order upwind spatial discretization scheme is used.

Dispersion visualization
To verify the correct implementation of species transport in the model and to observe the effect of both
molecular diffusion and mechanical dispersion, a test will be conducted where the inlet is divided in
two sections and different species are input from either side. This is exemplified by Figure 6.3 where
the inner half of the inlet is defined to introduce 12H-NEC and the outer half 0H-NEC. This will help
observing how molecular diffusion and mechanical dispersion cause the species to mix throughout the
reactor’s length. The parameters used for this test will remain consistent with those employed in the
previous heat transfer model validation test, as outlined in Table 5.6.
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12H-NEC Inlet

0H-NEC Inlet
Outlet

Gravity
Axis

Figure 6.3: Inlet species boundary conditions for testing hydrodynamic dispersion.

The diffusion coefficient for the liquid mixture is first set to a constant value of 3.5× 10−9 m2/s. This
value is chosen to be in the same order of magnitude as the molecular diffusion coefficients previously
calculated for the mixture, as provided in Table 6.2. The outcome of this test is depicted in Figure 6.4,
where it is evident that minimal mixing occurs as 0H-NEC and 12H-NEC remain separate throughout
the reactor. This result suggests that for the operating conditions expected in an NEC dehydrogenation
reactor, molecular diffusion does not play a significant role.

12H-NEC mass frac�on [-]
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Figure 6.4: 12H-NEC mass fraction contour considering solely molecular diffusion.

The mechanical dispersion coefficients, nonetheless, were found to be a few orders of magnitude
higher than the molecular diffusion coefficients. As a result, its effect is expected to be more noticeable.
The diffusion coefficient in the CFD model is now set to a value of 3×10−7 m2/s, in line with the radial
dispersion coefficients estimated in Table 6.3. The resulting 12H-NEC mass fraction contour plot is
shown in Figure 6.5 where the mixing of species due to mechanical dispersion is now evident.
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Figure 6.5: 12H-NEC mass fraction contour considering mechanical dispersion.

Given the considerable disparity in magnitude between the values of molecular diffusion and me-
chanical dispersion, it is reasonable to neglect the contribution of molecular diffusion to hydrodynamic
dispersion. The coefficient used to solve for the hydrodynamic dispersive flux, J i

q, in the species trans-
port equation should therefore be the axial and radial dispersion coefficients for each of the four species.
In CFD software ANSYS Fluent 2021 R2, however, only a single coefficient can be specified for the
entire liquid mixture. As the main objective of including hydrodynamic dispersion into the simulation
is to model the radial spreading of the species within the reactor due to the tortuous path, a value for
the radial dispersion coefficient will be used. By selecting a value for radial dispersion coefficient, the
same value will also be applied in the axial direction. However, in the axial direction, species transport
is dominated by advection, making the influence of mechanical diffusion minimal.

Furthermore, to obtain a single dispersion coefficient for the LOHC liquid mixture, a mass fraction
weighted average coefficient of the four species will be calculated. This computation will be facilitated
through a UDF referenced in section A.15. Although the contribution of the molecular diffusion coef-
ficient will not be taken into account for the hydrodynamic dispersion coefficient, the UDF will initially
calculate the molecular diffusion coefficients as they are required for evaluating Equation 6.7 and Equa-
tion 6.6 to calculate mechanical dispersion coefficients. After calculating radial dispersion coefficients
for each species, the UDF reads the local mass fractions to calculate a mass-weighted average disper-
sion coefficient for each cell.



7
Comprehensive CFD model

Having developed the key aspects of the CFD model and verified them independently, they can now
be integrated to obtain a comprehensive LOHC dehydrogenation model. This chapter will follow the
structure represented by Figure 7.1. First, the model will be setup for a baseline case representing an
experimental setup used in an NEC dehydrogenation study. The results of this case will be analyzed
focusing on the various aspects studied in this thesis. Then a series of four sensitivity analyses will be
conducted to understand the effect of four input parameters on the reactor behavior. Finally, with the
insight gained from the sensitivity analyses, a reactor design will be proposed.

Sensi�vity analyses

Complete CFD Model

Baseline case simula�on

Hydrodynamics Heat transfer
Species conversion 
and hydrogen yield

Reactor design proposal

CFD Model Setup

Wall temperature Reactor diameter
Inlet LOHC mass 

flux
Par�cle diameter

Figure 7.1: Overview of chapter 7.

7.1. CFD model setup
As a starting point, a CFDmodel will be created following the setup of a packed-bed NEC dehydrogena-
tion reactor found in literature. Table 7.1 presents three studies concerning NEC dehydrogenation in
packed-bed reactors. The investigations conducted by Heublein et al. [48] and Peters et al. [116]
are two experimental studies using a Pd/Al2O3 catalyst. Heublein et al,’s research studies a 2 m long
reactor, whereas Peters et al. focus on a short 6 cm long reactor. Additionally, Yang et al. developed
a CFD simulation for a 2 m long reactor. In their simulation however, they have used a mixture model,
the porosity profile is not contemplated, and a plug flow is assumed. Given these findings, the current
CFD simulation will utilize the reactor geometry and inlet conditions employed by Heublein et al. [48].

86
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Table 7.1: Fixed-bed reactor NEC dehydrogenation studies

Heublein et al.
[48]

Yang et al.
[144] Peters et al. [116]

Approach Experimental CFD simulation Experimental
Reactor diameter [mm] 29.7 29.7 8

Reactor length 2 m 2 m 6 cm

Catalyst 0.5 wt% Pd/Al2O3 N/A Pd/Al2O3 with
different Pd weights

Pellet diameter [mm] 3.2 (Cylindrical) N/A 3 (Spherical)

Reaction kinetics Not measured Estimated
Provides Arrhenius
plots for overall

reaction
Inlet temperature [K] 373 400 493−539

Inlet liquid mass flux [kg/m2s] 0.6 0.50−1.10 0.05−0.21
Heating temperature [K] 503−553 481−523 493−539
Operating pressure [bar] 1−7 1 1

So far, the CFD model has been set up for an Eulerian multiphase simulation, with the NEC liquid
mixture defined as the primary phase, H2 gas a secondary phase, and alumina catalyst pellets as a
stationary secondary phase. In chapter 3, interphase momentum exchange coefficients, capillary pres-
sure effects, and the solid volume fraction profile were defined. Subsequently, all material properties
were defined in section 4.1 and the chemical kinetics measured by Dong et al. [32] have been adopted.
After quantifying the distinct heat transfer resistances in chapter 5, a pseudo-homogeneous heat trans-
fer model was implemented in which a single temperature field is shared by all phases. Finally, species
transport, including hydrodynamic diffusion effects, was integrated in chapter 6. With these aspects
incorporated into the CFD model, a simulation following the input parameters detailed in Table 7.2 will
now be conducted.

Table 7.2: Input parameters for complete NEC dehydrogenation CFD model.

Input parameter Value
Flow configuration Cocurrent upward flow

Fluid system H2 - NEC
Reactor diameter [m] 0.0297
Reactor length [m] 2
Particle diameter [m] 0.003

Particle Shape Spherical
Sphericity [-] 1
Mesh size 0.7×dp

Ergun constant 1 [-] 215
Ergun constant 2 [-] 1.8

Inlet liquid mass flux [kg/m2s] 0.6
Inlet temperature [K] 400

Inlet 12H-NEC mass fraction [-] 1
Wall temperature [K] 550
Reaction Kinetics Dong et al. [32]

Operating pressure [bar] 5

The inlet temperature is set at 400 K, chosen as a preheating temperature for the LOHC before
entering the reactor similar to that used by Heublein et al. [48]. Moreover, although the reaction kinet-
ics established by Dong et al. [32] were determined under atmospheric pressure conditions, a higher
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operating pressure of 5 bar is selected for the simulation. From a practical standpoint, operating the
reactor at pressures above atmospheric is advantageous as it reduces the need for extensive compres-
sion of the hydrogen product for subsequent downstream processes. Heublein et al. [48] tested their
experimental setup with pressures of up to 7 bar and found that up to 5 bar, similar hydrogen yields
are obtained. Thus, assuming that the reaction kinetics have not been significantly impeded at 5 bar,
an operating pressure of 5 bar is selected, retaining the reaction kinetics outlined by Dong et al. [32].

The boundary conditions for this complete model are recapped as follows:
Inlet boundary conditions:

• Inlet liquid mass flux
• Inlet temperature
• Inlet species mass fractions

Wall boundary conditions:

• No-slip boundary condition
• No-penetration boundary condition
• Zero heat flux at ’inlet’ and ’outlet’ section walls
• Convective boundary condition at the ’packed bed’ section wall

Axis boundary condition.
Outlet boundary conditions:

• Zero gauge pressure outlet
• Zero temperature normal derivative boundary condition
• Zero species mass fraction normal derivative boundary condition

Solid phase conditions:

• Zero axial and radial velocity (fixed-bed)
• Predefined solid volume fraction profile

From this list, the only distinction from prior simulations is the inlet liquid mass flux boundary con-
dition. While previous simulations employed a velocity inlet boundary condition for both gas and liquid
input, now only a liquid input will be defined. By defining the liquid input through a mass flux inlet bound-
ary condition, no estimate of liquid holdup or liquid interstitial velocity needs to be made. Imposing the
desired liquid mass flux directly in kg/m2s minimizes any discrepancy between the intended inlet mass
flux and the applied value.

Furthermore, a summary of the solution methods and under-relaxation factors used for this simula-
tion are given in Table 7.3.
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Table 7.3: Solution parameters

Solution Method Setting
Pressure-Velocity Coupling SIMPLE

Solve N-phase Volume fraction equations Yes
Gradient calculation method Least squares cell based
Pressure spatial discretization Body force weighted
Density spatial discretization 2nd order upwind

Momentum spatial discretization 2nd order upwind
Volume fraction spatial discretization 1st order upwind

Energy spatial discretization 2nd order upwind
Liquid species spatial discretization 2nd order upwind

Reference density method Volumetric form (Ansys Fluent option 3)

Under-Relaxation Factors
Pressure 0.3
Density 0.6

Body Forces 0.6
Momentum 0.2

Volume Fraction 0.1
Energy 0.6
Species 0.6

7.1.1. Visualization
Several UDFs were developed to facilitate solution monitoring and result visualization. The first UDF,
introduced in chapter 3, calculates the mass flow rate of both fluids at every plane within the domain
using Equation 3.16. This UDF is executed at each iteration to allow real-time tracking of mass flow
rate imbalances throughout the solution process.

A second, found in section A.16, UDF was designed to help visualize the results and calculate
volume-weighted average properties at every cell plane in the reactor axial direction. The UDF ac-
cesses property values along with the cell volume considering that since the domain is 2D axisymmet-
ric, each cell represents a 3D ring-like element. The calculation procedure is depicted by Figure 7.2a
where the volume-weighted average of any property ϕ at the jth plane for the qth phase is calculated
per Equation 7.1.

Similarly, another UDF, presented in section A.17, focuses on calculating mass-weighted average
properties, which may be more relevant for some properties compared to volume-weighted average
values. The distinction lies in accounting for the mass of fluid within a cell, as opposed to relying
on the cell’s volume. This is calculated using Equation 7.2 and is represented by Figure 7.2a. The
mass of each phase in this equation is calculated as previously discussed using Equation 3.16. Both
the volume-weighted average and mass-weighted average UDFs can be executed at the end of the
simulation procedure to provide insight into the final simulation results.

ϕj,q,volume =

∑n
i=1 ϕi,qVi∑n

i=1 Vi
(7.1)

ϕj,q,mass =

∑n
i=1 ϕi,qṁi,q∑n

i=1 ṁi,q
(7.2)

where:

ϕj,q,volume = Volume-weighted average of property ϕ at plane j
ϕi,q = Value of property ϕ at cell i for qth phase
Vi = Volume of cell i [m3]
ϕj,q,mass = Mass-weighted average of property ϕ at plane j
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(b) Mass-weighted property calculation.

7.1.2. Stability and convergence
While running this simulation, several challenges were encountered regarding its stability and conver-
gence. These difficulties manifested as high mass imbalances, reversed flow within the reactor, and
oscillating flow parameters along the length of the reactor.

This CFD simulation models an intricately coupled system involving interacting effects that may
trigger numerical instabilities. One of the primary sources of instability stems from the solid volume
fraction profile, made to represent the packed bed. While it was carefully designed to combine a radial
profile and axial variations through a continuous function, the resulting profile still exhibits variation
across the domain’s cells. This causes increased gradients in flow parameters between adjacent cells
which can potentially lead to numerical instabilities. However, retaining this profile is vital, as it dictates
the flow behavior within the reactor.

Another factor contributing to stability and convergence issues is the highly gas-producing nature of
LOHC dehydrogenation. As previously mentioned, 1 ml of 12H-NEC can yield 619 ml of hydrogen gas
at standard temperature and pressure upon complete dehydrogenation. Even at conditions expected
in the reactor such as 550 K, 5 bar, and 20% hydrogen yield, a substantial volume of around 40 ml
of hydrogen per ml of 12H-NEC is still produced. The present CFD simulations found that as soon as
the temperature rises within the reactor, gas production rapidly increases, leading to a surge in the gas
volume fraction. A visual representation in Figure 7.3 shows the plane volume-weighted average gas
volume fraction along the reactor length. Notably, the graph demonstrates that shortly after the reaction
begins, the gas volume fraction rapidly increases, also meaning that the liquid volume fraction rapidly
decreases. Consequently, to conserve mass balance, the velocities of both fluids must quickly adapt,
causing a rapid change in the interphase momentum exchange coefficient governed by the selected
two-fluid momentum interaction model. This abrupt change in variables across a short distance was
observed to induce instabilities.
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Figure 7.3: Plane averaged gas volume fraction along the length of the reactor for input parameters detailed in Table 7.2
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Specifically, one of the issues observed was the occurrence of reversed flow within the domain, as
depicted in Figure 7.4a and Figure 7.4b. Figure 7.4a plots the plane-average liquid mass flow rate in
kg/s along the reactor’s length. In an ideal scenario of mass conservation, this plot should a remain a
nearly horizontal line with a low decline of up to 5.8%, corresponding to the hydrogen released during
the dehydrogenation reaction. However, in Figure 7.4a, after the reaction rate increases and much
gas is released, the mass flow of liquid experiences a sudden drop, thus disrupting mass conservation.
Moreover, Figure 7.4b illustrates the liquid velocity vectors around this mass flow drop. It is noteworthy
to observe that to the right of the drop, the liquid vectors point upstream, indicating a reverse flow.
Further investigation revealed that this reversed flow was initiated by the sudden decrease in liquid
volume fraction at this point which in turn meant a sudden increase in liquid-solid interphase momentum
exchange coefficient, KLS, and high capillary forces in this area.
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Figure 7.4: Simulation instability caused as seen by reversed flow within the reactor, and high mass imbalance.

When graphed as a function of liquid volume fraction for representative parameters, the liquid-solid
interphase momentum exchange coefficient, as defined by Equation 3.1c, produces the curve shown
in Figure 7.5. It becomes apparent that at low liquid volume fractions, εL, the value of KLS spikes. This
behavior was previously identified in chapter 3, and a minimum volume fraction limit of 5% had been
set. However, when studying the hydrodynamics independently, the flow was non-reacting, and the
volume fractions were approximately constant throughout the reactor. Now that the reaction has been
added, when gas production begins in the simulation, the liquid mass fraction drops from around 36%
to between 5-10% in a short distance, causing the value of KLS to spike. In the simulation ending in
reversed flow, thisKLS spike caused a very largemomentum term of value−KLSUL, effectively stripping
all of the liquid’s upward momentum and causing it to instead change direction due to the downwards
gravitational acceleration. This issue was found to occur at the low inlet liquid velocities expected for
LOHC dehydrogenation. At such reduced speeds, the liquid does not have much momentum, so a
sudden addition of negative momentum can cause the liquid to stall and redirection.

It is important to highlight that the behavior exhibited by the KLS term plotted in Figure 7.5 is not
unique to the two-fluid interaction model. The spike of KLS at low liquid volume fractions is also ob-
served by the relative permeability model [120], the single-slit model [49], and various drag models
developed for single-phase flow through beds, such as the Gidaspow [39] and Syamlal-O’Brien [131]
models. However, it is worth noting that in single-phase flow models, the liquid volume fraction would
not drop below approximately 30% as dictated by the solid particle packing limit. Furthermore, even
in the models specifically developed for trickle beds explored in this thesis, the liquid volume fraction
would tend to remain relatively stable, as these models consider a constant gas and liquid input. There-
fore, the change in gas and liquid volume fractions observed in this simulation is something unexplored
by the aforementioned momentum interaction models.
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Figure 7.5: Liquid-solid interphase momentum exchange coefficient, KLS, as a function of liquid volume fraction.

To mitigate these issues, a few measures were found to be effective. First, the limit imposed on the
three interphase momentum exchange coefficients was increased to a liquid or gas volume fraction of
10% as represented by Figure 7.5. This helped avoid such an abrupt surge in the interphase momen-
tum exchange coefficients triggered by the change in fluid volume fractions. Furthermore, in addition
to the gas-liquid momentum exchange coefficient, KGL, calculated from the two-fluid momentum inter-
action model, an additional value of 0.2 was added to this coefficient. As the gas phase is accelerated
upstream due to buoyancy, adding this term to the gas-liquid momentum exchange coefficient had the
effect of accelerating the liquid phase along with the gas. This prevented the liquid from stalling and
reduced numerical instabilities. The value was brought down to 0.2 through iterative testing and could
not be further reduced due to the occurrence of liquid stalling. This may be a limitation of the two-fluid
momentum interaction model for this application involving low speeds and high changes in volume
fractions. Further investigation may be warranted to understand this aspect more comprehensively.

Another issue encountered during the current CFD simulation was oscillating flow parameters along
the reactor. As an example, Figure 7.6 shows the liquid mass flow rate along the reactor at a certain
point during the solution process. Despite many iterations at this point, the oscillations persisted without
damping. To improve this issue, the solution process was started with 1st order spatial discretization
schemes and switched to 2nd order discretization schemes further along in the process.
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Figure 7.6: Plane liquid mass flow rate exhibiting oscillating features along the length of the reactor for input parameters
detailed in Table 7.2.

For reference, Table 7.4 shows the solution procedure followed to obtain the results for the simu-
lation with input parameters shown in Table 7.2. While there is potential for refining the sequence of
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steps and number of iterations to reduce computational time, the current approach has proven to be
satisfactory at this stage.

Table 7.4: Procedure followed to obtain solution for CFD model with input parameters shown in Table 7.2

Initialization
Density, momentum, energy and liquid species spatial discretization 1st Order Upwind

Initialize flow and temperature fields from inlet values
Patch solid volume fraction profile

Remaining solution parameters per Table 7.3
Iterations 35000

Further Modifications
Density, momentum, energy and liquid species spatial discretization 2nd Order Upwind

Iterations 15000− 25000

To assess the convergence of the simulation, several parameters were monitored: mass imbalance
across the packed bed, pressure drop, hydrogen yield, and the sum of hydrogen yield and degree
of dehydrogenation. To determine convergence, the hydrogen yield plus degree of dehydrogenation
should remain within a range of 100%±2% for numerous iterations. This indicates that the species’
mass fractions, and phase volume fractions are no longer changing. Furthermore, the pressure drop
should also remain invariant, and the mass imbalance close to 0%. To exemplify these monitors and
convergence criteria, Figures 7.7a through 7.7d plot the monitors for mass imbalance, pressure drop,
hydrogen yield, and hydrogen yield plus degree of hydrogenation against the number of iterations in
the solution process. Notably, the mass balance monitor presented the most fluctuations throughout
the solution process as small oscillations developed. This, however, was found to have minor impact
on the output parameter values as these remained stable despite the fluctuations.
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Figure 7.7: Monitors to help determine stability and convergence of the solution with input parameters detailed in Table 7.2.
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Figure 7.8a plots the plane liquid mass flow rate along the reactor’s length at the end of the solution
process which can be compared to previously presented Figures 7.4a and 7.6. The liquid mass flow
rate now remains approximately constant along the reactor, as expected to satisfy the mass balance.
The noise observed in the plot arises from the varying porosity profile. This is why an average across
both the ’inlet’ and ’outlet’ sections of the domain is computed to determine the output parameters and
mass imbalance.
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(a) Liquid mass flow rate exhibiting stable behavior along the length of
the reactor.

0.0E+00

5.0E-07

1.0E-06

1.5E-06

2.0E-06

2.5E-06

3.0E-06

3.5E-06

4.0E-06

4.5E-06

0 0.5 1 1.5 2 2.5 3

M
as

s 
fl

o
w

 r
at

e 
[k

g
/s

]

Axial coordinate [m]

Gas mass flow rate

Inlet sec�ons

Packed bed

Outlet sec�ons

(b) Gas mass flow rate monotonically increasing along the length of the
reactor.

Figure 7.8: Plane mass flow rates along the length of the reactor for input parameters detailed in Table 7.2.

7.2. Baseline case results
The main output parameters of the baseline case simulation are summarized in Table 7.5. For a more
structured approach, these results and further details will be discussed in the following sections focusing
on the general themes discussed in this thesis.

Table 7.5: Main output parameters for simulation with input parameters detailed in Table 7.2

Output parameter Units Value
Pressure drop [kPa/m] 4.94
Liquid holdup [-] 0.091

Wetting efficiency [%] 0.61
Outlet temperature [K] 548.3

Hydrogen mass flow rate [mg/s] 3.8
Hydrogen volumetric flow rate [ml/s] 17.0

Hydrogen power output [W] 451
Hydrogen yield [%] 15.5

Outlet degree of hydrogenation [%] 86.2
Heat of reaction [W] 114

Wall heat transfer rate [W] 275
Mass-average liquid axial velocity [m/s] 0.032
Mass-average liquid residence time [s] 62.3
Mass-average gas axial velocity [m/s] 0.062

Gas mass flux [kg/m2s] 0.0054

7.2.1. Hydrodynamics
From a hydrodynamics perspective, the primary output parameters include pressure drop and liquid
holdup. However, much can also be learned from examining the velocity and volume fraction fields. As
indicated in Table 7.5, the recorded pressure drop is 4.9 kPa/m, and the average liquid holdup within the
packed bed 9.1%. This value for liquid holdup is the bed average but it is important to understand how
it evolves throughout the reactor. An alternative approach of visualizing liquid holdup is through liquid
saturation, βL, and gas saturation, αG, which represent the proportion of either fluid in the interstitial
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space. Figure 7.9 plots the plane volume-weighted average of liquid and gas saturation along the
reactor. Notably, at the reactor inlet, liquid saturation equals unity in accordance with a pure liquid inlet
boundary condition. Then, as the reaction begins, liquid saturation experiences a rapid decline as large
volumes of gas are formed and displace the liquid. The rapid increase in gas saturation occurs in this
reactor until an axial coordinate of around 0.75 m after which the gas saturation continues to slowly
rise to a value of 0.94 at the reactor outlet meaning that only 6% of the interstitial space is left for the
liquid phase.

Furthermore, Figure 7.10a and Figure 7.10b display the liquid and gas volume fraction contour
plots, respectively. Near the reactor’s entrance, a rapid decrease in the liquid volume fraction along the
reactor length can be observed. Then, Figure 7.10a zooms in on at the last 0.1 m of the reactor where
more stable liquid volume fractions between 2 and 4% are observed. The varying pattern in the figure
can be attributed to the fluctuating solid volume fraction profile. It is important to notice, however, that
the lower solid volume fraction near the reactor wall allows the fluids to take up more space, which as
will be seen also corresponds to a higher fluid velocity in this region.
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Figure 7.9: Plane volume-weighted average fluid phase saturation along reactor length for input parameters detailed in
Table 7.2.
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Figure 7.10: Fluid volume fraction contour plots for input parameters detailed in Table 7.2.
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The plots illustrating fluid saturation and volume fraction can be linked to fluid velocity contour plots
and understood together. Figures 7.11a and 7.11b present the velocity magnitude contour plots of
both phases. Notably, both phases exhibit an increase in velocity along the reactor. From the liquid’s
perspective, the rising velocity can be attributed to the declining volume fraction. In essence, the liquid
must accelerate to maintain mass conservation as its volume fraction decreases. A faster flowing liquid
means a shorter residence time in the reactor and as a result, less time for the LOHC to react.

From the gas phase’s perspective, an increase in velocity can also be attributed to the continuous
gas production which impulses the gas downstream. Additionally, due to the gas’s lower density, the
buoyancy force contributes to an upward acceleration of the gas. Figure 7.12 plots the radial profile
of axial velocity for both fluid phases at the packed bed outlet. This figure shows the higher gas ve-
locities compared to the liquid, and highlights the higher velocities of both fluids within the first two
particle diameters from the reactor wall. The shape of these profiles aligns with the radial void fraction
profile where in the vicinity of the wall, since solid volume fractions are lower, the fluids encounter less
resistance and can speed up.
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(a) Liquid velocity magnitude contour plot with zoomed section at the end of the packed bed.
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Figure 7.11: Velocity magnitude contour plots for input parameters detailed in Table 7.2.
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To improve the understanding of the fluid’s mass flow radial distribution, Figure 7.13a divides the
radial length into equal sections of 0.5 times the particle diameter and shows the proportion of the
total mass flow of liquid across each section along with the average axial velocity of the liquid at each
of these sections on the secondary axis. The bars represent the proportion of liquid flowing through
each section out of 100%, and the line represents the average axial velocity at each section. Likewise,
Figure 7.13b shows the same information but for the gas phase. From these graphs, it can be observed
that a significant amount of the fluid is channeled towards the wall. Figure 7.13a, shows that 25% of the
liquid mass flows along the first half particle diameter from the wall at a velocity 140% higher than the
average velocity across the rest of the cross-section. This means that more than a quarter of the liquid
mass bypasses the bulk of the reactor at more than twice the speed, effectively reducing the residence
time of this portion of liquid within the reactor and allowing less time for it to react and convert into the
desired product. From the gas’ perspective, 36% of mass flows within the first half particle diameter
from the wall. In this case, the faster gas flow near the wall is beneficial as it releases the product from
the bulk of the reactor, allowing more space for the liquid to contact the catalyst particles.
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(a) Liquid mass flow proportions and axial velocities.
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Figure 7.13: Proportion of fluid mass flow at a radial cross-section at the packed bed outlet as well as axial fluid velocities for
input parameters detailed in Table 7.2.

By calculating a mass-average liquid axial velocity within the whole packed bed and dividing the
length of the reactor by this velocity, an estimate can be made for the average residence time of the
liquid within the reactor. As shown in Table 7.5, the mass-average liquid axial velocity for this simulation
is 0.033 m/s which corresponds to an average liquid residence time of 60.5 s within the 2 m long reactor.

An interesting feature of the flow within this simulation becomes evident when visualizing the velocity
vectors of both the liquid and gas phases. These vectors indicate both the direction and speed of the
flow. Figures 7.14a through 7.14d show these vector plots at a section near the beginning reactor
where the increase in gas saturation is most pronounced, as well as at a section at the reactor’s end
for both phases.

The gas velocity vectors, illustrated in Figure 7.14a and 7.14b, consistently point upstream with an
increasing magnitude as the gas accelerates. In contrast, the behavior of liquid velocity vectors varies
between the initial and final segments of the packed bed. In Figure 7.14c, during the reactor’s early
phase, the liquid velocity vectors display indications of altering direction and the emergence of minor
vortex structures. As the liquid phase gains speed and momentum in the axial direction, these flow
patterns dissipate, resulting in a more streamlined flow profile parallel to the reactor’s axis.

It is worth noting that in a physical packed bed, the flow streamlines would not be perfectly straight
as represented by the parallel velocity vectors in Figures 7.14b and 7.14d. Instead, the flow would fol-
low a tortuous path around the catalyst particles. In the context of this Eulerian multiphase simulation,
the fluid velocity values within each cell represent an averaged velocity within that segment, where
the complexities of the tortuous paths are smoothed out, leaving the dominant axial velocity compo-
nent. For this reason, radial mixing in this simulation is instead primarily considered through species
dispersion.
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Figure 7.14: Velocity vectors for input parameters detailed in Table 7.2.

The average packed bed wetting efficiency is seen from Table 7.5 to be 57%. This can be further
understood by plotting the wetting efficiency contour plot shown by Figure 7.15. This plot shows how
the wetting efficiency transitions from 100% at the reactor inlet where no gas has been formed and
quickly drops as would be expected in an environment with high gas saturation. A low wetting effi-
ciency is undesired as it means much of the catalyst particles would not be in contact with the LOHC
and their surface is not used to its maximum capacity. This graph, along with the preceding observa-
tions regarding fluid volume fraction and velocities leads to the conclusion that the high gas volumes
produced reduce reactor efficiency and can lead to low hydrogen yields.
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Figure 7.15: External particle wetting efficiency, ηWE, contour plot for input parameters detailed in Table 7.2.

Another important observation regarding hydrodynamics pertains to identifying the prevailing flow
regime. As discussed in chapter 2, there is no universal criteria available to predetermine the flow
regime in cocurrent packed-bed upflow reactors. Instead, the existing flow maps should be applied
within the flow properties for which they were developed. In this case, the liquid mass flux, L, is 0.6
kg/m2s, and from Table 7.5, the gas mass flux, G, resulted in 0.0054 kg/m2s. Both of these fluxes fall
below the values reported by the flow maps in the literature. The closest match, however, is the work
by Murugesan and Sivakumar [106] introduced by their flow map in Figure 2.7b. In their criteria, the
flow regime can either be bubble flow, dispersed bubble flow, or pulsed flow. Figure 7.16 evaluates
Murugesan and Sivakumar’s [106] criteria with local flow properties at every cell and determines which
of these flow regimes would be present. The simulation’s data indicates that bubble flow prevails up to
a height of 1.2 m, as characterized by the relatively low fluid flow rates. However, as the flow speeds
up towards the end of the reactor, the flow transitions into a pulsed flow.
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Figure 7.16: Flow regime calculated per Murugesan and Sivakumar’s [106] flow map for input parameters given in Table 7.2.

An important assumption of this model is that of laminar flow, in that no turbulence model was
incorporated to represent the effect turbulent structures in the flow. A way to review this assumption
is by calculating the particle Reynolds number throughout the domain to determine whether the flow is
turbulent. As Dybbs and Edwards [35] explain, the flow remains steady and laminar below a particle
Reynolds number of 150. Figures 7.17a and 7.17b show contour plots for Reynolds number of the
liquid and gas phase, respectively. The liquid’s maximum Reynolds number is 105, localized near the
wall where speed is greatest. However, across most of the reactor domain, the liquid Reynolds number
ranges between 1 and 20, indicating a consistent laminar flow pattern. Similarly, the gas phase exhibits
a maximum Reynolds number of 9 also suggesting a steady laminar flow. This supports the decision
of opting for laminar flow modeling and avoiding turbulence flow models.
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(a) Liquid Reynolds number contour plot with zoomed section at the end of the packed bed.
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(b) Gas Reynolds number contour plot with zoomed section at the end of the packed bed.

Figure 7.17: Particle Reynolds number contour plots for input parameters detailed in Table 7.2.

7.2.2. Heat transfer
From the heat transfer perspective, this CFD model offers insight into the heat exchange process
between the heated walls to the bulk of the reactor as energy is used for LOHC dehydrogenation. In
the current simulation, the inlet temperature is set at 400 K and the reactor wall at 550 K, which could
be attained through a jacketed reactor with sufficient circulating heating oil.

Figure 7.18a illustrates the temperature contour plot shared by all phases within the reactor. This
plot demonstrates that after initial heating, temperature remains relatively stable throughout the reac-
tor’s length. This can further be observed by Figure 7.18b which plots the temperature along both the
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axis and the fluid adjacent to the reactor wall. The temperature increases significantly in the first 0.5 m
and then remains consistent throughout the remaining reactor length.

It is also important to recognize the difference between the wall and axis temperatures, as this
informs how deep the energy is transferred and how fast this happens. In this simulation, the most
significant temperature difference between the wall and axis arises within the first 0.5 m, with variations
ranging from 3 to 10 K. Then, the difference gradually decreases until the end of the reactor where the
difference is only 0.7 K. This is observed in Figure 7.18c which shows the radial temperature profile at
the packed bed outlet. Ultimately, this analysis demonstrates that for this 29.7 mm diameter reactor, the
flow and heating system prove effective in achieving a uniform temperature across the reactor’s cross-
section. It will be important to study how this heating behavior evolves as a larger diameter reactor is
selected to increase reactor volume and hydrogen production.
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(a) Temperature contour plot for input parameters detailed in Table 7.2.
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Figure 7.18: Temperature plots for input parameters detailed in Table 7.2.

Within the pseudo-homogeneous heat transfer model, one of the heat transfer parameters is the
wall heat transfer coefficient, hw, plotted by Figure 7.19 along the reactor. The increasing trend in hw
can linked to earlier Figure 5.4c which showed how hw increases with increasing liquid velocity. This
pattern also holds true for the effective thermal conductivity, Λe, which also increases downstream as
liquid velocity increases.
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Figure 7.19: Wall heat transfer coefficient along reactor length for input parameters detailed in Table 7.2.
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7.2.3. Species conversion and hydrogen yield
Finally, a valuable outcome of this simulation is to understand the chemical conversion and heat re-
quirements.

Results from Table 7.5 show a 15.5% hydrogen yield and 451 W hydrogen power output, derived by
multiplying the hydrogen mass flow rate by hydrogen’s lower heating value (119960 kJ/kg). Additionally,
the outlet degree of hydrogenation is 86.2%. Figure 7.20 presents NEC species mass fractions along
the reactor, depicting the transition from fully hydrogenated 12H-NEC to a mixture of four NEC species.
At the reactor’s end, the mixture is still mostly 12H-NEC, with minimal 4H-NEC and 0H-NEC. This be-
havior can be explained by observing the reaction rates of each of the three consecutive reactions.
The first reaction, 12H-NEC to 8H-NEC, is fastest due to high inlet 12H-NEC concentration and a high
reaction rate constant, k1. The next reaction from 8H-NEC to 4H-NEC has a reaction rate constant,
k2, in the same order of magnitude as k1. However, since 8H-NEC first needs to be formed by the
previous reaction, its concentration is low resulting in a lower reaction rate from 8H-NEC to 4H-NEC.
The final reaction, 4H-NEC to 0H-NEC, has a significantly lower rate constant, k3, and 4H-NEC con-
centration, resulting in minimal conversion. The three plane volume-average reaction rates are plotted
in Figure 7.21 to show this behavior. Notably, the first reaction rate sharply rises within the initial 0.2 m
which coincides with the LOHC heating from its inlet temperature towards the wall temperature.

Analyzing reaction rate distribution reveals areas of reactor underutilization. For example, the initial
0.15 m where the LOHC is not yet at high temperatures, and further upstream where the concentration
of LOHC is low because of the high gas volume fraction, are underutilized. Figure 7.22 shows cumu-
lative gas production along the reactor length. This figure shows that barely any gas is produced in
the first 0.15 m of the reactor. At 0.15 m, the temperature at the center of the reactor reaches 510 K
after which high gas production begins. Subsequently, from 0.15 to 0.65 m, the high reaction rates pro-
duce 50% of the total hydrogen production. The remaining 50% of the produced hydrogen is produced
steadily between 0.65 m and the reactor outlet.

This insight can help propose ideas to improve reactor performance, such as preheating the LOHC
to temperatures above 510 K before encountering the catalyst. To maximize catalyst efficiency, only
heated LOHC should come in contact with the catalyst to avoid low reaction rates. This could be
done before the reactor inlet by a preheating system or within the reactor in an initial section with inert
particles such that the LOHC can be heated without spending valuable catalyst pellets. Another way
to improve the reaction rate is by increasing the LOHC concentration upstream of the reactor which
would imply reducing the gas volume fraction or, in other words, removing gas from the system.
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Figure 7.22: Cumulative gas production as a percent of total gas production for input parameters detailed in Table 7.2.

7.3. Sensitivity analyses
Having analyzed an initial case for this model, four sensitivity analyses will be done to understand the
effect of some of the principal input parameters on the output parameters.

7.3.1. Wall temperature study
Given the exponential relationship between reaction rate constants and temperature, reactor temper-
ature is one of the parameters that most easily impacts reactor performance. In this reactor design,
key parameters influencing reactor temperature include the inlet liquid temperature, reaction kinetics,
and reactor wall temperature. Assuming a consistent inlet temperature and reaction kinetics, adjusting
the reactor wall temperature, or the associated heating system, can provide control over the reactor
temperature. To understand the influence of wall temperature, a set of simulations will be executed
with varying wall temperatures as outlined in Table 7.6.

Table 7.6: Input parameters for wall temperature sensitivity analysis.

Input parameter Value
Flow configuration Cocurrent upward flow

Fluid system H2 - NEC
Reactor diameter [m] 0.0297
Reactor length [m] 2
Particle diameter [m] 0.003

Particle Shape Spherical
Sphericity [-] 1
Mesh size 0.7×dp

Ergun constant 1 [-] 215
Ergun constant 2 [-] 1.8

Inlet liquid mass flux [kg/m2s] 0.6
Inlet temperature [K] 400

Inlet 12H-NEC mass fraction [-] 1
Wall temperature [K] 510−570
Reaction Kinetics Dong et al. [32]

Operating pressure [bar] 5

This series of simulations were done following the same procedure and model settings described
in section 7.1. The main output parameters are summarized in Table 7.7 and some of them graphed in
Figures 7.23a through 7.23f.
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Table 7.7: Main output parameters for wall temperature sensitivity analysis as described by Table 7.6

Input parameter Units Value Value Value Value Value Value Value

Wall temperature [K] 510 520 530 540 550 560 570

Output parameter Units Value Value Value Value Value Value Value

Pressure drop [kPa/m] 3.97 4.06 4.30 4.54 4.94 5.43 5.85

Liquid holdup [-] 0.128 0.120 0.114 0.098 0.091 0.083 0.077

Wetting efficiency [%] 0.58 0.60 0.61 0.60 0.61 0.62 0.62

Outlet temperature [K] 509.2 518.2 528.8 538.5 548.3 558.1 568.0

Hydrogen mass
flow rate [mg/s] 2.5 2.7 3.1 3.4 3.8 4.2 4.5

Hydrogen
volumetric flow rate [ml/s] 10.3 11.8 13.4 15.0 17.0 19.4 20.9

Hydrogen power
output [W] 294 330 368 406 451 508 537

Hydrogen yield [%] 10.1 11.3 12.7 13.9 15.5 17.4 18.5

Outlet degree of
hydrogenation [%] 88.9 88.8 88.2 87.7 86.2 84.1 83.1

Heat of reaction [W] 67 82 94 100 114 128 138

Wall heat transfer
rate [W] 181 207 236 249 275 303 325

Mass-average
liquid axial velocity [m/s] 0.023 0.025 0.028 0.029 0.032 0.036 0.039

Mass-average
liquid residence

time
[s] 85.9 79.6 72.7 68.8 62.3 55.7 51.0

Mass-average gas
axial velocity [m/s] 0.045 0.050 0.057 0.057 0.062 0.068 0.073

Gas mass flux [kg/m2s] 0.0035 0.0040 0.0044 0.0049 0.0054 0.0061 0.0065
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Figure 7.23: Output parameters for simulations with input parameters detailed in Table 7.6.
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Figure 7.23: Output parameters for simulations with input parameters detailed in Table 7.6 (cont.).

Themost evident trend observed in this study is the increase in wall heat transfer rate, as anticipated
with rising wall temperatures. As wall heating increases, reactor temperature rises as is observed from
the increase in outlet temperature shown in Figure 7.23a. Higher temperatures lead to accelerated re-
action kinetics and consequently a higher hydrogen yield, as observed in Figure 7.23b. This correlates
directly with the hydrogen produced, evident through the increased hydrogen mass flow rate and the
corresponding hydrogen power graphed in Figure 7.23c.

The increased hydrogen production leads to an increased gas volume fraction, subsequently ac-
celerating fluid flow. This acceleration results in higher mass-average liquid and gas velocities, as
observed in Figure 7.23d, which plots the mass-average liquid velocity across the whole packed bed at
varying wall temperatures. Faster moving fluids results in the increased pressure drop observed in Fig-
ure 7.23e. It is interesting to note that within the range of examined flow parameters, the pressure drop
increases almost linearly to fluid velocity. This linear relationship aligns with the behavior of the viscous
contribution to interphase momentum exchange coefficients, which are themselves linear functions of
velocity. Examining the data reveals that, in fact, the viscous term dominates the interphase momentum
exchange coefficients, with values ranging between one and two orders of magnitude higher than the
inertial contribution. This observation is further supported by the low Reynolds numbers observed in
previous Figures 7.17a and 7.17b, indicating that within the fluids, viscous forces dominate over inertial
forces.

Finally, an increased velocity implies a lower residence time as is depicted by Figure 7.23f. While
a reduced residence time might seem counterproductive, the higher temperatures and reaction rates
counteract this effect, yielding an overall positive outcome with increased hydrogen yield and hydrogen
power output. Although continuing to increase the wall temperature is beneficial for the hydrogen yield,
an upper temperature limit exists due to byproduct generation and the thermal degradation of the LOHC.
For NEC, these effects begin at 550 K, which should thus be regarded as the upper temperature limit
[98]. Additionally, practical limitations related to the equipment and surrounding setup could also come
into play at elevated temperatures.
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7.3.2. Reactor diameter study
One of the main design parameters for packed-bed LOHC dehydrogenation reactors is the reactor
diameter. A larger reactor diameter can accommodate a larger volume of LOHC and catalyst pellets to
produce higher mass flows of hydrogen. The following set of CFD simulations will study the effect of
reactor diameter on the output parameters while maintaining the remaining input parameters constant.
Following the discussion of wall temperature, a constant wall temperature of 550 K will be used as this
is the highest temperature that NEC can be dehydrogenated at without undesired byproduct formation
or decomposition. Table 7.8 summarizes the set of input parameters for this study.

Table 7.8: Input parameters for reactor diameter sensitivity analysis.

Input parameter Value
Flow configuration Cocurrent upward flow

Fluid system H2 - NEC
Reactor diameter [m] 0.02−0.25
Reactor length [m] 2
Particle diameter [m] 0.003

Particle Shape Spherical
Sphericity [-] 1
Mesh size 0.7×dp

Ergun constant 1 [-] 215
Ergun constant 2 [-] 1.8

Inlet liquid mass flux [kg/m2s] 0.6
Inlet temperature [K] 400

Inlet 12H-NEC mass fraction [-] 1
Wall temperature [K] 550
Reaction Kinetics Dong et al. [32]

Operating pressure [bar] 5

This series of simulations was done following the same procedure and model settings described in
section 7.1. The main output parameters are summarized in Table 7.9 with some of them plotted in
Figures 7.24a through 7.24f.
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Table 7.9: Main output parameters for reactor diameter sensitivity analysis as described by Table 7.8

Input parameter Units Value Value Value Value Value Value Value Value Value

Reactor diameter [m] 0.02 0.0297 0.045 0.06 0.08 0.1 0.15 0.2 0.25

Output parameter Units Value Value Value Value Value Value Value Value Value

Pressure drop [kPa/m] 4.44 4.94 5.41 5.75 5.75 5.74 5.55 5.55 5.71

Liquid holdup [-] 0.089 0.091 0.104 0.113 0.122 0.128 0.149 0.168 0.185

Wetting efficiency [%] 0.61 0.61 0.64 0.65 0.66 0.64 0.62 0.62 0.64

Outlet temperature [K] 548.7 548.3 547.4 547.1 544.7 542.6 536.5 529.4 511.4

Hydrogen mass
flow rate [mg/s] 1.8 3.8 8.6 14.2 23.3 34.7 61.0 87.0 115.1

Hydrogen
volumetric flow rate [ml/s] 8.2 17.0 38.9 64.1 104.7 155.3 270.2 381.7 488.9

Hydrogen power
output [W] 218 451 1036 1708 2800 4168 7321 10440 13804

Hydrogen yield [%] 16.5 15.5 15.0 14.4 13.3 12.6 9.9 7.9 6.7

Outlet degree of
hydrogenation [%] 86.4 87.2 87.9 88.5 89.2 89.3 90.6 90.8 93.0

Heat of reaction [W] 52 114 252 497 774 879 1405 1967 1719

Wall heat transfer
rate [W] 131 275 621 1111 1884 2608 5069 8133 10920

Mass-average
liquid axial velocity [m/s] 0.034 0.033 0.031 0.029 0.026 0.024 0.020 0.016 0.015

Mass-average
liquid residence

time
[s] 58.4 60.5 63.8 67.8 77.0 83.6 100.7 121.8 130.5

Mass-average gas
axial velocity [m/s] 0.059 0.060 0.056 0.054 0.050 0.051 0.043 0.035 0.033

Gas mass flux [kg/m2s] 0.0058 0.0054 0.0054 0.0050 0.0046 0.0044 0.0035 0.0028 0.0023
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Figure 7.24: Output parameters for CFD simulations with input parameters given in Table 7.8.
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Figure 7.24: Output parameters for CFD simulations with input parameters given in Table 7.8 (cont.).

One important consequence of increasing the reactor diameter is its impact on the temperature
field. With an enlarged diameter, heating the cross-section of the reactor requires more time. This
results in lower average temperatures throughout the reactor and as Figure 7.24a plots, outlet temper-
ature decreases. Lower temperatures lead to diminished hydrogen yields, as observed in Figure 7.24b.
However, increased reactor diameters allow for a greater mass flow of LOHC, which in turn can result
in higher hydrogen production. This dynamic is evident in Figure 7.24c where despite a lower hydrogen
yield, hydrogen production and power output increase due to the increased mass of LOHC.

The reactor’s temperature distribution can be visualized through the temperature contour plots
shown in Figure 7.25, complemented by reactor axis temperature profiles depicted in Figure 7.26.
These figures illustrate how, as the reactor diameter increases, the bulk of the reactor takes longer
to reach higher temperatures. An interesting effect that becomes noticeable in larger diameter reac-
tors is the formation of small eddies along the wall region.

To understand this phenomenon, the length of the reactor can be described in three sections. Fo-
cusing on the 0.20 m diameter reactor, the first section spans from the beginning up until roughly 0.5 m
axial length where the liquid is at a too low temperature for the reaction to be observable. In this region,
the bulk of the fluid moves at low velocities, while near the wall higher speeds are observed because
of the higher bed porosity. Along the wall, a thermal boundary layer begins to develop. However, the
higher fluid velocity near the wall quickly advects the heated fluid downstream resulting in a thin thermal
boundary layer.

Furthermore, as the temperature increases from roughly 0.5m to 1m axial coordinate, reaction rates
surge generating substantial volumes of gas. At this point, the thermal boundary layer along the wall
has thickened and begun to form vortices due to temperature gradients between the relatively colder
bulk region and the hot wall region. These fluid structures are better observed in Figure 7.27 which
displays liquid velocity vectors over the temperature contour plot. These vectors delineate circulating
paths, mirroring the patterns on the temperature contour plots. These paths facilitate hotter fluid from
the wall region to penetrate towards the bulk of the reactor, enhancing mixing and heating of the bulk
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region within the reactor. Given that in this section the velocity of the flow near the bulk region remains
low, the buoyancy effects from the high thermal gradients can easily manifest in these circulating flow
structures.

An interesting effect of this flow pattern can be observed in Figure 7.28 which plots the four NEC
species contour plots for the 0.20 m diameter reactor. These plots show zones of higher concentration
of the intermediate species such as 8H-NEC and 4H-NEC, particularly close to the center of the reactor.
Some of the circulating flow structures have the effect of maintaining LOHC in place for longer periods
of time which allows it to further react and increase the concentration of partially hydrogenated species.
Next to the wall however, a consistently higher speed advects 12H-NEC further downstream.

Finally, from 1 m onward, the mixing caused by the circulating flow structures helps the temperature
become more uniformly distributed, intensifying the reaction rate. The lower temperature gradients di-
minish buoyancy effects, and with the effect of an accelerated flow due to the increase in gas production,
the vortices are dissipated.
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Figure 7.25: Temperature contour plots for different reactor diameters. Simulation performed with input parameters detailed in
Table 7.8.
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different reactor diameters. Simulation performed with

input parameters detailed in Table 7.8.
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Figure 7.27: Temperature contour plots with superimposed liquid
velocity vectors for reactor with 0.20 m diameter. Simulation

performed with input parameters detailed in Table 7.8.
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Figure 7.28: NEC species mass fraction contour plots for reactor with 0.20 m diameter, each with its own scale. Simulation
performed with input parameters detailed in Table 7.8.

To gain a deeper understanding of the behavior exhibited in reactors with larger diameters, an
additional simulation was conducted for the 0.20 m diameter reactor. This simulation was conducted
with the same input parameters previously outlined in Table 7.8, except for the inlet temperature which
was set at 550 K to match the wall temperature. This would simulate a scenario where the LOHC has
been fully preheated. The objective of this simulation was to investigate whether the circulating zones
would still emerge under these conditions. The resulting temperature and NEC species mass fraction
contour plots can be observed in Figure 7.29, where no indications of circulating regions are found.
Without the high thermal gradients, these flow structures do not form, resulting in a more uniform flow
pattern. A lower temperature spot near the reactor’s axis can be observed due to the endothermic
nature of the reaction.
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Figure 7.29: Temperature and NEC species mass fraction contour plots for 0.20 m diameter reactor and 550 K inlet
temperature, each with its own scale.



7.3. Sensitivity analyses 110

Another important aspect to highlight with changing reactor diameter pertains to the impact of the
high porosity region near the wall. With an increasing reactor diameter, the tube-to-particle diameter
ratio rises, resulting in a diminishing impact of the previously observed effects near the wall because of
the high porosity. This can be observed is through the pressure drop which is plotted in Figure 7.24e as
a function of reactor diameter. For reactor diameters below 0.06 m, corresponding to a tube-to-particle
diameter ratio of 20, the pressure drop can be observed to decrease as reactor diameter decreases.
This trend can be attributed to the decreasing tube-to-particle diameter ratio which implies that the
area with higher porosity along the wall is a larger proportion of the reactor’s total cross-sectional area.
Consequently, a greater fraction of fluid mass flows through the zone of lower porosity, leading to
reduced flow resistance and yielding a lower pressure drop.

On the contrary, for reactors with diameter greater than 0.06 m, or tube-to-particle diameter ratios
above 20, the pressure drop remains relatively constant. In these cases, the wall region constitutes a
smaller proportion of the reactor area, meaning that its effects on the overall fluid flow and pressure
drop are minimized. This can also be observed by plotting the proportion of mass flow across the
radius of the reactor. Figure 7.30a divides the radial length into equal sections of 0.5 times the particle
diameter and shows the proportion of the total mass flow of liquid across each section for the first 5
particle diameters from the wall for the 0.20 m diameter reactor. The secondary axis also plots the
average axial velocity of the liquid at each of these sections. The same can be said for Figure 7.30b
but for gas. These figures can be compared with Figure 7.13a and Figure 7.13b which plot the same
information but for the thinner 0.0297 m diameter reactor. While in the thin reactor 42% of the liquid
mass flows through the first particle diameter at higher speeds than the rest, for the 0.2 m diameter
reactor this number is only 10% and a more homogeneous flow distribution can be observed.
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Figure 7.30: Proportion of fluid mass flow at a radial cross-section at the packed bed outlet as well as axial fluid velocities for a
0.20 m diameter reactor. Simulation performed per input parameters detailed in Table 7.8.

Finally, a comment can be made regarding the predicted flow regimes within reactors of different
diameters. Figure 7.31 evaluates Murugesan and Sivakumar’s [106] flow regime criteria throughout the
domain for three reactor diameters to predict the prevailing flow regime. In the 0.02 m diameter reactor,
a transition from bubble to pulsed flow occurs at the axial coordinate of 1 m. Similarly, the 0.0279
m diameter reactor exhibits this transition but further downstream at a location of 1.4 m. In contrast,
reactors with diameters greater than 0.045 m showed a bubble flow only. This behavior correlates with
the fact that the small diameter reactors present the highest liquid and gas velocities. Pulsed flow is
particularly correlated with a higher gas mass flux, which, as observed in Table 7.9, is greatest in the
smallest diameter reactor.
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Figure 7.31: Flow regime calculated per Murugesan and Sivakumar’s [106] flow map for different diameter reactors.
Simulation performed per input parameters detailed in Table 7.8.

Overall, increasing reactor diameter has a negative effect with regards to heat transfer but has the
positive effect of minimizing high porosity effects near the wall. A way to maintain a homogeneous
temperature distribution and reduce the high porosity wall effect on the flow could be to maintain a thin
reactor but reduce the particle size to increase the tube-to-particle diameter ratio. This will be explored
in a following sensitivity analysis studying the effect of particle size.

7.3.3. Inlet liquid mass flux study
One of the input parameters that can most easily be regulated via a mass flow meter is the inlet liquid
mass flux. The rationale behind adjusting the mass flow rate is to influence the LOHC velocity and
consequently its residence time within the reactor. An increased residence time can yield a higher
conversion, and thus an increased hydrogen production. To explore this phenomenon, a series of
simulations will be conducted according to Table 7.10. In these simulations, all variables will remain
constant except for the inlet liquid mass flux.

Table 7.10: Input parameters for inlet liquid mass flux sensitivity analysis.

Input parameter Value
Flow configuration Cocurrent upward flow

Fluid system H2 - NEC
Reactor diameter [m] 0.0297
Reactor length [m] 2
Particle diameter [m] 0.003

Particle Shape Spherical
Sphericity [-] 1
Mesh size 0.7×dp

Ergun constant 1 [-] 215
Ergun constant 2 [-] 1.8

Inlet liquid mass flux [kg/m2s] 0.3−1.2
Inlet temperature [K] 400

Inlet 12H-NEC mass fraction [-] 1
Wall temperature [K] 550
Reaction Kinetics Dong et al. [32]

Operating pressure [bar] 5

This series of simulations was done following the same procedure and model settings described in
section 7.1. The main output parameters are summarized in Table 7.11 with the inlet liquid mass flux
input converted to inlet liquid interstitial velocities for reference. Additionally, some important trends are
shown in Figures 7.32a through 7.32e.
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Table 7.11: Main output parameters for inlet liquid mass flux sensitivity analysis as described by Table 7.10

Input parameter Units Value Value Value Value Value Value Value Value

Inlet liquid mass
flux [kg/m2s] 0.3 0.4 0.5 0.6 0.7 0.8 1.0 1.2

Inlet liquid
interstitial velocity [m/s] 0.0010 0.0013 0.0016 0.0019 0.0022 0.0026 0.0032 0.0039

Output parameter Units Value Value Value Value Value Value Value Value

Pressure drop [kPa/m] 3.95 4.38 4.71 4.94 5.39 5.54 5.72 6.23

Liquid holdup [-] 0.073 0.078 0.086 0.091 0.097 0.100 0.105 0.115

Wetting efficiency [%] 0.54 0.55 0.60 0.61 0.64 0.65 0.66 0.70

Outlet temperature [K] 548.3 548.5 548.4 548.3 548.3 548.3 548.3 548.5

Hydrogen mass
flow rate [mg/s] 3.2 3.4 3.6 3.8 4.1 4.1 4.1 4.3

Hydrogen
volumetric flow rate [ml/s] 14.3 15.2 16.2 17.0 18.3 18.6 18.5 19.2

Hydrogen power
output [W] 380 405 431 451 487 495 493 511

Hydrogen yield [%] 26.1 20.9 17.8 15.5 14.3 12.8 10.2 8.8

Outlet degree of
hydrogenation [%] 82.8 82.8 85.7 86.2 88.3 88.7 89.8 90.9

Heat of reaction [W] 99 103 107 114 119 118 110 118

Wall heat transfer
rate [W] 188 212 247 275 309 329 371 429

Mass-average
liquid axial velocity [m/s] 0.0263 0.0282 0.0298 0.0321 0.0347 0.0361 0.0366 0.0386

Mass-average
liquid residence

time
[s] 76.0 70.9 67.0 62.3 57.6 55.3 54.6 51.8

Mass-average gas
axial velocity [m/s] 0.054 0.054 0.063 0.062 0.063 0.064 0.066 0.068

Gas mass flux [kg/m2s] 0.0046 0.0049 0.0052 0.0054 0.0059 0.0060 0.0059 0.0062
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Figure 7.32: Output parameters as a function of inlet liquid mass flux for CFD simulations with input parameters given in
Table 7.10.
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Figure 7.32: Output parameters as a function of inlet liquid mass flux for CFD simulations with input parameters given in
Table 7.10 (cont.).

An increase in liquid mass flux leads to a corresponding increase in liquid interstitial velocity, as
observed in the input parameter section of Table 7.11. Moreover, as depicted in Figure 7.32a, the
average liquid interstitial velocity across the entire reactor also shows an increase with increasing inlet
liquid mass flux. This translates to a lower residence time, as observed in Figure 7.32b, which then
results in a lower hydrogen yield as seen in Figure 7.32c. Interestingly, the decreased hydrogen yield
does not lead to a corresponding decrease in hydrogen power output due to the counteracting effect
of the higher liquid mass flux. An increased liquid mass flux means that a greater mass of LOHC can
be converted, even if it is to a lower extent, ultimately leading to greater hydrogen production.

It is important to highlight that a reduction in inlet mass flux does not result in a proportional reduction
in average liquid velocity within the packed bed. To illustrate this, Figure 7.33 replicates Figure 7.32a
but converting the inlet mass flux to inlet interstitial velocities. This graph reveals that halving the
inlet velocity, for example, from 3 to 1.5 mm/s, results in only a 20% reduction in the overall liquid
bed average velocity (from 36.4 to 29.8 mm/s). This non-proportional decrease is due to the high
acceleration experienced by the liquid due to the substantial gas volumes produced in both scenarios
which displace the liquid upstream.

The liquid acceleration is a limit of the current packed-bed reactor design that makes reaching in-
creased residence times difficult even if the inlet velocity is reduced. To overcome this limitation, the
reactor requires a way to remove gas and prevent the reduction of liquid volume fraction which triggers
liquid acceleration. Potential solutions may include intermediate taps for gas removal, implementing
shorter reactors in series with intermediate gas-liquid separation, or employing a solid membrane em-
bedded in the wall to enable gas removal along the reactor.
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Figure 7.33: Packed bed mass-average liquid axial velocity plotted against inlet liquid velocity for input parameters detailed in
Table 7.10. Note both velocities are interstitial velocities.

7.3.4. Pellet diameter study
A final sensitivity analysis will investigate the influence of pellet diameter on the reactor’s behavior.
Modifying the pellet diameter will alter the reaction kinetics as the catalyst surface area per unit volume
will change. Smaller particle diameters are expected to increase the catalyst surface area, thereby
offering more active sites for the LOHC to react. For this study, however, as information relating kinetics
of NEC dehydrogenation and particle size is not available, the same reaction kinetics used up to this
point will be maintained. Therefore, changing the particle diameter in the model will not reflect kinetics
changes so any trend in conversion or hydrogen yield may not be accurate. Nevertheless, it remains
possible to explore the impact of particle diameter on the reactor’s hydrodynamics and heat transfer
properties.

A change in particle diameter implies distinct hydrodynamics and varied flow resistance within the
packed bed. To analyze these effects, the two-fluid momentum interaction model employed requires
values of Ergun constants E1 and E2. Previous simulations used values of 215 and 1.8, respectively,
based on Gunjal et al.’s research [42] studying a packed bed with 3 mm spherical particles. These
values, however, are specific to the particle characteristics in that study, and should not be used for
different particle sizes. As no information is at hand relating particular Ergun constants for various
particle sizes, the recommended universal values proposed by Macdonald et al. [86] of E1 = 180 and
E2 = 1.8 will be applied across all particle diameters. Table 7.12 summarizes the input parameters for
this study.

Table 7.12: Input parameters for particle diameter sensitivity analysis.

Input parameter Value
Flow configuration Cocurrent upward flow

Fluid system H2 - NEC
Reactor diameter [m] 0.0297
Reactor length [m] 2
Particle diameter [m] 0.001−0.007

Particle Shape Spherical
Sphericity [-] 1
Mesh size 0.7×dp

Ergun constant 1 [-] 180
Ergun constant 2 [-] 1.8

Inlet liquid mass flux [kg/m2s] 0.6
Inlet temperature [K] 400

Inlet 12H-NEC mass fraction [-] 1
Wall temperature [K] 550
Reaction Kinetics Dong et al. [32]

Operating pressure [bar] 5
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The results of this study are summarized in Table 7.13 with some key parameters graphed as a
function of particle diameter in Figures 7.34a through 7.34d for easier visualization.

Table 7.13: Main output parameters for particle diameter sensitivity analysis as described by Table 7.12

Input parameter Units Value Value Value Value Value Value Value

Particle diameter [m] 0.001 0.002 0.003 0.004 0.005 0.006 0.007

Tube-to-particle diameter
ratio [-] 29.7 14.9 9.9 7.4 5.9 5.0 4.2

Output parameter Units Value Value Value Value Value Value Value

Pressure drop [kPa/m] 18.46 7.27 4.96 3.43 2.65 2.41 2.17

Liquid holdup [-] 0.089 0.084 0.098 0.099 0.098 0.104 0.105

Wetting efficiency [%] 0.60 0.60 0.66 0.63 0.60 0.63 0.61

Outlet temperature [K] 549.1 549.0 548.6 548.5 547.9 547.7 547.4

Hydrogen mass flow rate [mg/s] 3.9 3.8 4.1 4.0 3.8 4.0 3.8

Hydrogen volumetric flow
rate [ml/s] 17.6 17.2 18.6 18.1 17.1 18.0 17.1

Hydrogen power output [W] 471 458 493 480 454 477 454

Hydrogen yield [%] 16.2 15.8 17.0 16.5 15.6 16.4 15.6

Outlet degree of
hydrogenation [%] 83.7 86.6 88.7 88.3 87.7 87.4 86.6

Heat of reaction [W] 105 103 139 127 115 116 83

Wall heat transfer rate [W] 268 265 299 289 276 283 265

Mass-average liquid axial
velocity [m/s] 0.020 0.029 0.033 0.036 0.036 0.036 0.035

Mass-average liquid
residence time [s] 100.3 68.8 60.6 55.1 55.9 55.3 57.8

Mass-average gas axial
velocity [m/s] 0.057 0.056 0.067 0.059 0.055 0.056 0.055

Gas mass flux [kg/m2s] 0.0057 0.0055 0.0059 0.0058 0.0055 0.0057 0.0055

Average wall heat transfer
coefficient [W/m2K] 320.5 262.6 221.9 180.2 155.3 142.6 122.2
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Figure 7.34: Output parameters as a function of particle diameter for CFD simulations with input parameters given in
Table 7.12.
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Figure 7.34: Output parameters as a function of particle diameter for CFD simulations with input parameters given in
Table 7.12.

The most evident effect of particle diameter is the change in pressure drop observed in Figure 7.34a.
As expected, smaller particle diameters result in greater flow resistance, leading to an increase in
pressure drop across the bed. Additionally, smaller particle diameters lead to higher tube-to-particle
diameter ratios, which, as observed in the reactor diameter sensitivity analysis, diminish the influence
of the high porosity region near the wall. The higher tube-to-particle diameter ratio allows less fluid to
bypass the bulk of the reactor, resulting in lower average fluid velocities. Figure 7.34b plots the packed
bed’s average liquid velocity, illustrating the decreasing velocity at lower particle diameters.

In this thin 0.0297 m diameter reactor, it is difficult to observe the impact of pellet diameter on heat
transfer due to the small temperature differences within the reactor. However, it is possible to discern a
trend in the output temperature, as shown in Figure 7.34c, where the output temperature is higher with
smaller particle diameters. This improved heat transfer for smaller particle diameters may be attributed
to the higher values of the wall heat transfer coefficient, which, as indicated in Table 7.13, rises as
particle diameters decrease.

Finally, Figure 7.34d presents the hydrogen yield against particle diameter. The results show no
definitive trend, as the hydrogen yield remains consistent across different particle diameters. It is im-
portant to note that since the same reaction kinetics were applied to all particle diameter simulations,
no conclusions should be made from the results concerning hydrogen yield or production.

7.4. Improved reactor design
Based on what has been understood from the preceding sensitivity analyses, a final simulation will
be run using improved design values. Each of the input parameters will be briefly discussed with the
summary of input values detailed in Table 7.14.

Reactor diameter The reactor diameter choice is primarily guided by the desired hydrogen production
rate because a larger diameter generally corresponds to a higher hydrogen power output. Beyond this
consideration, the reactor diameter should balance the hydrodynamic and heat transfer properties. A
thicker reactor contributes to a higher tube-to-particle diameter ratio, effectively minimizing high porosity
wall effects. On the other hand, a thinner reactor facilitates heat transfer to the bulk of the reactor. From
the preceding reactor diameter study, a diameter of 0.15 m balances these factors by minimizing wall
effects and maintaining efficient bulk heating.

Particle diameter A particle diameter of 0.003 m is selected as particle diameters below 0.002 m
were found to produce significant pressure drops.

Particle shape While the CFDmodel was developed to consider the particle shape through a spheric-
ity factor, all simulations were conducted with a sphericity value of 1, representing spherical particles.
Further investigation is needed to fully comprehend the impact of particle shape on reactor perfor-
mance.
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Ergun constants Ideally, Ergun constants should be determined for each specific bed. In the ab-
sence of such measurements, a value of E1 = 180 and E2 = 1.80 are considered appropriate.

Inlet liquidmass flux An inlet liquidmass flux of 0.3 kg/m2s is chosen as it promotes longer residence
times without causing numerical instabilities observed in lower mass fluxes.

Wall temperature A wall temperature of 550 K is selected to enhance reaction rates while avoiding
byproducts or NEC degradation.

Inlet temperature To maintain temperatures above 510 K throughout the reactor and avoid low reac-
tion rates, an inlet temperature of 530 K is chosen.

Reactor length The preceding simulations demonstrated how increasing gas volume forces liquid
downstream, resulting in higher liquid velocities and lower volume fractions of liquid. This leads to
reduced reaction rates downstream. In the baseline case, for instance, 50% of the total hydrogen
production occurred within a short span between 0.15 m and 0.65 m of the reactor’s length, meaning
that the remaining reactor length was less productive. For this final simulation, the reactor length will be
split into two 1 m segments with intermediate gas-liquid separation, aiming to improve the productivity
of the second reactor. These two segments are named Reactors 1.1 and Reactor 1.2 in Table 7.14
where the output temperature and LOHC mass fractions of Reactor 1.1 will be input to Reactor 1.2. An
additional 2 m long reactor, named Reactor 2 in Table 7.14, will also be evaluated for comparison.

Table 7.14: Input parameters for improved reactor design. Reactors 1.1 and 1.2 are considered a system of two reactors in
series with intermediate gas-liquid separation.

Reactor 1.1 Reactor 1.2 Reactor 2
Input parameter Value Value Value
Flow configuration Coccurrent upward flow Coccurrent upward flow Coccurrent upward flow

Fluid system H2 - NEC H2 - NEC H2 - NEC
Reactor diameter [m] 0.15 0.15 0.15
Reactor length [m] 1 1 2
Particle diameter [m] 0.003 0.003 0.003

Particle Shape Spherical Spherical Spherical
Sphericity [-] 1 1 1
Mesh size 0.7 ×dp 0.7 ×dp 0.7 ×dp

Ergun constant 1 [-] 180 180 180
Ergun constant 2 [-] 1.8 1.8 1.8

Inlet liquid mass flux [kg/m2s] 0.3 0.3 0.3
Inlet temperature [K] 530 From Reactor 1 outlet 530

Inlet 12H-NEC mass fraction [-] 1 From Reactor 1 outlet 1
Wall temperature [K] 550 550 550
Reaction Kinetics Dong et al. [32] Dong et al. [32] Dong et al. [32]

Operating pressure [bar] 5 5 5

The results of the above simulations for each of the three reactors is summarized in Table 7.15.
Additionally, Table 7.16 adds the output parameters of Reactors 1.1 and 1.2 to compare the overall
output of the system of these two reactors with Reactor 2.
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Table 7.15: Main output parameters for the inlet liquid mass flux sensitivity analysis as described by Table 7.10

Reactor 1.1 Reactor 1.2 Reactor 2

Output parameter Units Value Value Value

Pressure drop [kPa/m] 4.30 4.06 4.58

Liquid holdup [-] 0.120 0.119 0.078

Wetting efficiency [%] 0.62 0.62 0.60

Outlet temperature [K] 526.0 526.6 539.6

Hydrogen mass flow rate [mg/s] 52.5 45.0 72.6

Hydrogen volumetric flow rate [ml/s] 228.2 195.6 323.3

Hydrogen power output [W] 6302 5393 8714

Hydrogen yield [%] 12.7 12.4 17.6

Outlet degree of hydrogenation [%] 87.0 76.7 86.2

Heat of reaction [W] 1414 1284 2019

Wall heat transfer rate [W] 1569 1466 2514

Mass-average liquid axial velocity [m/s] 0.0173 0.0157 0.0238

Mass-average liquid residence time [s] 57.9 63.7 83.9

Mass-average gas axial velocity [m/s] 0.030 0.035 0.045

Gas mass flux [kg/m2s] 0.0030 0.0025 0.0041

Outlet 12H-NEC mass fraction [-] 0.70 0.50 0.66

Outlet 8-NEC mass fraction [-] 0.23 0.31 0.27

Outlet 4H-NEC mass fraction [-] 0.07 0.17 0.06

Outlet 0H-NEC mass fraction [-] 0.004 0.017 0.002

Minimum bed temperature [K] 507.5 507.9 505.6

Table 7.16: Output parameters for the system of Reactors 1.1 and 1.2, compared with the output parameters of Reactor 2.

Reactor 1.1+1.2 Reactor 2

Output parameter Units Value Value

Hydrogen mass flow rate [mg/s] 97.5 72.6

Hydrogen volumetric flow rate [ml/s] 423.8 323.3

Hydrogen power output [W] 11694 8714

Hydrogen yield [%] 23.64 17.62

Outlet degree of hydrogenation [%] 76.7 86.2

Heat of reaction [W] 2697 2019

Wall heat transfer rate [W] 3035 2514

Mass-average liquid residence time [s] 121.7 83.9
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Figure 7.35: Plane average output parameters along axial coordinate for Reactors 1.1, 1.2, and 2 (as per Table 7.14). Note
that Reactors 1.1 and 1.2 are configured in series, meaning that Reactor 1.1 encompasses axial coordinates from 0 to 1 m,

while Reactor 1.2 spans from 1 to 2 m in these graphs. Reactor 2, spans from 0 to 2 m and shares identical data with Reactor
1.1 within the axial range of 0 to 1 m, leading to overlapping data points between these two reactors.

The motivation to partition the 2 m long reactor into two 1 m long reactors with intermediate gas-
liquid separation is to increase liquid saturation and reduce its velocity to improve LOHC conversion.
Figure 7.35a illustrates the liquid saturation drop from 1.00 to 0.15 due to increasing gas production
within the first meter of the reactor. Then, after 1 m axial coordinate in Reactor 2, the liquid saturation
continues to drop steadily to 0.09 by the end of the reactor. However, in Reactor 1.2 where all of the
gas has been removed at the 1 m mark, liquid saturation is brought back to 1.00 followed by a similar
decrease to around 0.20. This means that the concentration of liquid per unit volume in Reactor 1.2
is much greater than the second half of Reactor 2, thus increasing the contact between LOHC and
catalyst particles promoting increased reaction rates. As an example, Figure 7.35b plots the reaction
rate for the first reaction from 12H-NEC to 8H-NEC within the reactors, reflecting the liquid saturation
curve as reaction rate is directly proportional to reactant concentration.

Furthermore, Figure 7.35c affirms the steady increase of liquid axial velocity in Reactor 2 throughout
the entire length. Conversely, in Reactors 1.1 and 1.2, the axial velocity is brought back to a low value
at the 1 m mark. This causes a reduction in the overall average liquid axial velocity in the system which
results in a 45 % higher residence time compared to Reactor 2.

These combined effects have a positive impact on LOHC conversion, leading to increased hydrogen
release. Figure 7.35d helps visualize this effect by graphing the hydrogen yield along the reactors’
length. Beyond the 1 m axial coordinate, the increase in hydrogen yield in Reactor 2 slows down,
whereas Reactor 1.2 experiences a faster increase in hydrogen yield.

One of the design criteria proposed was to avoid temperatures falling below 510 K within the bed
to prevent the negative effect of lower temperature on reaction rates. Figure 7.36 and Figure 7.37
present the temperature contour plots for the three reactors under examination. The resulting minimum
temperatures of 507.5, 507.9, and 505.6 K for each reactor, are all within the acceptable range. For
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larger diameter reactors alternative heating methods such as internal resistance coils or heating tubes
may be considered to improve heat transfer throughout the bed.

Inlet Outlet

H2

0.0 0.4 0.8 1.2 1.6 2.0

Reactor 1.1 Reactor 1.2

Gas-Liquid
Separator

Temperature [K]
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Axial coordinate [m] Axial coordinate [m]

LOHC

Figure 7.36: Temperature contour plot for Reactors 1.1 and 1.2 in series with intermediate gas-liquid separation. Simulation
conducted per input parameters detailed in Table 7.14.
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Figure 7.37: Temperature contour plot Reactor 2 for input parameters detailed in Table 7.14.

The design proposed for Reactor 2 exhibited improved performance in terms of LOHC conversion
and hydrogen production compared to the previous 2 m long reactor designs examined designs during
the sensitivity analyses. For instance, in comparison to the 0.15 m diameter reactor that was simulated
in the reactor diameter sensitivity analysis, Reactor 2 resulted in a 19% higher hydrogen power output.
Furthermore, dividing the reactor into two shorter units with intermediate gas-liquid separation yielded
an additional 34% hydrogen power output as presented in Table 7.16. These findings highlight the
significance of exploring reactor designs that facilitate gas removal, offering potential for enhancing
reactor performance.

The idea of having intermediate gas-liquid removal could be potentially extended to incorporate
more gas removal stages to maximize liquid saturation and hydrogen release from the LOHC. This,
however, becomes less practical and implies additional equipment. For a final design, additional con-
siderations such as target output and economic factors would need to be integrated. While the present
research has contributed to a better understanding of the impact of various parameters on reactor per-
formance, a cost estimation is necessary to evaluate the economic implications of altering each design
parameter and find a balance between cost and reactor performance.



8
Conclusions

8.1. Final observations and conclusions
The present work has diligently aimed to construct a comprehensive CFD framework to model and
understand the intricate dynamics of LOHC dehydrogenation within fixed-bed reactors. This began
with a literature review to understand every aspect inherent to an LOHC dehydrogenation reactor and
lay out themethodology necessary for simulating the distinct physical phenomenon in a cohesivemodel.
The outcome is a computationally inexpensive design tool based on the Eulerian multiphase approach,
which enables a deeper understanding of the previously obscured internal workings of these reactors.
Moreover, the model was able to look into the complexities of LOHC dehydrogenation through a series
of sensitivity analyses which provided insights into the general trends and reactor behaviors under
different input conditions. The developed methodology can be easily adapted to model other reactor
setups and multiphase chemical applications in packed beds. The framework hence opens doors for
further research, and innovation in the field of reactive multiphase flows and reactor design.

From the hydrodynamic perspective, several conclusions can be made. First is the significance of
an appropriate momentum interaction model for closing the momentum conservation equations. This
thesis explored available models developed for multiphase flow through packed-beds and selected the
two-fluid interaction model based on sound hydrodynamic principles. There were, however, difficulties
in applying the model thanks to the highly changing values of fluid volume fraction within the reactor. It
may be appropriate to look further into other phase interaction models that could be more precise for
the current application.

Furthermore, the way in which the solid volume fraction is specified was also found to have a strong
impact in overall flow characteristics and numerical stability of the CFD simulation. Parameters such
as pressure drop, liquid holdup, and fluid velocities were found to be highly sensitive to the modeling
of the high porosity region in the vicinity of the wall. In response, this work proposes combining an
oscillating radial porosity function with an axial Fourier function to effectively represent the porosity
distribution across the reactor. This representation has the advantage of being mesh size independent
and promotes a stable numerical solution by avoiding abrupt changes between adjacent cells.

The simulations consistently resulted in low values of liquid holdup, wetting efficiency, and signs of
liquid flow bypassing the bulk of the reactor, especially for low tube-to-particle diameter ratio reactors.
These effects are detrimental to reactor performance as they imply lower concentrations of LOHC
which subsequently lead to reduced reaction rates and low hydrogen yields. These effects stem from
the high volumes of gas produced and while reactors with higher tube-to-particle diameter ratios can
reduce these issues to some extent, the main cause, a high volume of gas, remains. The overall effect
observed is a diminishing reactor efficiency along the reactor as gas is produced.

From the heat transfer standpoint, implementing the two-parameter pseudo-homogeneous heat
transfer model proved straightforward as a single temperature field is shared among the three phases.
This assumption is supported by evaluating Mear’s [94] three heat transfer resistance criteria which
confirmed that in a NEC dehydrogenation packed-bed reactor, the heat transfer resistance between
the three phases is minimal. For distinct LOHCs or vastly different operating conditions or packing
characteristics than those considered herein, it would be important to verify this assumption.

In simulations with a low inlet temperature and larger reactor diameters, instances of pronounced
temperature gradients were found to cause buoyancy effects leading to zones of flow circulation. No-
tably, at the start of the reactor where fluid velocity is particularly slow, thermal effects were observed
to cause zones of flow circulation. Furthermore, as reaction rates are exponentially influenced by tem-
perature, the simulations observed that below 510 K reaction rate is too low reducing reactor efficiency.

121
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It is therefore proposed to preheat the NEC to temperatures above 510 K before entering the reactor,
or have a preliminary zone with inert packing at the beginning of a heated reactor to ensure sufficient
heating before encountering the catalyst particles.

The most notable source of uncertainty in the CFD simulations stems from the constant reaction
kinetics that were employed. The simulations used reaction kinetics measured by Dong et al. [32] in
a temperature range between 410 and 440 K under atmospheric pressure, for a catalyst of unknown
shape and dimensions. Extrapolating these kinetics to higher temperatures, different pressures, and
distinct catalyst characteristics is likely to cause significant errors. Lacking additional information, this
uncertainty was acknowledged but ideally the kinetics should be measured with a fully characterized
catalyst under the operating temperatures and pressures to be used within the reactor.

Reactor design improvement
The series of simulations has led to a several ideas for improving reactor design, including raising the
inlet temperature, employing a low inlet LOHCmass flux, and utilizing shorter reactors with intermediate
gas-liquid separation, as tested in chapter 7. Additional possibilities to improve reactor efficiency by
reducing the gas volume fraction include implementing a selectively permeable membrane around the
packed bed, allowing hydrogen gas to escape along the entire reaction length while retaining the LOHC.
Another possibility may be incorporating taps at various heights along the reactor wall as represented
by Figure 8.1. The CFD simulations demonstrated that gas saturation is highest near the reactor wall
due to the high porosity in this region. Consequently, positioning taps at these locations would facilitate
the extraction of gas from the reactor. As some liquid may accompany the gas through these streams,
they could be directed to a gas-liquid separator and the liquid recycled back into the reactor.

In reactors with tube-to-particle ratios less than 20, the effect of bypassing flow along the near-wall
region was found to be significant. To reduce this effect, it may be beneficial to include internal baffles
near the wall at several heights to disturb the bypassing flow and increase the LOHC residence time
as represented by Figure 8.2. In addition to the increased residence time, baffles may also have the
effect of enhancing heat transfer as heated fluid from the near wall region would be directed towards
the bulk region of the reactor.

H2

LOHC

Reactor
Gas-Liquid
Separator

Pump

H2 + LOHC

Figure 8.1: Reactor design with intermediate taps for gas
removal.

LOHC

H2 + LOHC

Baffles
Reactor

Figure 8.2: Reactor design with internal baffles for flow
disruption.

Considering that the liquid exiting the reactor outlet will still be partially hydrogenated, adding a
recycling stream for partially hydrogenated LOHC from the outlet will be required. After the reactor, first
a gas-liquid separator would be required followed by a liquid-liquid separation step such as distillation
to remove fully dehydrogenated LOHC. The hydrogenated LOHC species can then be recycled to
the reactor inlet along with new hydrogenated LOHC. Further studies are required to determine the
appropriate flow rate of the recycle stream and detail each separation step.

Lastly, in large diameter reactors, evenly heating the fluids becomes increasingly difficult. In this
simulation, large temperature differences between the wall and the centerline were found for reactor
diameters above 0.15 m. In these cases, other heating mechanisms may need to be considered such
as internal heating coils or internal tubes with heating oil crossing the reactor. The current CFD model
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was built assuming a jacked heated reactor, but the geometry may be modified to investigate other
configurations while maintaining the same framework built for this model.

8.2. Scope for future research
8.2.1. Model refinement
The core of this thesis focused on comprehending the phenomena within an LOHC dehydrogenation
reactor and devising strategies to integrate them into a CFD model. This involved relying on numerous
models and correlations, both phenomenological and empirical, to estimate key parameters such as
the momentum interphase coefficients, packed-bed properties, and heat transfer parameters. While
the utilization of these correlations simplified the CFD model within an Eulerian framework, they each
induce a certain level of uncertainty into the results. This leaves an opportunity to improve the accuracy
of the CFD model by studying models that better represent the ongoing phenomena. For example, it is
suggested to revisit the momentum interaction models to ensure that the interaction between phases
across the span of conditions present within the reactor are accurately considered.

An additional domain for future research is related to the reaction kinetics which remained constant
throughout this work. As explained, the catalyst is a key factor within LOHC dehydrogenation, andmany
catalyst characteristics contribute to define the overall reaction kinetics. An exhaustive investigation is
required to select an appropriate catalyst for LOHC dehydrogenation and subsequently characterize
the reacting kinetics as a function of temperature, and ideally, pressure. The resulting reaction kinetics
model can then easily replace the existing kinetics model utilized by the CFD simulations.

As for the heat transfer aspect, it may be beneficial to research distinct wall temperature conditions
that may be more realistic instead of the constant wall temperature assumed in the current model. An
understanding of the jacketed heating system along with heating oil and reactor wall properties can
allow a more realistic estimate of the wall temperature to be made. For example, if the heating oil is
flowing counter-current to the fluids within the reactor, a linear temperature profile can be applied for
the wall temperature with the highest temperature at the reactor outlet and the lowest at the reactor
inlet. Other heating methods such as internal resistance coils or internal heating tubes could also be
studied by building on CFD framework developed in this thesis.

Lastly, the model’s flexibility can be leveraged to research alternate reactor configurations or facili-
tate the scaling up of existing reactor designs. Moreover, the model’s boundary conditions and reaction
kinetics can be adjusted to represent and study an LOHC hydrogenation reactor, necessary for a com-
plete LOHC hydrogenation/dehydrogenation system. It will also be important for future research to
include the economic implications of the design choices and constraint design parameters to reach a
reactor design that balances performance with economic feasibility.

8.2.2. Experimental validation
The scope of this thesis has remained in developing and testing an LOHC dehydrogenation reactor
CFD model without conducting experimental validation tests. While individual aspects of the model
such as the hydrodynamics and heat transfer were validated independently against existing data, the
combined effect of the LOHC dehydrogenation reactor was not compared to experimental results due
to limited available data with insufficient details to identically replicate in the CFD model. Although the
CFD model produced meaningful results and insights, it remains important that experimental data is
collected with which the CFD model can be validated, and if required, tuned to better represent the real
data.

Experimental tests can be conducted using a lab-scale setup similar to those developed by Voyex,
shown in Figure 1.1. In these setups, the reactors are insulated stainless steel jacketed reactors ca-
pable of operating at the high temperatures. While observing inner flow patterns might be difficult, by
measuring inlet and outlet flow conditions a good understanding of overall performance can be obtained.
For example, pressure drop across the reactor can be measured by a differential pressure transmitter
connected to the inlet and outlet of the reactor and compared to the pressure drop predicted by the
CFD model. Furthermore, the hydrogen yield and level of dehydrogenation may be measured directly
by measuring the outlet hydrogen flow rate with a volumetric flow transmitter, or by measuring the de-
gree of hydrogenation of the exiting LOHC through a gas chromatography analysis. Finally, the heat
requirements can be determined by measuring flow rates and temperature at the inlet and outlet of the
reactor, along with similar measurements of the heating oil passing through the reactor jacket.
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Additional measurements within the reactor may be made but are of increasing complexity and
cost. For example, introducing a temperature sensor at the reactor’s centerline and moving it along
the axis can allow visualization of the axial temperature profile. A temperature rake may also be in-
stalled radially within the reactor, with multiple temperature sensing elements at distinct radial lengths,
to construct a radial temperature profile. These techniques could help visualize the temperature pro-
files and validate them against the CFD simulations. Furthermore, by using the analytical solution to
the pseudo-homogeneous heat transfer model along with experimental radial temperature profiles, the
effective radial thermal conductivity and wall heat transfer coefficient can be calculated and compared
with the values employed in the current CFD model.

It will be important that in an experimental setup, all instruments have the accuracy and sensitivity
required for this application. For example, the pressure drop was found to be in the range of 2-20
kPa/m. Therefore, either a differential pressure transmitter or two gauge pressure transmitters with a
scale and accuracy in this range are required.

In addition to overall input/output measurements and radial temperature assessments, non-invasive
visualization techniques can be employed to gain insights into the inner flow characteristics of fixed-bed
reactors. Such methods include:

• Particle image velocimetry (PIV)
• Particle tracking velocimetry (PTV)
• Laser Doppler anemometry (LDA)
• Laser Doppler velocimetry (LDV)
• Magnetic resonance imaging (MRI)
• Wire mesh sensors (WMS)

Some of these techniques including PIV, PTV, LDA and LDV require having transparent setups and
an often complex refractive index matching processes to visualize the flow. These techniques could be
used to study the hydrodynamics of a gas-liquid flow through a packed bed by matching the refractive
index of the reactor, packing, and one of the phases, thus enabling visibility of the second phase. This,
however, would require a non-reactive, isothermal flow, and would thus not be applicable for studying
a full LOHC dehydrogenation reactor. In contrast, wire mesh sensors may be installed in an LOHC
dehydrogenation reactor.

Wire-mesh sensors have extensive applications in studying multiphase flows due to their ability to
provide cross-sectional images of conductivity or permittivity distribution in flow systems. Their design,
as shown in Figure 8.3, consists of a plane of a matrix-like arrangement of wire electrodes placed in the
fluid’s cross-section [63]. This design creates a grid of crossing points where the fluid’s conductivity or
permittivity is measured. The spatial resolution of these sensors is determined by the number of wires,
and the resulting conductance profile provides flow information. In LOHC dehydrogenation, the hydro-
gen gas and LOHC liquid have different conductance values, allowing the extraction of cross-sectional
profiles of gas and liquid volume fractions. Additionally, using two sensors like those in Figure 8.3 with a
small axial distance between them, enables the measurement of spatially resolved fluid velocity profiles
by tracking the time for flow features to move from one sensor to another [123]. While installing such
a sensor on a high temperature LOHC dehydrogenation reactor may be complex, they could provide
valuable information on inner gas and liquid distributions and velocity fields, facilitating qualitative and
quantitative validations against the CFD model.

Flange

WMS 1

WMS 2

FlangeSpacer

Figure 8.3: Wire-mesh twin sensor [123].
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A
User Defined Functions

A series of user-defined functions (UDFs) were written to incorporate sections of the model that are not
directly available through the Ansys Fluent user interface. These are each referenced in the main body
of the thesis indicating what each UDF is for. These UDFs were written in C programming language
using macros developed by Fluent defined in the Fluent Customization Manual [4].

Many of the following UDFs employ user-defined memory slots (UDMs) which are memory slots
throughout the reactor domain for custom parameters. These are used in the UDFs to store calculated
values and make them accessible from the user interface. Table A.1 lists the main UDMs calculated
from the UDFs throughout the entire bed domain.

The UDFs referenced in section A.16 and section A.17 calculate average values of distinct param-
eters at each plane as was described by Figure 7.2a and Figure 7.2b. This results in a single value
at each axial height which is stored at every cell face along the reactor wall. These parameters are
stored through additional UDMs that can be visualized by plotting their values along the reactor wall.
Table A.2 lists these additional UDMs.

Table A.1: UDM parameters calculated by the UDFs.

UDM slot number Parameter Units
0 Liquid-gas interphase momentum exchange coefficient [kg/(m3s)]
1 Gas-solid interphase momentum exchange coefficient [kg/(m3s)]
2 Liquid-solid interphase momentum exchange coefficient [kg/(m3s)]
3 Solid volume fraction [-]
4 Catalyst wetting efficiency [-]
5 Mixture surface tension [N/m]
6 Capillary pressure [Pa]
7 Axial capillary pressure source term [N/m3]
8 Radial capillary pressure source term [N/m3]
9 Liquid thermal conductivity [W/(m·K)]
10 Hydrogen thermal conductivity [W/(m·K)]
11 Effective thermal conductivity [W/(m·K)]
12 Wall heat transfer coefficient [W/m2K]
13 Dispersion Coefficient [m2/s]
14 Reaction rate 1 (12H-NEC to 8H-NEC) [kmol/(m3s)]
15 Reaction rate 2 (8H-NEC to 4H-NEC) [kmol/(m3s)]
16 Reaction rate 3 (4H-NEC to 0H-NEC) [kmol/(m3s)]
17 Outlet backflow temperature [K]
18 Outlet backflow H8-NEC mass fraction [-]
19 Outlet backflow H4-NEC mass fraction [-]
20 Outlet backflow H0-NEC mass fraction [-]
21 Initial gas volume fraction profile [-]
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Table A.2: UDM parameters used for visualizing plane average properties along the axial length of the reactor.

UDM slot number Parameter Units
22 Temperature [K]
23 Liquid volume faction [-]
24 Solid volume fraction [-]
25 Solid volume fraction [-]
26 Liquid axial velocity [m/s]
27 Gas axial velocity [m/s]
28 Liquid velocity magnitude [m/s]
29 Gas velocity magnitude [m/s]
30 Liquid density [kg/m3]
31 Liquid viscosity [Pa·s)]
32 Liquid specific heat capacity [J/(kg·K)]
33 Liquid thermal conductivity [W/(m·K)]
34 Gas density [kg/m3]
35 Gas viscosity [Pa·s)]
36 Gas specific heat capacity [J/(kg·K)]
37 Gas thermal conductivity [W/(m·K)]
38 Effective thermal conductivity [W/(m·K)]
39 H0-NEC mass fraction [-]
40 H4-NEC mass fraction [-]
41 H8-NEC mass fraction [-]
42 H12-NEC mass fraction [-]
43 Reaction rate 1 (12H-NEC to 8H-NEC) [kmol/(m3s)]
44 Reaction rate 2 (8H-NEC to 4H-NEC) [kmol/(m3s)]
45 Reaction rate 3 (4H-NEC to 0H-NEC) [kmol/(m3s)]
46 Degree of hydrogenation [-]
47 Liquid saturation [-]
48 Gas saturation [-]
49 H2 mass fraction [-]
50 Gas mass flow [kg/s]
51 Liquid mass flow [kg/s]
52 H0-NEC mass flow [kg/s]
53 H4-NEC mass flow [kg/s]
54 H8-NEC mass flow [kg/s]
55 H12-NEC mass flow [kg/s]
56 Gas volumetric flow [m3/s]

A.1. Interface momentum exchange coefficients
A.1.1. Liquid-gas momentum exchange coefficient

1 /**********************************************************************************
2 UDF for calculating the liquid-gas interphase momentum exchange coefficient using
3 the two-fluid momentum interaction model (Attou et al. 1999)
4 **********************************************************************************/
5 #include "udf.h"
6

7 DEFINE_EXCHANGE_PROPERTY(liquid_gas_exchange_coefficient , cell, mix_thread, phase_1, phase_2)
8 {
9 Thread *thread_g, *thread_l;
10 real d_p, E1, E2, x_vel_g, x_vel_l, y_vel_g, y_vel_l, abs_v, slip_x, slip_y,
11 rho_g, mu_g, void_g, void_l, void_s, k_g_l, term_1, term_2, limit;
12

13 thread_l = THREAD_SUB_THREAD(mix_thread, phase_1); /* Liquid phase thread */
14 thread_g = THREAD_SUB_THREAD(mix_thread, phase_2); /* Gas phase thread */
15

16 /* Cell properties */
17 x_vel_g = C_U(cell, thread_g);
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18 y_vel_g = C_V(cell, thread_g);
19 x_vel_l = C_U(cell, thread_l);
20 y_vel_l = C_V(cell, thread_l);
21 slip_x = x_vel_g - x_vel_l;
22 slip_y = y_vel_g - y_vel_l;
23 abs_v = sqrt(slip_x * slip_x + slip_y * slip_y); /* Calculate slip velocity */
24 void_g = C_VOF(cell, thread_g); /* Gas volume fraction */
25 void_l = C_VOF(cell, thread_l); /* Liquid volume fraction */
26 void_s = 1 - void_l - void_g; /* Solid volume fraction */
27 rho_g = C_R(cell, thread_g);
28 mu_g = C_MU_L(cell, thread_g);
29

30 E1 = RP_Get_Input_Parameter("real-1");
31 E2 = RP_Get_Input_Parameter("real-2");
32 d_p = RP_Get_Input_Parameter("real-9");
33

34 limit = 0.10; /* Gas volume fraction limit */
35 if (void_g < limit)
36 {
37 void_g = limit;
38 }
39 /* Calculate terms for the momentum exchange coefficient */
40 term_1 = ((E1 * mu_g * pow((1 - void_g), 2)) / (void_g * void_g * d_p * d_p)) * pow((

void_s) / (1 - void_g), (2.0 / 3.0));
41 term_2 = ((E2 * rho_g * abs_v * (1 - void_g)) / (void_g * d_p)) * pow((void_s) / (1 -

void_g), (1.0 / 3.0));
42 k_g_l = void_g * (term_1 + term_2);
43

44 if (k_g_l < 1) /* Ensure the coefficient is not too small to avoid crashes */
45 {
46 C_UDMI(cell, mix_thread, 0) = 1;
47 return 1;
48 }
49 else
50 {
51 C_UDMI(cell, mix_thread, 0) = k_g_l;
52 return k_g_l;
53 }
54 }

A.1.2. Gas-solid momentum exchange coefficient
1 /******************************************************************************
2 UDF for calculating the gas-solid interphase momentum exchange coefficient using
3 the two-fluid momentum interaction model (Attou et al. 1999)
4 ********************************************************************************/
5 #include "udf.h"
6

7 DEFINE_EXCHANGE_PROPERTY(gas_solid_exchange_coefficient , cell, mix_thread, phase_1, phase_2)
8 {
9 Thread *thread_g, *thread_s;
10 real d_p, E1, E2, x_vel_g, x_vel_s, y_vel_g, y_vel_s, abs_v, slip_x, slip_y,
11 rho_g, mu_g, void_g, void_s, k_g_s, term_1, term_2, limit;
12

13 thread_g = THREAD_SUB_THREAD(mix_thread, phase_1); /* Gas phase thread */
14 thread_s = THREAD_SUB_THREAD(mix_thread, phase_2); /* Solid phase thread */
15

16 /* Cell properties */
17 x_vel_g = C_U(cell, thread_g);
18 y_vel_g = C_V(cell, thread_g);
19 x_vel_s = 0;
20 y_vel_s = 0;
21 slip_x = x_vel_g - x_vel_s;
22 slip_y = y_vel_g - y_vel_s;
23 abs_v = sqrt(slip_x * slip_x + slip_y * slip_y); /* Calculate slip velocity */
24 void_g = C_VOF(cell, thread_g); /* Gas volume fraction */
25 void_s = C_VOF(cell, thread_s); /* Solid volume fraction */
26 rho_g = C_R(cell, thread_g);
27 mu_g = C_MU_L(cell, thread_g);
28
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29 E1 = RP_Get_Input_Parameter("real-1"); /* Ergun constant 1 */
30 E2 = RP_Get_Input_Parameter("real-2"); /* Ergun constant 2 */
31 d_p = RP_Get_Input_Parameter("real-9"); /* Particle Diameter */
32

33 limit = 0.10; /* Gas volume fraction limit */
34 if (void_g < limit)
35 {
36 void_g = limit;
37 }
38

39 /* Calculate terms for the momentum exchange coefficient */
40 term_1 = ((E1 * mu_g * pow((1 - void_g), 2)) / (void_g * void_g * d_p * d_p)) * pow((

void_s) / (1 - void_g), (2.0 / 3.0));
41 term_2 = ((E2 * rho_g * abs_v * (1 - void_g)) / (void_g * d_p)) * pow((void_s) / (1 -

void_g), (1.0 / 3.0));
42 k_g_s = void_g * (term_1 + term_2);
43

44 if (k_g_s < 1) /* Ensure the coefficient is not too small to avoid crashes */
45 {
46 C_UDMI(cell, mix_thread, 1) = 1;
47 return 1;
48 }
49 else
50 {
51 C_UDMI(cell, mix_thread, 1) = k_g_s;
52 return k_g_s;
53 }
54 }

A.1.3. Liquid-solid momentum exchange coefficient
1 /******************************************************************
2 UDF for calculating the liquid-solid interphase momentum exchange coefficient using
3 the two-fluid momentum interaction model (Attou et al. 1999)
4 *******************************************************************/
5 #include "udf.h"
6

7 DEFINE_EXCHANGE_PROPERTY(liquid_solid_exchange_coefficient , cell, mix_thread, phase_1,
phase_2)

8 {
9 Thread *thread_l, *thread_s;
10 real d_p, E1, E2, x_vel_l, x_vel_s, y_vel_l, y_vel_s, abs_v, slip_x, slip_y,
11 rho_l, mu_l, void_l, void_s, k_l_s, term_1, term_2, limit;
12

13 thread_l = THREAD_SUB_THREAD(mix_thread, phase_1); /* Liquid phase thread */
14 thread_s = THREAD_SUB_THREAD(mix_thread, phase_2); /* Solid phase thread */
15

16 /* Cell properties */
17 x_vel_l = C_U(cell, thread_l);
18 y_vel_l = C_V(cell, thread_l);
19 x_vel_s = 0;
20 y_vel_s = 0;
21 slip_x = x_vel_l - x_vel_s;
22 slip_y = y_vel_l - y_vel_s;
23 abs_v = sqrt(slip_x * slip_x + slip_y * slip_y); /* Calculate slip velocity */
24 void_l = C_VOF(cell, thread_l); /* Liquid volume fraction */
25 void_s = C_VOF(cell, thread_s); /* Solid volume fraction */
26 rho_l = C_R(cell, thread_l);
27 mu_l = C_MU_L(cell, thread_l);
28

29 E1 = RP_Get_Input_Parameter("real-1"); /* Ergun constant 1 */
30 E2 = RP_Get_Input_Parameter("real-2"); /* Ergun constant 2 */
31 d_p = RP_Get_Input_Parameter("real-9"); /* Particle Diameter */
32

33 limit = 0.10; /* Liquid volume fraction limit */
34 if (void_l < limit)
35 {
36 void_l = limit;
37 }
38
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39 /* Calculate terms for the momentum exchange coefficient */
40 term_1 = (E1 * mu_l * void_s * void_s) / (void_l * void_l * d_p * d_p);
41 term_2 = (E2 * rho_l * abs_v * void_s) / (void_l * d_p);
42 k_l_s = void_l * (term_1 + term_2);
43

44 if (k_l_s < 1) /* Ensure the coefficient is not too small to avoid crashes */
45 {
46 C_UDMI(cell, mix_thread, 2) = 1;
47 return 1;
48 }
49 else
50 {
51 C_UDMI(cell, mix_thread, 2) = k_l_s;
52 return k_l_s;
53 }
54 }

A.2. Solid volume fraction profile
1 /*****************************************************************
2 UDF for generating solid and gas volume fraction profiles
3 ******************************************************************/
4 #include "udf.h"
5

6 DEFINE_INIT(solid_VOF_profile, mixture_domain)
7 {
8 real d_p,D,Sphericity,MeanBedPorosity,a,b,c,mu,sigma_percent,vof_s,L,f,
9 Estimated_Liquid_Holdup ,vel_g,vof_g,sigma_wall,sigma_i;
10 int ID,N_max,N_min,n,i;
11 Thread *cell_threads_inlet, *cell_threads_outlet, *cell_threads;
12 /* Read input parameters */
13 d_p = RP_Get_Input_Parameter("real-9"); /* Particle diameter */
14 D = RP_Get_Input_Parameter("real-10"); /* Reactor diameter */
15 L = RP_Get_Input_Parameter("real-7"); /* Reactor length */
16 Sphericity = RP_Get_Input_Parameter("real-3"); /* Particle sphericity */
17 sigma_percent = RP_Get_Input_Parameter("real-6"); /* Standard deviation for axial

porosity in bulk */
18 Estimated_Liquid_Holdup = RP_Get_Input_Parameter("real-11");/* Estimated liquid holdup*/
19 vel_g = RP_Get_Input_Parameter("real-5"); /* Gas inlet superficial velocity [m/s]*/
20 sigma_wall = sigma_percent; /* Standard deviation for axial porosity for cells near wall.
21 In this case it is taken as the same standard deviation as the bulk*/
22

23 /* Mean bed porosity from Benyahia and O'Neill (2005) model */
24 MeanBedPorosity=(0.1504+(0.2024/Sphericity))+(1.0814/(pow(((D/d_p)+0.1226),2.)));
25 /* a parameter for Muller (1991) model */
26 if (D/d_p<13.0)
27 {
28 a = 8.243-(12.98/((D/d_p)+3.156));
29 }
30 else
31 {
32 a = 7.383-(2.932/((D/d_p)-9.864));
33 }
34 /* b parameter for Muller (1991) model */
35 b = 0.304-(0.724/(D/d_p));
36

37 N_max=floor(L/(d_p*5)); /* Number of harmonics */
38 N_min=10;
39 int array_size = N_max-N_min;
40 real An, Bn;
41 real An_store [array_size];
42 real Bn_store [array_size];
43

44 /*Fourier Transfer coefficients for cells in bulk*/
45 sigma_i=sigma_percent/sqrt(N_max-N_min+1);
46 i=0;
47 for (n = N_min; n <= N_max; ++n)
48 {
49 An = gauss_random()*sigma_i;
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50 An_store[i] = An;
51 Bn = gauss_random()*sigma_i;
52 Bn_store[i] = Bn;
53 i=i+1;
54 }
55

56 /*Fourier Transfer coefficients for cells near wall in case a different standard deviation
for these cells should be used */

57 real An_wall, Bn_wall,sigma_i_wall;
58 real An_store_wall [array_size];
59 real Bn_store_wall [array_size];
60 sigma_i_wall=sigma_wall/sqrt(N_max-N_min+1);
61 i=0;
62 for (n = N_min; n <= N_max; ++n)
63 {
64 An_wall = gauss_random()*sigma_i_wall;
65 An_store_wall[i] = An_wall;
66 Bn_wall = gauss_random()*sigma_i_wall;
67 Bn_store_wall[i] = Bn_wall;
68 i=i+1;
69 }
70 cell_t cell;
71 real xc[ND_ND]; /* ND_ND constant is defined as 2 for Fluent 2D and as 3 for Fluent 3D*/
72

73 for (ID = 12; ID<=16; ++ID) /* All domain zones ID 12 through 16 */
74 {
75 /* Lookup threads in zone ID */
76 cell_threads = Lookup_Thread(mixture_domain, ID);
77

78 /* loop over all cells in cell thread */
79 begin_c_loop(cell,cell_threads)
80 {
81 C_CENTROID(xc,cell,cell_threads);
82 /* Solid volume fraction from Muller (1991) model */
83 mu = 1-(MeanBedPorosity+(1-MeanBedPorosity)*j0(a*(((D/2)-xc[1])/d_p))
84 *exp(-b*(((D/2)-xc[1])/d_p)));
85 f=0; /* Initialize expansion */
86 i=0;
87

88 if (xc[1]>((D/2)-2*d_p)) /* Cells near wall */
89 {
90 for (n = N_min; n <= N_max; ++n)
91 {
92 f =f+An_store_wall[i]*cos(2*n*xc[0]*M_PI)+Bn_store_wall[i]*sin(2*n*xc[0]*M_PI);
93 i=i+1;
94 }
95 f = f+1; /* Center f around 1 */
96

97 if (mu<=0.35) /* Minimum solid volume fraction*/
98 {
99 mu= 0.35;
100 }
101 vof_s = f*mu;
102 }
103 else /* Cells in bulk */
104 {
105 for (n = N_min; n <= N_max; ++n)
106 {
107 f = f + An_store[i]*cos(2*n*xc[0]*M_PI) + Bn_store[i]*sin(2*n*xc[0]*M_PI);
108 i=i+1;
109 }
110 f = f+1; /* Center f around 1 */
111 vof_s = f*mu;
112 }
113

114 if (vof_s>=0.7) /* Maximum solid volume fraction related to packing limit */
115 {
116 C_UDMI(cell,cell_threads ,3) = 0.7;
117 }
118 else if (vof_s<=0.3)
119 {
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120 C_UDMI(cell,cell_threads ,3) = 0.3;
121 }
122 else
123 {
124 C_UDMI(cell,cell_threads ,3) = vof_s;
125 }
126 vof_s = C_UDMI(cell,cell_threads ,3); /* Solid volume fraction */
127 /* Estimated gas volume fraction for case initialization*/
128 vof_g = (1-vof_s)*((MeanBedPorosity-Estimated_Liquid_Holdup)/MeanBedPorosity);
129 C_UDMI(cell,cell_threads ,21) = vof_g;
130 }
131 end_c_loop(cell,cell_threads)
132 }
133 }

A.3. External particle wetting efficiency
1 /*****************************************************************************
2 UDF for calculating cell external particle wetting efficiency using
3 correlation by Al-Dahhan and Dudukovic (1995)
4 *****************************************************************************/
5 # include "udf.h"
6

7 DEFINE_ADJUST(Wetting_Efficiency, domain)
8 {
9 real d_p, g, rho_l, mu_l, Porosity, Pressure_Gradient, x_vel_l, y_vel_l,
10 abs_v_l, Re_l, Ga_l, Wetting_efficiency, vof_l, superficial_vel_l;
11 Thread *t, *thread_s, *thread_l;
12 cell_t c;
13 Domain *mixture_domain;
14 d_p = RP_Get_Input_Parameter("real-9"); /* Particle diameter */
15 g = 9.81; /* Acceleration due to gravity */
16 mixture_domain=Get_Domain(1);
17 /* loop over all threads in domain */
18 thread_loop_c (t,mixture_domain)
19 {
20 thread_s = THREAD_SUB_THREAD(t, 2);/* get solid phase cell thread*/
21 thread_l = THREAD_SUB_THREAD(t, 0);/* get liquid phase cell thread */
22 /* loop over all cells in cell thread */
23 begin_c_loop (c,t)
24 {
25 rho_l = C_R(c, thread_l); /* Liquid density [kg/m3]*/
26 mu_l = C_MU_L(c, thread_l); /* Liquid viscosity [kg/m.s]*/
27 Porosity = 1-C_VOF(c,thread_s); /* Cell porosity [-]*/
28 Pressure_Gradient = NV_MAG(C_P_G(c,t));
29 x_vel_l = C_U(c, thread_l);
30 y_vel_l = C_V(c, thread_l);
31 abs_v_l = sqrt(x_vel_l*x_vel_l + y_vel_l*y_vel_l); /*Interstitialvelocity [m/s]*/
32 vof_l = C_VOF(c, thread_l); /* Liquid volume fraction [-]*/
33 superficial_vel_l = abs_v_l*vof_l; /*Superficial liquid velocity [m/s]*/
34 Re_l = (superficial_vel_l*rho_l*d_p)/(mu_l*(1.0-Porosity));
35 Ga_l = (pow(d_p,3.0)*pow(rho_l,2.0)*g*pow(Porosity ,3.0))/
36 (pow(mu_l,2.0)*pow((1.0-Porosity),3.0));
37 Wetting_efficiency = 1.104*pow(Re_l,(1.0/3.0))*
38 pow(((1.0+(Pressure_Gradient/(g*rho_l)))/Ga_l),(1.0/9.0));
39 if (Wetting_efficiency >1)
40 {
41 C_UDMI(c,t,4) = 1;
42 }
43 else
44 {
45 C_UDMI(c,t,4) = Wetting_efficiency;
46 }
47 }
48 end_c_loop (c,t)
49 }
50 }
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A.4. Capillary pressure
The capillary pressure calculation requires calculating gas and solid volume fraction gradients. As this
is not readily provided by Fluent, the gas and solid volume fractions are first stored in a user-defined
scalar (UDS) by the UDF in section A.5, and then its gradient is calculated with a macro in the UDF
below. Table A.3 lists the UDS slot numbers used.

Table A.3: User defined scalar numbering

UDS slot number Parameter Units
0 Gas volume faction [-]
1 Solid volume fraction [-]

1 /***********************************************************************
2 UDF for calculating capillary pressure per Attou and Ferschneider (2000)
3 **********************************************************************/
4 #include "udf.h"
5

6 DEFINE_ADJUST(Capillary_Pressure_Attou , domain)
7 {
8 real d_p, sigma, rho_l, rho_g, vof_s, vof_g, F, P_c;
9 Thread *t, *thread_s, *thread_l, *thread_g;
10 cell_t c;
11 Domain *mixture_domain;
12 d_p = RP_Get_Input_Parameter("real-9"); /* Particle diameter */
13

14

15 mixture_domain=Get_Domain(1);
16 /* loop over all threads in domain */
17 thread_loop_c (t,mixture_domain)
18 {
19 thread_l = THREAD_SUB_THREAD(t, 0);/* get liquid phase cell thread */
20 thread_g = THREAD_SUB_THREAD(t, 1);/* get gas phase cell thread */
21 thread_s = THREAD_SUB_THREAD(t, 2);/* get solid phase cell thread*/
22

23 /* loop over all cells in cell thread */
24 begin_c_loop (c,t)
25 {
26 sigma = C_UDMI(c,t,5); /*Surface Tension [N/m]*/
27 rho_l = C_R(c, thread_l);
28 rho_g = C_R(c, thread_g);
29 vof_s = C_VOF(c, thread_s);
30 vof_g = C_VOF(c, thread_g);
31

32 F = 1.0+88.1*(rho_g/rho_l);
33 /*Capillary pressure [Pa]*/
34 P_c=2.0*sigma*pow((vof_s/(1- vof_g)),(1.0/3.0))*(5.416/d_p)*F;
35

36 C_UDMI(c,t,6) = P_c;
37 }
38 end_c_loop (c,t)
39 }
40 }
41

42 /*****************************************************************************
43 UDF for specifying an axial momentum source term in liquid phase to
44 account for capillary pressure
45 ******************************************************************************/
46

47 DEFINE_SOURCE(Capillary_Pressure_Axial_Source ,cell,t,dS,eqn)
48 {
49 real d_p, sigma, source, void_s, void_g, rho_g, rho_l, DVOFNX_g, DVOFNX_s,
50 wetting_eff, term_1, term_2, F;
51

52 Thread *thread_s, *thread_l, *thread_g ;
53 d_p = RP_Get_Input_Parameter("real-9");
54
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55 Thread *mixture_thread = THREAD_SUPER_THREAD(t);
56

57 thread_l = THREAD_SUB_THREAD(mixture_thread, 0);/* get liquid phase cell thread */
58 thread_g = THREAD_SUB_THREAD(mixture_thread, 1);/* get gas phase cell thread */
59 thread_s = THREAD_SUB_THREAD(mixture_thread, 2);/* get solid phase cell thread*/
60

61 /* find properties*/
62 sigma = C_UDMI(cell,mixture_thread ,5); /*Surface Tension [N/m] */
63 void_s = C_VOF(cell, thread_s);/* solid vol frac*/
64 void_g = C_VOF(cell, thread_g);/* gas vol frac*/
65 rho_g = C_R(cell, thread_g); /* gas density*/
66 rho_l = C_R(cell, thread_l); /* liquid density*/
67

68 DVOFNX_g = C_UDSI_G(cell,t,0)[0]; /* Axial gas volume fraction gradient*/
69 DVOFNX_s = C_UDSI_G(cell,t,1)[0]; /* Axial solid volume fraction gradient*/
70

71 wetting_eff = C_UDMI(cell,mixture_thread ,4); /*Wetting efficiency [%]*/
72

73 F = 1.0+88.1*(rho_g/rho_l);
74

75 term_1 = (2.0/3.0)*sigma*(5.416/d_p)*pow((void_s)/(1.0-void_g),(-2.0/3.0));
76 term_2 = (1.0/(1.0-void_g))*DVOFNX_s+(void_s/pow((1.0-void_g),2.0))*DVOFNX_g;
77

78 source = (1.0-wetting_eff)*term_1*term_2*F; /*Axial source term [N/m3]*/
79 C_UDMI(cell,mixture_thread ,7)=source;
80 dS[eqn] = 0;
81 return source;
82 }
83

84 /*****************************************************************************
85 UDF for specifying a radial momentum source term in liquid phase to
86 account for capillary pressure
87 ******************************************************************************/
88

89 DEFINE_SOURCE(Capillary_Pressure_Radial_Source ,cell,t,dS,eqn)
90 {
91 real d_p, sigma, source, void_s, void_g, rho_g, rho_l, DVOFNY_g, DVOFNY_s,
92 wetting_eff, term_1, term_2, F;
93

94 Thread *thread_s, *thread_l, *thread_g ;
95 d_p = RP_Get_Input_Parameter("real-9");
96

97 Thread *mixture_thread = THREAD_SUPER_THREAD(t);
98

99 thread_l = THREAD_SUB_THREAD(mixture_thread, 0);/* get liquid phase cell thread */
100 thread_g = THREAD_SUB_THREAD(mixture_thread, 1);/* get gas phase cell thread */
101 thread_s = THREAD_SUB_THREAD(mixture_thread, 2);/* get solid phase cell thread*/
102

103 /* find properties*/
104 sigma = C_UDMI(cell,mixture_thread ,5); /*Surface Tension [N/m] */
105 void_s = C_VOF(cell, thread_s);/* solid vol frac*/
106 void_g = C_VOF(cell, thread_g);/* gas vol frac*/
107 rho_g = C_R(cell, thread_g); /* gas density*/
108 rho_l = C_R(cell, thread_l); /* liquid density*/
109

110 DVOFNY_g = C_UDSI_G(cell,t,0)[1]; /* Radial gas volume fraction gradient*/
111 DVOFNY_s = C_UDSI_G(cell,t,1)[1]; /* Radial solid volume fraction gradient*/
112

113 wetting_eff = C_UDMI(cell,mixture_thread ,4); /*Wetting efficiency [%]*/
114

115 F = 1.0+88.1*(rho_g/rho_l);
116

117 term_1 = (2.0/3.0)*sigma*(5.416/d_p)*pow((void_s)/(1.0- void_g),(-2.0/3.0));
118 term_2 = (1.0/(1.0-void_g))*DVOFNY_s+(void_s/pow((1.0-void_g),2.0))*DVOFNY_g;
119

120 source = (1.0-wetting_eff)*term_1*term_2*F; /*Radial source term [N/m3]*/
121 C_UDMI(cell,mixture_thread ,8)=source;
122 dS[eqn] = 0;
123 return source;
124 }
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A.5. Volume fractions
1 /************************************************************************************
2 UDF to store values of gas and solid volume fraction in user defined scalars (UDS).
3 This is further used by the capillary pressure UDF to calculate volume fraction
4 gradients and to then evaluate the momentum source terms due to capillary effect.
5 ************************************************************************************/
6 # include "udf.h"
7

8 DEFINE_ADJUST(VOF_Gradient, domain)
9 {
10 Thread *t;
11 cell_t c;
12 face_t f;
13 int domain_ID_gas=3; /* Gas phase ID */
14 int domain_ID_solid=4; /* Solid phase ID*/
15 Domain *mixture_domain, *gas_domain, *solid_domain;
16 mixture_domain=Get_Domain(1);
17 gas_domain = Get_Domain(domain_ID_gas);
18 solid_domain = Get_Domain(domain_ID_solid);
19

20 /* Fill UDS with the variable. */
21 thread_loop_c (t,gas_domain)
22 {
23 begin_c_loop (c,t)
24 {
25 C_UDSI(c,t,0) = C_VOF(c,t);
26 }
27 end_c_loop (c,t)
28 }
29 thread_loop_f (t,gas_domain)
30 {
31 if (THREAD_STORAGE(t,SV_UDS_I(0))!=NULL)
32 begin_f_loop (f,t)
33 {
34 F_UDSI(f,t,0) = F_VOF(f,t);
35 }
36 end_f_loop (f,t)
37 }
38 /* Fill UDS with the variable. */
39 thread_loop_c (t,solid_domain)
40 {
41 begin_c_loop (c,t)
42 {
43 C_UDSI(c,t,1) = C_VOF(c,t);
44 }
45 end_c_loop (c,t)
46 }
47 thread_loop_f (t,solid_domain)
48 {
49 if (THREAD_STORAGE(t,SV_UDS_I(1))!=NULL)
50 begin_f_loop (f,t)
51 {
52 F_UDSI(f,t,1) = F_VOF(f,t);
53 }
54 end_f_loop (f,t)
55 }
56 }

A.6. Mass flow rates
1 /**************************************************************************************
2 UDF to plot plane-averaged mass flows. UDF executed at every iteration to visualize
3 the mass flow imbalance, hydrogen yield, and degree of hydrogenation monitors
4 throughout the solution process.
5 **************************************************************************************/
6 #include "udf.h"
7

8 DEFINE_ADJUST(Mass_Flow_Rates, domain)
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9 {
10 Domain *mixture_domain;
11 mixture_domain=Get_Domain(1);
12 real Cell_axial_length;
13 Cell_axial_length = RP_Get_Input_Parameter("real-12"); /* Cell size axial length */
14 Thread *t, *Wall_Thread, *thread_l, *thread_g;
15 int i,ID;
16 cell_t cell, c0;
17 Thread *t0, *t_cell;
18 face_t f, f_wall;
19

20 /* Intermediate calculation variables */
21 real DoH_cell, L_mass_flow_cell, G_mass_flow_cell, G_volumetric_flow_cell ,
22 L_mass_flow_cell_abs, L_mass_flow_abs, H0NEC_mass_flow_cell ,
23 H4NEC_mass_flow_cell, H8NEC_mass_flow_cell , H12NEC_mass_flow_cell ,
24 DoH_int, Area_Weight;
25

26 /* Parameters */
27 real DoH, L_mass_flow, G_mass_flow, G_volumetric_flow, H0NEC_mass_flow,
28 H4NEC_mass_flow, H8NEC_mass_flow, H12NEC_mass_flow, Y_0, Y_1, Y_2, Y_3,
29 x_vel_l, rho_l, x_vel_g, rho_g, VOF_l, VOF_g;
30

31 /* Coordinate parameters */
32 real xa[ND_ND]; /* Coordinates of wall faces*/
33 real xb[ND_ND]; /* Coordinates of domain faces*/
34 real x_a, x_b, y_b, A_x;
35 real A[ND_ND]; /*face area normal vector */
36

37 /* Variables for Mole fraction calculation */
38 real M_0,M_1,M_2,M_3,M_avg,X_0,X_1,X_2,X_3;
39 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
40 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
41 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
42 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
43

44 for (ID = 24; ID<=28; ++ID) /* Wall section zones ID 24, 25, 26, 27, and 28 */
45 {
46 Wall_Thread = Lookup_Thread(mixture_domain,ID); /* Wall thread */
47 begin_f_loop(f_wall,Wall_Thread) /* Loop over faces on wall thread*/
48 {
49 /* Variable initialization */
50 G_mass_flow=0.0;
51 G_volumetric_flow=0.0;
52 L_mass_flow=0.0;
53 L_mass_flow_abs = 0.0;
54 H0NEC_mass_flow=0.0;
55 H4NEC_mass_flow=0.0;
56 H8NEC_mass_flow=0.0;
57 H12NEC_mass_flow=0.0;
58 DoH_int=0.0;
59

60 F_CENTROID(xa,f_wall,Wall_Thread);
61 x_a = xa[0]; /* wall face centroid axial coordinate */
62 i=0;
63 /* loops over all face threads in a domain*/
64 thread_loop_f (t,mixture_domain)
65 {
66 /* loop over all faces in face threads */
67 begin_f_loop (f,t)
68 {
69 F_CENTROID(xb,f,t);
70 x_b = xb[0]; /* face centroid axial coordinate */
71 y_b = xb[1]; /* face centroid radial coordinate*/
72

73 if (x_b>(x_a+0.25*Cell_axial_length) && x_b<(x_a+0.75*Cell_axial_length))
74 {
75 F_AREA(A,f,t);
76 A_x = fabs(A[0]); /*Projected radial length of face*/
77 Area_Weight = A_x*2*M_PI; /*Equal to pi*(r_upper^2 - r_lower^2)*/
78 cell = F_C0(f,t); /*Adjacent Cell Index*/
79 t_cell = THREAD_T0(t); /*Adjacent Cell Thread*/
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80 thread_l = THREAD_SUB_THREAD(t_cell, 0);/* liquid phase cell thread */
81 thread_g = THREAD_SUB_THREAD(t_cell, 1);/* gas phase cell thread */
82

83 /* Cell Properties */
84 x_vel_l = C_U(cell, thread_l);
85 x_vel_g = C_U(cell, thread_g);
86 rho_l = C_R(cell, thread_l);
87 rho_g = C_R(cell, thread_g);
88 VOF_l = C_VOF(cell, thread_l);
89 VOF_g = C_VOF(cell, thread_g);
90 Y_0 = C_YI(cell,thread_l ,0); /*Mass fraction of H0-NEC*/
91 Y_1 = C_YI(cell,thread_l ,1); /*Mass fraction of H4-NEC*/
92 Y_2 = C_YI(cell,thread_l ,2); /*Mass fraction of H8-NEC*/
93 Y_3 = C_YI(cell,thread_l ,3); /*Mass fraction of H12-NEC*/
94 /*Average molecular weight of mixture [g/mol]*/
95 M_avg = 1/((Y_0/M_0)+(Y_1/M_1)+(Y_2/M_2)+(Y_3/M_3));
96 X_0 = (Y_0/M_0)*M_avg ; /*Mole fraction of H0-NEC*/
97 X_1 = (Y_1/M_1)*M_avg ; /*Mole fraction of H4-NEC*/
98 X_2 = (Y_2/M_2)*M_avg ; /*Mole fraction of H8-NEC*/
99 X_3 = (Y_3/M_3)*M_avg ; /*Mole fraction of H12-NEC*/
100 DoH_cell = (X_1 + 2*X_2 + 3*X_3)/3;
101

102 /* Cell flow rates */
103 L_mass_flow_cell=rho_l*VOF_l*x_vel_l*Area_Weight;
104 G_mass_flow_cell=rho_g*VOF_g*x_vel_g*Area_Weight;
105 G_volumetric_flow_cell=VOF_g*x_vel_g*Area_Weight;
106

107 H0NEC_mass_flow_cell = L_mass_flow_cell*Y_0;
108 H4NEC_mass_flow_cell = L_mass_flow_cell*Y_1;
109 H8NEC_mass_flow_cell= L_mass_flow_cell*Y_2;
110 H12NEC_mass_flow_cell = L_mass_flow_cell*Y_3;
111

112 /* Total flow rates */
113 L_mass_flow = L_mass_flow + L_mass_flow_cell;
114 G_mass_flow = G_mass_flow + G_mass_flow_cell;
115 G_volumetric_flow = G_volumetric_flow + G_volumetric_flow_cell;
116 H0NEC_mass_flow= H0NEC_mass_flow + H0NEC_mass_flow_cell;
117 H4NEC_mass_flow= H4NEC_mass_flow + H4NEC_mass_flow_cell;
118 H8NEC_mass_flow= H8NEC_mass_flow + H8NEC_mass_flow_cell;
119 H12NEC_mass_flow= H12NEC_mass_flow + H12NEC_mass_flow_cell;
120

121 /* Mass-Weighted Average Properties */
122 /* Cell properties times cell absolute mass flow rate */
123 L_mass_flow_cell_abs=rho_l*VOF_l*fabs(x_vel_l*Area_Weight);
124 L_mass_flow_abs = L_mass_flow_abs + L_mass_flow_cell_abs;
125

126 DoH_int = DoH_int + DoH_cell*L_mass_flow_cell_abs;
127 i=i+1;
128 }
129 }
130 end_f_loop (f,t)
131 }
132

133 /* Plane Mass-Weighted Average Properties */
134 DoH = DoH_int / L_mass_flow_abs ;
135

136 /* Record values in user defined memory slots */
137 F_UDMI(f_wall,Wall_Thread ,46) = DoH;
138 c0 = F_C0(f_wall,Wall_Thread);
139 t0 = F_C0_THREAD(f_wall,Wall_Thread);
140 C_UDMI(c0,t0,46)=F_UDMI(f_wall,Wall_Thread ,46);
141

142 F_UDMI(f_wall,Wall_Thread ,50) = G_mass_flow;
143 c0 = F_C0(f_wall,Wall_Thread);
144 t0 = F_C0_THREAD(f_wall,Wall_Thread);
145 C_UDMI(c0,t0,50)=F_UDMI(f_wall,Wall_Thread ,50);
146

147 F_UDMI(f_wall,Wall_Thread ,51) = L_mass_flow;
148 c0 = F_C0(f_wall,Wall_Thread);
149 t0 = F_C0_THREAD(f_wall,Wall_Thread);
150 C_UDMI(c0,t0,51)=F_UDMI(f_wall,Wall_Thread ,51);
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151

152 F_UDMI(f_wall,Wall_Thread ,52) = H0NEC_mass_flow;
153 c0 = F_C0(f_wall,Wall_Thread);
154 t0 = F_C0_THREAD(f_wall,Wall_Thread);
155 C_UDMI(c0,t0,52)=F_UDMI(f_wall,Wall_Thread ,52);
156

157 F_UDMI(f_wall,Wall_Thread ,53) = H4NEC_mass_flow;
158 c0 = F_C0(f_wall,Wall_Thread);
159 t0 = F_C0_THREAD(f_wall,Wall_Thread);
160 C_UDMI(c0,t0,53)=F_UDMI(f_wall,Wall_Thread ,53);
161

162 F_UDMI(f_wall,Wall_Thread ,54) = H8NEC_mass_flow;
163 c0 = F_C0(f_wall,Wall_Thread);
164 t0 = F_C0_THREAD(f_wall,Wall_Thread);
165 C_UDMI(c0,t0,54)=F_UDMI(f_wall,Wall_Thread ,54);
166

167 F_UDMI(f_wall,Wall_Thread ,55) = H12NEC_mass_flow;
168 c0 = F_C0(f_wall,Wall_Thread);
169 t0 = F_C0_THREAD(f_wall,Wall_Thread);
170 C_UDMI(c0,t0,55)=F_UDMI(f_wall,Wall_Thread ,55);
171

172 F_UDMI(f_wall,Wall_Thread ,56) = G_volumetric_flow;
173 c0 = F_C0(f_wall,Wall_Thread);
174 t0 = F_C0_THREAD(f_wall,Wall_Thread);
175 C_UDMI(c0,t0,56)=F_UDMI(f_wall,Wall_Thread ,56);
176

177 }
178 end_f_loop(f_wall,Wall_Thread)
179 }
180 }

A.7. Hydrogen thermal conductivity
1 /*****************************************************************
2 UDF for calculating Hydrogen Thermal Conductivity
3 ******************************************************************/
4 # include "udf.h"
5

6 DEFINE_ADJUST(Hydrogen_Thermal_Conductivity , domain)
7 {
8 real T_g,k_h2;
9 Thread *t, *thread_g;
10 cell_t c;
11 Domain *mixture_domain;
12 mixture_domain=Get_Domain(1);
13 /* loop over all threads in domain */
14 thread_loop_c (t,mixture_domain)
15 {
16 thread_g = THREAD_SUB_THREAD(t, 1);/* get gas phase cell thread */
17

18 /* loop over all cells in cell thread */
19 begin_c_loop (c,t)
20 {
21 T_g = C_T(c, thread_g); /*Gas (Mixture) Temperature*/
22

23 if (T_g>=100 && T_g<500)
24 {
25 k_h2 = 0.02009705 + 3.234622E-04*T_g + 2.1637249E-06*pow(T_g,2.0)
26 - 6.49151204E-09*pow(T_g,3.0) + 5.52407932E-12*pow(T_g,4.0);
27 }
28 else if (T_g>=500 && T_g<1500)
29 {
30 k_h2 = 0.1083105 + 2.21163789E-04*T_g + 2.26380948E-07*pow(T_g,2.0)
31 - 1.74258636E-10*pow(T_g,3.0) + 4.6468625E-14*pow(T_g,4.0);
32 }
33 else if (T_g>=1500 && T_g<=2000)
34 {
35 k_h2 = -0.28107269 + 1.09703479E-03*T_g - 5.27318283E-07*pow(T_g,2.0)
36 + 1.2403865E-10*pow(T_g,3.0);
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37 }
38 else
39 {
40 k_h2 = 0.1672 ; /*Hydrogen thermal conductivity at ambient conditions*/
41 }
42 C_UDMI(c,t,10) = k_h2;
43 }
44 end_c_loop (c,t)
45 }
46 }
47

48 /*****************************************************************
49 UDF for initializing values for Hydrogen Thermal Conductivity
50 ******************************************************************/
51 DEFINE_INIT(Initialize_Hydrogen_Thermal_Conductivity , domain)
52 {
53 real T_g,k_h2;
54 Thread *t, *thread_g;
55 cell_t c;
56 Domain *mixture_domain;
57

58 mixture_domain=Get_Domain(1);
59 /* loop over all threads in domain */
60 thread_loop_c (t,mixture_domain)
61 {
62 thread_g = THREAD_SUB_THREAD(t, 1);/* get gas phase cell thread */
63

64 /* loop over all cells in cell thread */
65 begin_c_loop (c,t)
66 {
67 T_g = C_T(c, thread_g); /*Gas (Mixture) Temperature*/
68

69 if (T_g>=100 && T_g<500)
70 {
71 k_h2 = 0.02009705 + 3.234622E-04*T_g + 2.1637249E-06*pow(T_g,2.0)
72 - 6.49151204E-09*pow(T_g,3.0) + 5.52407932E-12*pow(T_g,4.0);
73 }
74 else if (T_g>=500 && T_g<1500)
75 {
76 k_h2 = 0.1083105 + 2.21163789E-04*T_g + 2.26380948E-07*pow(T_g,2.0)
77 - 1.74258636E-10*pow(T_g,3.0) + 4.6468625E-14*pow(T_g,4.0);
78 }
79 else if (T_g>=1500 && T_g<=2000)
80 {
81 k_h2 = -0.28107269 + 1.09703479E-03*T_g - 5.27318283E-07*pow(T_g,2.0)
82 + 1.2403865E-10*pow(T_g,3.0);
83 }
84 else
85 {
86 k_h2 = 0.1672 ; /*Hydrogen thermal conductivity at ambient conditions*/
87 }
88 C_UDMI(c,t,10) = k_h2;
89 }
90 end_c_loop (c,t)
91 }
92 }

A.8. Liquid mixture thermal conductivity
1 /********************************************************************************
2 UDF for calculating liquid NEC mixture Thermal
3 Conductivity using model by Berger Bioucas (2020)
4 *******************************************************************************/
5 # include "udf.h"
6

7 DEFINE_ADJUST(NEC_Thermal_Conductivity , domain)
8 {
9 real T_cell,T_ref,A,B,C_0,C_1,C_2,C_3,M_0,M_1,M_2,M_3,M_avg,
10 rho_ref_0,rho_ref_1,rho_ref_2,rho_ref_3,rho_0,rho_1,
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11 rho_2,rho_3,Y_0,Y_1,Y_2,Y_3,X_0,X_1,X_2,X_3, k_0,k_1,k_2,k_3,k_mix;
12 Thread *t, *thread_l;
13 cell_t c;
14 Domain *mixture_domain;
15

16 T_ref = 303.15; /*Reference Temperature for Berger Bioucas model [K]*/
17 A = 0.1083;
18 B = 4.823;
19 C_0 = 2.2; /*C for dehydrogenated molecule*/
20 C_1 = 2.133; /*Interpolated C for partially hydrogenated molecule*/
21 C_2 = 2.066; /*Interpolated C for partially hydrogenated molecule*/
22 C_3 = 2.0; /*C for hydrogenated molecule*/
23

24 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
25 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
26 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
27 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
28 /*Densities of NEC species at reference temperature [g/cm^3 [(Stark, 2015)*/
29 rho_ref_0 = 1.313467-0.0007238*T_ref; /*H0-NEC*/
30 rho_ref_1 = 1.2553362-0.0006966*T_ref; /*H4-NEC*/
31 rho_ref_2 = 1.210127-0.0006907*T_ref; /*H8-NEC*/
32 rho_ref_3 = 1.1482329-0.0007092*T_ref; /* H12-NEC */
33

34 mixture_domain=Get_Domain(1);
35 /* loop over all threads in domain */
36 thread_loop_c (t,mixture_domain)
37 {
38 thread_l = THREAD_SUB_THREAD(t, 0);/* get liquid phase cell thread */
39

40 /* loop over all cells in cell thread */
41 begin_c_loop (c,t)
42 {
43 T_cell = C_T(c, thread_l); /*Liquid Temperature*/
44 /*Densities of NEC species at operating temperature [g/cm^3 [(Stark, 2015)*/
45 rho_0 = 1.313467-0.0007238*T_cell; /*H0-NEC*/
46 rho_1 = 1.2553362-0.0006966*T_cell; /*H4-NEC*/
47 rho_2 = 1.210127-0.0006907*T_cell; /*H8-NEC*/
48 rho_3 = 1.1482329-0.0007092*T_cell; /*H12-NEC*/
49 /*Thermal conductivity of NEC species [W/m.K] (Berger Bioucas, 2020)*/
50 k_0 =(A*(rho_ref_0)+B*(pow(rho_ref_0 ,2)/M_0))
51 *pow((rho_0/rho_ref_0),(C_0*rho_0)); /*H0-NEC*/
52 k_1 =(A*(rho_ref_1)+B*(pow(rho_ref_1 ,2)/M_1))
53 *pow((rho_1/rho_ref_1),(C_1*rho_1)); /*H4-NEC*/
54 k_2 =(A*(rho_ref_2)+B*(pow(rho_ref_2 ,2)/M_2))
55 *pow((rho_2/rho_ref_2),(C_2*rho_2)); /*H8-NEC*/
56 k_3 =(A*(rho_ref_3)+B*(pow(rho_ref_3 ,2)/M_3))
57 *pow((rho_3/rho_ref_3),(C_3*rho_3)); /*H12-NEC*/
58 /*Mass fractions*/
59 Y_0 = C_YI(c,thread_l ,0); /*H0-NEC*/
60 Y_1 = C_YI(c,thread_l ,1); /*H4-NEC*/
61 Y_2 = C_YI(c,thread_l ,2); /*H8-NEC*/
62 Y_3 = C_YI(c,thread_l ,3); /*H12-NEC*/
63 /*Average molecular weight of mixture*/
64 M_avg = 1/((Y_0/M_0)+(Y_1/M_1)+(Y_2/M_2)+(Y_3/M_3));
65 /*Mole fractions*/
66 X_0 = (Y_0/M_0)*M_avg ; /*H0-NEC*/
67 X_1 = (Y_1/M_1)*M_avg ; /*H4-NEC*/
68 X_2 = (Y_2/M_2)*M_avg ; /*H8-NEC*/
69 X_3 = (Y_3/M_3)*M_avg ; /*H12-NEC*/
70 /*Mixture thermal conductivity [W/m.K] (Matsuda et al. 2023):*/
71 k_mix = (exp(X_0*log(k_0*M_0)+X_1*log(k_1*M_1)
72 +X_2*log(k_2*M_2)+X_3*log(k_3*M_3)))/M_avg;
73 C_UDMI(c,t,9) = k_mix;
74 }
75 end_c_loop (c,t)
76 }
77 }
78

79 /*****************************************************************
80 UDF for initializing values for Hydrogen Thermal Conductivity
81 ******************************************************************/
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82 DEFINE_INIT(Initialize_NEC_Thermal_Conductivity , domain)
83 {
84 real T_cell,T_ref,A,B,C_0,C_1,C_2,C_3,M_0,M_1,M_2,M_3,M_avg,
85 rho_ref_0,rho_ref_1,rho_ref_2,rho_ref_3,rho_0,rho_1,rho_2,
86 rho_3,Y_0,Y_1,Y_2,Y_3,X_0,X_1,X_2,X_3,k_0,k_1,k_2,k_3,k_mix;
87 Thread *t, *thread_l;
88 cell_t c;
89 Domain *mixture_domain;
90

91 T_ref = 303.15; /*Reference Temperature for Berger Bioucas model [K]*/
92 A = 0.1083;
93 B = 4.823;
94 C_0 = 2.2; /*C for dehydrogenated molecule*/
95 C_1 = 2.133; /*Interpolated C for partially hydrogenated molecule*/
96 C_2 = 2.066; /*Interpolated C for partially hydrogenated molecule*/
97 C_3 = 2.0; /*C for hydrogenated molecule*/
98

99 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
100 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
101 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
102 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
103 /*Densities of NEC species at reference temperature [g/cm^3 [(Stark, 2015)*/
104 rho_ref_0 = 1.313467-0.0007238*T_ref; /*H0-NEC*/
105 rho_ref_1 = 1.2553362-0.0006966*T_ref; /*H4-NEC*/
106 rho_ref_2 = 1.210127-0.0006907*T_ref; /*H8-NEC*/
107 rho_ref_3 = 1.1482329-0.0007092*T_ref; /* H12-NEC */
108

109 mixture_domain=Get_Domain(1);
110 /* loop over all threads in domain */
111 thread_loop_c (t,mixture_domain)
112 {
113 thread_l = THREAD_SUB_THREAD(t, 0);/* get liquid phase cell thread */
114

115 /* loop over all cells in cell thread */
116 begin_c_loop (c,t)
117 {
118 T_cell = C_T(c, thread_l); /*Liquid Temperature*/
119 /*Densities of NEC species at operating temperature [g/cm^3 [(Stark, 2015)*/
120 rho_0 = 1.313467-0.0007238*T_cell; /*H0-NEC*/
121 rho_1 = 1.2553362-0.0006966*T_cell; /*H4-NEC*/
122 rho_2 = 1.210127-0.0006907*T_cell; /*H8-NEC*/
123 rho_3 = 1.1482329-0.0007092*T_cell; /*H12-NEC*/
124 /*Thermal conductivity of NEC species [W/m.K] (Berger Bioucas, 2020)*/
125 k_0 =(A*(rho_ref_0)+B*(pow(rho_ref_0 ,2)/M_0))
126 *pow((rho_0/rho_ref_0),(C_0*rho_0)); /*H0-NEC*/
127 k_1 =(A*(rho_ref_1)+B*(pow(rho_ref_1 ,2)/M_1))
128 *pow((rho_1/rho_ref_1),(C_1*rho_1)); /*H4-NEC*/
129 k_2 =(A*(rho_ref_2)+B*(pow(rho_ref_2 ,2)/M_2))
130 *pow((rho_2/rho_ref_2),(C_2*rho_2)); /*H8-NEC*/
131 k_3 =(A*(rho_ref_3)+B*(pow(rho_ref_3 ,2)/M_3))
132 *pow((rho_3/rho_ref_3),(C_3*rho_3)); /*H12-NEC*/
133 /*Mass fractions*/
134 Y_0 = C_YI(c,thread_l ,0); /*H0-NEC*/
135 Y_1 = C_YI(c,thread_l ,1); /*H4-NEC*/
136 Y_2 = C_YI(c,thread_l ,2); /*H8-NEC*/
137 Y_3 = C_YI(c,thread_l ,3); /*H12-NEC*/
138 /*Average molecular weight of mixture*/
139 M_avg = 1/((Y_0/M_0)+(Y_1/M_1)+(Y_2/M_2)+(Y_3/M_3));
140 /*Mole fractions*/
141 X_0 = (Y_0/M_0)*M_avg ; /*H0-NEC*/
142 X_1 = (Y_1/M_1)*M_avg ; /*H4-NEC*/
143 X_2 = (Y_2/M_2)*M_avg ; /*H8-NEC*/
144 X_3 = (Y_3/M_3)*M_avg ; /*H12-NEC*/
145 /*Mixture thermal conductivity [W/m.K] (Matsuda et al. 2023):*/
146 k_mix = (exp(X_0*log(k_0*M_0)+X_1*log(k_1*M_1)
147 +X_2*log(k_2*M_2)+X_3*log(k_3*M_3)))/M_avg;
148 C_UDMI(c,t,9) = k_mix;
149 }
150 end_c_loop (c,t)
151 }
152 }
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A.9. Liquid mixture viscosity
1 /**************************************************************************
2 UDF that specifies liquid viscosity mixing law (Grunberg-Nissan, 1949)
3 **************************************************************************/
4 #include "udf.h"
5

6 DEFINE_PROPERTY(Mixture_viscosity,c,t)
7 {
8 real sum, M_sum, M_avg, mix_visc, MW, Y, X, viscosity;
9 int i; /* Species index */
10 Material *sp; /* Species Pointer */
11 Property *prop; /* Pointer to property array */
12 sum = 0.0;
13 M_sum = 0.0;
14

15 /* Loop through species to calculate average molecular weight of mixture [kg/kmol]*/
16 mixture_species_loop(THREAD_MATERIAL(t),sp,i)
17 {
18 MW = MATERIAL_PROP(sp,PROP_mwi); /*Molecular weight of species i [kg/kmol]*/
19 Y = C_YI(c,t,i); /*Mass fraction of species i*/
20 M_sum += Y/MW; /*Sum for calculating average molecular weight of mixture*/
21 }
22 M_avg = 1/M_sum; /*Average molecular weight of mixture [kg/kmol]*/
23

24 mixture_species_loop(THREAD_MATERIAL(t),sp,i)
25 {
26 MW = MATERIAL_PROP(sp,PROP_mwi); /*Molecular weight of species i [kg/kmol]*/
27 Y = C_YI(c,t,i); /*Mass fraction of species i*/
28 X = (Y/MW)*M_avg; /*Mole fraction of species i*/
29 prop = (MATERIAL_PROPERTY(sp)); /* Returns a real pointer to the Property array */
30 viscosity = generic_property(c,t,prop,PROP_mu,C_T(c,t)); /*Species viscosity[kg/m.s]

*/
31 sum += X*log(viscosity);
32 }
33 mix_visc = exp(sum); /*Mixture viscosity [kg/m.s]*/
34 return mix_visc;
35 }

A.10. Mixture surface tension
1 /***********************************************************************
2 UDF for calculating NEC liquid mixture Surface Tension (Stark, 2015)
3 ***********************************************************************/
4 # include "udf.h"
5

6 DEFINE_ADJUST(Surface_Tension, domain)
7 {
8 real M_0,M_1,M_2,M_3,T,Y_0,Y_1,Y_2,Y_3,M_avg,X_0,X_1,X_2,X_3,
9 sigma_0,sigma_1,sigma_2,sigma_3,sigma_mix;
10 Thread *t, *thread_l;
11 cell_t c;
12 Domain *mixture_domain;
13

14 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
15 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
16 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
17 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
18

19 mixture_domain=Get_Domain(1);
20 /* loop over all threads in domain */
21 thread_loop_c (t,mixture_domain)
22 {
23 thread_l = THREAD_SUB_THREAD(t, 0);/* get liquid phase cell thread */
24

25 /* loop over all cells in cell thread */
26 begin_c_loop (c,t)
27 {
28 T = C_T(c, thread_l); /*Liquid Temperature*/
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29

30 Y_0 = C_YI(c,thread_l ,0); /*Mass fraction of H0-NEC*/
31 Y_1 = C_YI(c,thread_l ,1); /*Mass fraction of H4-NEC*/
32 Y_2 = C_YI(c,thread_l ,2); /*Mass fraction of H8-NEC*/
33 Y_3 = C_YI(c,thread_l ,3); /*Mass fraction of H12-NEC*/
34 /*Average molecular weight of mixture [g/mol]:*/
35 M_avg = 1/((Y_0/M_0)+(Y_1/M_1)+(Y_2/M_2)+(Y_3/M_3));
36

37 X_0 = (Y_0/M_0)*M_avg ; /*Mole fraction of H0-NEC*/
38 X_1 = (Y_1/M_1)*M_avg ; /*Mole fraction of H4-NEC*/
39 X_2 = (Y_2/M_2)*M_avg ; /*Mole fraction of H8-NEC*/
40 X_3 = (Y_3/M_3)*M_avg ; /*Mole fraction of H12-NEC*/
41

42 sigma_0 = 0.0711760 - 9.96E-05*T; /*Surface Tension of H0-NEC [N/m]
43 (No correlation available, equal to that of H4-NEC)*/
44 sigma_1 = 0.0711760 - 9.96E-05*T; /*Surface Tension of H4-NEC [N/m] */
45 sigma_2 = 0.063109 - 8.50E-05*T; /*Surface Tension of H8-NEC [N/m] */
46 sigma_3 = 0.0593586 - 8.81E-05*T; /*Surface Tension of H12-NEC [N/m] */
47 /*Mole fraction weighted mixture surface tension [N/m]:*/
48 sigma_mix = X_0*sigma_0+X_1*sigma_1+X_2*sigma_2+X_3*sigma_3;
49 C_UDMI(c,t,5) = sigma_mix;
50 }
51 end_c_loop (c,t)
52 }
53 }
54

55 /*****************************************************************
56 UDF for initializing values of NEC Surface Tension
57 ******************************************************************/
58

59 DEFINE_INIT(Initialize_Surface_Tension , domain)
60 {
61 real M_0,M_1,M_2,M_3,T,Y_0,Y_1,Y_2,Y_3,M_avg,X_0,X_1,X_2,X_3,
62 sigma_0,sigma_1,sigma_2,sigma_3,sigma_mix;
63 Thread *t, *thread_l;
64 cell_t c;
65 Domain *mixture_domain;
66

67 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
68 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
69 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
70 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
71

72 mixture_domain=Get_Domain(1);
73 /* loop over all threads in domain */
74 thread_loop_c (t,mixture_domain)
75 {
76 thread_l = THREAD_SUB_THREAD(t, 0);/* get liquid phase cell thread */
77

78 /* loop over all cells in cell thread */
79 begin_c_loop (c,t)
80 {
81 T = C_T(c, thread_l); /*Liquid Temperature*/
82

83 Y_0 = C_YI(c,thread_l ,0); /*Mass fraction of H0-NEC*/
84 Y_1 = C_YI(c,thread_l ,1); /*Mass fraction of H4-NEC*/
85 Y_2 = C_YI(c,thread_l ,2); /*Mass fraction of H8-NEC*/
86 Y_3 = C_YI(c,thread_l ,3); /*Mass fraction of H12-NEC*/
87 /*Average molecular weight of mixture [g/mol]:*/
88 M_avg = 1/((Y_0/M_0)+(Y_1/M_1)+(Y_2/M_2)+(Y_3/M_3));
89

90 X_0 = (Y_0/M_0)*M_avg ; /*Mole fraction of H0-NEC*/
91 X_1 = (Y_1/M_1)*M_avg ; /*Mole fraction of H4-NEC*/
92 X_2 = (Y_2/M_2)*M_avg ; /*Mole fraction of H8-NEC*/
93 X_3 = (Y_3/M_3)*M_avg ; /*Mole fraction of H12-NEC*/
94

95 sigma_0 = 0.0711760 - 9.96E-05*T; /*Surface Tension of H0-NEC [N/m]
96 (No correlation available, equal to that of H4-NEC)*/
97 sigma_1 = 0.0711760 - 9.96E-05*T; /*Surface Tension of H4-NEC [N/m]*/
98 sigma_2 = 0.063109 - 8.50E-05*T; /*Surface Tension of H8-NEC [N/m] */
99 sigma_3 = 0.0593586 - 8.81E-05*T; /*Surface Tension of H12-NEC [N/m]*/
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100 /*Mole fraction weighted mixture surface tension [N/m]:*/
101 sigma_mix = X_0*sigma_0+X_1*sigma_1+X_2*sigma_2+X_3*sigma_3;
102 C_UDMI(c,t,5) = sigma_mix;
103 }
104 end_c_loop (c,t)
105 }
106 }

A.11. Chemical Kinetics
1 /**********************************************************************
2 UDF for computing NEC dehydrogenation reaction rates.
3 ***********************************************************************/
4 #include "udf.h"
5

6 /* H12-NEC to H8-NEC */
7 DEFINE_HET_RXN_RATE(H12NEC_H8NEC, c, t, hr, mw, yi, rr, rr_t) {
8 Thread *thread_l;
9 real T_cell, M_0, M_1, M_2, M_3, Y_0, Y_1, Y_2, Y_3, rho_l, vof_l;
10 real A, Ea, R, k, Rate;
11

12 if (THREAD_ID(t) == 12) { /* Packed Bed zone ID */
13 thread_l = THREAD_SUB_THREAD(t, 0); /* Liquid phase cell thread */
14

15 Y_0 = C_YI(c, thread_l, 0); /* Mass fraction of H0-NEC */
16 Y_1 = C_YI(c, thread_l, 1); /* Mass fraction of H4-NEC */
17 Y_2 = C_YI(c, thread_l, 2); /* Mass fraction of H8-NEC */
18 Y_3 = C_YI(c, thread_l, 3); /* Mass fraction of H12-NEC */
19 M_0 = 195.2597; /* Molecular weight of H0-NEC [kg/kmol] */
20 M_1 = 199.2915; /* Molecular weight of H4-NEC [kg/kmol] */
21 M_2 = 203.3232; /* Molecular weight of H8-NEC [kg/kmol] */
22 M_3 = 207.3550; /* Molecular weight of H12-NEC [kg/kmol] */
23

24 T_cell = C_T(c, thread_l); /* Liquid temperature [K] */
25 rho_l = C_R(c, thread_l); /* Liquid density [kg/m3] */
26 vof_l = C_VOF(c, thread_l); /* Liquid volume fraction [K] */
27

28 A = 826; /* Pre-Exponential factor [s^-1] */
29 Ea = 56300; /* Activation Energy [J/mol] */
30 R = 8.31446261815324; /* Universal gas constant [J/mol.K] */
31 k = A * exp((-Ea) / (R * T_cell)); /* Rate constant [s^-1] */
32

33 Rate = k * ((Y_3 * rho_l * vof_l) / (M_3)); /* Reaction rate [kmol/m3.s] */
34 *rr = Rate;
35 } else {
36 /* No reaction outside of packed bed zone */
37 Rate = 0;
38 *rr = Rate;
39 }
40 C_UDMI(c, t, 14) = Rate;
41 }
42

43 /* H8-NEC to H4-NEC */
44 DEFINE_HET_RXN_RATE(H8NEC_H4NEC, c, t, hr, mw, yi, rr, rr_t) {
45 Thread *thread_l;
46 real T_cell, M_0, M_1, M_2, M_3, Y_0, Y_1, Y_2, Y_3, rho_l, vof_l;
47 real A, Ea, R, k, Rate;
48

49 if (THREAD_ID(t) == 12) { /* Packed Bed zone ID */
50 thread_l = THREAD_SUB_THREAD(t, 0); /* Liquid phase cell thread */
51

52 Y_0 = C_YI(c, thread_l, 0); /* Mass fraction of H0-NEC */
53 Y_1 = C_YI(c, thread_l, 1); /* Mass fraction of H4-NEC */
54 Y_2 = C_YI(c, thread_l, 2); /* Mass fraction of H8-NEC */
55 Y_3 = C_YI(c, thread_l, 3); /* Mass fraction of H12-NEC */
56 M_0 = 195.2597; /* Molecular weight of H0-NEC [kg/kmol] */
57 M_1 = 199.2915; /* Molecular weight of H4-NEC [kg/kmol] */
58 M_2 = 203.3232; /* Molecular weight of H8-NEC [kg/kmol] */
59 M_3 = 207.3550; /* Molecular weight of H12-NEC [kg/kmol] */
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60

61 T_cell = C_T(c, thread_l); /* Liquid temperature [K] */
62 rho_l = C_R(c, thread_l); /* Liquid density [kg/m3] */
63 vof_l = C_VOF(c, thread_l); /* Liquid volume fraction [K] */
64

65 A = 1406; /* Pre-Exponential factor [s^-1] */
66 Ea = 59200; /* Activation Energy [J/mol] */
67 R = 8.31446261815324; /* Universal gas constant [J/mol.K] */
68 k = A * exp((-Ea) / (R * T_cell)); /* Rate constant [s^-1] */
69

70 Rate = k * ((Y_2 * rho_l * vof_l) / (M_2)); /* Reaction rate [kmol/m3.s] */
71 *rr = Rate;
72 } else {
73 /* No reaction outside of packed bed zone */
74 Rate = 0;
75 *rr = Rate;
76 }
77 C_UDMI(c, t, 15) = Rate;
78 }
79

80 /* H4-NEC to H0-NEC */
81 DEFINE_HET_RXN_RATE(H4NEC_H0NEC, c, t, hr, mw, yi, rr, rr_t) {
82 Thread *thread_l;
83 real T_cell, M_0, M_1, M_2, M_3, Y_0, Y_1, Y_2, Y_3, rho_l, vof_l;
84 real A, Ea, R, k, Rate;
85

86 if (THREAD_ID(t) == 12) { /* Packed Bed zone ID */
87 thread_l = THREAD_SUB_THREAD(t, 0); /* Liquid phase cell thread */
88

89 Y_0 = C_YI(c, thread_l, 0); /* Mass fraction of H0-NEC */
90 Y_1 = C_YI(c, thread_l, 1); /* Mass fraction of H4-NEC */
91 Y_2 = C_YI(c, thread_l, 2); /* Mass fraction of H8-NEC */
92 Y_3 = C_YI(c, thread_l, 3); /* Mass fraction of H12-NEC */
93 M_0 = 195.2597; /* Molecular weight of H0-NEC [kg/kmol] */
94 M_1 = 199.2915; /* Molecular weight of H4-NEC [kg/kmol] */
95 M_2 = 203.3232; /* Molecular weight of H8-NEC [kg/kmol] */
96 M_3 = 207.3550; /* Molecular weight of H12-NEC [kg/kmol] */
97

98 T_cell = C_T(c, thread_l); /* Liquid temperature [K] */
99 rho_l = C_R(c, thread_l); /* Liquid density [kg/m3] */
100 vof_l = C_VOF(c, thread_l); /* Liquid volume fraction [K] */
101

102 A = 6007; /* Pre-Exponential factor [s^-1] */
103 Ea = 73100; /* Activation Energy [J/mol] */
104 R = 8.31446261815324; /* Universal gas constant [J/mol.K] */
105 k = A * exp((-Ea) / (R * T_cell)); /* Rate constant [s^-1] */
106

107 Rate = k * ((Y_1 * rho_l * vof_l) / (M_1)); /* Reaction rate [kmol/m3.s] */
108 *rr = Rate;
109 } else {
110 /* No reaction outside of packed bed zone */
111 Rate = 0;
112 *rr = Rate;
113 }
114 C_UDMI(c, t, 16) = Rate;
115 }

A.12. Effective radial thermal conductivity
1 /*********************************************************************
2 UDF to set value of cell effective radial thermal conductivity
3 **********************************************************************/
4 #include "udf.h"
5

6 DEFINE_PROPERTY(cell_thermal_conductivity ,cell,subthread)
7 {
8 Thread *thread_g, *thread_l, *thread_s;
9 real Sphericity, tc_s, tc_l, tc_g, cp_l, cp_g, d_p, D, vof_g, vof_l,
10 vof_s, porosity, T, rho_l, rho_g, x_vel_l, y_vel_l, abs_v_l,
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11 x_vel_g, y_vel_g, abs_v_g, C_f, phi, sigma, emissivity, k_rad,
12 kappa, B, N, theta, tc_so, Pe_l, Pe_g, f, K, beta_l, term_1,
13 term_2, term_3, tc_eff;
14 Thread *mix_thread = THREAD_SUPER_THREAD(subthread);
15 thread_l = THREAD_SUB_THREAD(mix_thread, 0);/* get liquid phase cell thread */
16 thread_g = THREAD_SUB_THREAD(mix_thread, 1);/* get gas phase cell thread */
17 thread_s = THREAD_SUB_THREAD(mix_thread, 2);/* get solid phase cell thread*/
18

19 Sphericity = RP_Get_Input_Parameter("real-3"); /* Particle sphericity */
20 tc_s = RP_Get_Input_Parameter("real-8") ; /*Thermal conductivity of solid [W/m.K]
21 (Mischke and Smith 1962, Alumina, 38% void fraction) */
22 tc_l = C_UDMI(cell,mix_thread ,9); /*Thermal conductivity of liquid mixture [W/m.K] */
23 tc_g = C_UDMI(cell,mix_thread ,10); /*Thermal conductivity of gas (Hydrogen) [W/m.K] */
24 cp_l = C_CP(cell, thread_l); /*Specific heat of liquid [J/kg.K] */
25 cp_g = C_CP(cell, thread_g); /*Specific heat of gas [J/kg.K] */
26 d_p = RP_Get_Input_Parameter("real-9"); /* Particle diameter */
27 D = RP_Get_Input_Parameter("real-10"); /* Reactor diameter */
28 vof_s = C_VOF(cell, thread_s);/* solid volume fraction*/
29 vof_l = C_VOF(cell, thread_l);/* liquid volume fraction*/
30 vof_g = C_VOF(cell, thread_g);/* gas volume fraction*/
31 porosity = 1.0-vof_s;
32 T = C_T(cell, thread_g); /*Mixture Temperature*/
33 rho_l = C_R(cell, thread_l); /*liquid density*/
34 rho_g = C_R(cell, thread_g); /*gas density*/
35 x_vel_l = C_U(cell, thread_l);
36 y_vel_l = C_V(cell, thread_l);
37 abs_v_l = sqrt(x_vel_l*x_vel_l + y_vel_l*y_vel_l); /*Interstitial liquid velocity*/
38 x_vel_g = C_U(cell, thread_g);
39 y_vel_g = C_V(cell, thread_g);
40 abs_v_g = sqrt(x_vel_g*x_vel_g + y_vel_g*y_vel_g); /*Interstitial gas velocity*/
41

42 /*Conduction contribution tc_so, Bauer and Schlunder (1978)*/
43 /*Shape factor for stagnant bed thermal conductivity */
44 if (Sphericity <1.0)
45 {
46 C_f = 2.5; /*Shape factor for cylindrical particles*/
47 }
48 else
49 {
50 C_f = 1.25; /*Shape factor for spherical particles*/
51 }
52 phi = 0.0077;/*Flattening coefficient*/
53 sigma=5.670374419*pow(10.0,-8.0); /*Stefan-Boltzmann constant */
54 emissivity = 0.85; /*Emissivity of toluene, G. A. Capelle 2019*/
55

56 k_rad = ((4.0*sigma)/((2/emissivity)-1))*pow(T,3.0)*(d_p/tc_g) ;
57 kappa = tc_s/tc_l;
58 B = C_f*pow(((1-porosity)/porosity),(10.0/9.0));
59 N = 1.0+((k_rad-B)/kappa);
60 theta = (2.0/N)*(((B*(kappa+k_rad-1.0))/(pow(N,2.0)*kappa))*log((kappa+k_rad)/B)
61 +(((B+1)/(2*B))*(k_rad-B))-((B-1)/N));
62 tc_so = (1-sqrt(1-porosity))*(1+k_rad*porosity)*tc_g+sqrt(1-porosity)
63 *(phi*kappa+(1-phi)*theta)*tc_l;
64

65 /*Effective thermal conductivity tc_eff, Gutsche (1989)*/
66 /*Shape factor for effective thermal conductivity */
67 if (Sphericity <1.0)
68 {
69 f = 1.75; /*Shape factor for cylindrical particles*/
70 }
71 else
72 {
73 f = 1.15; /*Shape factor for spherical particles*/
74 }
75 Pe_l = rho_l*vof_l*abs_v_l*d_p*cp_l/tc_l; /*Liquid Peclet number*/
76 Pe_g = rho_g*vof_g*abs_v_g*d_p*cp_g/tc_g; /*Gas Peclet number*/
77 K = 8.0*(2.0-pow((1-2*(d_p/D)),2.0));
78 beta_l = vof_l/porosity; /*Liquid saturation*/
79 term_1 = tc_so/tc_l;
80 if (beta_l > 0.97) /* For pure liquid (Shlünder, 1966) */
81 {
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82 term_2 = (Pe_l*f)/(K);
83 term_3 = 0.0;
84 }
85 else if (beta_l < 0.03) /* For pure gas (Shlünder, 1966) */
86 {
87 term_2 = 0.0;
88 term_3 = (Pe_g*f)/(K);
89 }
90 else /* For both liquid and gas Gutsche (1989) */
91 {
92 term_2 = (Pe_l*f)/(beta_l*K);
93 term_3 = (Pe_g*f*tc_g)/((1-beta_l)*K*tc_l);
94 }
95 tc_eff = tc_l*(term_1+term_2+term_3);/*Effective thermal conductivity */
96 C_UDMI(cell,mix_thread ,11) = tc_eff;
97 return tc_eff;
98 }

A.13. Wall heat transfer coefficient
1 /***********************************************************************
2 UDF for specifying wall heat transfer coefficient
3 ************************************************************************/
4 #include "udf.h"
5

6 DEFINE_PROFILE(MP_wall_heat_transfer_coefficient ,Wall_Thread,k)
7 {
8 Domain *mixture_domain;
9 mixture_domain=Get_Domain(1);
10 real d_p, Cell_axial_length;
11 Cell_axial_length = RP_Get_Input_Parameter("real-12"); /* Cell size axial length */
12 d_p = RP_Get_Input_Parameter("real-9"); /* Particle diameter */
13 Thread *t,*thread_s, *thread_l;
14 int i;
15 cell_t cell, c0;
16 Thread *t0, *t_cell;
17 face_t f, f_wall;
18

19 /* Cell calculation variables */
20 real L_mass_flow_cell_abs , VOF_l_cell, VOF_s_cell, x_vel_l_cell,
21 y_vel_l_cell, abs_u_l_cell,rho_l_cell, mu_l_cell, cp_l_cell, tc_l_cell, htc_cell;
22

23 /* Intermediate calculation variables */
24 real htc_int, L_mass_flow_abs, Area_Weight;
25

26 /* Parameters */
27 real Porosity, d_ec, liquid_saturation, Re_l, Pr_l, htc;
28

29 /* Coordinate parameters */
30 real xa[ND_ND]; /* Coordinates of wall faces*/
31 real xb[ND_ND]; /* Coordinates of domain faces*/
32 real x_a, x_b, y_b, A_x;
33 real A[ND_ND]; /*face area normal vector */
34

35 begin_f_loop(f_wall,Wall_Thread) /* Loop over faces on wall*/
36 {
37 /* Variable initialization */
38 L_mass_flow_abs=0.0;
39 htc_int=0.0;
40

41 F_CENTROID(xa,f_wall,Wall_Thread);
42 x_a = xa[0]; /* wall face centroid axial coordinate */
43 i=0;
44

45 /* loops over all face threads in a domain*/
46 thread_loop_f (t,mixture_domain)
47 {
48 /* loop over all cells in cell thread */
49 begin_f_loop (f,t)
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50 {
51 F_CENTROID(xb,f,t);
52 x_b = xb[0]; /* face centroid axial coordinate */
53 y_b = xb[1]; /* face centroid radial coordinate*/
54 if (x_b>(x_a+0.25*Cell_axial_length) && x_b<(x_a+0.75*Cell_axial_length))
55 {
56 F_AREA(A,f,t);
57 A_x = fabs(A[0]); /*Projected radial length of face*/
58 Area_Weight = A_x*2*M_PI; /*Equal to pi*(r_upper^2 - r_lower^2)*/
59 cell = F_C0(f,t); /*Adjacent Cell Index*/
60 t_cell = THREAD_T0(t); /*Adjacent Cell Thread*/
61 thread_l = THREAD_SUB_THREAD(t_cell, 0);/* liquid phase cell thread */
62 thread_s = THREAD_SUB_THREAD(t_cell, 2);/* solid phase cell thread */
63

64 /* Cell Properties */
65 rho_l_cell = C_R(cell, thread_l);
66 mu_l_cell = C_MU_L(cell, thread_l);
67 cp_l_cell = C_CP(cell, thread_l);
68 VOF_l_cell = C_VOF(cell, thread_l);
69 VOF_s_cell = C_VOF(cell, thread_s);
70 x_vel_l_cell = C_U(cell, thread_l);
71 y_vel_l_cell = C_V(cell, thread_l);
72 /*Interstitial liquid velocity*/
73 abs_u_l_cell = sqrt(x_vel_l_cell*x_vel_l_cell + y_vel_l_cell*y_vel_l_cell);
74 tc_l_cell = C_UDMI(cell,t_cell,9); /* Liquid thermal conductivity */
75

76 /* Cell Heat Transfer Coefficient Calculation */
77 Porosity = 1.0-VOF_s_cell;
78 d_ec = ((2.0*Porosity)/(3.0*(1.0-Porosity)))*d_p;
79 liquid_saturation = VOF_l_cell/Porosity;
80 Re_l = (VOF_l_cell*rho_l_cell*abs_u_l_cell*d_ec)/(Porosity*mu_l_cell*

liquid_saturation);
81 Pr_l = (cp_l_cell*mu_l_cell)/tc_l_cell;
82 htc_cell = ((0.26*pow(Re_l, 0.43)*pow(Pr_l, (1.0/3.0)))*tc_l_cell)/d_ec;
83

84 /* Cell flow rates */
85 L_mass_flow_cell_abs=rho_l_cell*VOF_l_cell*fabs(x_vel_l_cell*Area_Weight);
86

87 /* Total flow rates */
88 L_mass_flow_abs = L_mass_flow_abs + L_mass_flow_cell_abs;
89

90 /* Mass-Weighted Average Properties */
91 htc_int = htc_int + htc_cell*L_mass_flow_cell_abs;
92

93 i=i+1;
94 }
95 }
96 end_f_loop (f,t)
97 }
98 /* Plane Mass-Weighted Average Properties */
99 htc = htc_int/L_mass_flow_abs;
100 F_UDMI(f_wall,Wall_Thread ,12) = htc;
101 /* Get the cell id of the cell adjacent to the face*/
102 c0 = F_C0(f_wall,Wall_Thread);
103 /* Get the Thread id of the cells adjacent to the face*/
104 t0 = F_C0_THREAD(f_wall,Wall_Thread);
105 /*Store the F_UDMI into cell UDMI for graphical visualization*/
106 C_UDMI(c0,t0,12)=F_UDMI(f_wall,Wall_Thread ,12);
107 F_PROFILE(f_wall,Wall_Thread,k) = htc;
108 }
109 end_f_loop(f_wall,Wall_Thread)
110 }
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A.14. Backflow temperature and species mass fractions boundary
conditions

1 /******************************************************************
2 UDFs for defining outlet backflow boundary conditions
3 *******************************************************************/
4 #include "udf.h"
5

6 /* Temperature */
7 DEFINE_PROFILE(outlet_temperature,t,i)
8 {
9 real T;
10 cell_t c0;
11 face_t f;
12 Thread *t0, *thread_l;
13 int outlet_ID = 18; /* Outlet ID */
14 Domain *d = Get_Domain(2); /* Liquid domain */
15 Thread *t_outlet = Lookup_Thread(d,outlet_ID); /* Liquid outlet thread */
16 begin_f_loop(f,t)
17 {
18 c0 = F_C0(f,t); /* Get the cell id of the cell adjacent to the face*/
19 t0 = F_C0_THREAD(f,t); /* Get the Thread id of the cell adjacent to the face*/
20

21 T = C_T(c0,t0); /* Temperature of cell */
22 C_UDMI(c0,t0,17)=T;
23 F_PROFILE(f,t,i) = T;
24 }
25 end_f_loop(f,t)
26 }
27

28 /* H8-NEC mass fraction */
29 DEFINE_PROFILE(outlet_H8_NEC,t,i)
30 {
31 real Y; /* Mass fraction */
32 cell_t c0;
33 face_t f;
34 Thread *t0, *thread_l;
35 int outlet_ID = 18; /* Outlet ID */
36 Domain *d = Get_Domain(2); /* Liquid domain */
37 Thread *t_outlet = Lookup_Thread(d,outlet_ID); /* Liquid outlet thread */
38 begin_f_loop(f,t)
39 {
40 c0 = F_C0(f,t); /* Get the cell id of the cell adjacent to the face*/
41 t0 = F_C0_THREAD(f,t); /* Get the Thread id of the cell adjacent to the face*/
42

43 Y = C_YI(c0,t0,2); /* Mass fraction H8_NEC at face */
44 C_UDMI(c0,t0,18) = Y;
45 F_PROFILE(f,t,i) = Y;
46 }
47 end_f_loop(f,t)
48 }
49

50 /* H4-NEC mass fraction */
51 DEFINE_PROFILE(outlet_H4_NEC,t,i)
52 {
53 real Y; /* Mass fraction */
54 cell_t c0;
55 face_t f;
56 Thread *t0, *thread_l;
57 int outlet_ID = 18; /* Outlet ID */
58 Domain *d = Get_Domain(2); /* Liquid domain */
59 Thread *t_outlet = Lookup_Thread(d,outlet_ID); /* Liquid outlet thread */
60 begin_f_loop(f,t)
61 {
62 c0 = F_C0(f,t); /* Get the cell id of the cell adjacent to the face*/
63 t0 = F_C0_THREAD(f,t); /* Get the Thread id of the cell adjacent to the face*/
64

65 Y = C_YI(c0,t0,1); /* Mass fraction H4_NEC at face */
66 C_UDMI(c0,t0,19) = Y;
67 F_PROFILE(f,t,i) = Y;
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68

69 }
70 end_f_loop(f,t)
71 }
72

73 /* H0-NEC mass fraction */
74 DEFINE_PROFILE(outlet_H0_NEC,t,i)
75 {
76 real Y; /* Mass fraction */
77 cell_t c0;
78 face_t f;
79 Thread *t0, *thread_l;
80 int outlet_ID = 18; /* Outlet ID */
81 Domain *d = Get_Domain(2); /* Liquid domain */
82 Thread *t_outlet = Lookup_Thread(d,outlet_ID); /* Liquid outlet thread */
83 begin_f_loop(f,t)
84 {
85 c0 = F_C0(f,t); /* Get the cell id of the cell adjacent to the face*/
86 t0 = F_C0_THREAD(f,t); /* Get the Thread id of the cell adjacent to the face*/
87

88 Y = C_YI(c0,t0,0); /* Mass fraction H4_NEC at face */
89 C_UDMI(c0,t0,20) = Y;
90 F_PROFILE(f,t,i) = Y;
91 }
92 end_f_loop(f,t)
93 }

A.15. Hydrodynamic dispersion coefficient
1 /**********************************************************************
2 UDF to compute hydrodynamic dispersion coefficient
3 ***********************************************************************/
4 #include "udf.h"
5

6 DEFINE_DIFFUSIVITY(Dispersion_Coefficient ,c,t,i)
7 {
8 real T_cell,M_0,M_1,M_2,M_3,Y_0,Y_1,Y_2,Y_3,rho_0,rho_1,rho_2,rho_3,
9 visc_0_cP,visc_1_cP,visc_2_cP,visc_3_cP,visc_0,visc_1,visc_2,visc_3,
10 bp_0,bp_1,bp_2,bp_3,rho_bp_0,rho_bp_1,rho_bp_2,rho_bp_3,V_0,V_1,
11 V_2,V_3,phi_0,phi_1,phi_2,phi_3, D_dilute_01,D_dilute_02,D_dilute_03,
12 D_dilute_10,D_dilute_12,D_dilute_13,D_dilute_20,D_dilute_21,D_dilute_23,
13 D_dilute_30,D_dilute_31,D_dilute_32,D_01,D_02,D_03,D_12,D_13,D_23,D_0_m,
14 D_1_m,D_2_m,D_3_m,d_p,x_vel_l,y_vel_l,abs_v_l,Pe_m_0,Pe_m_1,Pe_m_2,Pe_m_3,
15 Sc_0,Sc_1,Sc_2,Sc_3,Pe_t_0,Pe_t_1,Pe_t_2,Pe_t_3,D_r_0,D_r_1,D_r_2,D_r_3,D_r_avg;
16

17 d_p = RP_Get_Input_Parameter("real-9"); /* Particle diameter [m] */
18 Thread *thread_l;
19 Thread *mix_thread = THREAD_SUPER_THREAD(t);
20 thread_l = THREAD_SUB_THREAD(mix_thread, 0);/* get liquid phase cell thread */
21

22 T_cell = C_T(c,thread_l); /*Cell temperature [K]*/
23

24 /* Molecular weights of NEC species [g/mol] */
25 M_0 = 195.2597; /* H0-NEC */
26 M_1 = 199.2915; /* H4-NEC */
27 M_2 = 203.3232; /* H8-NEC */
28 M_3 = 207.3550; /* H12-NEC */
29

30 /* Mass fractions of NEC species [-] */
31 Y_0 = C_YI(c,thread_l ,0); /* H0-NEC */
32 Y_1 = C_YI(c,thread_l ,1); /* H4-NEC */
33 Y_2 = C_YI(c,thread_l ,2); /* H8-NEC */
34 Y_3 = C_YI(c,thread_l ,3); /* H12-NEC */
35

36 /* Viscosity of NEC species [cP] (Stark, 2015)*/
37 visc_0_cP = exp(-198.5107397+(14092.471/T_cell)+27.4111475*log(T_cell)
38 +0.000000000000694*pow(T_cell ,2.0)); /* H0-NEC */
39 visc_1_cP = exp(-8.474341421+(5607.607/T_cell)-1.46520555*log(T_cell)
40 +0.0000242*pow(T_cell ,2.0)); /* H4-NEC */
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41 visc_2_cP = exp(-51.67196212+(5951.08459/T_cell)+6.23125641*log(T_cell)
42 -0.000000061*pow(T_cell ,2.0)); /* H8-NEC */
43 visc_3_cP = exp(-121.3831627+(8035.86187/T_cell)+16.8924989*log(T_cell)
44 -0.00000000365*pow(T_cell ,2.0)); /* H12-NEC */
45

46 bp_0 = 621.45; /*Boiling point of H0-NEC [K]*/
47 bp_1 = 624.05; /*Boiling point of H4-NEC [K]*/
48 bp_2 = 588.525; /*Boiling point of H8-NEC [K]*/
49 bp_3 = 553.0; /*Boiling point of H12-NEC [K]*/
50

51 /* Boiling point density of NEC species [g/cm^3] (Stark, 2015)*/
52 rho_bp_0 = 1.313467-0.0007238*bp_0; /* H0-NEC */
53 rho_bp_1 = 1.2553362-0.0006966*bp_1; /* H4-NEC */
54 rho_bp_2 = 1.210127-0.0006907*bp_2; /* H8-NEC */
55 rho_bp_3 = 1.1482329-0.0007092*bp_3; /* H12-NEC */
56

57 /* Molar volume at boiling point of NEC species [cm^3/mol] */
58 V_0 = M_0/rho_bp_0; /* H0-NEC */
59 V_1 = M_1/rho_bp_1; /* H4-NEC */
60 V_2 = M_2/rho_bp_2; /* H8-NEC */
61 V_3 = M_3/rho_bp_3; /* H12-NEC */
62

63 /* Association factors for NEC species [-] */
64 phi_0 = 1; /* H0-NEC */
65 phi_1 = 1; /* H4-NEC */
66 phi_2 = 1; /* H8-NEC */
67 phi_3 = 1; /* H12-NEC */
68

69 /* Infinite dilution binary diffusion coefficients [m^2/s] */
70 /* H0-NEC = Species 0; H4-NEC = Species 1; H8-NEC = Species 2; H12-NEC = Species 3 */
71 D_dilute_01 = ((0.000000074*pow((phi_0*M_1),0.5)*T_cell)
72 /(visc_1_cP*pow(V_0,0.6)))/10000; /* 0 in 1 */
73 D_dilute_02 = ((0.000000074*pow((phi_0*M_2),0.5)*T_cell)
74 /(visc_2_cP*pow(V_0,0.6)))/10000; /* 0 in 2 */
75 D_dilute_03 = ((0.000000074*pow((phi_0*M_3),0.5)*T_cell)
76 /(visc_3_cP*pow(V_0,0.6)))/10000; /* 0 in 3 */
77 D_dilute_10 = ((0.000000074*pow((phi_1*M_0),0.5)*T_cell)
78 /(visc_0_cP*pow(V_1,0.6)))/10000; /* 1 in 0 */
79 D_dilute_12 = ((0.000000074*pow((phi_1*M_2),0.5)*T_cell)
80 /(visc_2_cP*pow(V_1,0.6)))/10000; /* 1 in 2 */
81 D_dilute_13 = ((0.000000074*pow((phi_1*M_3),0.5)*T_cell)
82 /(visc_3_cP*pow(V_1,0.6)))/10000; /* 1 in 3 */
83 D_dilute_20 = ((0.000000074*pow((phi_2*M_0),0.5)*T_cell)
84 /(visc_0_cP*pow(V_2,0.6)))/10000; /* 2 in 0 */
85 D_dilute_21 = ((0.000000074*pow((phi_2*M_1),0.5)*T_cell)
86 /(visc_1_cP*pow(V_2,0.6)))/10000; /* 2 in 1 */
87 D_dilute_23 = ((0.000000074*pow((phi_2*M_3),0.5)*T_cell)
88 /(visc_3_cP*pow(V_2,0.6)))/10000; /* 2 in 3 */
89 D_dilute_30 = ((0.000000074*pow((phi_3*M_0),0.5)*T_cell)
90 /(visc_0_cP*pow(V_3,0.6)))/10000; /* 3 in 0 */
91 D_dilute_31 = ((0.000000074*pow((phi_3*M_1),0.5)*T_cell)
92 /(visc_1_cP*pow(V_3,0.6)))/10000; /* 3 in 1 */
93 D_dilute_32 = ((0.000000074*pow((phi_3*M_2),0.5)*T_cell)
94 /(visc_2_cP*pow(V_3,0.6)))/10000; /* 3 in 2 */
95

96 if(Y_0+Y_1 <= 0)
97 {
98 D_01 = D_dilute_01;
99 }
100 else
101 {
102 /* Binary diffusion coefficient of 0 in 1 [m^2/s] */
103 D_01 = D_dilute_01 + (Y_0/(Y_0+Y_1))*(D_dilute_10-D_dilute_01);
104 }
105 if(Y_0+Y_2 <= 0)
106 {
107 D_02 = D_dilute_02;
108 }
109 else
110 {
111 /* Binary diffusion coefficient of 0 in 2 [m^2/s] */
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112 D_02 = D_dilute_02 + (Y_0/(Y_0+Y_2))*(D_dilute_20-D_dilute_02);
113 }
114 if(Y_0+Y_3 <= 0)
115 {
116 D_03 = D_dilute_03;
117 }
118 else
119 {
120 /* Binary diffusion coefficient of 0 in 3 [m^2/s] */
121 D_03 = D_dilute_03 + (Y_0/(Y_0+Y_3))*(D_dilute_30-D_dilute_03);
122 }
123 if(Y_1+Y_2 <= 0)
124 {
125 D_12 = D_dilute_12;
126 }
127 else
128 {
129 /* Binary diffusion coefficient of 1 in 2 [m^2/s] */
130 D_12 = D_dilute_12 + (Y_1/(Y_1+Y_2))*(D_dilute_21-D_dilute_12);
131 }
132 if(Y_1+Y_3 <= 0)
133 {
134 D_13 = D_dilute_13;
135 }
136 else
137 {
138 /* Binary diffusion coefficient of 1 in 3 [m^2/s] */
139 D_13 = D_dilute_13 + (Y_1/(Y_1+Y_3))*(D_dilute_31-D_dilute_13);
140 }
141 if(Y_2+Y_3 <= 0)
142 {
143 D_23 = D_dilute_23;
144 }
145 else
146 {
147 /* Binary diffusion coefficient of 2 in 3 [m^2/s] */
148 D_23 = D_dilute_23 + (Y_2/(Y_2+Y_3))*(D_dilute_32-D_dilute_23);
149 }
150

151 if(Y_0 < 1.0)
152 {
153 /* Mixture diffusion coefficient of 0 [m^2/s] */
154 D_0_m = (1.0-Y_0)/((Y_1/D_01)+(Y_2/D_02)+(Y_3/D_03));
155 }
156 else
157 {
158 D_0_m = 10E-10; /* Case where Y_0 = 1 [m^2/s] */
159 }
160 if(Y_1 < 1.0)
161 {
162 /* Mixture diffusion coefficient of 1 [m^2/s] */
163 D_1_m = (1.0-Y_1)/((Y_0/D_01)+(Y_2/D_12)+(Y_3/D_13));
164 }
165 else
166 {
167 D_1_m = 10E-10; /* Case where Y_1 = 1 [m^2/s] */
168 }
169 if(Y_2 < 1.0)
170 {
171 /* Mixture diffusion coefficient of 2 [m^2/s] */
172 D_2_m = (1.0-Y_2)/((Y_0/D_02)+(Y_1/D_12)+(Y_3/D_23));
173 }
174 else
175 {
176 D_2_m = 10E-10; /* Case where Y_2 = 1 [m^2/s] */
177 }
178 if(Y_3 < 1.0)
179 {
180 /* Mixture diffusion coefficient of 3 [m^2/s] */
181 D_3_m = (1.0-Y_3)/((Y_0/D_03)+(Y_1/D_13)+(Y_2/D_23));
182 }
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183 else
184 {
185 D_3_m = 10E-10; /* Case where Y_3 = 1 [m^2/s] */
186 }
187 x_vel_l = C_U(c, thread_l);
188 y_vel_l = C_V(c, thread_l);
189 abs_v_l = sqrt(x_vel_l*x_vel_l + y_vel_l*y_vel_l);/*Interstitial liquid velocity [m/s]*/
190

191 /* Density of species at cell temperature [kg/m^3] (Stark, 2015) */
192 rho_0 = (1.313467-0.0007238*T_cell)*1000; /* H0-NEC */
193 rho_1 = (1.2553362-0.0006966*T_cell)*1000; /* H4-NEC */
194 rho_2 = (1.210127-0.0006907*T_cell)*1000; /* H8-NEC */
195 rho_3 = (1.1482329-0.0007092*T_cell)*1000; /* H12-NEC */
196

197 /* Viscosity of species at cell temperature [kg/m.s] (Stark, 2015) */
198 visc_0 = visc_0_cP*0.001; /* H0-NEC */
199 visc_1 = visc_1_cP*0.001; /* H4-NEC */
200 visc_2 = visc_2_cP*0.001; /* H8-NEC */
201 visc_3 = visc_3_cP*0.001; /* H12-NEC */
202

203 /*Peclet numbers [-] */
204 Pe_m_0 = (abs_v_l*d_p)/D_0_m; /* 0 */
205 Pe_m_1 = (abs_v_l*d_p)/D_1_m; /* 1 */
206 Pe_m_2 = (abs_v_l*d_p)/D_2_m; /* 2 */
207 Pe_m_3 = (abs_v_l*d_p)/D_3_m; /* 3 */
208

209 /*Schmidt numbers [-] */
210 Sc_0 = visc_0/(rho_0*D_0_m); /* 0 */
211 Sc_1 = visc_1/(rho_1*D_1_m); /* 1 */
212 Sc_2 = visc_2/(rho_2*D_2_m); /* 2 */
213 Sc_3 = visc_3/(rho_3*D_3_m); /* 3 */
214

215 if (Sc_0<550.0)
216 {
217 /*Peclet number based on radial dispersion for 0 [-] */
218 Pe_t_0 = (0.058*Sc_0+14.0) -(0.058*Sc_0+2.0)*(exp((-352*pow(Sc_0,0.5))/Pe_m_0));
219 }
220 else
221 {
222 /*Peclet number based on radial dispersion for 0 [-] */
223 Pe_t_0 = 45.9-33.9*(exp((-15.0*Sc_0)/Pe_m_0));
224 }
225 if (Sc_1<550.0)
226 {
227 /*Peclet number based on radial dispersion for 1 [-] */
228 Pe_t_1 = (0.058*Sc_1+14.0) -(0.058*Sc_1+2.0)*(exp((-352*pow(Sc_1,0.5))/Pe_m_1));
229 }
230 else
231 {
232 /*Peclet number based on radial dispersion for 1 [-] */
233 Pe_t_1 = 45.9-33.9*(exp((-15.0*Sc_1)/Pe_m_1));
234 }
235 if (Sc_2<550.0)
236 {
237 /*Peclet number based on radial dispersion for 2 [-] */
238 Pe_t_2 = (0.058*Sc_2+14.0) -(0.058*Sc_2+2.0)*(exp((-352*pow(Sc_2,0.5))/Pe_m_2));
239 }
240 else
241 {
242 /*Peclet number based on radial dispersion for 2 [-] */
243 Pe_t_2 = 45.9-33.9*(exp((-15.0*Sc_2)/Pe_m_2));
244 }
245 if (Sc_3<550.0)
246 {
247 /*Peclet number based on radial dispersion for 3 [-] */
248 Pe_t_3 = (0.058*Sc_3+14.0) -(0.058*Sc_3+2.0)*(exp((-352*pow(Sc_3,0.5))/Pe_m_3));
249 }
250 else
251 {
252 /*Peclet number based on radial dispersion for 3 [-] */
253 Pe_t_3 = 45.9-33.9*(exp((-15.0*Sc_3)/Pe_m_3));
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254 }
255 /*Radial dispersion coefficients [m^2/s] */
256 D_r_0 = (abs_v_l*d_p)/Pe_t_0; /* 0 */
257 D_r_1 = (abs_v_l*d_p)/Pe_t_1; /* 1 */
258 D_r_2 = (abs_v_l*d_p)/Pe_t_2; /* 2 */
259 D_r_3 = (abs_v_l*d_p)/Pe_t_3; /* 3 */
260

261 /*Mass average radial dispersion coefficient [m^2/s] */
262 D_r_avg = Y_0*D_r_0+Y_1*D_r_1+Y_2*D_r_2+Y_3*D_r_3;
263 C_UDMI(c,mix_thread ,13) = D_r_avg;
264 return D_r_avg;
265 }

A.16. Volume average properties
1 **********************************************************************
2 UDF to plot plane volume-averaged properties.
3 UDF executed upon command after solution process has ended.
4 ***********************************************************************/
5 #include "udf.h"
6

7 DEFINE_ON_DEMAND(Plane_Volume_Averaged_Properties)
8 {
9 Domain *mixture_domain;
10 mixture_domain=Get_Domain(1);
11 real Cell_axial_length;
12 Cell_axial_length = RP_Get_Input_Parameter("real-12"); /* Cell size axial length */
13 Thread *t, *Wall_Thread, *thread_l, *thread_g, *thread_s;
14 int i,ID;
15 cell_t cell, c0;
16 Thread *t0, *t_cell;
17 face_t f, f_wall;
18

19 /* Cell calculation variables */
20 real V_total, T_cell, VOF_l_cell, VOF_g_cell, VOF_s_cell, x_vel_l_cell, x_vel_g_cell,
21 y_vel_l_cell, y_vel_g_cell, abs_u_l_cell, abs_u_g_cell, rho_l_cell, mu_l_cell,
22 cp_l_cell, tc_l_cell, rho_g_cell, mu_g_cell, cp_g_cell, tc_g_cell, tc_eff_cell,
23 Y0_cell, Y1_cell, Y2_cell, Y3_cell, R1_cell, R2_cell, R3_cell, DoH_cell,
24 L_sat_cell, G_sat_cell, H2_mass_cell;
25

26 /* Intermediate calculation variables */
27 real T_int, VOF_l_int, VOF_g_int, VOF_s_int, x_vel_l_int, x_vel_g_int, abs_u_l_int,
28 abs_u_g_int, rho_l_int, mu_l_int, cp_l_int, tc_l_int, rho_g_int, mu_g_int,
29 cp_g_int, tc_g_int, tc_eff_int, Y0_int, Y1_int, Y2_int, Y3_int, R1_int, R2_int,
30 R3_int, DoH_int, L_sat_int, G_sat_int, H2_mass_int, Area_Weight;
31

32 /* Parameters */
33 real T, VOF_l, VOF_g, VOF_s, x_vel_l, x_vel_g, abs_u_l, abs_u_g, rho_l, mu_l, cp_l,
34 tc_l, rho_g, mu_g, cp_g, tc_g, tc_eff, Y0, Y1, Y2, Y3, R1, R2, R3, DoH, L_sat,
35 G_sat, H2_mass, Volume;
36

37 /* Coordinate parameters */
38 real xa[ND_ND]; /* Coordinates of wall cells*/
39 real xb[ND_ND]; /* Coordinates of domain cells*/
40 real x_a, x_b, y_b, A_x;
41 real A[ND_ND]; /*face area normal vector */
42

43 /* Variables for Mole fraction calculation */
44 real M_0,M_1,M_2,M_3,M_avg,X_0,X_1,X_2,X_3;
45 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
46 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
47 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
48 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
49

50 for (ID = 24; ID<=28; ++ID) /* Wall section zones ID 24, 25, 26, 27, and 28 */
51 {
52 Wall_Thread = Lookup_Thread(mixture_domain,ID); /* Wall thread */
53

54 begin_f_loop(f_wall,Wall_Thread) /* Loop over cells on wall*/
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55 {
56 /* Variable initialization */
57 V_total = 0.0;
58 DoH_int=0.0;
59 T_int=0.0;
60 VOF_l_int=0.0;
61 VOF_g_int=0.0;
62 VOF_s_int=0.0;
63 x_vel_l_int=0.0;
64 x_vel_g_int=0.0;
65 abs_u_l_int=0.0;
66 abs_u_g_int=0.0;
67 rho_l_int=0.0;
68 mu_l_int=0.0;
69 cp_l_int=0.0;
70 tc_l_int=0.0;
71 rho_g_int=0.0;
72 mu_g_int=0.0;
73 cp_g_int=0.0;
74 tc_g_int=0.0;
75 tc_eff_int=0.0;
76 Y0_int=0.0;
77 Y1_int=0.0;
78 Y2_int=0.0;
79 Y3_int=0.0;
80 R1_int=0.0;
81 R2_int=0.0;
82 R3_int=0.0;
83 L_sat_int=0.0;
84 G_sat_int=0.0;
85 H2_mass_int=0.0;
86

87 F_CENTROID(xa,f_wall,Wall_Thread);
88 x_a = xa[0]; /* wall face centroid axial coordinate */
89 i=0;
90 /* loops over all face threads in a domain*/
91 thread_loop_f (t,mixture_domain)
92 {
93 /* loop over all faces in face threads */
94 begin_f_loop (f,t)
95 {
96 F_CENTROID(xb,f,t);
97 x_b = xb[0]; /* face centroid axial coordinate */
98 y_b = xb[1]; /* face centroid radial coordinate*/
99

100 if (x_b>(x_a+0.25*Cell_axial_length) && x_b<(x_a+0.75*Cell_axial_length))
101 {
102 F_AREA(A,f,t);
103 A_x = fabs(A[0]); /*Projected radial length of face*/
104 Area_Weight = A_x*2*M_PI; /*Equal to pi*(r_upper^2 - r_lower^2)*/
105 cell = F_C0(f,t); /*Adjacent Cell Index*/
106 t_cell = THREAD_T0(t); /*Adjacent Cell Thread*/
107 thread_l = THREAD_SUB_THREAD(t_cell, 0);/* liquid phase cell thread */
108 thread_g = THREAD_SUB_THREAD(t_cell, 1);/* gas phase cell thread */
109 thread_s = THREAD_SUB_THREAD(t_cell, 2);/* solid phase cell thread */
110

111 /* Cell Properties */
112 Volume = C_VOLUME(cell,t_cell)*2*M_PI; /*cell volume */
113 T_cell = C_T(cell, thread_l);
114 VOF_l_cell = C_VOF(cell, thread_l);
115 VOF_g_cell = C_VOF(cell, thread_g);
116 VOF_s_cell = C_VOF(cell, thread_s);
117 x_vel_l_cell = C_U(cell, thread_l);
118 y_vel_l_cell = C_V(cell, thread_l);
119 /*Interstitial liquid velocity*/
120 abs_u_l_cell = sqrt(x_vel_l_cell*x_vel_l_cell + y_vel_l_cell*y_vel_l_cell);
121 x_vel_g_cell = C_U(cell, thread_g);
122 y_vel_g_cell = C_V(cell, thread_g);
123 /*Interstitial gas velocity*/
124 abs_u_g_cell = sqrt(x_vel_g_cell*x_vel_g_cell + y_vel_g_cell*y_vel_g_cell);
125 rho_l_cell = C_R(cell, thread_l);
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126 mu_l_cell = C_MU_L(cell, thread_l);
127 cp_l_cell = C_CP(cell, thread_l);
128 tc_l_cell = C_UDMI(cell,t_cell,9); /* Liquid thermal conductivity */
129 rho_g_cell = C_R(cell, thread_g);
130 mu_g_cell = C_MU_L(cell, thread_g);
131 cp_g_cell = C_CP(cell, thread_g);
132 tc_g_cell = C_UDMI(cell,t_cell,10); /* Gas thermal conductivity */
133 tc_eff_cell = C_UDMI(cell,t_cell,11); /* Effective thermal conductivity */
134 Y0_cell = C_YI(cell,thread_l ,0); /* Mass fraction of H0-NEC */
135 Y1_cell = C_YI(cell,thread_l ,1); /* Mass fraction of H4-NEC */
136 Y2_cell = C_YI(cell,thread_l ,2); /* Mass fraction of H8-NEC */
137 Y3_cell = C_YI(cell,thread_l ,3); /* Mass fraction of H12-NEC */
138 /*Average molecular weight of mixture [g/mol]*/
139 M_avg = 1/((Y0_cell/M_0)+(Y1_cell/M_1)+(Y2_cell/M_2)+(Y3_cell/M_3));
140 X_0 = (Y0_cell/M_0)*M_avg ; /* Mole fraction of H0-NEC */
141 X_1 = (Y1_cell/M_1)*M_avg ; /* Mole fraction of H4-NEC */
142 X_2 = (Y2_cell/M_2)*M_avg ; /* Mole fraction of H8-NEC */
143 X_3 = (Y3_cell/M_3)*M_avg ; /* Mole fraction of H12-NEC */
144 DoH_cell = (X_1 + 2*X_2 + 3*X_3)/3;
145

146 R1_cell = C_UDMI(cell,t_cell,14); /* Reaction rate 1 */
147 R2_cell = C_UDMI(cell,t_cell,15); /* Reaction rate 2 */
148 R3_cell = C_UDMI(cell,t_cell,16); /* Reaction rate 3 */
149 L_sat_cell = VOF_l_cell/(1-VOF_s_cell);
150 G_sat_cell = VOF_g_cell/(1-VOF_s_cell);
151 H2_mass_cell = (rho_g_cell*G_sat_cell)/(rho_g_cell*G_sat_cell+rho_l_cell*L_sat_cell)

;
152

153 /* Total Volume */
154 V_total = V_total + Volume;
155

156 /* Volume-Weighted Average Properties */
157 /* Cell properties times cell volume*/
158 T_int = T_int + T_cell*Volume;
159 VOF_l_int = VOF_l_int + VOF_l_cell*Volume;
160 VOF_g_int = VOF_g_int + VOF_g_cell*Volume;
161 VOF_s_int = VOF_s_int + VOF_s_cell*Volume;
162 x_vel_l_int = x_vel_l_int + x_vel_l_cell*Volume;
163 x_vel_g_int = x_vel_g_int + x_vel_g_cell*Volume;
164 abs_u_l_int = abs_u_l_int + abs_u_l_cell*Volume;
165 abs_u_g_int = abs_u_g_int + abs_u_g_cell*Volume;
166 rho_l_int = rho_l_int + rho_l_cell*Volume;
167 mu_l_int = mu_l_int + mu_l_cell*Volume;
168 cp_l_int = cp_l_int + cp_l_cell*Volume;
169 tc_l_int = tc_l_int + tc_l_cell*Volume;
170 rho_g_int = rho_g_int + rho_g_cell*Volume;
171 mu_g_int = mu_g_int + mu_g_cell*Volume;
172 cp_g_int = cp_g_int + cp_g_cell*Volume;
173 tc_g_int = tc_g_int + tc_g_cell*Volume;
174 tc_eff_int = tc_eff_int + tc_eff_cell*Volume;
175 Y0_int = Y0_int + Y0_cell*Volume;
176 Y1_int = Y1_int + Y1_cell*Volume;
177 Y2_int = Y2_int + Y2_cell*Volume;
178 Y3_int = Y3_int + Y3_cell*Volume;
179 DoH_int = DoH_int + DoH_cell*Volume;
180 R1_int = R1_int + R1_cell*Volume;
181 R2_int = R2_int + R2_cell*Volume;
182 R3_int = R3_int + R3_cell*Volume;
183 L_sat_int = L_sat_int + L_sat_cell*Volume;
184 G_sat_int = G_sat_int + G_sat_cell*Volume;
185 H2_mass_int = H2_mass_int + H2_mass_cell*Volume;
186

187 i=i+1;
188 }
189 }
190 end_f_loop (f,t)
191 }
192 /* Plane Volume-Weighted Average Properties */
193 T = T_int/V_total;
194 VOF_l = VOF_l_int/V_total;
195 VOF_g = VOF_g_int/V_total;
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196 VOF_s = VOF_s_int/V_total;
197 x_vel_l = x_vel_l_int/V_total;
198 x_vel_g = x_vel_g_int/V_total;
199 abs_u_l = abs_u_l_int/V_total;
200 abs_u_g = abs_u_g_int/V_total;
201 rho_l = rho_l_int/V_total;
202 mu_l = mu_l_int/V_total;
203 cp_l = cp_l_int/V_total;
204 tc_l = tc_l_int/V_total;
205 rho_g = rho_g_int/V_total;
206 mu_g = mu_g_int/V_total;
207 cp_g = cp_g_int/V_total;
208 tc_g = tc_g_int/V_total;
209 tc_eff = tc_eff_int/V_total;
210 Y0 = Y0_int/V_total;
211 Y1 = Y1_int/V_total;
212 Y2 = Y2_int/V_total;
213 Y3 = Y3_int/V_total;
214 DoH = DoH_int/V_total;
215 R1 = R1_int/V_total;
216 R2 = R2_int/V_total;
217 R3 = R3_int/V_total;
218 L_sat = L_sat_int/V_total;
219 G_sat = G_sat_int/V_total;
220 H2_mass = H2_mass_int/V_total;
221

222 /* Record values in user defined memory slots */
223 F_UDMI(f_wall,Wall_Thread ,22) = T;
224 c0 = F_C0(f_wall,Wall_Thread);
225 t0 = F_C0_THREAD(f_wall,Wall_Thread);
226 C_UDMI(c0,t0,22)=F_UDMI(f_wall,Wall_Thread ,22);
227

228 F_UDMI(f_wall,Wall_Thread ,23) = VOF_l;
229 c0 = F_C0(f_wall,Wall_Thread);
230 t0 = F_C0_THREAD(f_wall,Wall_Thread);
231 C_UDMI(c0,t0,23)=F_UDMI(f_wall,Wall_Thread ,23);
232

233 F_UDMI(f_wall,Wall_Thread ,24) = VOF_g;
234 c0 = F_C0(f_wall,Wall_Thread);
235 t0 = F_C0_THREAD(f_wall,Wall_Thread);
236 C_UDMI(c0,t0,24)=F_UDMI(f_wall,Wall_Thread ,24);
237

238 F_UDMI(f_wall,Wall_Thread ,25) = VOF_s;
239 c0 = F_C0(f_wall,Wall_Thread);
240 t0 = F_C0_THREAD(f_wall,Wall_Thread);
241 C_UDMI(c0,t0,25)=F_UDMI(f_wall,Wall_Thread ,25);
242

243 F_UDMI(f_wall,Wall_Thread ,26) = x_vel_l;
244 c0 = F_C0(f_wall,Wall_Thread);
245 t0 = F_C0_THREAD(f_wall,Wall_Thread);
246 C_UDMI(c0,t0,26)=F_UDMI(f_wall,Wall_Thread ,26);
247

248 F_UDMI(f_wall,Wall_Thread ,27) = x_vel_g;
249 c0 = F_C0(f_wall,Wall_Thread);
250 t0 = F_C0_THREAD(f_wall,Wall_Thread);
251 C_UDMI(c0,t0,27)=F_UDMI(f_wall,Wall_Thread ,27);
252

253 F_UDMI(f_wall,Wall_Thread ,28) = abs_u_l;
254 c0 = F_C0(f_wall,Wall_Thread);
255 t0 = F_C0_THREAD(f_wall,Wall_Thread);
256 C_UDMI(c0,t0,28)=F_UDMI(f_wall,Wall_Thread ,28);
257

258 F_UDMI(f_wall,Wall_Thread ,29) = abs_u_g;
259 c0 = F_C0(f_wall,Wall_Thread);
260 t0 = F_C0_THREAD(f_wall,Wall_Thread);
261 C_UDMI(c0,t0,29)=F_UDMI(f_wall,Wall_Thread ,29);
262

263 F_UDMI(f_wall,Wall_Thread ,30) = rho_l;
264 c0 = F_C0(f_wall,Wall_Thread);
265 t0 = F_C0_THREAD(f_wall,Wall_Thread);
266 C_UDMI(c0,t0,30)=F_UDMI(f_wall,Wall_Thread ,30);
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267

268 F_UDMI(f_wall,Wall_Thread ,31) = mu_l;
269 c0 = F_C0(f_wall,Wall_Thread);
270 t0 = F_C0_THREAD(f_wall,Wall_Thread);
271 C_UDMI(c0,t0,31)=F_UDMI(f_wall,Wall_Thread ,31);
272

273 F_UDMI(f_wall,Wall_Thread ,32) = cp_l;
274 c0 = F_C0(f_wall,Wall_Thread);
275 t0 = F_C0_THREAD(f_wall,Wall_Thread);
276 C_UDMI(c0,t0,32)=F_UDMI(f_wall,Wall_Thread ,32);
277

278 F_UDMI(f_wall,Wall_Thread ,33) = tc_l;
279 c0 = F_C0(f_wall,Wall_Thread);
280 t0 = F_C0_THREAD(f_wall,Wall_Thread);
281 C_UDMI(c0,t0,33)=F_UDMI(f_wall,Wall_Thread ,33);
282

283 F_UDMI(f_wall,Wall_Thread ,34) = rho_g;
284 c0 = F_C0(f_wall,Wall_Thread);
285 t0 = F_C0_THREAD(f_wall,Wall_Thread);
286 C_UDMI(c0,t0,34)=F_UDMI(f_wall,Wall_Thread ,34);
287

288 F_UDMI(f_wall,Wall_Thread ,35) = mu_g;
289 c0 = F_C0(f_wall,Wall_Thread);
290 t0 = F_C0_THREAD(f_wall,Wall_Thread);
291 C_UDMI(c0,t0,35)=F_UDMI(f_wall,Wall_Thread ,35);
292

293 F_UDMI(f_wall,Wall_Thread ,36) = cp_g;
294 c0 = F_C0(f_wall,Wall_Thread);
295 t0 = F_C0_THREAD(f_wall,Wall_Thread);
296 C_UDMI(c0,t0,36)=F_UDMI(f_wall,Wall_Thread ,36);
297

298 F_UDMI(f_wall,Wall_Thread ,37) = tc_g;
299 c0 = F_C0(f_wall,Wall_Thread);
300 t0 = F_C0_THREAD(f_wall,Wall_Thread);
301 C_UDMI(c0,t0,37)=F_UDMI(f_wall,Wall_Thread ,37);
302

303 F_UDMI(f_wall,Wall_Thread ,38) = tc_eff;
304 c0 = F_C0(f_wall,Wall_Thread);
305 t0 = F_C0_THREAD(f_wall,Wall_Thread);
306 C_UDMI(c0,t0,38)=F_UDMI(f_wall,Wall_Thread ,38);
307

308 F_UDMI(f_wall,Wall_Thread ,39) = Y0;
309 c0 = F_C0(f_wall,Wall_Thread);
310 t0 = F_C0_THREAD(f_wall,Wall_Thread);
311 C_UDMI(c0,t0,39)=F_UDMI(f_wall,Wall_Thread ,39);
312

313 F_UDMI(f_wall,Wall_Thread ,40) = Y1;
314 c0 = F_C0(f_wall,Wall_Thread);
315 t0 = F_C0_THREAD(f_wall,Wall_Thread);
316 C_UDMI(c0,t0,40)=F_UDMI(f_wall,Wall_Thread ,40);
317

318 F_UDMI(f_wall,Wall_Thread ,41) = Y2;
319 c0 = F_C0(f_wall,Wall_Thread);
320 t0 = F_C0_THREAD(f_wall,Wall_Thread);
321 C_UDMI(c0,t0,41)=F_UDMI(f_wall,Wall_Thread ,41);
322

323 F_UDMI(f_wall,Wall_Thread ,42) = Y3;
324 c0 = F_C0(f_wall,Wall_Thread);
325 t0 = F_C0_THREAD(f_wall,Wall_Thread);
326 C_UDMI(c0,t0,42)=F_UDMI(f_wall,Wall_Thread ,42);
327

328 F_UDMI(f_wall,Wall_Thread ,43) = R1;
329 c0 = F_C0(f_wall,Wall_Thread);
330 t0 = F_C0_THREAD(f_wall,Wall_Thread);
331 C_UDMI(c0,t0,43)=F_UDMI(f_wall,Wall_Thread ,43);
332

333 F_UDMI(f_wall,Wall_Thread ,44) = R2;
334 c0 = F_C0(f_wall,Wall_Thread);
335 t0 = F_C0_THREAD(f_wall,Wall_Thread);
336 C_UDMI(c0,t0,44)=F_UDMI(f_wall,Wall_Thread ,44);
337
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338 F_UDMI(f_wall,Wall_Thread ,45) = R3;
339 c0 = F_C0(f_wall,Wall_Thread);
340 t0 = F_C0_THREAD(f_wall,Wall_Thread);
341 C_UDMI(c0,t0,45)=F_UDMI(f_wall,Wall_Thread ,45);
342

343 F_UDMI(f_wall,Wall_Thread ,46) = DoH;
344 c0 = F_C0(f_wall,Wall_Thread);
345 t0 = F_C0_THREAD(f_wall,Wall_Thread);
346 C_UDMI(c0,t0,46)=F_UDMI(f_wall,Wall_Thread ,46);
347

348 F_UDMI(f_wall,Wall_Thread ,47) = L_sat;
349 c0 = F_C0(f_wall,Wall_Thread);
350 t0 = F_C0_THREAD(f_wall,Wall_Thread);
351 C_UDMI(c0,t0,47)=F_UDMI(f_wall,Wall_Thread ,47);
352

353 F_UDMI(f_wall,Wall_Thread ,48) = G_sat;
354 c0 = F_C0(f_wall,Wall_Thread);
355 t0 = F_C0_THREAD(f_wall,Wall_Thread);
356 C_UDMI(c0,t0,48)=F_UDMI(f_wall,Wall_Thread ,48);
357

358 F_UDMI(f_wall,Wall_Thread ,49) = H2_mass;
359 c0 = F_C0(f_wall,Wall_Thread);
360 t0 = F_C0_THREAD(f_wall,Wall_Thread);
361 C_UDMI(c0,t0,49)=F_UDMI(f_wall,Wall_Thread ,49);
362 }
363 end_f_loop(f_wall,Wall_Thread)
364 }
365 }

A.17. Mass average properties
1 /**********************************************************************
2 UDF to plot plane mass-averaged properties.
3 UDF executed upon command after solution process has ended.
4 ***********************************************************************/
5 #include "udf.h"
6

7 DEFINE_ON_DEMAND(Plane_Mass_Averaged_Properties)
8 {
9 Domain *mixture_domain;
10 mixture_domain=Get_Domain(1);
11 real Cell_axial_length;
12 Cell_axial_length = RP_Get_Input_Parameter("real-12"); /* Cell size axial length */
13 Thread *t, *Wall_Thread, *thread_l, *thread_g, *thread_s;
14 int i,ID;
15 cell_t cell, c0;
16 Thread *t0, *t_cell;
17 face_t f, f_wall;
18

19 /* Cell calculation variables */
20 real L_mass_flow_cell_abs , G_mass_flow_cell_abs , T_cell, VOF_l_cell, VOF_g_cell,
21 VOF_s_cell, x_vel_l_cell, x_vel_g_cell, y_vel_l_cell, y_vel_g_cell, abs_u_l_cell,
22 abs_u_g_cell, rho_l_cell, mu_l_cell, cp_l_cell, tc_l_cell, rho_g_cell, mu_g_cell,
23 cp_g_cell, tc_g_cell, tc_eff_cell, Y0_cell, Y1_cell, Y2_cell, Y3_cell, R1_cell,
24 R2_cell, R3_cell, DoH_cell, L_sat_cell, G_sat_cell, H2_mass_cell;
25

26 /* Intermediate calculation variables */
27 real T_int, VOF_l_int, VOF_g_int, VOF_s_int, x_vel_l_int, x_vel_g_int, abs_u_l_int,
28 abs_u_g_int, rho_l_int, mu_l_int, cp_l_int, tc_l_int, rho_g_int, mu_g_int,
29 cp_g_int, tc_g_int, tc_eff_int, Y0_int, Y1_int, Y2_int, Y3_int, R1_int, R2_int,
30 R3_int, DoH_int, L_sat_int, G_sat_int, H2_mass_int, Area_Weight;
31

32 /* Parameters */
33 real L_mass_flow_abs, G_mass_flow_abs, T, VOF_l, VOF_g, VOF_s, x_vel_l, x_vel_g,
34 abs_u_l, abs_u_g, rho_l, mu_l, cp_l, tc_l, rho_g, mu_g, cp_g, tc_g, tc_eff,
35 Y0, Y1, Y2, Y3, R1, R2, R3, DoH, L_sat, G_sat, H2_mass;
36

37 /* Coordinate parameters */
38 real xa[ND_ND]; /* Coordinates of wall cells*/
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39 real xb[ND_ND]; /* Coordinates of domain cells*/
40 real x_a, x_b, y_b, A_x;
41 real A[ND_ND]; /*face area normal vector */
42

43 /* Variables for Mole fraction calculation */
44 real M_0,M_1,M_2,M_3,M_avg,X_0,X_1,X_2,X_3;
45 M_0 = 195.2597; /*Molecular weight of H0-NEC [g/mol]*/
46 M_1 = 199.2915; /*Molecular weight of H4-NEC [g/mol]*/
47 M_2 = 203.3232; /*Molecular weight of H8-NEC [g/mol]*/
48 M_3 = 207.3550; /*Molecular weight of H12-NEC [g/mol]*/
49

50

51 for (ID = 24; ID<=28; ++ID) /* Wall section zones ID 24, 25, 26, 27, and 28 */
52 {
53 Wall_Thread = Lookup_Thread(mixture_domain,ID); /* Wall thread */
54

55 begin_f_loop(f_wall,Wall_Thread) /* Loop over cells on wall*/
56 {
57 /* Variable initialization */
58 L_mass_flow_abs = 0.0;
59 G_mass_flow_abs = 0.0;
60 DoH_int=0.0;
61 T_int=0.0;
62 VOF_l_int=0.0;
63 VOF_g_int=0.0;
64 VOF_s_int=0.0;
65 x_vel_l_int=0.0;
66 x_vel_g_int=0.0;
67 abs_u_l_int=0.0;
68 abs_u_g_int=0.0;
69 rho_l_int=0.0;
70 mu_l_int=0.0;
71 cp_l_int=0.0;
72 tc_l_int=0.0;
73 rho_g_int=0.0;
74 mu_g_int=0.0;
75 cp_g_int=0.0;
76 tc_g_int=0.0;
77 tc_eff_int=0.0;
78 Y0_int=0.0;
79 Y1_int=0.0;
80 Y2_int=0.0;
81 Y3_int=0.0;
82 R1_int=0.0;
83 R2_int=0.0;
84 R3_int=0.0;
85 L_sat_int=0.0;
86 G_sat_int=0.0;
87 H2_mass_int=0.0;
88

89 F_CENTROID(xa,f_wall,Wall_Thread);
90 x_a = xa[0]; /* wall face centroid axial coordinate */
91 i=0;
92 /* loops over all face threads in a domain*/
93 thread_loop_f (t,mixture_domain)
94 {
95 /* loop over all faces in face threads */
96 begin_f_loop (f,t)
97 {
98 F_CENTROID(xb,f,t);
99 x_b = xb[0]; /* face centroid axial coordinate */
100 y_b = xb[1]; /* face centroid radial coordinate*/
101

102 if (x_b>(x_a+0.25*Cell_axial_length) && x_b<(x_a+0.75*Cell_axial_length))
103 {
104 F_AREA(A,f,t);
105 A_x = fabs(A[0]); /*Projected radial length of face*/
106 Area_Weight = A_x*2*M_PI; /*Equal to pi*(r_upper^2 - r_lower^2)*/
107 cell = F_C0(f,t); /*Adjacent Cell Index*/
108 t_cell = THREAD_T0(t); /*Adjacent Cell Thread*/
109 thread_l = THREAD_SUB_THREAD(t_cell, 0);/* liquid phase cell thread */
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110 thread_g = THREAD_SUB_THREAD(t_cell, 1);/* gas phase cell thread */
111 thread_s = THREAD_SUB_THREAD(t_cell, 2);/* solid phase cell thread */
112

113 /* Cell Properties */
114 T_cell = C_T(cell, thread_l);
115 VOF_l_cell = C_VOF(cell, thread_l);
116 VOF_g_cell = C_VOF(cell, thread_g);
117 VOF_s_cell = C_VOF(cell, thread_s);
118 x_vel_l_cell = C_U(cell, thread_l);
119 y_vel_l_cell = C_V(cell, thread_l);
120 /*Interstitial liquid velocity*/
121 abs_u_l_cell = sqrt(x_vel_l_cell*x_vel_l_cell + y_vel_l_cell*y_vel_l_cell);
122 x_vel_g_cell = C_U(cell, thread_g);
123 y_vel_g_cell = C_V(cell, thread_g);
124 /*Interstitial gas velocity*/
125 abs_u_g_cell = sqrt(x_vel_g_cell*x_vel_g_cell + y_vel_g_cell*y_vel_g_cell);
126 rho_l_cell = C_R(cell, thread_l);
127 mu_l_cell = C_MU_L(cell, thread_l);
128 cp_l_cell = C_CP(cell, thread_l);
129 tc_l_cell = C_UDMI(cell,t_cell,9); /* Liquid thermal conductivity */
130 rho_g_cell = C_R(cell, thread_g);
131 mu_g_cell = C_MU_L(cell, thread_g);
132 cp_g_cell = C_CP(cell, thread_g);
133 tc_g_cell = C_UDMI(cell,t_cell,10); /* Gas thermal conductivity */
134 tc_eff_cell = C_UDMI(cell,t_cell,11); /* Effective thermal conductivity */
135 Y0_cell = C_YI(cell,thread_l ,0); /*Mass fraction of H0-NEC*/
136 Y1_cell = C_YI(cell,thread_l ,1); /*Mass fraction of H4-NEC*/
137 Y2_cell = C_YI(cell,thread_l ,2); /*Mass fraction of H8-NEC*/
138 Y3_cell = C_YI(cell,thread_l ,3); /*Mass fraction of H12-NEC*/
139 /*Average molecular weight of mixture [g/mol]*/
140 M_avg = 1/((Y0_cell/M_0)+(Y1_cell/M_1)+(Y2_cell/M_2)+(Y3_cell/M_3));
141 X_0 = (Y0_cell/M_0)*M_avg ; /*Mole fraction of H0-NEC*/
142 X_1 = (Y1_cell/M_1)*M_avg ; /*Mole fraction of H4-NEC*/
143 X_2 = (Y2_cell/M_2)*M_avg ; /*Mole fraction of H8-NEC*/
144 X_3 = (Y3_cell/M_3)*M_avg ; /*Mole fraction of H12-NEC*/
145 DoH_cell = (X_1 + 2*X_2 + 3*X_3)/3;
146

147 R1_cell = C_UDMI(cell,t_cell,14); /* Reaction rate 1*/
148 R2_cell = C_UDMI(cell,t_cell,15); /* Reaction rate 2*/
149 R3_cell = C_UDMI(cell,t_cell,16); /* Reaction rate 3*/
150 L_sat_cell = VOF_l_cell/(1-VOF_s_cell);
151 G_sat_cell = VOF_g_cell/(1-VOF_s_cell);
152 H2_mass_cell = (rho_g_cell*G_sat_cell)/(rho_g_cell*G_sat_cell+rho_l_cell*L_sat_cell)

;
153

154 /* Cell absolute flow rates */
155 L_mass_flow_cell_abs=rho_l_cell*VOF_l_cell*fabs(x_vel_l_cell*Area_Weight);
156 G_mass_flow_cell_abs=rho_g_cell*VOF_g_cell*fabs(x_vel_g_cell*Area_Weight);
157

158 /* Total flow rates */
159 L_mass_flow_abs = L_mass_flow_abs + L_mass_flow_cell_abs;
160 G_mass_flow_abs = G_mass_flow_abs + G_mass_flow_cell_abs;
161

162 /* Mass-Weighted Average Properties */
163 /* Cell properties times cell mass flow rate */
164 T_int = T_int + T_cell*L_mass_flow_cell_abs;
165 VOF_l_int = VOF_l_int + VOF_l_cell*L_mass_flow_cell_abs;
166 VOF_g_int = VOF_g_int + VOF_g_cell*G_mass_flow_cell_abs;
167 VOF_s_int = VOF_s_int + VOF_s_cell*L_mass_flow_cell_abs;
168 x_vel_l_int = x_vel_l_int + x_vel_l_cell*L_mass_flow_cell_abs;
169 x_vel_g_int = x_vel_g_int + x_vel_g_cell*G_mass_flow_cell_abs;
170 abs_u_l_int = abs_u_l_int + abs_u_l_cell*L_mass_flow_cell_abs;
171 abs_u_g_int = abs_u_g_int + abs_u_g_cell*G_mass_flow_cell_abs;
172 rho_l_int = rho_l_int + rho_l_cell*L_mass_flow_cell_abs;
173 mu_l_int = mu_l_int + mu_l_cell*L_mass_flow_cell_abs;
174 cp_l_int = cp_l_int + cp_l_cell*L_mass_flow_cell_abs;
175 tc_l_int = tc_l_int + tc_l_cell*L_mass_flow_cell_abs;
176 rho_g_int = rho_g_int + rho_g_cell*G_mass_flow_cell_abs;
177 mu_g_int = mu_g_int + mu_g_cell*G_mass_flow_cell_abs;
178 cp_g_int = cp_g_int + cp_g_cell*G_mass_flow_cell_abs;
179 tc_g_int = tc_g_int + tc_g_cell*G_mass_flow_cell_abs;
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180 tc_eff_int = tc_eff_int + tc_eff_cell*L_mass_flow_cell_abs;
181 Y0_int = Y0_int + Y0_cell*L_mass_flow_cell_abs;
182 Y1_int = Y1_int + Y1_cell*L_mass_flow_cell_abs;
183 Y2_int = Y2_int + Y2_cell*L_mass_flow_cell_abs;
184 Y3_int = Y3_int + Y3_cell*L_mass_flow_cell_abs;
185 DoH_int = DoH_int + DoH_cell*L_mass_flow_cell_abs;
186 R1_int = R1_int + R1_cell*L_mass_flow_cell_abs;
187 R2_int = R2_int + R2_cell*L_mass_flow_cell_abs;
188 R3_int = R3_int + R3_cell*L_mass_flow_cell_abs;
189 L_sat_int = L_sat_int + L_sat_cell*L_mass_flow_cell_abs;
190 G_sat_int = G_sat_int + G_sat_cell*L_mass_flow_cell_abs;
191 H2_mass_int = H2_mass_int + H2_mass_cell*L_mass_flow_cell_abs;
192

193 i=i+1;
194 }
195 }
196 end_f_loop (f,t)
197 }
198 /* Plane Mass-Weighted Average Properties */
199 T = T_int/L_mass_flow_abs;
200 VOF_l = VOF_l_int/L_mass_flow_abs;
201 VOF_g = VOF_g_int/L_mass_flow_abs;
202 VOF_s = VOF_s_int/L_mass_flow_abs;
203 x_vel_l = x_vel_l_int/L_mass_flow_abs;
204 x_vel_g = x_vel_g_int/G_mass_flow_abs;
205 abs_u_l = abs_u_l_int/L_mass_flow_abs;
206 abs_u_g = abs_u_g_int/G_mass_flow_abs;
207 rho_l = rho_l_int/L_mass_flow_abs;
208 mu_l = mu_l_int/L_mass_flow_abs;
209 cp_l = cp_l_int/L_mass_flow_abs;
210 tc_l = tc_l_int/L_mass_flow_abs;
211 rho_g = rho_g_int/G_mass_flow_abs;
212 mu_g = mu_g_int/G_mass_flow_abs;
213 cp_g = cp_g_int/G_mass_flow_abs;
214 tc_g = tc_g_int/G_mass_flow_abs;
215 tc_eff = tc_eff_int/L_mass_flow_abs;
216 Y0 = Y0_int/L_mass_flow_abs;
217 Y1 = Y1_int/L_mass_flow_abs;
218 Y2 = Y2_int/L_mass_flow_abs;
219 Y3 = Y3_int/L_mass_flow_abs;
220 DoH = DoH_int/L_mass_flow_abs;
221 R1 = R1_int/L_mass_flow_abs;
222 R2 = R2_int/L_mass_flow_abs;
223 R3 = R3_int/L_mass_flow_abs;
224 L_sat = L_sat_int/L_mass_flow_abs;
225 G_sat = G_sat_int/L_mass_flow_abs;
226 H2_mass = H2_mass_int/L_mass_flow_abs;
227

228 /* Record values in user defined memory slots */
229 F_UDMI(f_wall,Wall_Thread ,22) = T;
230 c0 = F_C0(f_wall,Wall_Thread);
231 t0 = F_C0_THREAD(f_wall,Wall_Thread);
232 C_UDMI(c0,t0,22)=F_UDMI(f_wall,Wall_Thread ,22);
233

234 F_UDMI(f_wall,Wall_Thread ,23) = VOF_l;
235 c0 = F_C0(f_wall,Wall_Thread);
236 t0 = F_C0_THREAD(f_wall,Wall_Thread);
237 C_UDMI(c0,t0,23)=F_UDMI(f_wall,Wall_Thread ,23);
238

239 F_UDMI(f_wall,Wall_Thread ,24) = VOF_g;
240 c0 = F_C0(f_wall,Wall_Thread);
241 t0 = F_C0_THREAD(f_wall,Wall_Thread);
242 C_UDMI(c0,t0,24)=F_UDMI(f_wall,Wall_Thread ,24);
243

244 F_UDMI(f_wall,Wall_Thread ,25) = VOF_s;
245 c0 = F_C0(f_wall,Wall_Thread);
246 t0 = F_C0_THREAD(f_wall,Wall_Thread);
247 C_UDMI(c0,t0,25)=F_UDMI(f_wall,Wall_Thread ,25);
248

249 F_UDMI(f_wall,Wall_Thread ,26) = x_vel_l;
250 c0 = F_C0(f_wall,Wall_Thread);



A.17. Mass average properties 172

251 t0 = F_C0_THREAD(f_wall,Wall_Thread);
252 C_UDMI(c0,t0,26)=F_UDMI(f_wall,Wall_Thread ,26);
253

254 F_UDMI(f_wall,Wall_Thread ,27) = x_vel_g;
255 c0 = F_C0(f_wall,Wall_Thread);
256 t0 = F_C0_THREAD(f_wall,Wall_Thread);
257 C_UDMI(c0,t0,27)=F_UDMI(f_wall,Wall_Thread ,27);
258

259 F_UDMI(f_wall,Wall_Thread ,28) = abs_u_l;
260 c0 = F_C0(f_wall,Wall_Thread);
261 t0 = F_C0_THREAD(f_wall,Wall_Thread);
262 C_UDMI(c0,t0,28)=F_UDMI(f_wall,Wall_Thread ,28);
263

264 F_UDMI(f_wall,Wall_Thread ,29) = abs_u_g;
265 c0 = F_C0(f_wall,Wall_Thread);
266 t0 = F_C0_THREAD(f_wall,Wall_Thread);
267 C_UDMI(c0,t0,29)=F_UDMI(f_wall,Wall_Thread ,29);
268

269 F_UDMI(f_wall,Wall_Thread ,30) = rho_l;
270 c0 = F_C0(f_wall,Wall_Thread);
271 t0 = F_C0_THREAD(f_wall,Wall_Thread);
272 C_UDMI(c0,t0,30)=F_UDMI(f_wall,Wall_Thread ,30);
273

274 F_UDMI(f_wall,Wall_Thread ,31) = mu_l;
275 c0 = F_C0(f_wall,Wall_Thread);
276 t0 = F_C0_THREAD(f_wall,Wall_Thread);
277 C_UDMI(c0,t0,31)=F_UDMI(f_wall,Wall_Thread ,31);
278

279 F_UDMI(f_wall,Wall_Thread ,32) = cp_l;
280 c0 = F_C0(f_wall,Wall_Thread);
281 t0 = F_C0_THREAD(f_wall,Wall_Thread);
282 C_UDMI(c0,t0,32)=F_UDMI(f_wall,Wall_Thread ,32);
283

284 F_UDMI(f_wall,Wall_Thread ,33) = tc_l;
285 c0 = F_C0(f_wall,Wall_Thread);
286 t0 = F_C0_THREAD(f_wall,Wall_Thread);
287 C_UDMI(c0,t0,33)=F_UDMI(f_wall,Wall_Thread ,33);
288

289 F_UDMI(f_wall,Wall_Thread ,34) = rho_g;
290 c0 = F_C0(f_wall,Wall_Thread);
291 t0 = F_C0_THREAD(f_wall,Wall_Thread);
292 C_UDMI(c0,t0,34)=F_UDMI(f_wall,Wall_Thread ,34);
293

294 F_UDMI(f_wall,Wall_Thread ,35) = mu_g;
295 c0 = F_C0(f_wall,Wall_Thread);
296 t0 = F_C0_THREAD(f_wall,Wall_Thread);
297 C_UDMI(c0,t0,35)=F_UDMI(f_wall,Wall_Thread ,35);
298

299 F_UDMI(f_wall,Wall_Thread ,36) = cp_g;
300 c0 = F_C0(f_wall,Wall_Thread);
301 t0 = F_C0_THREAD(f_wall,Wall_Thread);
302 C_UDMI(c0,t0,36)=F_UDMI(f_wall,Wall_Thread ,36);
303

304 F_UDMI(f_wall,Wall_Thread ,37) = tc_g;
305 c0 = F_C0(f_wall,Wall_Thread);
306 t0 = F_C0_THREAD(f_wall,Wall_Thread);
307 C_UDMI(c0,t0,37)=F_UDMI(f_wall,Wall_Thread ,37);
308

309 F_UDMI(f_wall,Wall_Thread ,38) = tc_eff;
310 c0 = F_C0(f_wall,Wall_Thread);
311 t0 = F_C0_THREAD(f_wall,Wall_Thread);
312 C_UDMI(c0,t0,38)=F_UDMI(f_wall,Wall_Thread ,38);
313

314 F_UDMI(f_wall,Wall_Thread ,39) = Y0;
315 c0 = F_C0(f_wall,Wall_Thread);
316 t0 = F_C0_THREAD(f_wall,Wall_Thread);
317 C_UDMI(c0,t0,39)=F_UDMI(f_wall,Wall_Thread ,39);
318

319 F_UDMI(f_wall,Wall_Thread ,40) = Y1;
320 c0 = F_C0(f_wall,Wall_Thread);
321 t0 = F_C0_THREAD(f_wall,Wall_Thread);
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322 C_UDMI(c0,t0,40)=F_UDMI(f_wall,Wall_Thread ,40);
323

324 F_UDMI(f_wall,Wall_Thread ,41) = Y2;
325 c0 = F_C0(f_wall,Wall_Thread);
326 t0 = F_C0_THREAD(f_wall,Wall_Thread);
327 C_UDMI(c0,t0,41)=F_UDMI(f_wall,Wall_Thread ,41);
328

329 F_UDMI(f_wall,Wall_Thread ,42) = Y3;
330 c0 = F_C0(f_wall,Wall_Thread);
331 t0 = F_C0_THREAD(f_wall,Wall_Thread);
332 C_UDMI(c0,t0,42)=F_UDMI(f_wall,Wall_Thread ,42);
333

334 F_UDMI(f_wall,Wall_Thread ,43) = R1;
335 c0 = F_C0(f_wall,Wall_Thread);
336 t0 = F_C0_THREAD(f_wall,Wall_Thread);
337 C_UDMI(c0,t0,43)=F_UDMI(f_wall,Wall_Thread ,43);
338

339 F_UDMI(f_wall,Wall_Thread ,44) = R2;
340 c0 = F_C0(f_wall,Wall_Thread);
341 t0 = F_C0_THREAD(f_wall,Wall_Thread);
342 C_UDMI(c0,t0,44)=F_UDMI(f_wall,Wall_Thread ,44);
343

344 F_UDMI(f_wall,Wall_Thread ,45) = R3;
345 c0 = F_C0(f_wall,Wall_Thread);
346 t0 = F_C0_THREAD(f_wall,Wall_Thread);
347 C_UDMI(c0,t0,45)=F_UDMI(f_wall,Wall_Thread ,45);
348

349 F_UDMI(f_wall,Wall_Thread ,46) = DoH;
350 c0 = F_C0(f_wall,Wall_Thread);
351 t0 = F_C0_THREAD(f_wall,Wall_Thread);
352 C_UDMI(c0,t0,46)=F_UDMI(f_wall,Wall_Thread ,46);
353

354 F_UDMI(f_wall,Wall_Thread ,47) = L_sat;
355 c0 = F_C0(f_wall,Wall_Thread);
356 t0 = F_C0_THREAD(f_wall,Wall_Thread);
357 C_UDMI(c0,t0,47)=F_UDMI(f_wall,Wall_Thread ,47);
358

359 F_UDMI(f_wall,Wall_Thread ,48) = G_sat;
360 c0 = F_C0(f_wall,Wall_Thread);
361 t0 = F_C0_THREAD(f_wall,Wall_Thread);
362 C_UDMI(c0,t0,48)=F_UDMI(f_wall,Wall_Thread ,48);
363

364 F_UDMI(f_wall,Wall_Thread ,49) = H2_mass;
365 c0 = F_C0(f_wall,Wall_Thread);
366 t0 = F_C0_THREAD(f_wall,Wall_Thread);
367 C_UDMI(c0,t0,49)=F_UDMI(f_wall,Wall_Thread ,49);
368 }
369 end_f_loop(f_wall,Wall_Thread)
370 }
371 }


	Abstract
	Nomenclature
	Introduction
	Introduction
	Research objective
	Thesis outline

	General background and literature review
	Liquid organic hydrogen carriers
	NEC system
	DBT system

	Reactor design
	Design strategies
	Dehydrogenation reactors
	Fixed-bed reactor
	Membrane reactor
	Reactors with monolithic catalysts


	Multiphase fixed-bed reactors
	Hydrodynamics
	Flow regimes
	Pressure drop
	Liquid holdup
	Catalyst wetting
	Capillary pressure
	Turbulence
	Mean bed porosity

	Mass transfer
	Interphase mass transfer coefficients

	Heat transfer

	Reactor modeling
	Macroscopic modeling
	CFD Modeling
	Fluid phase modeling
	Solid phase modeling

	Eulerian multiphase model
	Conservation equations
	Momentum interaction models
	Porosity correlations



	CFD model development: Hydrodynamics
	Momentum interaction model
	Porosity distribution
	Radial distribution
	Axial distribution

	Capillary pressure
	Hydrodynamics model validation
	Geometry
	Meshing
	Model setup
	Physical model setup
	Boundary conditions
	Solution methods

	Hydrodynamic validation study results
	Cocurrent upwards configuration


	CFD model development: Material properties and chemical kinetics
	Material properties
	Gas
	Liquid
	General properties
	Density
	Specific heat capacity
	Dynamic viscosity
	Surface tension
	Thermal conductivity
	Liquid mixture properties

	Solid

	Chemical kinetics

	CFD model development: Heat transfer
	Heat transfer resistances
	Intraparticle heat transfer resistance
	Interphase heat transfer resistance
	Interparticle heat transfer resistance
	Wall heat transfer coefficient
	Effective radial thermal conductivity
	Interparticle heat resistance criteria


	Pseudo-homogeneous heat transfer models
	Implementation and validation
	Geometry and mesh
	Model setup
	Boundary conditions
	Solution methods

	Heat transfer validation study results


	CFD model development: Species transport
	Species transport
	Hydrodynamic dispersion
	Molecular diffusion
	Mechanical dispersion
	Hydrodynamic dispersion in a NEC dehydrogenation reactor


	Implementation
	Model setup
	Boundary conditions and solution methods
	Dispersion visualization



	Comprehensive CFD model
	CFD model setup
	Visualization
	Stability and convergence

	Baseline case results
	Hydrodynamics
	Heat transfer
	Species conversion and hydrogen yield

	Sensitivity analyses
	Wall temperature study
	Reactor diameter study
	Inlet liquid mass flux study
	Pellet diameter study

	Improved reactor design

	Conclusions
	Final observations and conclusions
	Scope for future research
	Model refinement
	Experimental validation


	References
	User Defined Functions
	Interface momentum exchange coefficients
	Liquid-gas momentum exchange coefficient
	Gas-solid momentum exchange coefficient
	Liquid-solid momentum exchange coefficient

	Solid volume fraction profile
	External particle wetting efficiency
	Capillary pressure
	Volume fractions
	Mass flow rates
	Hydrogen thermal conductivity
	Liquid mixture thermal conductivity
	Liquid mixture viscosity
	Mixture surface tension
	Chemical Kinetics
	Effective radial thermal conductivity
	Wall heat transfer coefficient
	Backflow temperature and species mass fractions boundary conditions
	Hydrodynamic dispersion coefficient
	Volume average properties
	Mass average properties


