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S
mart grids link various types of 
energy technologies—such 
as power electronics, machi­
nes, grids, and markets—via 
communication technology, 
which leads to a transdisci­

plinary, multidomain system. Simula­
tion packages for assessing system 
integration of components typically 
cover only one subdomain, while sim­
plifying the others. Cosimulation over­
comes this by coupling subdomain 
models that are described and solved 
within their native environments, us­
ing specialized solvers and validated li­
braries. This article discusses the state 
of the art and conceptually describes 
the main challenges for simulating in­
telligent power systems. This article, 
part 1 of 2 on this subject, covers fun­
damental concepts. Part 2 will appear 
in a future issue of IEEE Electrification 
Magazine and cover applications.

Cosimulation’s Value
Simulation is fundamental in power en­
gineering because of its merits in the 
assessment of features such as control­
lability, reliability, and general opera­
bility of devices and the power system 
as a whole. The need to conduct costly 
and time-consuming laboratory or 
field experiments is thereby avoided. It 
helps in predicting the behavior of the 
power system before the occurrence of 

an actual contingency (e.g., converter 
outage, load rejection, or line overload­
ing) and in studying the effects of nec­
essary control actions to avoid these. 
Simulation-based studies in the tra­
ditional power system include a wide 
range of planning and operational situ­
ations, such as long-term generation 
and transmission expansion planning, 
short-term operational simulations, and 
market analysis.

With the advent of widespread in­
formation and communication tech­
nology (ICT)-based infrastructure and 
power electronics in power systems, 
an important gap was bridged between 
technologies (e.g., ICT, smart sensing, 
power electronic equipment, and re­
newable energy sources), disciplines 
(e.g., consumers and producers inside 
the liberalized electricity market en­
vironment), and domains (e.g., elec­
trical, thermal, telecommunication, 
energy storage, and market parties). 
Industrial electronics is the enabling 
discipline. Its power electronics, intel­
ligent and distributed algorithms, and 
automation technology transform the 
power system from a static, dedicated 
machine into a flexible, agile platform 
where functions are software-defined 
and where applications are much more 
complex than just pumping energy 
from A to B. Enhancing the power sys­
tem with industrial electronics leads 
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to cyberphysical or intelligent power 
systems [1].

The increasing cyberphysical na­
ture of the power system requires re­
thinking how its behavior should be 
addressed in planning and operation 
studies. Traditionally, interactions are 
addressed by simulating the subsys­
tem of interest in detail—usually for a 
particular domain—while simplifying 
the remaining parts. This is the cur­
rent approach, for instance, for power 
electronic devices. Such treatment, 
however, can lead to problems since 
the lack of detail in the characteris­
tics of the overall system disregards 
underlying interactions. In intelligent 
power systems, therefore, phenomena 
need to be addressed holistically, be­
cause the reactions to events in one 
particular domain are now spread 
across multiple domains and cannot 
be safely simplified or disregarded.

The functionality needs of holisti­
cally analyzing intelligent power sys­
tems unfortunately clash. On the one 
hand, the system is heterogeneous in 
nature, which requires a method that 
can generically set up and process dif­
ferent models representing this hetero­
geneity. On the other hand, there is a 
need to represent each phenomenon 
of interest accurately (i.e., in terms of 
modeling detail) and efficiently (i.e., 
computationally and in terms of the 
time needed).

Heterogeneous systems can be ana­
lyzed through a number of approaches 

(Table 1), each with pros and cons. Ex­
periments are often too expensive in 
the intelligent power systems domain, 
which limits the simulation runs to real 
time. General purpose multidomain 
simulation tools, however, have the ca­
pability of simulating heterogeneous 
components and small systems. Once 
the interactions in intelligent power 
systems become complex, they will 
not work correctly anymore because 
of scalability constraints.

The second functionality require­
ment (i.e., computational efficiency and 
accuracy) might be met in a specialized, 
optimized monolithic environment. For 
instance, specialized power system 
simulations have been developed over 
the past decades and numerically opti­
mized for particular purposes (e.g., load 
flow, dynamics, and transients). The 
same holds for telecommunication sim­
ulations. Unfortunately, this is true only 
for nonheterogeneous models. Model­
ing communication systems in power 
system simulators (or vice versa) leads 
to brutal simplifications and is often not 
possible at all.

It is therefore time to move toward 
simulation platforms that can handle 
multidomain systems with reason­
able detail and speed. Coupled simu­
lations, known as cosimulations, aim 
to fulfill the functionality needs by 
modeling multidomain systems using 
multiple simulation tools that act as a 
single integral simulation platform for 
the study [2].

A supposedly simple example of a 
hybrid system in the power domain is 
electric vehicle charging [Figure 1(b)]  
Not only behavioral and electric do­
mains need to be combined, but fun­
damentally different modeling ap­
proaches may also be required within 
one domain. Batteries might best be 
modeled with a universal modeling 
language like Modelica, the distribu­
tion grid has specialized simulators 
and models, and power electronics 
have yet different ones. Squeezing all 
that into one piece of modeling and 
simulation software would require sim­
plifications of unknown consequences 
and great effort.

Cosimulation [Figure 1(a)], on the 
other hand, works with specialized 
software packages that use validated 
model libraries and tailor-made solv­
ers. A multiagent simulator might be 
the best choice to describe market 
players and market rules. Power elec­
tronics and their controls will be in 
another platform. The same applies to 
the distribution grid and the battery. 
The choice of tools depends on the 
required level of detail. If individual 
driving choices and their interdepen­
dencies are important, then a detailed, 
multiagent-based simulation might be 
necessary. If only their collective be­
havior is needed, a statistical model 
will be sufficient. During the analysis, 
these requirements can change, which 
is fully supported by a cosimulation 
setup. With this, the model choice is 
not limited to a single tool; rather, it is 
natural to pick the most appropriate 
tool for the given simulation questions. 
Models can even be encapsulated, pro­
viding privacy (two market players or 
two system operators can run joint 
simulations without sharing internal 

TABLE 1 – THE ALTERNATIVES FOR ANALYZING INTELLIGENT, INTEGRATED POWER SYSTEMS.

ANALYSIS METHOD PROS CONS 

Conduct real-world experiments Reliable results, no need to validate models Only real-time behavior, only for small systems, 
potentially expensive 

Map all system behavior into one modeling domain Simple software structure Simplifications and potentially lossy and inaccurate 
translation for foreign models 

Use a universal modeling language (multidomain) Flexibility, ease of use Bad scalability for systems 

Couple a heterogeneous set of submodels Well-suited tools and languages Complex software coupling 

Enhancing the power system  
with industrial electronics leads to cyberphysical  
or intelligent power systems.
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information). Splitting systems into sub­
models also allows for distributed simu­
lation to improve performance. Finally, 
the method allows multidisciplinary 
teams to work together and combine 
their knowledge.

Basic Concepts of Cosimulation
A cosimulation is composed of a set 
of coupled simulators that cooperate 
with each other. Each simulator has 
its own solver and works simultane­
ously and independently on its own 
model. The simulators are coupled by 
dynamically connecting the models 
using their input and output variables, 
so that the output of one simulator be­
comes the input of the other and vice 
versa. The variable exchange, time 
synchronization, and execution coor­
dination are, in the most general case, 
facilitated in runtime by a so-called 
master algorithm, which orchestrates 
the entire cosimulation. The basic 
composition of a cosimulation is shown 
in Figure 2.

The Simulator
A simulator is defined as a software 
package that contains the model of a sys­
tem (e.g., a power system or a commu­
nication network) and a solver, which 
carries out calculations based on the 
model and on input variables. Togeth­
er, the model and the solver, and thus 
the simulator, allow predicting the be­
havior of a real system under a set of 
specified conditions. Simulators typi­
cally provide functionality to facilitate 
the development of the models in the 
domain in which they specialize. For 
example, power system simulators 
provide a method to describe standard 
components in terms of a set of physi­
cal parameters and a method to define 
the way components are interconnect­
ed. It is the simulator’s job to take these 
descriptions and transform them into 
equations that can be processed by the 
solver. In this way, any simulator that 
specializes in a certain domain can 
implement a modeling method that is 
most suitable for that specific domain.

The models that can be derived 
from different subsystems in an intel­
ligent power system can be most di­
verse. In the case of the power system, 

the models can be purely algebraic (as 
with steady-state simulations), purely 
composed of differential equations (as 
with electromagnetic transients and 
circuit simulations), or a combination of 
algebraic and differential equations (as 
with transient stability simulations that 
focus on the electromechanical phe­
nomena of rotating generators). Com­
munication networks and markets are 
in turn modeled as discrete event sys­
tems. Other parts might be described 
with the finite element method or via 
behavioral models.

Cosimulation Master Algorithm
The task of a master algorithm is 
threefold:

■■ to set up and initialize the simula­
tors (i.e., provide compatible start­
ing conditions)

■■ to synchronize the time of the sim­
ulators throughout the simulation

■■ to exchange variables and events 
between the simulators.
The master algorithm leads all the 

simulators from the start through­
out the simulation time. Upon start­
ing, the models are initialized, and 

communication links (also referred 
to as interfaces) to the simulators are 
established. The model time is then in 
the hands of the master algorithm.

Once the communication links be­
tween the master and each simulator 
have been established and each simu­
lator has been initialized (with model 
parameters, initial conditions of differ­
ential equations, and so on), the mas­
ter assumes the role of stepping each 
simulator from one so-called commu­
nication point to the next. Individual 
simulators experience each time step 
between communication points (also 
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FIGURE 2 – The basic composition of a 
cosimulation.
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FIGURE 1 – A typical setup for cosimulating a complex system.
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known as macro time steps) as a sort of 
full simulation; that is, they receive input 
variables and a simulation duration in 
the beginning and then start simulating 
autonomously. At every communication 
point, the simulators exchange inter­
model variables. Then, the master algo­
rithm informs all the simulators about 
the next communication point, and each 
simulator proceeds until then. Once the 
last communication point is reached, 
the master algorithm ends the cosimu­
lation. The interaction between the 
cosimulation master and each simulator 
is depicted in Figure 3.

Simulator Synchronization
Inside each macro time step, each sim­
ulator is allowed to proceed according 
to its own requirements. Simulators 
can, therefore, carry out a series of 
so-called micro time steps inside each 
macro time step, as shown in Figure 4. 
In most cases, the macro time step is 
chosen to be constant, but it is also 
possible to control its size at run time 
to increase accuracy and improve com­
putational performance. The size of 

the micro time step can differ between 
simulators (compare simulators 1 and 
2 in Figure 4) and can even be variable 
(see simulator 2 in Figure 4).

The breaks at the communication 
points and the associated communi­
cation take time. The choice of macro 
step size is therefore crucial for the 
performance of the cosimulation. If 
one submodel has a small micro step 
size and its variables are relevant for 
other submodels, it will slow down all 
the other simulators by imposing a 
small communication step size.

The synchronization needs for 
each cosimulation depend on the in­
volved domains and their respective 
modeling method. The major param­
eters here are

■■ the test criteria that need to be met 
(e.g., qualitative behavior or valida­
tion of controls)

■■ the time frame of interest for the 
interactions between the modeled 
subsystems; for instance, market 
or tap changing commands have a 
much longer time frame of interest 
than voltage control and fault ride-

through of converter interfaced 
generation

■■ the type of solver in both subsys­
tems (i.e., differential algebraic ver­
sus fully discrete or continuous)

■■ practical considerations, such as 
license availability and black-box 
modeling, that limit the choice of 
tools to be applied and hence re­
strict the freedom in synchroniza­
tion alternatives.

A Software Perspective 
on Cosimulation
Software packages for simulating fu­
ture energy systems face several chal­
lenges. Two important ones are the 
potentially large size of the systems 
(the scalability challenge [3]) and the 
potentially very different parts of the 
subsystems (the heterogeneity chal­
lenge [4]).

An example of a scalability prob­
lem is a vertically integrated view of 
the power system. The transmission 
network and its distribution networks 
are considered as a single integral part 
and are consequently modeled in the 
same system. This leads to a large 
number of elements and time-consum­
ing dependencies when simulating its 
behavior. It can be approached by

■■ simplifying the model (e.g., through 
averaged representation of power 
electronic devices or through net­
work reduction)

■■ choosing a faster numerical solver 
(e.g., adaptive time step sizes)

■■ providing more computational pow­
er (e.g., real-time simulation of high-
voltage dc systems).
Model simplifications are accept­

able as long as the user knows the 
price that must be paid for the simplifi­
cations. Quantitative figures on lost be­
havior or frequency limits are needed 
to decide if a simplification is accept­
able for a given study. Reducing an 
eighth-order electric machine model 
to a second-order model, for instance, 
would remove details that might be im­
portant for certain analyses. Another 
example is the adoption of an averaged 
grid interface for a converter model, 
impairing the accuracy of its interac­
tions with the ac side, predominantly 
during voltage unbalances and valve 

Simulator Simulator Simulator

SSS

M M M

Cosimulation Master

Simulator
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FIGURE 3 – The interaction between the cosimulator master algorithm and the simulators  
(S = solver; M = model). 
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FIGURE 4 – An illustration of micro and macro time steps.
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blocking—crucial information that is 
lost during model reduction.

Using a faster numerical solver also 
has limits. Some solvers are special­
ized for certain problem categories 
and might even require a special mod­
eling method. Depending on whether 
the model contains partial differen­
tial equations, limiters, or nonlinear 
parts, the choice of solvers narrows, 
and their speed is determined only by 
their implementation.

One way to increase computational 
power is to use faster computers, i.e., 
with more memory and cache, faster 
processing unit, and so on. The passage 
of time is on our side in this respect: 
computers grow faster every year. An­
other way is to separate the problem 
into subproblems that can be solved 
in parallel. This can be an easy task 
in the case of parallel computing: the 
computational problem consists of do­
ing the same analysis many times with 
different parameters [5]. The analyses 
can easily be done on separate ma­
chines, without any communication or 
synchronization during the simulation 
runs. However, the problem is more 
complex if the model itself is split. The 
submodels have mutual dependencies, 
and dynamic variables might require 
communication between the models at 
every time step of the simulation run.

There is heterogeneity when the 
power system dynamically interacts 
with other systems (e.g., the heat net­
work, markets, and so forth) whose 
modeling method is fundamentally 
different than the chosen method for 
the power system. This is also the 
case for smart grids: the digital con­
trols require discrete event handling, 
while the grid infrastructure is proba­
bly modeled via differential equations. 
An instance of such controls is the an­
cillary services and grid support in 
distributed generation, managed by a 
centralized controller. Even within the 
same physical domain, it is possible to 
have a heterogeneous setting if parts 
of the power system are modeled in 
transient stability and selected parts 
by electromagnetic transients to have 
a detailed view of some specific com­
ponents. Heterogeneity of models can 
be approached by using a universal 

modeling platform or via cosimulation 
(see Table 1).

Figure 5 shows the four fundamen­
tal options of solver versus model:
1)	 The trivial case involves one solver 

and one model.
2)	 Parallel simulation means that 

the model is still modeled with 
one tool and one language be­
fore it is jigsawed into pieces for 
parallel solving. The solvers in this 
case might be identical, or even 
have different time steps or solving 
algorithms. A prominent example 
of parallel simulation is the real-
time digital simulator [6], where 
one model is compiled onto mul­
tiple computational targets and 
executed in parallel on dedicat­
ed hardware.

3)	 Hybrid simulation involves multiple 
types of modeling environments 
and languages to make the model­
ing task easier. However, the mod­
els still form a monolithic unity that 
can be solved by a single solver. 
The only advantage is that the in­
dividual parts or aspects of the 
model receive a specialized mod­
eling method (e.g., graphical, dif­
ferent languages and libraries, and  
so forth).

4)	 Cosimulation combines the advan­
tages—but also the challenges—of 
the other three.

Simulator Interfacing
The simulators that compose a co­
simulation need to exchange data with 
each other during various stages of 
the simulation workflow (e.g., model in­
stantiation, initialization, runtime, and 
data export). The interface between 
them can be implemented via shared 
memory, if all the simulators can ac­
cess one common memory, or via net­
work communication protocols. For 
instance, various simulation packages 
offer a number of semistandard inter­
faces based on certain proprietary 
application program interfaces (APIs) 
[7], object linking and embedding for 
process control, or transmission con­
trol protocol (TCP) socket interfaces. 
One interface type that seems to be 
evolving as the standard for coupling 
physical models and simulators is the 
functional mockup interface (FMI) [8]. 
The FMI offers a low-level interface for 
two purposes: model exchange and co­
simulation. Both are equally useful, de­
pending on what needs to be achieved.

The FMI for model exchange (Fig­
ure  6) exposes a compiled numerical 
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FIGURE 5 – The four types of simulation: normal (i.e., monolithic), parallel, hybrid, and cosimulation.

The simulators that compose a cosimulation  
need to exchange data with each other during 
various stages of the simulation workflow. 
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model to a solver/simulator with a stan­
dard interface to initialize the states, 
execute a time step, determine deriva­
tives, and so forth. Wrapping a model 
into such an interface results in a func­
tional mockup unit (FMU), a convenient 
way in which component manufactur­
ers can provide their customers with a 
dynamic, standardized model of their 
product without jeopardizing their in­
tellectual property. Ideally, the custom­
er would plug this FMU into the bigger 
system model to verify if that particular 
component interoperates well with the 
others in the intended system.

The FMI for cosimulation (Figure 7) 
goes a step further and also packs the 
solver into the FMU. This FMU acts as 

a cosimulation slave, orchestrated by a 
master algorithm, which cares for such 
areas as synchronization and variable 
exchange. An FMI for cosimulation also 
allows the coupling of separate tools. In 
this case, the FMU consists of an FMI 
wrapper around the slave tool (right 
upper unit in Figure 7), which in turn 
contains the model of interest (plus a 
solver). The former bears the additional 
advantage that it exempts the user from 
possessing a dedicated license for the 
slave simulator.

Two important concepts with an 
FMI are FMU import (where an exist­
ing FMU is plugged in and used in a su­
permodel) and export (where a model 
is compiled into an FMU to be then 

imported somewhere else). If the mod­
el or tool to be wrapped is a black-box 
tool (closed source, binary only), the 
wrapping can be computationally very 
inefficient. In the extreme case, every 
simulation step requires a reinitialization 
and restart of the tool.

The FMI originated in the automo­
tive industry and European projects 
and has now been further developed in 
a Modelica Association Project (www.
fmi-standard.org). It is based on C code 
and XML files that describe the inter­
face and the models. The FMI is current­
ly supported by 84 simulation tools, and 
the standard is published in a Creative 
Commons and a Berkeley Software Dis­
tribution style license. 

Cosimulation Orchestration
Once a set of simulations is defined, 
it is the art of cosimulation to coordi­
nate and orchestrate their execution 
using a master algorithm that propa­
gates events and shared variables and 
synchronizes model time. A detailed 
description of cosimulation master al­
gorithms is presented in [9].

Synchronizing the advancement 
in model time requires direct access 
to the integrators or schedulers of the 
individual simulation packages. Often, 
one of the packages acts as a master 
(Figure 8), especially if only two simu­
lators are coupled or if the simulators 
form a star topology. The more abstract 
and general case, however, is when a 
dedicated master algorithm (Figure 3) 
coordinates the solvers.

The master algorithm therefore has 
a number of interfaces. In the case of 
an FMI, the FMI API services are used 
to perform the time stepping and the 
variable exchange. Often, the master al­
gorithm also contains the user interface 
and/or a scripting engine that can auto­
mate the simulation experiments. Some 
cosimulation settings are made more 
sophisticated by allowing the simulators 
more freedom to proceed in time. If a 
synchronization need is discovered too 
late, such simulators must be able to roll 
back in time, as it were, to synchronize 
at the correct moment. Not many legacy 
simulators have this ability, which is 
why synchronization needs to be done 
the safe way, i.e., at every step.

Cosimulation
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Simulation
Tool +
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FIGURE 7 – The use of the cosimulation variant of the FMI (u = input; y = output).
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The connection between the simu­
lators and the master might be on the 
same machine, using shared memory 
or messages, or it might be network 
based so that the individual parts of 
the software setting can be distributed 
onto separate machines. The high-lev­
el architecture (HLA) [10] is an exam­
ple of a complete specification of a cen­
tral entity (in this case the Run-Time 
Infrastructure) and interaction rules 
on how to initialize, start, synchro­
nize, and stop potentially distributed 
simulators (the so-called federates). 
There are several commercial and free 
HLA implementations available. Using 
these packages solves many of the 
issues arising with coupling simula­
tors, such as synchronization, service 
lookup, initialization, and distribut­
ed computing.

What we might call the philosophy 
of the master algorithm strongly deter­
mines the principles of synchroniza­
tion. A simple master algorithm would 
sort and schedule simulation events by 
time and execute the associated simula­
tor code accordingly while exchanging 
shared variables. More sophisticated 
platforms like Ptolemy II [11] or Mosaik 
[12] provide even more features, such 
as hybrid models or scenario handling. 
Scenarios are sets of parameters that 
might be varied between multiple simu­
lation runs. The simulation then serves 
as a utility function of an optimization 
process (see Figure 9).

Simulations of smart energy sys­
tems can be quite computationally ex­
pensive and time consuming [13]. If 
the optimization requires thousands 
of simulation runs to optimize the 
smart grid parameters, the entire idea 
of simulation-supported optimization 
becomes infeasible. A way out of this is 
to enhance the parameter choice dur­
ing the optimization process. Design 
of experiments, a method dating back 
to the 1930s, uses statistical methods 
to support the choice and variation of 
parameters so that only a small sub­
set of simulations (i.e., experiments) 
is needed to browse through all po­
tential options [14]. It is thus not suffi­
cient just to couple the simulators; the 
scripting and optimization details are 
of equal importance.

Practical Considerations
An important aspect with regard to 
software for cosimulation settings is 
their openness for interfacing. A simu­
lator can 

■■ be a black box (i.e., closed source 
with no cosimulation interfaces) 
that can at best be scripted only to 
batch-perform simulations

■■ have proprietary interfaces or APIs 
(which may be usable for simple 
cosimulation)

■■ have open interfaces like an FMI 
that allow software integration 
and optimization

■■ be open source, so that all details 
are accessible and where even 
the solver can be interfaced and 
controlled.

Often, software packages are avail­
able only for one particular operat­
ing system, so a generalized inter­
face cannot be attained using shared 
memory. This prompts the user to 
implement the master interfaces via 
communication protocols such as the 
TCP/IP stack. The overhead and la­
tency of these communication proto­
cols can dramatically slow down the 
system simulation. Closely coupled 
subsystems should therefore be host­
ed on the same physical machine, 
which is often not possible with a mix 
of heterogeneous closed-source soft­
ware. The ideal case is a combination 
of the last two variants: a standard­
ized interface in an open-source soft­
ware package.
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Parameters
Input Time
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FIGURE 9 – A flowchart of simulation runs.
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FIGURE 8 – One central simulator acts as master.

Once a set of simulations is defined,  
it is the art of cosimulation to coordinate  
and orchestrate their execution. 
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Another limitation of black-box, 
legacy simulators is that they usu­
ally do not offer a sophisticated API 
for simulation control. Step sizes can­
not be chosen, and rollback is practi­
cally impossible. In the worst case, 
they can be used only in an initialize–
simulate–terminate fashion; that is, 
the individual communication steps 
are full simulation runs for them, and 
system states need to be stored and 
restored in between, which is the 
slowest way possible for interfacing 
other simulators.

Numerical Solution of  
Coupled Models
Each model in a cosimulation is solved 
independently using an individual nu­
merical solver. This gives rise to a se­
ries of numerical challenges that have 
to do with lower results accuracy and 
numerical errors that continuously in­
crease as the cosimulation progresses 
in time. To illustrate the numerical 
challenges that arise when coupling 
continuous models (e.g., physical com­
ponents, systems, and controls) by 
having them exchange their output, 
let us consider a case with two sub­
systems modeled through differential 
algebraic equations (DAEs):

( , , ), ( , , ),t tx f x u x f x u1 1 1 1 2 2 2 2
. .
= = 	 (1)

( , , ), ( , , ),t tgy g x u y x u1 1 1 1 2 2 2 2= = �(2)

where ui  are the input vectors, xi  
are the vectors of state variables, yi   

are the output vectors, fi  and gi  are 
vector-valued functions, and t  repre­
sents the time, for subsystems , .i 1 2=  
If both subsystems are coupled into 
one system so that the output of 
each subsystem becomes the in­
put of the other, i.e., that the cou­
pling conditions

	 ,u y u y1 2 2 1= = � (3)

are fulfilled, two main approaches can 
be followed to simulate the coupled 
system. In the traditional simulation ap­
proach, (1) and (2) are composed into 
one system of DAEs according to (3), 
using the chosen simulation tool, and 
are then solved with only one numerical 
solver so that system output is calcu­
lated for a set of discrete points in time 

{ , , }.t t t t tt k k K1 2 1f f= +  In this case, 
(1)–(3) are strongly coupled and are 
fulfilled at every point in t  [15]. When 
subsystems are strongly coupled, the 
numerical stability of the simulation 
(i.e., the assurance that the local trun­
cation error of the numerical solution 
remains constrained as simulation time 
progresses) depends exclusively on the 
properties of the model and the chosen 
solver [16].

In a cosimulation, (1)–(3) are weak­
ly coupled, since each subsystem is 
solved independently and outputs are 
exchanged between subsystems only 
at the communication points in time 
defined in t. Within each macro time 
step ,t tk k 1" +  each subsystem can be 
solved using several micro time steps 

that do not lead to output exchanges 
but that do contribute to the accuracy 
of the calculated outputs at .tk 1+  When 
subsystems are weakly coupled, only 
the fulfillment of (3) is guaranteed at 
the macro time steps defined in t, but 
not that of (1) and (2). This can mani­
fest itself through either numerical 
instabilities or inaccurate results [15]. 
Numerical stability is regarded in this 
context as the stability of the solution 
for a nonzero integration step.

The reason for these numerical 
instabilities and/or inaccuracies lies 
in the appearance of algebraic loops 
between subsystems and the meth­
ods used to overcome them. In fact, 
zero-stability of cosimulations is guar­
anteed as long as no algebraic loops 
exist [16]. Zero-stability refers to a so­
lution being stable when the integra­
tion step approaches zero. Figure 10 
shows a block diagram of the coupled 
subsystems described by (1)–(3) that 
makes the algebraic loop visible. For 
subsystem 1 to advance from tk  to 

,tk 1+  its solver requires input values 
at ,tk 1+  which are only available if sub­
system 2 has already produced an out­
put for .tk 1+  However, subsystem 2 is 
unable to produce this output, since it 
also depends on the output of subsys­
tem 1 at tk 1+  to do so.

Several methods for overcoming 
algebraic loops in cosimulations exist, 
which in most cases have to do with 
the sequence in which the subsystems 
exchange values with each other, the 
choice of variables to exchange, and 
the placement of the dynamics in the 
coupling equations. However, these 
methods may severely affect the qual­
ity of the results and the tradeoffs 
between computational performance 
and accuracy or stability that are to 
be made.

Communication Sequences
Communication sequences describe 
the order in which simulators ex­
change values. These sequences are 
typically classified in parallel and se­
rial depending on whether the simu­
lators that compose the cosimulation 
can run in parallel or if they must be 
executed one after the other. The con­
sequences of choosing one type or the 
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FIGURE 10 – An algebraic loop in the cosimulation of the two subsystems from (1)–(3).
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other go beyond the computational 
performance of the cosimulation, since 
each communication sequence over­
comes algebraic loops in a slightly dif­
ferent way.

Parallel Sequence
In parallel communication sequenc­
es, also known as the Jacobi type, all 
the subsystems that compose the co­
simulation are solved in parallel and 
simultaneously exchange values at 
discrete points in time. A diagram de­
picting this sequence for two subsys­
tems is shown in Figure 11(a). Since 
each subsystem requires the output 
of the other at tk 1+  to advance from tk  
to ,tk 1+  the output of each subsystem 
at tk 1+  is extrapolated from the out­
put at .tk  The simplest way to achieve 
this is through zero-order hold ex­
trapolation. That is, the output at tk 1+  
is assumed to be the same as at .tk  
Among the extrapolation methods 
typically found in the literature are 
zero-, first-, and second-order hold 
extrapolation [17] and polynomial ex­
trapolation [15].

The advantage of the parallel se­
quence is that the simulators can be 
executed on distributed computers, 
which can aid the overall computational 
performance of the cosimulation. The 
main disadvantage is that each simu­
lator must predict the future output 
of the remaining simulators by means 
of extrapolation, making the accuracy 
and stability of the cosimulation com­
pletely dependent on the accuracy of 
this prediction [18].

Serial Sequence
In serial communication sequences, 
also known as the Gauss–Seidel type, 
subsystems are solved one after the 
other. A diagram depicting this se­
quence for two subsystems is shown 
in Figure 11(b). Since subsystem 1 re­
quires the output of subsystem 2 at 
tk 1+  to advance from tk  to ,tk 1+  the 
output of subsystem 2 at tk 1+  is ex­
trapolated from its output at .tk  Once 
subsystem 1 has advanced to ,tk 1+  its 
output becomes available to subsystem 
2, which can now advance to tk 1+  with­
out performing extrapolations. The fact 
that this sequence requires only one 

extrapolation usually results in slightly 
more accurate results than those ob­
tained with the parallel sequence, with 
the disadvantage that since the simula­
tors are executed one after the other, a 
greater number of coupled simulators 
results in longer execution times [15].

Iterative Sequences
Iterative sequences can be derived 
from both parallel and serial sequenc­
es. Figures 12 and 13 show diagrams of 
the iterative version of each sequence 
type. Although only two iterations 
are displayed in the figures, these se­
quences can be extended to any num­
ber of iterations. In practice, iterations 
are carried out until a convergence 
criterion is fulfilled. Depending on 
how strict the convergence criterion 
is, strong coupling between subsys­
tems can be enforced through iterative 
sequences, which yields much more 
accurate results than noniterative 
sequences. Iterative sequences have 
also been shown to be zero-stable as 
long as zero-stable solvers are used 
for each subsystem [16]. It is easy to 
note that although iterative sequences 
have better accuracy and numerical 
stability properties than their nonit­
erative counterparts, a much higher 

computational effort is required to run 
the cosimulation.

Due to the higher accuracy of se­
rial sequences [15], iterative serial se­
quences have a higher convergence 
rate than parallel iterative sequences 
[19]. The practical implementation of 
iterative sequences imposes the re­
quirement that all the simulation tools 
involved in the cosimulation must have 
a time-rewinding mechanism so the 
same time step can be solved more 
than once. However, it is uncommon to 
find commercial simulators that offer 
this feature.

Coupling Variables and Models
The choice of coupling variables (i.e., 
the variables that are exchanged be­
tween models) or, equivalently, the 
way a system is partitioned into sub­
systems influences the accuracy and 
stability of the cosimulation. For exam­
ple, in the case of mechanical systems, 
the choice of different combinations of 
force and displacement variables and 
the numerical consequences of each 
combination have received much at­
tention [15], [20].

As discussed in the previous sub­
section, when subsystems are coupled 
as described by (1)–(3), extrapolation 
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FIGURE 11 – The communication sequences for cosimulation (weakly coupled) for one macro 
time step t tk k 1" + : (a) parallel (Jacobi) type and (b) serial (Gauss–Seidel) type.
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of the inputs is required, which intro­
duces additional errors into the nu­
merical solver of each subsystem. If 
the subsystems are coupled so that 
the coupling variables exhibit weak 
dynamic interactions at the chosen 
coupling point, the effect of the er­
rors introduced by extrapolations on 
the overall cosimulation accuracy can 
be minimized. This is exemplified in 
[21] with the linear circuit shown in 
Figure 14(a).

Let us consider a case where R2  
and C2  are large. The voltage v2  can­
not change quickly and would there­
fore have little influence on the way 
current i2  changes, so the behavior of 
i2  would be mostly influenced by .v1  
The same can be said about the influ­
ence of i2  on .v2  Since the dynamic 
interaction between i2  and v2  is weak, 
having i2  and v2  as coupling variables 
would be beneficial for mitigating the 
influence of extrapolation errors on 
the results. In this case, the mono­
lithic model from Figure 14(a) could 
be cosimulated as in Figure  14(b). 
The model employed to couple both 
subsystems is composed of a volt­
age source of value v2  and a current 
source of value i2  (both shown in 
dashed lines). In this case, v2  is deter­
mined by the subsystem on the right 
and sent to the voltage source on the 
left, while i2  is determined by the sub­
system on the left and sent to the cur­
rent source on the right. This can be 
done following any of the communica­
tion sequences discussed in the previ­
ous subsection.

In [16], the possibility of coupling 
subsystems by adding artificial dy­
namics to the coupling equations is 
discussed. A simple way to achieve 
this is to add a delay tD  in the cou­
pling equations, so the two equations 
in (3) become

( ) ( ), ( ) ( ).t t t t t tu y u y1 2 2 1D D= - = - 	
� (4)

This is equivalent to using zero-order 
hold extrapolation of the inputs, if tD  
is chosen to be the size of one macro 
time step.

Although artificial dynamics break 
existing algebraic loops, they modify 
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the dynamic behavior of the original 
model. To avoid these modifications, 
an alternative is to transfer some of 
the dynamics of each subsystem to the 
coupling equations, which gives rise 
to more sophisticated coupling mod­
els than the one shown in Figure 14(b). 
One of the classic methods for achiev­
ing this is the use of the transmission 
line method [22]. The idea behind this 
method is to take advantage of the 
delay associated with waves traveling 
through a transmission line to absorb 
the delay required to break algebraic 
loops between subsystems. Although 
it is straightforward to apply this con­
cept to power systems with long trans­
mission lines, it can be used for other 
types of physical systems as well [23].

Error Estimation and Step-Size Control
The ability to estimate the local trun­
cation error of a cosimulation at run 
time gives insight into the quality of 
the results and allows accuracy and 
performance improvements through 
the implementation of macro step size 
control mechanisms.

Most of the error estimation meth­
ods that have been proposed for co­
simulation are inspired by traditional 
error estimation methods for numeri­
cal differential equation solvers and re­
quire the comparison of two solutions, 
each with a different level of accuracy. 
In [24], a method based on Richardson 
extrapolation is employed. Here, two 
consecutive macro time steps of size h 
are carried out: first, t t t hk k k1" = ++  
and, later, .t t t h2k k k1 2" = ++ +  Then, 
a less accurate solution is obtained us­
ing only one large macro time step of 
size 2h, that is, .t t t h2k k k2" = ++  In 
[25], the embedded methods approach 
is applied to multirate partitioned Run­
ge-Kutta methods. This method con­
sists in evaluating the output of each 
subsystem using polynomial extrapo­
lation of the inputs of two different 
orders, one higher than the other. In 
[26], a method tailored to the predic­
tor/corrector cosimulation approach 
presented in [27] is derived. Here, the 
comparison is carried out between the 
predicted and the corrected solutions.

In all of these methods, if the estimat­
ed error is larger than a user-defined 

tolerance, the macro time step is re­
peated using a smaller macro step size, 
which is time consuming and rather 
difficult, if not impossible, to imple­
ment with most commercial simulation 
tools. Here lies the motivation for the 
method proposed in [15]. This method 
modifies the size of the next macro 
time step based on an estimation of 
the current error. To estimate the er­
ror, the outputs of all the subsystems 
at the current macro time step are 
predicted from previous outputs us­
ing polynomial extrapolation. Once 
the current macro time step is ex­
ecuted and the cosimulation outputs 
become available, they are compared 
to the predicted outputs to derive an 
error estimation.

A completely different approach 
is taken in [28], where the error is es­
timated using a generalized concept 
of energy conservation derived from 
bond graph theory [29]. Here, subsys­
tems are coupled through so-called 
power bonds, which are defined by two 
variables, called a flow and an effort, 
that in the case of electrical systems 
correspond to current and voltage. 
Since the product of flow and effort 
variables corresponds to the energy 
flow (power) through the power bond, 
any discrepancies between the energy 
flow calculated from the cosimulation 
outputs and the one calculated from 
energy conservation are attributed 
to cosimulation inaccuracy and can 
therefore be used to estimate the local 
truncation error.

A macro step size control method 
can be implemented once the local trun­
cation error is estimated through tradi­
tional step size control methods for or­
dinary differential equations (ODEs) so 
that the local error remains within an 
upper and a lower boundary. For exam­
ple, [15] proposes the use of a propor­
tional integral controller, as presented 
in [30]. Since in a cosimulation a differ­
ent local truncation error estimation 
can obtained for the output of each sub­
system, the size of the macro time step 
must be chosen taking into account the 
most demanding of all the subsystems.

Coupling Power System  
and ICT Simulators
The integration of power systems, au­
tomated devices, and ICT gives intel­
ligent power grids the character of a 
cyberphysical system (CPS) [31]. On 
the one hand, ICT-specific features such 
as communication network topology, 
protocols, communication latency, band­
width, information security, and reli­
ability issues intrinsically affect the 
behavior of the power system. On the 
other hand, the power system and its 
features also impact the corresponding 
ICT infrastructure.

There are four variants of how to 
represent ICT in a simulation setup:

■■ Hardware-in-the-loop: The real ICT 
products (telecommunication switch­
es, controllers, and so forth) are used, 
and the setup runs in real time.

■■ Emulated ICT hardware: The real 
binary code (e.g., of switches) is 

Vs

R1

C1 C2

V1
R2

R3

i2

V2

+
–

(a)

Vs C1
C2

R1 V1
R2

R3V2
i2 i2

V2

+
–

+
–

(b)

FIGURE 14 – The subsystem coupling at a point of weak dynamic interaction [21]: (a) the 
monolithic model and (b) cosimulated subsystems.
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executed on an emulation platform 
that provides the same hardware 
properties, such as memory and 
speed, as the real hardware but al­
lows for flexible reconfiguration. 
Again, the setup runs in real time.

■■ Simulated ICT hardware: The real 
code is executed, and the execu­
tion time of the hardware platform 
is estimated or imitated. This setup 
can run in nonreal time (ideally 
faster than real time).

■■ Full simulation: All ICT elements 
(e.g., switches) are simulated or imi­
tated with proxy code that uses sto­
chastic or other simplified means 
of representing the time-domain 
behavior of the system. This setup 
again runs in nonreal time.
This article mainly covers the last 

variant, full simulation, which opens 
up questions on how to synchronize 
the various parts, especially in a co­
simulation setting.

Combining ICT with a physical sys­
tem leads to a number of dependencies 
that require attention [32]. One impor­
tant example of such dependency is re­
liability analysis. Typically, contingen­
cies in power systems are considered 
as independent events, such as the 
loss of electric components. However, 
intentional cyberattacks and vulner­
abilities from the ICT domain chal­
lenge this assumption, as ICT assets 
could be used to cause damage to the 
electric components in a coordinated 
manner [33].

As in any CPS, the power network 
and its components and the ICT in­
frastructure are two parts of a larger, 
heterogeneous system. Cosimulation 
is currently one of the most popular 
methods to analyze the behavior of 
intelligent power grids.

Modeling and Simulation Challenges
As with all digital systems, commu­
nication networks are modeled as 
a sequence of discrete events (e.g., 

sending and receiving packets, packet 
buffer overflows, and so on), while 
power systems are typically modeled 
as continuous-time functions using 
DAEs, although discrete power system 
events occur as well when the status of 
breakers, switches, and relays change. 
Consequently, a holistic model of a 
smart grid must include continuous 
and discrete aspects.

According to [34], simulation para­
digms can be divided into three time-
management categories:

■■ fixed time-step-size simulation, in 
which the simulation time is dis­
cretized in equal time steps

■■ continuous simulation, which 
commonly applies adaptive time-
step-size control

■■ discrete-event simulation, which 
advances the simulation time only 
when events occur.
Intelligent power grids often need 

multiple models, which need to fit into 
heterogeneous simulation paradigms. 
The ICT part of such a multidomain 
model is normally implemented as a dis­
crete-event simulation, while the power 
system part is included as a continuous 
or fixed time-step-size simulation. As 
mentioned previously, hybrid simula­
tions can be a solution for this problem, 
i.e., single solvers that address mul­
tiple models [35], [36]. However, such 
methods scale badly and hence can be 
used only for component analysis and 
simple-use cases, not for fully fledged 
system studies.

As touched upon before, cosimu­
lation of intelligent power grids, i.e., 
hybrid physical and discrete models 
with multiple solvers, comes with ad­
vantages but also challenges:

■■ The integration of continuous power 
system simulations and discrete-event 
communication network simulation 
needs sophisticated synchronization 
mechanisms. The next subsection will 
present synchronization methods to 
tackle this challenge.

■■ Error estimation and validation of 
cosimulation are a challenge. The 
interdependency of hybrid models 
from the power system and ICT parts 
makes it hard to identify where the 
simulation error comes from. Dif­
ferent synchronization methods in 
cosimulation also impact the simula­
tion accuracy.

■■ The interoperability of the various 
simulators requires standardized 
interfaces (see the HLA and FMI dis­
cussion in the section  “A Software 
Perspective on Cosimulation”).

Synchronization of Discrete 
and Continuous Simulators
When building a cosimulation plat­
form for intelligent power grids, the 
synchronization mechanism between 
the subsystems under consideration 
is one of the performance-dominating 
factors. It has a direct impact on the 
convergence and accuracy of the simu­
lation results.

Time synchronization between con­
tinuous and discrete simulations can 
happen either conservatively or opti­
mistically. Conservative synchroniza­
tion guarantees strict processing of 
logical time by a time stamp order. 
The optimistic alternative allows a vi­
olation of the step-by-step processing 
but needs additional control mecha­
nisms that could detect and recover 
violations [37]. The simulators must 
be capable of rolling back the over­
all simulation time. Unfortunately, 
many power system simulators do 
not possess this functionality [31]. In 
the literature, synchronization meth­
ods are mainly subdivided into three 
categories: point based, event driven, 
and master–slave [38].

Point Based
While the simulation of power sys­
tem dynamics uses a time-stepped ap­
proach, the communication networks 
are typically modeled as discrete 
event systems. One intuitive synchro­
nization method is to use predefined 
synchronization points. As shown in 
Figure 15, individual simulators run 
in parallel and stop at the synchro­
nization points to exchange informa­
tion. The synchronization points are 

The integration of power systems, automated 
devices, and ICT gives intelligent power grids the 
character of a cyberphysical system. 
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predetermined. However, in most cas­
es, the communication need between 
two simulators is created by events 
generated by one of the models, which, 
in the case of ICT models, may even 
have a stochastic nature [39].

The point-based synchronization 
method may introduce inaccuracies 
in the cosimulation. When system out­
put variables need to be exchanged 
between two synchronization points, 
both subsystems have to wait until the 
next synchronization point. This delay 
introduces error accumulation into the 
simulation and possibly impairs the 
accuracy of the overall simulation re­
sults. A simple solution is to reduce the 
time interval between synchronization 
points, e.g., to exchange data in each 
time step of power system dynamic 
simulation [40]. In [41], an advanced 
point-based synchronization approach 
is proposed, in which the next synchro­
nization point is not predefined but 
given as a parameter to the continuous 
power system simulator.

Event Driven
In [42], a global event-driven cosimula­
tion framework is proposed. The event-
driven synchronization is shown in Fig­
ure 16. It treats each iteration round of 
the continuous power system simula­
tion as discrete events and mixes them 
with communication network events. 
All the discrete events form an event 
queue (as shown in Figure 16) in chron­
ological order. A global event sched­
uler checks the event queue and indi­
vidually handles corresponding control 
for power system events and commu­
nication network events. Both simula­
tors can suspend themselves and yield 
the control back to the scheduler when 
subsequent events occur.

The discrete event specification 
formalism could be used to model 
both the power system and the com­
munication network simulation. It pro­
vides a rigorous mathematical basis 
for simulating hybrid system models 
[43] and is widely used for event-driv­
en synchronization.

Using the event-driven method, 
the time step size of the power system 
simulation significantly impacts the 
overall cosimulation time. Besides, 

the interface between simulators can 
be a performance bottleneck, grinding 
down scalability. In [42], as the sys­
tem scale grows, the simulation time 
increases because of the increased 
number of interactions in the inter­
face. Hence, the performance is highly 
dependent on the capabilities of the 
respective interfaces.

Master–Slave
The third type of synchronization me­
chanism, shown in Figure 17, is a typical 
master–slave configuration that allows 
one simulator (often the discrete-event 
simulator) as a master simulator to 
coordinate the entire cosimulation. In 

Figure 17, the communication network 
simulator (as the master) controls the 
power system simulator (as the slave) 
throughout the simulation process. 
The master starts the simulation at .t0  
When the event at t1  needs the infor­
mation from the slave, the master co­
ordinates the slave to simulate from t0  
to t1  and sends data to the master. For 
the master–slave approach, the syn­
chronization performance is limited by 
the capabilities of the master simulator.  
As discussed in [44], the drawbacks are 
as follows:

■■ Events generated in the slave can­
not be communicated to the master 
immediately.

Communication Network Event Simulation

Event Queue

Power System Dynamic Simulation

Steps:

Events: 1

1

2

2

3

3

4 5

FIGURE 16 – An event-driven synchronization method based on [42].

One way to increase computational power  
is to use faster computers, i.e., with more memory 
and cache, faster processing unit, and so on. 

t

t

Steps:

Start

t0 t1 t2

Events: 1 2 3 4 5

Communication Network Event Simulation

Power System Dynamic Simulation

Synchronization
Point 1

Synchronization
Point 2

FIGURE 15 – The point-based synchronization method.
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■■ Execution is typically sequential.
■■ Scalability issues inhibit the inte­

gration of an arbitrary number of 
simulators.
The latter can potentially be over­

come if one dedicated master algo­
rithm is used to orchestrate all the 
simulators that act as slaves. All the 
slaves have to tell the master when 
their next event is anticipated. The 
master then picks the time of the ear­
liest event in this list and declares it to 
all the slaves as the next synchroniza­
tion point.

Figure 18 shows an example where 
the master tells slave 2 (the power sys­
tem simulator) the time ,ti1  which is the 
time of the first event in slave 1 (the com­
munication network simulator). Each 
slave executes a simulation to ,ti1  where 
finally data exchange takes place (not 
shown in the figure for simplicity). The 
next events are at ti2  and .t j1  The latter 
wins, since it is earlier, so the next syn­
chronization point is at .t j1  Slave 1 has 
to roll back the simulation time from ti2  
to ,t j1  since it normally jumps from one 
event to the next.

Practical Considerations
Recent work on cosimulation of power 
systems and ICT infrastructure has 
addressed time synchronization with 
sophisticated methods [45]. The major­
ity of these cosimulation platforms fo­
cus on the integration of one power sys­
tem simulator with one communication 
network simulator. However, intelligent 
multienergy systems (e.g., power-to-
heat settings with market integration) 
need multiphysics capabilities and large 
scalability. The corresponding cosimu­
lation needs to couple more than one 
physical system. For this case, simple 
synchronization mechanisms work 
for coupling two simulators but would 
fail when coupling more. The second 
master–slave method with a dedicated 
master algorithm shown in this section 
could be used.

From the preceding, it can be de­
duced that in many cases the design­
ers have to make a tradeoff between 
accuracy, efficiency, and scalability. It 
should be noted that the accuracy and 
efficiency in coupling depend on the 
simulation tools selected, the inter­
faces, and the synchronization mech­
anisms. This also implies the level of 
control the designer could have on the 
simulation tools (compare the black-
box versus open simulators, discussed 
in the section “A Software Perspective 
on Cosimulation”).

Solvers for Better Synchronization 
Between Continuous ODEs and 
Discrete Event Models
The synchronization methods dis­
cussed in the previous subsection are 
a result of continuous simulators that 
are unable to produce or react to asyn­
chronous events, that is, events that 
occur between the points in time at 
which the continuous model is solved. 
An alternative approach is taken with 
the quantized state system (QSS) fam­
ily of solvers [46]. As opposed to tradi­
tional numerical differential equation 
solvers that are designed to determine 
the value that the solution to a differ­
ential equation assumes at a given 
point in time (time discretization), 
QSS solvers are designed to determine 
the earliest point in time at which 
the solution to a differential equation 

The accuracy and efficiency in coupling depend on 
the simulation tools selected, the interfaces, and the 
synchronization mechanisms.

(Slave 2)
Steps:
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(Slave 1)

(Master)
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FIGURE 18 – A master–slave synchronization method: using a dedicated master component.

FIGURE 17 – A master–slave synchronization method: one simulator acts as the master.
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assumes a given value (state variable 
quantization). In this sense, QSS solv­
ers transform the continuous system 
described through differential equa­
tions not into a discrete time system 
but into a discrete event system. Every 
time the state variable moves from 
one quantization state to a neighbor­
ing one, a threshold-crossing event  
is generated.

In the context of cosimulations, 
this is an interesting property, since 
it facilitates the integration of continu­
ous and event-based simulators. As an 
example, let us consider a case where 
a digital control system must react to 
an overvoltage in a power grid. Follow­
ing the traditional time discretization 
approach, to determine the moment 
in time when a control action must 
be taken, an iterative root-finding al­
gorithm would be required to find 
the threshold crossing. Following the 
QSS approach, determining the point 
in time when the overvoltage occurs 
is straightforward if one of the quan­
tization states is defined to match the 
upper voltage limit.

Despite their promising properties 
[46], QSS solvers are not as mature as 
traditional solvers, and no commer­
cial power system simulators imple­
ment them yet.

Conclusions
In this article, the fundamental concepts 
behind cosimulation of intelligent power 
systems were described. Software in­
terfaces, numerical aspects, and coor­
dinating individual simulators were dis­
cussed for both the power engineering 
and the ICT domain.

Cosimulation appears to be a pow­
erful tool for dealing with complex, 
heterogeneous systems that can be in­
vestigated in neither an analytical nor 
a purely experimental fashion. Cosimu­
lation has the advantage of easier mod­
eling, since the individual subdomains 
are described within their native tools 
and languages.

The challenges, however, are mas­
sive. Validation is commonly done at 
the subsystem level. System-level vali­
dation of the system under test must 
be achieved with either full hardware 
tests or hardware-in-the-loop. Aside 

from the validation aspects, software 
interoperability is often not given or 
not possible, and numerical phenom­
ena and problems are even sometimes 
unsolvable. The performance and flex­
ibility of the models are often not satis­
fying, but the method itself still enables 
us to perform unprecedented analysis 
of intelligent power systems.

Part 2 on this subject will provide 
a dive into practical aspects of co­
simulation, such as how to integrate 
hardware-in-the-loop simulators, and 
will give an example of how complex 
smart grid questions can be ana­
lyzed by combining electromechani­
cal with electromagnetic transients 
simulations.
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