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summary

Carbon Capture and Storage (CCS) is an effective method for reducing CO, emissions by permanently
storing captured CO, underground. Depleted oil and gas fields are promising CCS targets due to their
well-characterised nature. However, injecting high-pressure CO, into low-pressure reservoirs can lead
to hydrate formation due to Joule-Thomson (JT) cooling and phase changing during CO, injection,
potentially reducing injectivity.

Since hydrate formation mainly occurs in the near-wellbore, it is essential to assess the influence of
mud filtrate and formation damage on CO, hydrate formation. Oil-based mud (OBM) can invade the
formation, making its filtrate the first material to interact with injected CO,. This study addressed the
impact of the synthetic OBM filtrate, represented by dodecane, CaCl,-15wt%, and W/O emulsion, on
CO, hydrate formation in micromodel experiments, focusing on hydrate morphology and saturation.

Results show that the interaction between CO, and synthetic OBM filtrate can induce CO, hydrate for-
mation under certain pressure-temperature conditions. Instability of the OBM filtrate emulsion during
low-temperature CO, injection, followed by water droplet coalescence, increases the water-CO, con-
tact area, thereby promoting hydrate formation. Experiments involving oil and W/O emulsion revealed
a distinct hydrate morphology, with hydrates present not only at the CO,-water interface but also within
the CO; flow pathways.

The study also highlights that high salinity CaCl,—15wt% acts as a CO, hydrate inhibitor. In the pres-
ence of synthetic OBM filtrate, hydrate saturation is higher than in the system containing only CaCl,—
15wt% or a combination of CaCl,—15wt% and dodecane, likely due to enhanced water—CO, contact
from droplet coalescence in the W/O emulsion.

Furthermore, the impact of formation damage on near-wellbore pressure and temperature relative to
the hydrate stability zone (HSZ) was examined. Mud filtrate can reduce permeability, while hydrate
formation can exacerbate this damage. Such changes alter local thermodynamic conditions, requiring
a coupled wellbore—reservoir simulation to capture the dynamic interactions.

Simulation results indicate that greater formation damage may reduce the risk of hydrate formation by
increasing the temperature and pressure in the near-wellbore. If hydrate occurs and leads to additional
permeability impairment, it could result in increased bottom-hole temperatures. Such a temperature
rise may help dissociate the hydrates, provided the increase is sufficient to shift the system out of the
HSZ. Formation damage due to mud filtrate (30-60% permeability reduction) typically keeps pressure
and temperature conditions within the HSZ. Additional damage due to hydrate formation (80-90% per-
meability reduction) significantly increases bottom-hole pressure (BHP) and bottom-hole temperature
(BHT), thus shifting the pressure and temperature conditions outside the HSZ. Notable changes in both
BHP and BHT occur when the radius of the damaged zone increases from 0 to approximately 0.5 me-
ters. Beyond this threshold, further increases in damaged radius result in only marginal BHP and BHT
changes.
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Introduction

1.1. Relevance of the Study

Carbon Capture and Storage (CCS) is one of the effective methods for reducing carbon dioxide (CO,)
emissions, as it captures CO, and stores it permanently underground to prevent atmospheric release
(Davoodi et al., 2023; Schellart, 2024) as illustrated in Figure 1.1. However, to create a substantial
global impact, CCS projects must be implemented on a large scale, with continuous improvements in
storage sites and capacity in the coming years (Skogestad et al., 2024). CCS is a proven and safe
technology that has been successfully implemented in Europe since 1996 through the Sleipner project
in Norway, and it remains a key strategy to achieve climate neutrality (IOGP, 2025). Europe is actively
promoting greater CO, storage and injection capacity, with 52 projects targeting a combined capacity
of 126 MtCO./yr by 2030, 19 of which focus on depleted oil and gas reservoirs (IOGP, 2025).

CO: TRANSPORT
Captured COz is compressed or liguified
- before being transported via pipelines
] or ships to the storage sites.

i

COz STORAGE
C0: CAPTURE CO:zis injected for

C0z emissions are captured from heavy permanent storage into
industry sectors such as power plants, depleted oil & gas fields
cement, steel and petrochemical industries. )z or saline aquifers.

Figure 1.1: lllustration of CCS operation (IOGP, 2025).

One of the most promising targets for CCS is depleted oil and gas fields, as they are typically well-
characterized during exploration, production, and post-production stages (IEAGHG, 2022). These
reservoirs offer reliable capacity estimates, good storage integrity, and relatively high technical feasi-
bility (Heidarabad and Shin, 2024). However, injecting high-pressure CO, into low-pressure depleted
reservoirs leads to the Joule-Thomson (JT) cooling effect caused by the isenthalpic expansion of CO,
and also phase changing of the CO, which creates the pressure and temperature condition at the
phase boundary between gas and liquid which can severely reduce the temperature of the well and
reservoir (IEAGHG, 2024). When CO, contact with water at this low temperature, it poses a risk of
hydrate formation that can significantly reduce CO- injectivity into the reservoir (IEAGHG, 2024; Indina
et al., 2024; Hoteit, Fahs, and Soltanian, 2019).

Since hydrate formation primarily occurs in the near-wellbore region, evaluating the impact of the near-
wellbore condition on CO, hydrate formation is essential. This region is often affected by the invasion of
mud filtrate during drilling and is also where the formation damage is most likely to occur. Such damage,
typically in the form of reduced permeability, can alter local pressure and temperature conditions during

1
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COs, injection. Furthermore, if CO5 hydrate forms in this region, it can act as an additional source of
formation damage, further influencing the pressure—temperature behavior near the wellbore.

Oil-based mud (OBM) is a type of the drilling fluid that commonly used for drilling in depleted reser-
voirs (Orun, Akpabio, and Agwu, 2023). OBM provides better thermal and chemical stability than
water-based mud (WBM), particularly in complex shale formations, and offers improved lubrication
while reducing corrosion from gases like CO, and H,S. OBM is a water-in-oil (W/O) emulsion, typically
consisting of base oil as the continuous phase, water (brine) as the dispersed phase, and various addi-
tives such as emulsifiers, weighting agents, filtration control agents, and viscosifiers (J. Li et al., 2022).
Filtrate invasion during drilling and completion can cause formation damage in the near-wellbore region
(Emiliani et al., 2005). During CO,, injection, the gas first contacts the invaded zone before reaching
the main reservoir. Therefore, assessing the effect of OBM filtrate on CO, hydrate formation is critical,
particularly in the near-wellbore region.

The role of OBM in hydrate risk has been well studied in drilling operations. Grigg and Lynes (1992)
found that OBM acts as a methane hydrate inhibitor in deepwater drilling environments. Similarly,
Skogestad et al. (2024) evaluated the capability of OBM to mitigate CO, hydrate formation in CCS
applications targeting depleted reservoirs. However, most of these studies rely on bulk-phase models
to evaluate hydrate risk during drilling. The effect of OBM on CO4 hydrate formation in porous media,
especially in the context of CO, injectivity, remains underexplored.

OBM as an emulsion composed of oil, brine, emulsifiers, and other chemical additives, presents a com-
plex system whose interaction with CO, hydrate formation in porous media is still not well understood.
Previous studies have shown that oil can act either as a promoter or inhibitor of hydrate formation, de-
pending on its type and concentration. However, all such studies have been conducted in bulk systems.
As a result, critical aspects such as hydrate morphology and its effects on permeability impairment in
porous structures remain unknown. No existing literature has been found that experimentally investi-
gates the impact of oil and its components on CO, hydrate formation within porous media.

The role of salt as an hydrate inhibitor has been extensively studied, particularly in bulk fluid systems.
However, when both brine and oil are present, the interaction and behavior of CO, hydrate formation be-
come significantly more complex and are not yet well understood. This knowledge gap becomes even
more pronounced in the case of emulsions, where the mechanisms governing CO, hydrate formation
and stability remain largely unexplored.

This research addresses this gap by evaluating the impact of the primary components of OBM filtrate,
such as base oil, brine, and W/O emulsion, on CO, hydrate formation in porous media. Dodecane,
CaCl,-15wt%, and Span80 were used to represent base oil, brine, and emulsifier, respectively, in cre-
ating a W/O emulsion as synthetic OBM filtrate. The study aims to improve the understanding of how
OBM filtrate and its main components influence CO, hydrate saturation, particularly in micromodel
experiments.

Lastly, current simulations of CO, storage and the associated risk of CO, hydrate formation predom-
inantly focus on dynamic behavior at the reservoir region. In contrast, studies that specifically inves-
tigate the near-wellbore region remain very limited. As CO, hydrates are most likely to form in the
near-wellbore zone, where complex interactions, such as formation damage in the invaded zone, can
significantly affect injectivity and overall storage performance, the study of the near-wellbore dynamics
is essential. Furthermore, the pressure and temperature change in the near-wellbore due to permeabil-
ity reduction can trigger dynamics hydrate formation and dissociation.

An accurate analysis of this region must also account for the dynamic conditions within the wellbore
during CO, injection, since bottomhole parameters derived from the wellbore model serve as input for
the reservoir simulation (Estrada, 2023). Neglecting wellbore processes in CCS operations can lead
to inaccurate predictions of bottomhole pressure and temperature, as well as an oversimplified repre-
sentation of wellbore-reservoir interactions, which compromises the reliability of numerical simulations
(Moslehi and D. Voskov, 2025). Therefore, to obtain more realistic and reliable predictions, it is essen-
tial to model this interaction using a coupled wellbore—reservoir simulation approach (Moslehi and D.
Voskov, 2025).
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1.2. Research Questions
This research aims to investigate the following key questions:

Question 1: What are the effects of the synthetic OBM filtrate as the fluid/chemical component, repre-
sented by dodecane, CaCl;-15wt%, and W/O emulsion, on the formation of the CO, hydrate in porous
media?

* What are the characteristic morphologies of CO, hydrate in the presence of the synthetic OBM
filtrate?

* How does the presence of the synthetic OBM filtrate influence the CO- hydrate saturation in the
micromodels?

Question 2: What is the impact of formation damage on the pressure and temperature in the near-
wellbore in relation to the CO, hydrate stability zone?

1.3. Report Structure

This thesis is systematically structured to address the research objectives and questions outlined in
section 1.2. It comprises seven chapters, each contributing to a comprehensive investigation of the
influence of oil-based mud and formation damage on CO, hydrate formation in depleted reservoirs.
The chapters are organized as follows:

» Chapter 1 - Introduction: Explains the relevance of the study, presents the research questions
and scope, and outlines the overall structure of the report.

» Chapter 2 - Theoretical Background: Reviews the literature and fundamental concepts, in-
cluding CCS in depleted reservoirs, the Joule-Thomson cooling effect, CO, hydrate formation,
oil-based mud, formation damage near the wellbore, applications of the micromodel experiments,
and coupled wellbore-reservoir simulation.

» Chapter 3 - Methodology: Describes the experimental setup and procedures for the micromodel
experiments, along with image analysis and data processing methods. It also introduces the as-
sumptions and parameters for the wellbore and reservoir models, initial and boundary conditions,
simulation tools used, and the sensitivity scenarios for the coupled wellbore-reservoir simulations.
This chapter also explains the key assumptions and limitations of both the experiments and sim-
ulations.

» Chapter 4 - Micromodel Experiment Results: Presents and analyzes the results of each ex-
periment, including the hydrate morphology, hydrate saturation, and dissociation temperature.

* Chapter 5 - Coupled Wellbore-Reservoir Simulation Results: Provides simulation results on
the impact of permeability of the damaged zone and radius of the damaged zone on the pressure
and temperature in the near-wellbore in relation to CO, hydrate stability zone.

» Chapter 6 - Discussions: Discusses findings from the experiments and simulations to answer
the research questions.

Chapter 7 - Conclusions and Recommendations: Summarizes the key outcomes of the study,
answers the research questions, and provides recommendations for future research.



Theoretical Background

2.1. CCS in Depleted Reservoirs and Near-Wellbore Cooling Effect

CCS is recognized as one of the key strategies for reducing atmospheric CO, emissions from human
activities. It involves a series of technological steps: capturing and concentrating CO, from industrial
and energy-related sources, transporting it to a suitable storage site, and injecting it into a subsurface
rock formation for long-term isolation from the atmosphere. Several types of geological formations
have been extensively studied for CO, storage, including depleted oil and gas reservoirs, deep saline
aquifers, unmineable coal seams, and basalt formations. (Metz et al., 2005; IOGP, 2025)

Depleted fields are among the most favourable sites for CO5 injection due to their well-characterised

properties throughout the exploration, production, and possibly post-production phases (IEAGHG, 2022).
Their storage capacities are well known, and they typically offer good containment and high technical

feasibility (Heidarabad and Shin, 2024). These fields are characterized by low reservoir pressures as

a result of hydrocarbon extraction during production. According to C. M. Oldenburg, Pruess, and Ben-
son (2001), pressures in depleted gas reservoirs generally range from 20 to 50 bar, with temperatures

between 27-120 °C. In contrast, CO, is commonly injected in a dense phase at high pressure. As a

result, injecting high-pressure CO, into low-pressure depleted reservoirs can lead to the JT cooling ef-
fect, caused by isenthalpic expansion. Additionally, phase changing of the CO, during injection, which

creates the pressure and temperature condition at the phase boundary between gas and liquid, can

severely reduce the temperature of the well and reservoir (IEAGHG, 2024). When CO, contact with

water at this low temperature, it poses a risk of hydrate formation that can significantly reduce CO,

injectivity into the reservoir (IEAGHG, 2024; Indina et al., 2024; Hoteit, Fahs, and Soltanian, 2019).

JT cooling is a phenomenon that refers to the temperature drop experienced by a real gas, such as
CO,, during expansion from high pressure to low pressure at constant enthalpy (adiabatic conditions).
This occurs due to a sudden volume increase, which increases intermolecular distance and reduces
kinetic energy, especially in non-ideal gases. During CO injection into depleted gas reservoirs, where
reservoir pressure is extremely lower than the injection pressure, this cooling effect can be significant.
The system is typically considered adiabatic, meaning no heat is exchanged with the surroundings.
Therefore, the expansion results in a change in internal energy and potential energy, with no external
heat input. The JT cooling process is at constant enthalpy. From experiments, the temperature change
with respect to pressure at constant enthalpy defines the Joule-Thomson coefficient as described in
Equation 2.1. (Curtis M. Oldenburg, 2007; Scheffer, 2022)

oT
(),

A positive p ;7 implies cooling during expansion. The magnitude of u ;1 indicates the cooling inten-
sity, which is important in predicting temperature changes and assessing thermal impacts during CO»
injection.
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Figure 2.1a shows the CO; injection process from the CO, capture and compression station to its
injection into the reservoir. During pre-injection, the CO, is compressed into a supercritical fluid (A).
The bubble point of CO, is much higher than the reservoir pressure. As CO, flows through the pipeline
to the wellhead, pressure and temperature decrease, leading to a phase change from supercritical to
liquid (B). Subsequently, CO, vaporizes within the tubing and near the wellbore. Due to the significant
difference between the injection pressure and reservoir pressure, the CO, density drops sharply (C)
(Hoteit, Fahs, and Soltanian, 2019). Along with the Joule-Thomson cooling process, the vaporization
process leads to latent heat absorption, which also significantly cools down the surroundings.

(a) Schematic of CO, Injection Process in Depleted Reservoir (b) CO, Pressure-Enthalpy Diagram
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Figure 2.1: (a) Schematics of CO» injection process in depleted reservoir (Hoteit, Fahs, and Soltanian, 2019), (b) CO2
Pressure-Enthalpy Diagram (diagram adapted from (Lavrik, 2017)), (c) Pressure and Temperature Diagram for binary system
water-CO». Thick lines are three phase-equilibrium curve. Gray area is region of two-phase hydrate-gas equilibrium. Q1 and
Q2 mark the upper (WHL¢02G) and lower (IHWG) quadruple point, respectively. (Voronov et al., 2016). Green dot illustrates

the pressure and temperature injection in the wellhead, while red dot illustrates pressure and temperature in the near-well
during COx, injection.

Figure 2.1b illustrates the significant temperature change during CO- injection in a depleted reservoir.
Assuming an injection pressure of 100 bar and an injection temperature of 20 °C (green point), when
injecting CO,, into a depleted reservoir with a reservoir pressure of 30 bar, the isenthalpic cooling effect
causes the temperature in the reservoir/wellbore to drop significantly to 0 °C (red point). This condition
leads the near-wellbore condition to enter the CO, hydrate stability zone (HSZ), illustrated by the grey
area in Figure 2.1c.

2.2. CO, Hydrate Formation in Porous Media

CO, hydrates are crystalline, ice-like solids that form when low molecular weight gases and water
molecules combine under specific thermodynamic conditions (Sloan and Koh, 2008). In this structure,
water molecules create a hydrogen-bonded lattice that traps CO, molecules inside cage-like cavities
(Sloan and Koh, 2008; Mahnaz Aghajanloo, Lifei Yan, et al., 2024). Figure 2.1c shows an example
of a pressure—temperature diagram for CO, hydrate. The hydrates form within the HSZ, as indicated
by the grey area. Induction times for hydrate nucleation are stochastic and difficult to predict, while
metastable states can occur during the hydrate growth phase (Sloan and Koh, 2008). The hydrate
formation process depends on several factors, such as fluid composition, geometry, surface area, water
contaminant, degree of turbulency, presence of additives, and degree of subcooling (Sloan and Koh,
2008; Gambelli, Filipponi, and Rossi, 2022).
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There is a notable distinction between hydrate formation in bulk fluids and within porous media. Porous
media possess a high specific surface area, enhancing the gas—water interface and offering abundant
solid surfaces for water molecules to organize and initiate nucleation. However, when pore sizes are
relatively large, hydrate formation conditions resemble those of the bulk phase, as gas molecules tend
to occupy micropores where water activity is minimal. As pore size decreases, the risk of hydrate
formation is reduced due to lower water activity caused by dominant capillary forces, which shift the
hydrate phase boundary to the left. Consequently, hydrate dissociation temperatures in porous media
are lower than in bulk systems, also attributed to the influence of capillary forces.(Mahnaz Aghajanloo,
Lifei Yan, et al., 2024)

2.3. CO, Hydrate Morphology and Permeability Reduction

In porous media, these hydrates can exhibit different morphologies, as depicted in Figure 2.2a and b.
Based on their structural characteristics, hydrate morphologies are commonly classified into five main
types, as shown in Figure 2.2b (Ren et al., 2020; Waite et al., 2009), as follows:

i) Grain-coating: hydrate forms around the grains and eventually encapsulates them;
i) Cementing: hydrate cements the intergranular contacts;
i) Pore-filling: hydrate grows freely within the pore space without connecting two or more grains;

iv) Load-bearing: hydrate bridges neighboring grains, contributing to mechanical stability by becom-
ing part of the sediment framework;

v) Patchy: hydrate develops under pore-filling conditions and evolves through Ostwald ripening in
mature, coarse-grained hydrate-bearing sediments.

Among these hydrate types, the grain-coating and pore-filling morphologies are more commonly found
in hydrate-bearing sediments (Ren et al., 2020).

(a) CO, Hydrate Morphology in Micromodel Experiment (b) lllustration of CO, Hydrate Morphology
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Figure 2.2: (a) Visual image of CO5 hydrate morphology in micromodel experiment (Schellart, 2024), (b) illustration of CO,
hydrate morphology (Ren et al., 2020) (c) Permeability reduction due to CO2 hydrate formation (Mahnaz Aghajanloo, Lifei Yan,
et al.,, 2024)

Figure 2.2a shows the morphology of CO, hydrate observed in a micromodel experiment reported by
Schellart (2024). In the experiment, Schellart (2024) also identified a newly observed hydrate morphol-
ogy: a sheet-like structure that had not been previously reported. The image clearly illustrates that, due
to its solid phase, CO, hydrate can clog reservoir pores, significantly reducing both the porosity and
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permeability of the rock. This reduction in permeability can hinder injectivity, thereby decreasing CO,
storage efficiency and capacity. Additionally, the associated cooling effect may compromise long-term
storage integrity and trigger thermal fracturing within the reservoir (Park, Berentsen, and Pater, 2024).

Figure 2.2c illustrates the impact of hydrate formation on permeability. Here, k/ksy=o represents the
ratio of permeability after hydrate formation (k) to the initial permeability before hydrate formation ksp=g.
The figure clearly shows that rock permeability decreases significantly as hydrate saturation increases.
Moreover, the type of hydrate morphology contributes differently to permeability impairment: at the
same hydrate saturation, the pore-filling morphology results in greater permeability reduction compared
to the grain-coating type. This impairment in permeability directly reduces the injectivity index of CO,
injection. As permeability declines, achieving the same injection target requires higher pressure, as
shown in Equation 2.2. In severe cases, hydrate formation may even drastically lower the injection
rate. q

1I = Ap (2.2)
where I1 is the injectivity index, ¢ is the injection rate, and AP is the pressure difference between
bottom hole and reservoir.

2.4. Dynamic of Well-Reservoir Interaction Influencing Hydrate For-
mation and Dissociation
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Figure 2.3: Dynamic change of bottom hole pressure and temperature during hydrate formation and dissociation
(Mahnaz Aghajanloo, Lifei Yan, et al., 2024).

Mahnaz Aghajanloo, Lifei Yan, et al. (2024) discussed the dynamics of well-reservoir interaction, which
influences the dynamics of hydrate formation and dissociation in the near-wellbore as illustrated in Fig-
ure 2.3. As expressed in Equation 2.2, the permeability drives the pressure drawdown in the sandface,
between the porous medium connected to the well. This pressure drawdown influences the tempera-
ture of the bottomhole. If this temperature falls below the hydrate equilibrium point, CO, hydrates begin
forming at the sandface, reducing permeability and raising wellbore pressure (P1), which subsequently
increases temperature (T1). The rate at which pressure rises depends on how quickly hydrates form
and how severely permeability is impaired. Once the temperature exceeds the hydrate equilibrium,
dissociation begins, restoring permeability and lowering pressure. However, hydrate dissociation also
releases CO,, which can locally raise pressure. The slope of the pressure—temperature curve (P1-P2)
is dictated by the hydrate dissociation rate. As pressure decreases, the well temperature also drops.
Due to the self-preservation effect, not all encaged CO, may be released, resulting in residual pressure
and temperature higher than before. With continued CO, injection, the reservoir pressure increases,
and if the temperature again drops below the hydrate equilibrium, new hydrates can form. Owing to the
water memory effect, subsequent hydrate formation may occur more rapidly and in greater volume or
with a more compact structure. This cycle of formation and dissociation continues at the well-reservoir
boundary until the reservoir pressure rises above the hydrate equilibrium line or high quadruple point
(HQP).
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2.5. Oil-Based Mud and Formation Damage

In this study, we focus on the oil-based muds (OBM) as drilling fluid for drilling CCS wells in depleted
reservoirs. OBM is commonly used for drilling in depleted reservoirs due to their superior thermal and
chemical stability compared to water-based muds (WBMs), particularly in complex shale formations.
OBMs also offer improved lubrication and help mitigate corrosion from reactive gases such as CO,
and H,S.

OBMs are typically formulated as water-in-oil (W/O) emulsions, where the oil serves as the continuous
phase and water (usually brine) is the dispersed phase. These emulsions also include various additives
such as emulsifiers, weighting agents, filtration control agents, and viscosifiers (J. Li et al., 2022). The
surfactants used in OBM formulations generally have low hydrophilic-lipophilic balance (HLB) values,
ranging from 4 to 8, which supports the stability of W/O emulsions (Emiliani et al., 2005). During drilling,
the OBM-filtrate, comprising the oil phase and excess surfactants, passes through the mud filter cake
and invades the formation (Emiliani et al., 2005).

Filtrate invasion during drilling and completion can lead to near-wellbore formation damage. The OBM
filtrate, when exposed to completion brine, may form persistent emulsion droplets that are difficult to re-
move, leading to irreversible reductions in permeability (Emiliani et al., 2005). Furthermore, interactions
between the OBM filtrate and native formation fluids (gas and connate water) can alter wettability and
further impair the reservoir’s permeability (Emiliani et al., 2005). While permeability damage is often
minimal or even beneficial in tight formations, it can be substantial in high-permeability rocks (>1,000
mD), with core tests showing damage of up to 60% in cores with permeabilities of 5,000—8,000 mD
(Davison et al., 2001).

Formation damage is typically quantified using the skin factor (S), as defined by the Hawkins formula:

(Ko Td
s= (1)) 29
where Ky and Ky represent the undamaged and damaged permeabilities, respectively, and r,, and ry
denote the wellbore radius and the radius of the damaged zone.

During CO; injection, the gas first interacts with the near-wellbore zone, which may have been altered
by OBM filtrate during drilling, before it reaches the main reservoir. This highlights the importance
of evaluating how OBM filtrate affects CO, hydrate formation under such near-wellbore conditions.
While conventional hydrocarbon wells often undergo clean-up or backflow operations to remove drilling-
induced damage, such procedures are generally impractical for CO, injection in saline aquifers or de-
pleted fields (Byrne, Gilbert, and Anderson, 2024). As a result, direct injection following well completion
is commonly applied in CCS operations (Byrne, Gilbert, and Anderson, 2024).

Hydrate formation predominantly occurs in the near-wellbore region, where conditions are susceptible
to the effects of mud-filtrate invasion. This area is also the most vulnerable to formation damage,
particularly in the form of reduced permeability. Such damage can alter local pressure and temperature
conditions during CO, injection. Furthermore, if CO, hydrate forms in this region, it may introduce
additional formation damage, further influencing the pressure—temperature behavior. As described in
section 2.4, this pressure-temperature change can influence the dynamics cycle of hydrate formation
and dissociation in the near-wellbore, which potentially impacts the CO- injectivity.

2.6. Impact of Salt, Oil, Surfactant, and W/O Emulsion on CO, Hy-

drate Formation

The following section provides a focused review of the influence of key OBM components, such as
brine/salt, oil, surfactant, and emulsion, on CO, hydrate formation.

2.6.1. Impact of Salt on CO, Hydrate Formation

Salinity is a critical factor influencing the thermodynamic and kinetic behavior of CO, hydrate formation
in porous media. When salts such as NaCl or CaCl, are present in formation brines, they dissociate
into ions and interact with water molecules, reducing water activity and disrupting the hydrogen bonding
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network essential for hydrate cage formation. This mechanism makes salts function as thermodynamic
hydrate inhibitors (THIs). The effectiveness of this inhibition depends on the type and concentration
of the salt. In general, CaCl, exhibits a stronger inhibitory effect than NaCl due to its divalent calcium
ions, which have higher charge density and stronger interactions with water molecules, resulting in a
more substantial reduction in hydrate formation temperature, especially at low temperatures. (Mahnaz
Aghajanloo, Lifei Yan, et al., 2024; M. Aghajanloo et al., 2024)

Simulation results have confirmed that increasing salt concentrations shifts the CO, hydrate phase
boundary, leading to decreased hydrate formation temperatures and pressures as presented in Fig-
ure 2.4 (M. Aghajanloo et al., 2024). Based on experiment conducted by Esfahani (2023), the inhibitory
effect is more pronounced with CaCl,, which not only delays hydrate nucleation but also causes less
permeability reduction compared to NaCl. Moreover, CaCl, is fully compatible with inhibitors like MEG
and methanol and does not precipitate easily, unlike NaCl, which tends to crystallize under certain
conditions (Esfahani, 2023).
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Figure 2.4: CO, hydrate pressure-temperature boundary diagram as the presence of NaCl and CaCl, (adapted from
(M. Aghajanloo et al., 2024)).

Experimental findings also show that hydrate morphology, induction time, and permeability damage
vary depending on the salt type. For instance, CaCl, extends the induction time and causes less
permeability damage than NaCl due to its higher solubility and lower tendency to precipitate (Esfahani,
2023; M. Aghajanloo et al., 2024). Additionally, increasing mean water activity, regardless of salt type,
slightly decreases hydrate saturation and reduces the normalized permeability impairment (Mahnaz
Aghajanloo, Lifei Yan, et al., 2024).

2.6.2. Impact of Oil on CO, Hydrate Formation

The formation behavior of CO, hydrates in the presence of oil and its components has been extensively
studied through experimental setups such as high-pressure visual autoclaves, stirred tank reactors, and
isochoric stepwise heating methods. These studies examine the role of various types of oil, such as
gas condensates, paraffinic and heavy crudes, waxes, asphaltenes, and long-chain alkanes such as
n-dodecane and n-tetradecane in hydrate nucleation and growth. However, all of these studies were
conducted in bulk systems. No literature has been found reporting experimental investigations on the
impact of oil and its components on CO, hydrate formation in porous media.

The results indicate that oil can act either as a hydrate formation promoter or inhibitor, depending on
its composition and concentration. Lighter components such as gas condensates and n-dodecane
promote hydrate formation by increasing CO, solubility and expanding the gas—liquid interfacial area,
thereby reducing induction time and enhancing CO, uptake (Sandoval, 2019; W. Dai, 2022). In con-
trast, heavier fractions like asphaltenes and waxes tend to inhibit hydrate formation. Asphaltenes, as
observed by Zhang et al. (2021), delay nucleation by adsorbing at the oil-water interface and disrupting
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the hydrogen bonding required for hydrate cage formation, while waxes hinder gas diffusion and ther-
mal transport. Interestingly, flocculated asphaltenes under certain conditions may modify interfacial
characteristics in a way that promotes hydrate formation (Sinquin, 2001).

M.-L. Dai et al. (2020) provided thermodynamic insights using a stepwise heating method under con-
stant volume conditions to evaluate CO,—n-dodecane—water systems at different oil mass fractions
(0.33-0.60) as presented in Figure 2.5. Their results showed that the addition of n-dodecane had little
influence on hydrate equilibrium conditions at lower pressures. However, at higher pressures, small
additions of n-dodecane promoted hydrate formation at higher temperatures. In contrast, excessive n-
dodecane concentrations shifted the phase equilibrium to lower temperatures, thereby inhibiting CO,
hydrate formation rather than promoting it.
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Figure 2.5: CO, hydrate equibrium condition in the presence of n-dodecane. w is the mass fraction of n-dodecane in the
water + n-dodecane liquid phase (M.-L. Dai et al., 2020).

2.6.3. Impact of Surfactant on CO, Hydrate Formation

Surfactants have been widely studied for their ability to influence gas hydrate formation, particularly for
CO, and other guest molecules. Some surfactants have been observed to enhance hydrate formation
kinetics, but other surfactants have no influence on improving hydrate formation, and the mechanism
by which surfactants promote hydrate formation is not well understood (Song and Z. Sun, 2022).

Kumar et al. (2015) found that among the types of surfactants, the anionic surfactants were the most
effective in promoting hydrate formation by reducing induction time and enhancing nucleation and
growth rates. The proposed mechanisms include enhanced gas solubility, lowered interfacial tension
improving gas—water contact, and altered hydrate morphology that enables continuous capillary-driven
water supply to the hydrate interface. However, the promoting effect of surfactants is highly system-
dependent, and their influence varies with gas type, liquid medium, and reactor configuration.

M. Li et al. (2018) conducted an experimental study to investigate the effect of Span80 (sorbitan
monooleate), a typical anti-agglomerant, on the interaction between cyclopentane (CyC5) hydrate parti-
cles and water droplets using a micromechanical force (MMF) apparatus. Span80 was dissolved in the
CyC5 phase at concentrations ranging from 0.01 wt% to 1 wt%, and experiments were performed at two
temperatures: 1.5°C and 7°C. The results showed that Span80 generally stabilizes the droplet-hydrate
interface, thereby inhibiting hydrate agglomeration. However, when the water droplet interface failed,
the interaction behavior became temperature-dependent. At 1.5°C, the water droplet spontaneously
spread over the hydrate surface due to a significant reduction in interfacial tension, resulting in rapid
hydrate formation and promoting agglomeration. Under these conditions, Span80 reduced the time
required to separate the droplet from the hydrate particle, inadvertently accelerating contact. In con-
trast, at 7°C, capillary bridging dominated the interaction behavior. The presence of Span80 effectively
reduced the capillary force by lowering the water—CyC5 interfacial tension, thereby enhancing its anti-
agglomeration performance. This study highlights that while Span80 can act as an effective hydrate
anti-agglomerant, its performance is highly sensitive to temperature and interfacial force dynamics.
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Recent studies add nuance to this understanding. Song and Z. Sun (2022) reported that anionic surfac-
tants had no clear promoting effect on cyclopentene hydrate formation, whereas nonionic surfactants
like Tween80 and AEO-9 showed measurable enhancement. Lv et al. (2022) emphasized the role of
the hydrophile-lipophile balance (HLB) of surfactants: surfactants with HLB values between 4.3 and
9.2 inhibited hydrate nucleation, while those with HLB > 10.2 promoted hydrate formation. These find-
ings suggest that beyond the ionic type, the molecular structure and HLB value of surfactants play a
critical role in determining whether they act as promoters or inhibitors in CO, hydrate systems.

2.6.4. CO, Solubility and CO, Hydrate Formation in the Presence of Emulsion
Understanding CO, behavior in emulsified systems is essential for evaluating its implications in hy-
drate formation. Recent studies have highlighted how CO, solubility, phase dispersion, and interfacial
dynamics in the emulsion system influence hydrate formation kinetics and emulsion stability.

In the hydrate study by Galfré et al. (2011), the use of cyclopentane-water emulsions demonstrates that
CO, hydrate formation is enhanced in emulsified systems. Cyclopentane acts as a thermodynamic
and kinetic promoter, significantly lowering the hydrate formation pressure and reducing induction time
when dispersed as emulsion droplets. The emulsion provides a high interfacial area and facilitates
CO,, transport to the water phase, where hydrate nucleation occurs. This emphasizes the crucial role
of phase dispersion and droplet size in hydrate kinetics.

The work by Hu, Trusler, and Crawshaw (2017) highlights the rheological changes in heavy oil/water
emulsions upon CO, dissolution. Dissolved CO, lowers the viscosity of the continuous oil phase and
alters emulsion flow behavior by increasing the critical shear rate at which phase inversion occurs. At
high CO, pressures, the emulsion demonstrates a viscosity drop and potential inversion from W/O
to O/W structure. These findings suggest that CO, alters both the bulk and interfacial properties of
emulsions, potentially compromising emulsion stability under dynamic conditions.

Similarly, G. Sun et al. (2018) reveal that CO, dissolved in crude oil weakens the viscoelastic interfa-
cial film formed by asphaltenes and resins, reducing emulsion stability. CO, causes destabilization of
asphaltenes and alters the pH of the water phase, diminishing the interfacial elasticity. This facilitates
droplet coalescence and water separation in water-in-oil (W/O) emulsions. The study combines inter-
facial viscoelasticity measurements and water separation tests to confirm that CO; is a destabilizing
agent in crude oil emulsions, particularly at higher pressures.

X. Sun etal. (2022) investigates CO, solubility in water-based (WBM) and oil-based drilling fluids (OBM),
demonstrating that CO, has significantly higher solubility in OBM than in WBM. This is attributed to the
non-polar nature of oil, which aligns with the physicochemical properties of CO,. Electrolytes and
polymers in WBM reduce CO; solubility through salting-out and molecular crowding effects. Their
experimental data and predictive models show a consistent increase in solubility with pressure and a
decrease with temperature.

Taken together, these studies show that while CO, is highly soluble in the oil phase of W/O emulsions,
its presence poses a dual effect: it disrupts emulsion stability and simultaneously enhances the condi-
tions for CO, hydrate formation. The high solubility of CO, in oil enables rapid diffusion into dispersed
water droplets, increasing local CO, concentration and promoting hydrate nucleation. However, this
dissolution leads to the softening of interfacial films and lower droplet resistance to coalescence. Thus,
CO;, solubility in W/O emulsions plays a critical role in both destabilizing the emulsion microstructure
and accelerating hydrate growth due to increased interfacial mass transfer and thermodynamic favora-
bility.

2.7. Coupled Wellbore-Reservoir Simulations

As described in the section 2.4, the impact of pressure and temperature (PT) in the wellbore is crucial
for the dynamic CO, hydrate formation and dissociation process. As the formation damage impact
the permeability in the wellbore which impact to the PT change in the wellbore, simulating the impact
of formation damage is essential. Furthermore, as the hydrate formation also introduce an additional
damage, it will also impact on PT behaviour in the near-wellbore.

To evaluate the impact of formation damage on pressure and temperature in the near-wellbore region,
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a coupled wellbore—reservoir simulation is essential. Neglecting wellbore processes in CCS operations
can lead to inaccurate predictions of bottomhole pressure and temperature, as well as an oversimpli-
fied representation of wellbore—reservoir interactions, which compromises the reliability of numerical
simulations (Moslehi and D. Voskov, 2025). In particular, for cold CO, injection into depleted hydrocar-
bon reservoirs, using the tubing head temperature as a proxy for bottomhole temperature is misleading,
since CO, experiences both heating from the geothermal gradient and cooling due to expansion (Joule—
Thomson effect) along the wellbore (Moslehi and D. Voskov, 2025). Integrating the wellbore with the
reservoir model allows these thermal and pressure dynamics to be captured more accurately, thus
improving model fidelity and operational predictions (Nimwegen et al., 2023; Estrada, 2023).

In the coupled simulations, the reservoir model often functions as a plug-in to the wellbore model, with
the latter governing the overall simulation and providing boundary conditions, while the reservoir model
calculates the resulting flow rate, whether for injection or production scenarios (Estrada, 2023). Accu-
rate reservoir characterisation is crucial for predicting CO, plume propagation, but injection conditions
themselves, particularly injection rate and temperature, directly influence CO, phase behavior in the
wellbore (Strpi¢, 2022). The pressure differential between the wellhead and the incoming CO,, as well
as between the bottomhole and the reservoir, serves as a key driver of injection performance. There-
fore, a reliable simulation of CO, injection processes must also account for transient wellbore flow
conditions to provide a complete understanding of the CCS system and to optimize injection strategies
(Wan et al., 2021).
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Figure 2.6: Left figure : illustration of pressure and temperature condition using reservoir simulation only (without wellbore
simulation). Right figure : reservoir simulation result examining impact of permeability damage on the temperature in the
near-wellbore.

Figure 2.6 shows the result of a simulation that uses only a reservoir model, without coupling to a well-
bore simulation. The simulation was conducted using CMG GEM, with reservoir parameters adapted
from Curtis M. Oldenburg (2007), as detailed in the Appendix A. The near-wellbore permeability (Kq)
was varied from Ky = Ky (without any damage) to lower values representing formation damage (K4 =
0.5Kg, 0.2Ky, 0.1Kp), where Kj is the initial reservoir permeability. The results indicate that cooling ef-
fects become more pronounced as near-wellbore permeability decreases. This is because, under the
reservoir simulation setup, the bottomhole injection temperature (BHT) is held constant across all per-
meability values. To maintain a constant injection rate (Qiyj) at lower Ky, a greater pressure difference
(dPnwb) between the bottomhole and reservoir is required, which increases bottomhole pressure (BHP).
A higher dP,,, enhances Joule—Thomson (JT) cooling, resulting in greater temperature reduction near
the wellbore.

However, using only a reservoir simulation approach is inadequate, since in real field operations, both
injection pressure and temperature are controlled at the wellhead. During injection, bottomhole tem-
perature can vary, and under low-permeability conditions, it would typically be higher due to increased
pressure drop in the near-wellbore region. Therefore, a coupled wellbore—reservoir simulation is neces-
sary for more accurate modelling. Some commercial simulators are currently developing such coupling
methods, such as CMG GEM (for reservoir simulation) integrated with LedaFlow (for transient wellbore
simulation). While the initial plan for this study involved using CMG GEM coupled with LedaFlow, due to
time constraints and other circumstances, the simulations were instead carried out using DARTS-well,
developed by TU Delft, which supports coupled wellbore—reservoir simulation.
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DARTS-well is an open-source numerical model, which integrates a multi-segment, multiphase, non-
isothermal wellbore model developed using the Drift-Flux Model (DFM) with the Delft Advanced Reser-
voir Terra Simulator (DARTS) as the reservoir simulator (Moslehi and D. Voskov, 2025). The coupled
model uses the Operator-Based Linearization (OBL) approach, which efficiently manages complex
physical processes while significantly reducing computational time (Khait and D. V. Voskov, 2017). This
model enables the simulation of both transient phenomena during early injection and pseudo-steady-
state conditions during extended injection periods. The governing equations applied for the simulations
are presented in the Appendix B.

The simulator employs pressure (P) and enthalpy (H) as its primary thermodynamic variables. All ther-
mophysical properties (such as density, viscosity, temperature, and phase fractions) are subsequently
derived using appropriate equations of state. In the coupled setup, output variables from the well-
bore simulation, particularly those at the bottomhole, serve as the input for the reservoir simulation.
Conversely, any resulting changes in reservoir conditions are fed back into the wellbore model. This
bidirectional data exchange occurs continuously at each simulation timestep, ensuring full coupling
between the wellbore and reservoir domains.



Methodology

The study is divided into two parts. The first part of the study used micromodel experiments to examine
the effects of synthetic OBM filtrate in the form of water-in-oil (W/O) emulsion composed of dodecane,
CaCly-15wt% brine, and Span80 surfactant on CO, hydrate formation in porous media. Image anal-
ysis was conducted using a thresholding method in ImageJ software to distinguish between hydrate,
water, oil, and grain. CO, hydrate morphology was then interpreted, and CO, hydrate saturation was
calculated by dividing the hydrate area by the pore area of the micromodel.

The second part involved a coupled wellbore-reservoir simulation to investigate the impact of formation
damage caused by mud filtrate and additional damage caused by CO, hydrate formation on pressure
and temperature in the near-wellbore region. Formation damage was modelled by assigning reduced
permeability in the near-wellbore zone. The simulated pressure and temperature profiles were then
evaluated using a CO, hydrate phase boundary approach to assess the associated hydrate formation
risk.

3.1. Micromodel Experiments

The micromodel experiments were conducted to investigate the key characteristics of hydrate forma-
tion in porous media, including hydrate morphology, hydrate saturation, and the dissociation processes
within porous structures. The micromodel approach offers several advantages over conventional meth-
ods, including safer handling under high-pressure conditions, higher experimental throughput due to
shorter equilibration times, and time-resolved direct visualization of phenomena (Le Goff, Lagarde, and
Santanach Carreras, 2022).

Three main components were evaluated to reflect the impact of the primary constituents of OBM filtrate:
base oil as the continuous phase in OBM, brine as the dispersed phase in OBM, and W/O emulsion.

» Base Oil. Dodecane was selected as the analogue for base oil, as it was commonly used in
oil-related experiments. It had been widely referenced in CO, hydrate studies and served as a
representative model for the oil phase.

» Brine. Two types of brine were used to represent different salinity levels: NaCl-1wt% for low
salinity and CaCl,-15wt% for high salinity. NaCl-1wt% was chosen as the base case and was
assumed to represent a low salinity formation water, while CaCl,-15wt% was commonly used as
dispersed fluid in oil-based mud formulations (Patil et al., 2010).

» Water-in-Oil (W/O) Emulsion. Oil-based mud typically consisted of base oil as the continuous
phase and brine as the dispersed phase, along with additives such as emulsifiers, weighting
materials, filtration control agents, and viscosifiers (J. Li et al., 2022). For simplification, a W/O
emulsion composed of dodecane as base oil, CaCl;-15wt% as brine, and Span 80 as the emul-
sifier was used to represent the OBM.

Five experiments were conducted to analyze the effects of each component:

14
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+ Experiment #1: NaCl-1wt% brine (baseline fluid for the experiment and low salinity fluid as for-
mation water).

» Experiment #2: CaCl,-15wt% brine (high salinity brine as dispersed fluid in OBM).

+ Experiment #3: NaCl-1wt% as formation water and dodecane as the base oil (representing OBM
filtrate).

+ Experiment #4: CaCl,-15wt% as dispersed fluid and dodecane as the base oil in OBM. Those
fluids represent the mud filtrate of the OBM

+ Experiment #5: NaCl-1wt% as formation water and W/O emulsion as a simplified oil-based mud.

3.1.1. Fluids and Chemicals

Table 3.1 presents the information on the fluids and concentrations used in the micromodel experiments.
The density values were measured using an Anton Paar density meter (DMA4100M) at a temperature
of 20°C and room pressure. Table 3.2 shows the chemicals used to prepare the solutions.

Table 3.1: Type of Fluids for the Micromodel Experiments

No Fluid Density (g/cm?®)
1 NaCl-1wt% 1.0056

2 CaClz-15wt% 1.132

3 Dodecane + 0.05wt% Oil Red O 0.751

4 Water-in-Oil Emulsion 1.003

Table 3.2: Chemical Properties for Micromodel Experiments

Chemical Formula MW (g/mol) Density (g/cm?) Supplier Purity

Carbon Dioxide CO, 44.01 1.977 Linde Gas 99.7%
Sodium Chloride NaCl 58.44 2.165 Fisher Scientific ~ 99.5%
Calcium Chloride Dihydrate CaCl,-2H,0 147.02 1.835 Thermo Scientific 99%
Dodecane (mixture of isomers) Ciz2Hzs 170.34 0.751 Acros Organics 99%
Oil Red O Ca6H24N4O 408.49 0.838 Sigma Aldrich 99%

Sorbitan Monooleate (Span 80) C24H4406 428.62 0.986 Sigma Aldrich 68.4%

For Experiments #3 and #4, dodecane was doped with 0.05wt% Oil Red O to distinguish between the
oil (dodecane) and water phases for image analysis purposes. Oil Red O was selected because it is
soluble in oil and insoluble in water, and it has been widely used in laboratory experiments. Interfacial
tension (IFT) measurements using the pendant drop method were performed to examine the effect of
Oil Red O on the IFT between dodecane and brine. The open-source ImageJ and OpenDrop software
(https://github.com/jdber1/opendrop) were used to analyze the IFT values. Figure 3.1 shows that the
addition of Oil Red O slightly reduced the IFT between dodecane and brine.

For Experiment #5, the W/O emulsion was prepared using dodecane, CaCl,-15wt%, and Span 80.
Dodecane acted as the base fluid (continuous phase), CaCl,-15wt% as the dispersed phase, and
Span 80 as the emulsifier. CaCl, was chosen because it is the most common salt used for the brine in
OBM (Baker Hughes Dirilling Fluids Reference Manual 2006). A concentration of 15 wt% was selected,
as the typical range of CaCl, in OBM is 3-25wt% (Patil et al., 2010). Span 80 was chosen due to its
solubility in oil and its widespread use in oil-based mud formulations, as reported in Numkam and Akbari
(2019), Numkam and Akbari (2018), J. Sun et al. (2018), Al-Yami et al. (2018), and also in micromodel
studies by Lifei Yan et al. (2023), which use 1 - 3 wt% of Span 80 during their experiments. An oil-
water ratio (OWR) of 50%:50% (v/v) and 1wt% Span 80 were selected for the emulsion preparation.
Additionally, 0.1wt% Oil Red O was added to the dodecane to distinguish the oil and water phases and
to differentiate brine from emulsion during image analysis. The mixture was homogenized using an
IKA Turrax T50 overhead mixer. The emulsion preparation steps were as follows:



3.1. Micromodel Experiments 16

Interfacial Tension Measurement

cial Tension (mN/m)

terf

Water NaCl-1wt% CaCly-15wt%

u \Water/Brine - Air = Water/Brine - Dodecane ~ m Water/Brine - Dodecane+0.05wt% Oil Red O

Figure 3.1: Interfacial tension measurement to check the impact of Oil Red O as oil dye

1. Placed 50 ml of dodecane into a beaker glass.
2. Added 0.1wt% Oil Red O (0.05 g) and stirred manually.
3. Added 1wt% Span 80 (1.4 g) and mixed at 3000 rpm for 2 minutes.

4. Added 50 ml of CaCly-15wt% and mixed at 5000—7000 rpm for 5 minutes.
A Modular Compact Rheometer (MCR 302) was used to measure the viscosity of the emulsion. Fig-
ure 3.2 presents the viscosity profile of the emulsion at temperatures of 25°C and 0°C. The emulsion
exhibited shear-thinning behavior, as is commonly observed in OBM systems. The measured viscos-

ity values were within a reasonable range compared to typical OBM viscosities done by Fakoya and
Ahmed (2018).
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Figure 3.2: Viscosity of the emulsion at 25°C and 0°C

IFT measurements between the emulsion and NaCl-1wt% were attempted using the pendant drop
method. However, the emulsion droplet adhered to the needle, making the measurements unreliable.
Trials with a horizontal needle position and alternative methods (e.g., free-drop from a syringe) were
also conducted, but the droplet still adhered to the needle or plastic syringe.

A simple pH sensitivity test was conducted by adding 0.1 M HCI (pH = 2) to the emulsion sample at room
temperature and pressure. The result indicated that the emulsion was not sensitive to pH changes.
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3.1.2. Experimental Set Up

The micromodel experiments were conducted using a Physical Rock Network Enhanced Oil Recovery
(EOR.PR.20.2) chip, fabricated by Micronit Micro Technologies. The chip was constructed from borosili-
cate glass and fused silica and was manufactured using acid chemical etching to produce isotropic pore
structures. The design and configuration of the chip used in this study followed those described by Lifei
Yan (2024) and Schellart (2024), as shown in Figure 3.3.

The chip consisted of a porous medium structure with dimensions of 20 mm (length) x 10 mm (width),
a pore size range from 75 ym to 675 ym, and a geometric median of 280 ym. The pore depth was
20 ym. The chip’s porosity was 0.56, and its permeability was approximately 7.2 Darcy, with a pore
volume of 2.24 uL. The chip exhibited a typical water-wet wettability.

Figure 3.4 shows the pore and grain structure of the chip as a binary image alongside the corresponding
pore size distribution. In the image, black regions represent pore spaces, while white regions represent
solid grains. The graph on the right illustrates the pore size distribution, with a fitted normal distribution
represented by the solid line.

Physical Rock Network Enhanced Qil Recovery (EOR.PR.20.2) Chip

EOR.PR.20.2 ®™

Figure 3.3: Physical Rock Network Enhanced Oil Recovery (EOR.PR.20.2) chip
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Figure 3.4: Pore and grain structure of microchip and pore size distribution (adapted from Lifei Yan (2024)).

The experimental setup was adapted from Schellart (2024) and Lifei Yan (2024). Figure 3.5 presents
a schematic and a photograph of the experimental setup.

At the center of the setup, the microfluidic chip was securely mounted inside a high-pressure chip holder
and enclosed within an insulated cooling box to simulate subsurface temperature conditions required
for hydrate formation. The cooling box was covered with polystyrene foam for thermal insulation. The
cooling system, which consisted of a cooling box and an external cooling bath, was capable of reaching
temperatures as low as -12°C. Three temperature sensors were installed to monitor the ambient room
temperature, cooling box temperature, and the chip surface temperature.

The microfluidic chip had two fluid connection ports. The left port was connected to a CO, source, while
the right port was connected to a line that connected to a valve for the Quizix pump and a syringe pump.
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Figure 3.5: Micromodel experimental setup (modified from Lifei Yan (2024) and Schellart (2024))

The connections were made using 1/32 inch tubing. A pressure regulator was installed on the CO,
inlet to maintain desired pressure levels, and a pressure sensor (P1) was placed to monitor pressure.
Throughout this report, the pressure measured by the P1 sensor is referred to as the inlet pressure. A
Chandler Quizix precision pump was used to inject brine into the chip for the brine saturation process
and also to control the CO; flow rate via retracting mode. Outlet pressure was monitored using the
sensor on the Quizix system. For experiments involving oil or emulsion (Experiments #3, #4, and #5),
fluid injection was performed using a Harvard PHD Ultra syringe pump.

An electronically controlled valve was installed on valve 1, which connected one side to the injection
line and the other to atmospheric pressure. This allowed for the creation of a pressure shock by in-
stantaneously opening the system to ambient pressure at a controlled time interval using an arbitrary
waveform generator.

Images were captured using a Canon EOS 90D camera equipped with an EF 100mm f/2.8L Macro
IS USM lens. The camera system provided a field of view of 22.3 mm x 14.9 mm and an image
resolution of 3.7 ym/pixel. The lens allowed for up to 5:1 magnification, enabling both full-chip imaging
and high-resolution visualization of hydrate crystals. A light source was placed below the chip to provide
transmitted illumination toward the lens.

3.1.3. Experimental Procedures

The experimental procedures were modified from the experiments conducted by Schellart (2024) and
Lifei Yan (2024). The procedures were divided into three main stages: the preparation stage, hydrate
formation stage, and hydrate dissociation stage, as described in the flow diagram in Figure 3.6.

Preparation Stage
a) System Preparation

During this initial step, all equipment, including the pump, camera, power supply, lighting, cooling
system, and data acquisition software, was checked to ensure proper functionality. All necessary
fluids were prepared in advance. The brine solution was degassed using a vacuum system to
eliminate dissolved air. Valve 4 was set to connect the pump to the effluent line. The Quizix
pump was flushed and filled by circulating the degassed brine three times through each cylinder
(totaling 60 mL). The microfluidic chip was placed into the chip holder. The camera and lighting
were adjusted to achieve optimal image clarity. The chip surface was cleaned using ethanol to
remove any dust or fibers. Data-saving paths were set for both pressure and image acquisition.
A reference image of the empty chip was taken to be used as a mask for image processing.

b) CO, Leak Test

The chip was carefully connected to the system, ensuring all fittings were tight. Valve 1 was set
to connect the CO; line to the chip. CO, was introduced into the chip by gradually increasing
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Figure 3.6: Micromodel experimental procedure (modified from (Lifei Yan, 2024))

the pressure using the regulator until the desired pressure condition was reached. The chip
was submerged in a water bath to check for leaks. If bubbles were observed, the fittings were
re-tightened. The system pressure was monitored for 10 minutes. If stable, the system was
considered leak-free. Subsequently, the CO, cylinder was closed, and the system was gently
depressurized.

c) Brine Saturation

This step aimed to replicate reservoir conditions fully saturated with water and to ensure that no air
remained in the chip. Brine was injected from the right to the left side of the micromodel. Valve
3 was set to connect the Quizix pump with the chip, and Valve 1 was adjusted to connect the
chip to Valve 2. Valve 2 was then opened to expose the chip to atmospheric pressure. Brine was
injected using the Quizix pump while the chip was monitored via the camera. Once fully saturated,
an image of the chip was captured and saved as the mask for water saturation analysis.

d) Oil/Emulsion Injection

This step was performed only for experiments involving oil or emulsion (Experiments #3, #4, and
#5). It simulated the condition in which mud or mud filtrate invaded the reservoir. Valve 3 was
adjusted to connect the chip to the syringe pump. Oil or emulsion was injected at a low flow rate
to ensure that a portion of the brine remained in the chip. After injection, the syringe pump was
stopped, and Valve 3 was switched to reconnect the chip with the Quizix pump. For oil injection,
a flow rate of 20 pL/min was used. For Experiment #5, due to the high viscosity contrast between
water and emulsion, the flow rate was reduced to 1 uL/min to preserve brine presence in the chip.
An additional brine injection was performed after the emulsion injection to further increase the
water saturation.

e) Pressure and Temperature Conditioning
The system was pressurized by closing Valve 2 and gradually increasing the Quizix pump pres-

sure to the desired experimental condition (25 bar). The cooling bath and cooling box were then
switched on and maintained until the target temperature was reached and stabilized.

Hydrate Formation Stage
a) CO; Injection Process
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This stage began by injecting CO, to displace the liquid, simulating CO,, injection into the reservoir.
The CO, pressure was increased to 25 bar by adjusting the pressure regulator. Valve 1 was then
set to connect the CO;, cylinder to the microfluidic chip. The injection rate was controlled using the
Quizix pump in retracting mode. During this displacement process, a flow rate of 50-100 pL/min
was applied to achieve even distribution across the channels while maintaining sufficient water
saturation. For Experiment #5, which involved a high-viscosity emulsion, a higher displacement
rate of 200 pL/min was used to effectively displace the emulsion.

During the initial stage of CO, injection, images were acquired every 5 seconds to observe how
CO,, displaced the brine and oil. If no significant changes were observed in the CO, channels,
the image acquisition interval was extended to every 1-2 minutes.

b) CO, Hydrate Formation Monitoring

After the displacement step was completed, the injection rate was reduced and maintained at a
constant 10 uL/min. Extended monitoring of hydrate formation was then performed. This moni-
toring typically lasted overnight after hydrate crystals began to form. The imaging setting for this
process was 2 - 5 minutes/image. Once the hydrate formation behaviour was confirmed, the
system proceeded to the dissociation stage.

c) Applying Pressure Pulse

Because hydrate formation is a stochastic and often slow process, spontaneous formation could
require several days. To accelerate the process, disturbances such as pressure changes or
enhanced CO,—water contact were applied. If no hydrate formation was observed within 1-3
days, a pressure pulse was applied. This was done by activating the waveform generator to switch
Valve 1 between the pressurized system and atmospheric pressure for a brief period (typically 0.1—
1.0 seconds). This induced a sudden pressure drop, disrupting the fluid interface and potentially
promoting hydrate nucleation. Because hydrate formation can occur within a short time after a
pressure pulse is applied, the imaging interval for this process was set to 5 seconds per image.

Dissociation Stage

The hydrate dissociation process is generally a deterministic phenomenon. Dissociation occurs when
the pressure and temperature conditions fall outside the hydrate stability zone. This can be achieved
either by increasing the temperature at constant pressure or by decreasing the pressure at constant
temperature.

In this experiment, dissociation was primarily conducted by gradually increasing the temperature in a
stepwise manner while maintaining constant pressure, until the hydrate phase was completely dissoci-
ated. During the dissociation process, the CO, flow was stopped. Temperature increase was achieved
by adjusting the setpoints of both the cooling bath and the cooling box. The imaging interval for the
dissociation process was set to 1 minute per image.

As an exception, due to a technical issue encountered during Experiment #3, hydrate dissociation was
instead achieved by decreasing the system pressure while maintaining a constant temperature.

3.1.4. Experimental Condition

The experimental conditions were designed to replicate the actual reservoir environments in a depleted
state, as illustrated in Figure 3.7. A pressure of 25 bar was applied to simulate the pressure typically
found in depleted reservoirs. Additionally, a subcooling temperature of 6 °C was maintained during the
experiments, following the conditions adopted by M. Aghajanloo et al. (2024) and referencing You et al.
(2015), which reported that a cooling of 6.4 °C was required for methane hydrate nucleation in saline
pore water.

For the experiment with NaCl-1wt% (Experiment #1), the temperature was set to -1 °C. For the exper-
iment with CaCl,-15wt% (Experiment #2), the temperature was set to -7 °C. In experiments involving
dodecane, which does not significantly alter hydrate thermodynamics at low pressure (25 bar) (M.-L.
Dai et al., 2020), the experimental conditions followed the brine equilibrium lines. Therefore, in the
NaCl-1wt% + dodecane system (Experiment #3), the temperature was also set at -1 °C; while in the
CaCl,-15wt% + dodecane system (Experiment #4), the temperature was set at -7 °C.
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Figure 3.7: CO, Hydrate equilibrium line (HEL) in the presence of NaCl and CaCl, (graph adapted from M. Aghajanloo et al.
(2024)). Symbols represent the experimental conditions.

For Experiment #5 (NaCl-1wt% + water-in-oil emulsion), the system contained two different brines:
NaCl-1wt% (acting as the free water) and CaCl,-15wt% (as the dispersed phase within the emulsion).
Hence, the experiment was conducted in two distinct stages:

* First Stage
This stage aimed to evaluate hydrate formation originating from the free water (NaCl-1wt%). The
temperature was maintained between 0 and 2 °C, a range that lies within the hydrate stability
zone (HSZ) for NaCl-1wt% but outside the HSZ for CaCl,-15wt%. The resulting subcooling was
approximately 3.6-5.6 °C.

Second Stage

This stage focused on hydrate formation from the dispersed water in the emulsion (CaCl,-15wt%).
The temperature was set to -7 °C, which corresponded to a subcooling of approximately 6 °C for
the CaCl, system. However, due to technical issues during temperature control, the temperature
fluctuated around -7 + 3 °C. Despite this variation, the conditions remained within the hydrate sta-
bility zone for CaCl,-15wt%, while staying above the CO, condensation temperature. Therefore,
the conditions were still considered suitable for hydrate formation experiments. The potential
impact of these temperature fluctuations was also evaluated.

3.1.5. Image Analysis and Data Processing

Figure 3.8 shows the example of micromodel images from the experiments, starting with the empty
chip, followed by the brine saturation process, oil injection, and the stages during CO, injection and CO,
hydrate formation. Hydrate formation’s images is shown under three different conditions: (1) when only
brine was present, (2) when oil was present, and (3) when a water-in-oil (W/O) emulsion was present.
In the images, CO, hydrate could be identified by the dark or black regions in the micromodel. The oil
phase appeared reddish due to the Oil Red O dye, while CO, was visible as a grey color. However,
it was difficult to distinguish between the grain and water phases, as they appeared in similar shades.
Therefore, image analysis and processing were necessary to accurately differentiate all components
and phases within the micromodel.

Due to variations in complexity across different experiments, the image processing methodology was
tailored accordingly for each case. In addition, because of limitations in computer RAM, only a subset
of images was selected for analysis. However, the selected images were chosen carefully to ensure
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Figure 3.8: Example of images during micromodel experiments.

they were representative of the results and trends.

For the early stages of hydrate formation and the dissociation process, image analysis was conducted
at intervals of approximately 3—5 minutes per frame. In contrast, for long-term hydrate monitoring,
which could span overnight or several days, images were analyzed at a frequency of approximately 4
to 10 images per hour, depending on the total duration of the monitoring. The image analysis was then
synchronized with pressure and temperature data measured by the P1 sensor and the Quizix pump.

Image analysis was conducted in ImageJ software using a thresholding method with programmed
macros to distinguish hydrate, water, oil, and CO,, and to interpret the morphology of the CO, hy-
drate. The saturations of hydrate, water, oil, and CO, were determined by calculating their respective
areas and dividing by the total pore space area. Figure 3.9 shows the general image analysis procedure
used to calculate hydrate saturation, modified from Schellart (2024) and Lifei Yan (2024).

* Loaded the images into ImageJ, created a stacked image set, converted the raw images to 8-bit,
and aligned all images. Rotated and cropped the images to the region of interest (ROI).

» Used the Image Calculator function to subtract the 8-bit images with the empty chip image (mask).
+ Binarized the images by applying an appropriate threshold for hydrate.
» Denoised the images using the Remove Outliers function to eliminate noise.

+ Calculated the hydrate area in the micromodel using the Analyze Particles function and exported
the data to an Excel file.

» The % Area calculated from Imageld is the total area of the hydrate divided by the total area of the
micromodel. Therefore, hydrate saturation is calculated by dividing the % Area by the porosity of
the micromodel.

Water saturation calculation was performed using a similar procedure to hydrate saturation, but with a
different threshold value. In some cases, due to variations in lighting intensity within the micromodel,
the images needed to be split into several regions so that a specific threshold could be applied to each
region. Subsequently, the images were merged again before calculating hydrate or water saturation.

To calculate oil saturation, the images needed to be split into their color channels before applying the
thresholding method. The images were in RGB format before splitting. The Split Channels function
was used to separate the red, green, and blue channels. The Image Calculator function was then
used to subtract the green channel from the red channel. After that, thresholding was applied, noise
was removed, and oil saturation was calculated following the same procedure as for hydrate and water
saturation.
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Figure 3.9: Image analysis procedure to calculate hydrate saturation

3.1.6. Water to Hydrate Conversion Factor

The conversion factor represents the percentage of water molecules that converted to hydrate. The
conversion factor is calculated by total mass hydrate formation formula (Schellart, 2024) as presented
in Equation 3.1.

M'LUCOz

my = Su PV prr = foonv X N0 | Mw™© +
Ny

(3.1)

in this equation, my is the mass of the hydrate, Sy the hydrate saturation calculated from image
analysis, PV the total pore volume of the micromodel, py the hydrate density (assume 0.803 g/cm3
(Mahnaz Aghajanloo, Taghinejad, et al., 2024)), f.onv the conversion factor, ny,o the total number of
water moles, Mw™2© the molecular weight of water (18.015 g/mol), Mw®?2 the molecular weight of
CO, (44.01 g/mol), and Ny the number of water molecules per CO; molecule (hydration number = 6.2
(Mahnaz Aghajanloo, Taghinejad, et al., 2024)).

The total number of water moles ny, o is defined as

Mmpg,0 (Sw-i-SH)‘PV'pw
MuwH20 MwH=0

(3.2)

anO =

where my, o is the mass of the water or brine, S,, the water saturation calculated from image analysis,
and p,, the brine density (1.0056 g/cm? for NaCl-1wt% and 1.132 g/cm? for CaCly-15wt%).

By arranging Equation 3.1 and Equation 3.2 the conversion factor f.,., can be calculated by Equa-
tion 3.3.

Su - pr - Mw2©

(Sw + SH) * pu - (Mszo N Mﬁic()z)

H

(3.3)

f conv —

3.1.7. Assumptions and Limitations
The assumptions and limitations associated with these experiments and analysis are outlined as fol-
lows:

+ Since the experiment employed a single camera with a fixed focal plane, and images were cap-
tured from a top-down view of a horizontally positioned flat micromodel, a two-dimensional (2D)
analysis approach was adopted. This approach assumes that fluid saturation is uniformly dis-
tributed across the vertical dimension of the chip, with no significant vertical stratification of differ-
ent fluid phases. Gravitational effects were considered negligible.
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» Because the inlet and outlet pressures were not directly measured at the microchip, the observed
pressure differential may not be solely attributable to hydrate-induced pore clogging. It is also
possible that hydrate formation or icing within the tubing lines contributed to the pressure drop.
However, these phenomena could not be directly observed during the experiment, as the tubing
was enclosed within a covered cooling box.

3.2. Coupled Wellbore—Reservoir Simulation

The simulation primarily investigates how permeability impairment and the radial extent of formation
damage affect the reservoir’s pressure and temperature in the near-wellbore region. As a baseline, a
reservoir scenario without any damage is established. Subsequently, the effect of permeability damage
on near-wellbore pressure and temperature is assessed by varying two key parameters: the damaged-
zone permeability Kg and the radius of the damaged zone R4. Here, K4 denotes the permeability in
the invaded zone, while Kq represents the original undamaged permeability. The radius of damage Ry
defines the extent of the invaded zone influenced by the mud filtrate.

Damaged permeability values of Ky = 0.7Ky and 0.4K, were used to represent permeability impairment
caused by drilling mud-induced formation damage. Furthermore, since the formation of CO, hydrate
could lead to additional damage, lower values of K4 = 0.2K, and 0.1K, were applied for the simulations.

Figure 3.10 provides a schematic illustration of the damage zone, highlighting both K4 and Ry.
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Figure 3.10: Schematic illustration of permeability damage (Ky) and radius of damage (Ry).

The simulation outputs include wellbore pressure and temperature profiles during both the transient
and pseudo-steady-state stages. The influence of K4 and Ry on reservoir pressure and temperature is
analyzed both across the entire reservoir and specifically within the near-wellbore zone.
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Figure 3.11: CO, hydrate risk analysis using the hydrate equilibrium line and reservoir pressure—temperature profile (adapted
from Yamada et al. (2024)).

To assess the risk of CO, hydrate formation, a phase boundary analysis is conducted by comparing
simulation results (pressure and temperature) at each gridblock with the hydrate equilibrium line (HEL).
The HEL used in this study corresponds to CO, hydrate in the presence of NaCl-1wt% and CacCl,-
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15wt% brine, as reported by M. Aghajanloo et al. (2024). An illustration of this approach is shown in
Figure 3.11.

The simulation was performed using an open-source coupled wellbore-reservoir numerical model DARTS-
well, which is capable of simulating coupled-wellbore reservoir simulations for CO, injection in depleted
reservoirs (Moslehi and D. Voskov, 2025).

3.2.1. Assumptions and Limitations
The following assumptions and limitations apply to the simulations:

1. The simulations are conducted using a single-component system (CO,) with two phases: gas
and liquid.

2. The initial conditions of both the wellbore and reservoir assume 100% gaseous CO,.

3. The value of the permeability of the damaged zone is assumed to be constant over time.

4. The current simulation framework utilized a simple phase boundary approach and does not ac-
count for the kinetics of hydrate formation or its impact on porosity and permeability alterations.

3.2.2. Reservoir and Wellbore Model

A 1-D radial model was developed for the simulation study. The reservoir, extending 1000 meters in
the radial direction, was discretized into 50 gridblocks. To capture detailed flow and thermal behavior
near the wellbore, grid refinement was applied, with the innermost block measuring 0.15 meters and
subsequent grid sizes increasing logarithmically, as illustrated in Figure 3.12.

The wellbore model adopted a vertical well configuration. The tubing was divided into 60 segments,
each 50 meters in length, resulting in a total well length of 3,000 meters. The reservoir and wellbore
parameters were set to mimic the typical CO; injection in depleted reservoirs, especially in the North
Sea area. Table 3.3 summarises the complete set of input parameters for the reservoir and wellbore
geometry.

LR A

Figure 3.12: Geometry and gridblock structure of the 1-D radial reservoir model, with refined grids near the wellbore.

Table 3.3: Reservoir and wellbore geometry

Reservoir Geometry Grid type: 1-D radial model

Radial grid size: 50 gridblocks; innermost block 0.15 meters with logarithmic grid spacing outward
Thickness: 50 meters (single layer)

Radius: 1000 meters

Reservoir top depth: 2950 meters

Wellbore Geometry Inclination angle: 0° (Vertical wellbore)

Total length: 3000 meters (60 segments, each 50 meters long)
Inner diameter: 0.125 meters

Wall absolute roughness: 2.5 x 10" meters

3.2.3. Rock and Fluid Properties

The simulation scenario involves injecting pure CO; into a depleted dry gas reservoir. The rock and fluid
properties used in this study are adapted from Moslehi and D. Voskov (2025), with several modifications
to suit the objectives of this research. Table 3.4 summarizes the key properties of the reservoir and
wellbore system.

3.2.4. Initial and Boundary Conditions
The reservoir is initially in a depleted state, characterized by low-pressure conditions. It is assumed to
represent an infinite reservoir by applying infinitely large grid blocks at the outer radial boundary cells.
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Table 3.4: Rock and fluid properties

Rock Properties Permeability: 300 mD

Porosity: 0.2

Water saturation (Sw) = Irreducible water saturation (Syc) : 0
Rock compressibility: 0 bar™

Rock thermal conductivity : 181.44 kJ/(m-K-day) or 2.1 W/(m-K)
Rock heat capacity : 2200 kJ/m? or 846 J/(kg-K)

Fluid Properties Phase behavior: Peng—Robinson Equation of State (PR-EoS)
Initial reservoir and wellbore fluid composition: 100% CO,
Injected fluid composition: Pure CO,

CO, gas and liquid density: Calculated using PR-EoS

CO, gas and liquid enthalpy: Calculated using PR-EoS

CO, gas and liquid viscosity: Calculated using Fenghour correlation

CO,, is injected at a constant rate of 30 kg/s, with the wellhead pressure and temperature maintained
at 100 bar and 15 °C, respectively. The initial and boundary conditions used in the simulation are
summarized in Table 3.5.

Table 3.5: Initial and boundary conditions

Initial Conditions Reservoir pressure: 25 bar

Reservoir temperature: 84 °C

Reservoir initial fluid composition: 100% CO,
Initial tubing head pressure: 14.7 bar

Initial tubing head temperature (ambient): 10 °C

Boundary Conditions At wellhead:

Injection rate: 30 kg/s

Injection pressure: 100 bar

Injection temperature: 15 °C

At reservoir boundaries:

No-flow condition at the top and bottom boundaries

Constant pressure at radial boundaries, implemented using infinitely large grid blocks (infinite
reservoir assumption)

3.2.5. Simulation Setup

The simulations were conducted over a year. To replicate real startup operations, a ramp-up phase was
implemented during the first four minutes to gradually reach the target injection rate of 30 kg/s. The sim-
ulation employed progressive time stepping, utilizing high-resolution timesteps during the early period
to accurately capture transient behavior in the wellbore, followed by lower-resolution timesteps as the
system approached the pseudo-steady-state regime. The complete simulation setup is summarized in
Table 3.6.

Table 3.6: Simulation setup

Simulation Setup Duration: 1 year

Injection ramp-up period: 4 minutes

Simulation timestep (ts):

-t=0-1 minute: ts = 0.0001 s, ts multiplier =2, maxts=2s
-t=1-5minutes: maxts=5s

-t=5-10 minutes: maxts=10s

-t =10 minutes — 1 hour: max ts = 1 minute

-t=1 hour — 1 day: maxts =1 hour

-t=1-365 days: maxts = 1 hour




Micromodel Experiment Results

Five main microfluidic experiments were conducted as part of this thesis. Since hydrate formation is a
stochastic process and its onset time is unpredictable, a pressure pulse was applied in most cases to
accelerate nucleation. Almost all experiments utilized pressure pulses, except for the experiment #2
involving CaCl,-15wt%, in which hydrate formation occurred naturally after approximately 13.7 hours
of CO;, injection without the need for external stimulation. Hydrate also formed spontaneously, without

the application of a pressure pulse, during the second stage of Experiment #5, following the breakdown
of the water-in-oil emulsion.

The results presented in this chapter focus on the primary findings from each experiment. Repeated
trials conducted to support and validate these observations are documented separately in the Appendix.

4.1. Experiment #1 : Microfluidic Experiment using NaCl-1wt%

The first experiment conducted used NaCl-1wt%. This experiment was designed as the baseline for
the series of experiments. In addition, it represented a low-salinity formation fluid.

Pressure and Temperature Profile - Experiment #1
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Figure 4.1: Pressure and Temperature Profile of Experiment #1.
Figure 4.1 shows the pressure and temperature profiles of the experiment over time. The experimental

conditions were set at 25 bars and -1 + 0.5°C. CO, was injected at a constant rate of 10 uL/min. Af-
ter 18.5 hours of injection, no hydrate formation was observed. Subsequently, a 0.3-second pressure

27
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pulse was applied to accelerate the hydrate formation process. Following the pulse, hydrate forma-
tion occurred rapidly. The initial hydrate appeared in the inlet area of the micromodel, followed by
progressive formation within the pore spaces throughout the micromodel.

At time 18.5 hours, shortly after the pressure pulse was applied and the hydrate formed, a significant
pressure drop was observed, followed by a return to the initial pressure of 25 bars. The pressure in the
Quizix pump also decreased to 20 bars and subsequently increased gradually back to 25 bars. This
behavior was likely caused by a partial blockage at the inlet tubing of the micromodel.

After 22 hours of hydrate formation observation, the dissociation stage was initiated by gradually in-
creasing the temperature from -1°C to 7°C.

Figure 4.2 shows micromodel images captured at various stages of the experiment, starting from the
application of the pressure pulse, followed by the initial hydrate formation in the micromodel, the hy-
drate growth observed after 22 hours of experimentation (prior to dissociation), and finally the hydrate
dissociation phase.

Pressure Pulse

First Hydrate Formation in Pore Area
A PP B .

& B . Il

Hydrate CO, Grain Water

Figure 4.2: Micromodel images captured at various stages of the experiment.

The hydrate morphology and hydrate saturation during the formation and dissociation phases are de-
scribed in the following sections. For the image analysis, a total of 145 images were selected to evaluate
hydrate and water saturation profiles. During the first hour, images were analyzed at a frequency of
6-minute intervals. For long-term hydrate monitoring, images were analyzed at 12-minute intervals,
and during the dissociation phase, image analysis was conducted at 3-minute intervals.

4.1.1. Hydrate Morphology

Figure 4.3a shows a representative image from the micromodel during the experiment. In the image,
black regions indicate hydrate, while gray regions represent CO,. The water and grain phases appear
in similar white tones but are separated by dark interface lines, which delineate the boundaries between
water and grain surfaces.

To enable clearer identification of each phase, image segmentation was performed in ImageJ by set-
ting a different colour for each phase after thresholding was applied, as shown in Figure 4.3b. The
segmentation allows for clear visualization of hydrate, water, CO,, and grain distribution within the
micromodel. Hydrate formation in this experiment predominantly occurred near the grain surfaces,
eventually surrounding the solid grain structures. This morphology is characteristic of grain-coating
hydrate, as schematically illustrated in Figure 4.3c.
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Figure 4.3: (a) Original image from the micromodel experiment; (b) segmented image showing the distribution of grain,
hydrate, water, and CO, phases; (c) schematic illustration of grain-coating hydrate morphology.

4.1.2. Hydrate Formation

Figure 4.4 shows the profiles of hydrate and water saturation after the application of a pressure pulse.
The time reference on the graph begins at the moment the pressure pulse was applied. Due to fluctu-
ations in lighting intensity during the experiment, a smoothed version of the hydrate saturation curve

was generated to highlight the trend, with verification conducted using the original raw images to ensure
accuracy.
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Figure 4.4: Hydrate and water saturation profiles during hydrate formation and dissociation in Experiment #1 (NaCl-1wt%).
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Following the pressure pulse, the initial water saturation was approximately 20%. Hydrate formation
began immediately after the pulse. During the first 1.5 hours, hydrate growth was rapid, with hydrate
saturation exceeding 5%. During this period, water saturation also decreased significantly to around
15%, indicating the conversion of water into hydrate.

After the initial 1.5 hours, hydrate formation continued at a slower rate, stabilizing at a saturation level of
approximately 7-8%. Meanwhile, water saturation remained relatively stable at around 15-16%. This
behavior may be attributed to increased CO, consumption as hydrate formation progressed. When hy-
drate dissociation occurred, the hydrate converted back into water, resulting in a rise in water saturation
to around 20%.

The conversion factor during this experiment was approximately 18 - 20 %.

4.1.3. Dissociation Process

Figure 4.5 highlights the hydrate and water saturation profiles during the dissociation process. The
dissociation phase began after approximately 22 hours of hydrate formation observation. Dissociation
was initiated by gradually increasing the system temperature until the hydrate was fully dissociated.

The onset of dissociation was identified by a significant decrease in hydrate saturation and a corre-
sponding increase in water saturation. Att = 22.75 hours, a sharp decline in hydrate saturation was
observed, accompanied by a sudden rise in water saturation. This behavior indicates that dissociation
started at a temperature of approximately 3°C. While the hydrate was fully dissociated at a temperature
of 5.8 °C.
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Figure 4.5: Hydrate and water saturation profiles during the dissociation phase in Experiment #1. The onset of dissociation
occurred at approximately 3°C.

4.2. Experiment #2: Microfluidic Experiment using CaCl,-15wt%

The second experiment was conducted using CaCl,-15wt% brine. This experiment was designed to
simulate the influence of high-salinity brine, which is commonly used as dispersed fluid in oil-based
mud and may represent one type of mud-filtrate present in the near-wellbore region.

Figure 4.6 shows the pressure and temperature profiles recorded throughout the experiment. The
experimental conditions were maintained at 25 bars and -7.3 4+ 0.3°C. CO, was injected at a constant
rate of 10 pL/min. The initial water saturation in the micromodel was approximately 48%. After 13.7
hours of continuous CO; injection, hydrate formation in the micromodel was observed. Following 30
hours of hydrate formation monitoring, the dissociation phase was initiated by gradually increasing the
temperature in a stepwise manner from -7.3°C to 7°C.

A decrease in outlet pressure was observed before the onset of hydrate formation in the micromodel.
This condition may have been caused by a partial blockage in the outlet tubing of the micromodel. After
hydrate formation occurred, a decrease in outlet pressure happened over a longer duration, which may
have been caused by hydrate accumulation both within the micromodel and in the downstream tubing.

Figure 4.7 shows micromodel images captured at various stages of the experiment, starting from the
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Figure 4.6: Pressure and temperature profiles of Experiment #2.
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Figure 4.7: Micromodel images captured at various stages of Experiment #2.

COs, injection process, followed by the early hydrate formation in the micromodel, the hydrate growth
observed after 11 hours of hydrate formation, and finally the hydrate dissociation phase.

The detailed analysis of hydrate saturation profile and associated morphological characteristics will
be presented in the following section. Subsequently, the dissociation process will be discussed, with a
focus on evaluating the hydrate dissociation temperature during the experiment. For the image analysis,
a total of 223 images were selected to evaluate hydrate saturation profiles. During the first six hours,
images were analyzed at 5-minute intervals. For long-term hydrate monitoring, images were analyzed
at 20-minute intervals, while during the dissociation phase, image analysis was conducted at 6-minute
intervals.

4.2.1. Hydrate Formation
Figure 4.8 shows the profiles of hydrate saturation, pressure, and temperature during hydrate formation
and dissociation. The letters a—f in Figure 4.8 correspond to the timestamps of six key images used to
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analyze hydrate behavior, as visualized in Figure 4.9.
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Figure 4.8: Hydrate saturation, pressure, and temperature profiles during hydrate formation and dissociation in Experiment #2.

At t = 10 minutes, hydrate formation was detected with a notably high initial saturation of 10.1%. This
was followed by a rapid decline in saturation to approximately 3% within the first hour. Subsequently,
the hydrate saturation increased again, reaching 6% at t = 2.3 hours, before gradually decreasing to
between 2—-3% by t = 10 hours. After approximately 15 hours, hydrate saturation stabilized at around
1%. The conversion factor during this experiment was approximately 1.4 - 11.5%.

Corresponding changes in outlet pressure mirrored the dynamic fluctuation in hydrate saturation. De-
creases in hydrate saturation were often accompanied by increases in outlet pressure, suggesting a
correlation between hydrate blockage in the micromodel and pressure drop across the system. How-
ever, it is worth noting that the pressure drop might not only be caused by the hydrate clogging in the
micromodel, but also by hydrate blockage in the tubing line of the system, which could not be visibly
observed during the experiment.

Figure 4.9 illustrates changes in both the location and saturation of hydrate over time. In the images,
black regions represent hydrate, while gray regions correspond to CO,. The water and grain phases
appear in similar white tones but are separated by distinct interface lines that delineate water—grain
boundaries. These images demonstrate that hydrate can continuously form and dissociate even during
the formation phase. Moreover, the spatial distribution of hydrate was observed to change significantly
over time, indicating a dynamic and localized growth behavior.

To further analyze this phenomenon, the images were segmented into five distinct areas to investigate
local variations in hydrate and water saturation during the formation process, as shown in Figure 4.10.
The corresponding local saturation profiles of hydrate and water for each area are presented in Fig-
ure 4.11.

The left-hand graph in Figure 4.11 illustrates the proportion of local hydrate saturation in five different
areas of the micromodel over time, along with the corresponding trend in total hydrate saturation. The
right-hand graph presents the proportion of water saturation in each area, together with the total water
saturation trend.

Initially, before the hydrate formed, water saturation in the system was approximately 48%. During the
early stage of hydrate formation (t = 10 minutes), the total hydrate saturation reached 10%, with most
of the hydrate concentrated in areas 3 and 4, while area 5 contained less hydrate. Meanwhile, the
water saturation was around 35%, with most of the water distributed in area 5.
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Figure 4.9: Selected key images to visualize the hydrate behaviour during hydrate formation in Experiment #2.

Att=2.3 hours, total hydrate saturation decreased significantly to 6%, while water saturation increased
to 40%. A clear drop in hydrate saturation was observed in Areas 1, 2, and 4, particularly in Area 2,
where hydrate saturation dropped from 2% to 0.4%, while water saturation simultaneously increased
from 7.6% to 15.4%. This indicates substantial hydrate dissociation in Area 2, resulting in increasing
water saturation. In contrast, hydrate saturation in Area 3 remained relatively stable, although its dis-
tribution became more localized toward the central region of the area rather than being spread out
vertically as in the initial stage.

At t =5 hours, hydrate saturation further decreased to 2.3%, with reductions occurring in all areas, and
a slight increase in total water saturation, especially in Area 2, suggesting that dissociation was still
ongoing at this stage.

At t = 8.4 hours, a notable change in saturation occurred, particularly in Area 2. Hydrate saturation
increased in both Areas 1 and 2, resulting in a total hydrate saturation increase of 2.3%. At the same
time, water saturation in Area 2 dropped dramatically from 16.3% to 8.3%. Water saturation became
more evenly distributed across all areas.

By t = 14.4 hours (within the interval from 11.5 to 15 hours), total hydrate saturation decreased slightly
to 1.9%, mainly due to hydrate reduction in almost all areas, except for a slight increase in Area 2. The
hydrate in Areas 4 and 5 had nearly fully dissociated, as indicated by very low hydrate saturation and
increased water saturation.

At t = 23.4 hours (spanning 15.5 to 30 hours), hydrate saturation further decreased to 1.2%, with
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Figure 4.10: Division of key images into five regions to visualize the localized hydrate formation behavior in Experiment #2.
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Figure 4.11: Local hydrate saturation (left) and local water saturation (right) profiles in Experiment #2.

hydrates predominantly located in Areas 2 and 3. The hydrate saturation remained relatively stable
throughout the following 15-hour observation period.

These spatial and temporal variations in saturation suggest that hydrate formation and dissociation
can occur simultaneously, even during the hydrate formation phase. However, the distribution was
sparse and did not have a clear pattern. This might be because the hydrate formation is a random and

stochastic process.
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The phenomenon of simultaneous hydrate formation and dissociation during the formation process can
be explained by the Labile Cluster Theory (LCT), which states that hydrate formation is not a straight-
forward process but involves the formation of unstable, temporary clusters that continuously assemble
and disassemble before reaching the critical size required for stability (Gambelli, Filipponi, and Rossi,
2022). Furthermore, Ostwald ripening and sintering theory describe how smaller hydrate particles can
dissolve and redeposit onto larger ones, gradually reducing overall saturation despite ongoing nucle-
ation (Xu and Konno, 2025). This behaviour is evident in the changing local hydrate saturation from
Figure 4.10a to Figure 4.10b, where the hydrate in area 2 dissolves and redeposits in the middle of
area 3. In systems containing CaCl,, ion pairing above 10 wt% reduces water activity and hinders
hydration, potentially promoting local dissociation (Lida Yan and Balasubramanian, 2023). Finally, the
salinity-buffered mechanism highlights that salt exclusion during hydrate formation can increase local
salinity, driving the system toward a three-phase equilibrium (gas, water, hydrate), and thereby limiting
further hydrate growth (You et al., 2015). These combined effects contribute to a dynamic system in
which CO, hydrate formation and dissociation can occur simultaneously.

It is worth noting that brightness differences in the images are due to varying lighting intensities. Be-
cause of challenges in analyzing the entire image set for water saturation, analysis was limited to
six selected images. The results show an inverse relationship between water and hydrate saturation.
When hydrate saturation increases, water saturation tends to decrease, and vice versa. Furthermore,
the sum of water and hydrate saturation in these selected images ranges from 42% to 46%, which is
reasonably consistent with the initial water saturation of approximately 48%.

4.2.2. Hydrate Morphology

The hydrate morphology observed in this experiment is initially visible in Figure 4.9. However, to more
clearly illustrate the morphological features, a magnified view is provided in Figure 4.12. Several types
of hydrate morphology were identified, including pore-filling, grain-coating, and patchy structures. In-
terestingly, a distinct "sheet-like” hydrate structure was also observed. This structure, which has previ-
ously been reported during CO, hydrate formation in demineralized water by Schellart (2024), is rarely
documented in the literature.
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Figure 4.12: CO, hydrate morphology in Experiment #2, highlighting pore-filling, grain-coating, patchy, and rare sheet-like
structures.

4.2.3. Dissociation Process

After 30 hours of hydrate formation observation, the dissociation process was initiated. Dissociation
was carried out by gradually increasing the temperature in four stepwise stages: from -7°C to -4°C, then
to -1°C, followed by 0°C, and finally to 1°C. Figure 4.13 shows the hydrate saturation and temperature
profiles during the dissociation phase.

The onset of dissociation was identified by a significant drop in hydrate saturation corresponding to the
temperature. It was observed that the hydrate began to dissociate at a temperature of approximately
-4°C. The hydrate was fully dissociated at a temperature of around 1°C.
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Figure 4.13: CO, hydrate saturation and temperature profiles during dissociation in Experiment #2.

4.3. Experiment #3: Microfluidic Experiment using NaCl-1wt% and

Dodecane

The third experiment was conducted using NaCl-1wt% and dodecane. In this experiment, NaCl-1wt%
represents low-salinity formation water, while dodecane simulates the oil-based mud (OBM) filtrate orig-
inating from the base oil. To distinguish between the brine and oil phases in image analysis, 0.05 wt%

of Oil Red O was added to the dodecane, giving the oil phase a red coloration.

The experiment began with full saturation of the micromodel using NaCl-1wt%. Dodecane was then
injected to simulate mud filtrate invasion into the reservoir. The system pressure was maintained at
25 bars to simulate depleted reservoir conditions, and the temperature was set to -1 4+ 0.5°C to ensure
that the experimental conditions remained within the hydrate stability zone. Subsequently, CO, was

injected at a constant rate of 10 pL/min.

Figure 4.14 shows the pressure and temperature profiles during the experiment, starting from the CO,
injection phase. After 23.5 hours of injection, no hydrate formation was observed. A 0.3-second pres-
sure pulse was then applied to promote hydrate formation. Following the pulse, hydrate formation

occurred rapidly.
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Figure 4.14: Pressure and temperature profiles during Experiment #3.
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Due to an operational issue during the experiment, a pressure decline occurred after 16 hours of hy-
drate formation (t = 40 hours). This was caused by the temporary closure of the CO, source for safety
reasons, as the laboratory became inaccessible. Despite this, the duration of hydrate monitoring was
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sufficient to meet the experimental objectives. The pressure decline could also drive the hydrate dis-
sociation process, which occurs at constant temperature. This confirmed that the observed structures
were indeed hydrates, as they dissociated when the pressure—temperature conditions shifted outside
the hydrate stability zone.

Figure 4.15 shows micromodel images captured at various stages of the experiment, starting from the
image after CO5, injected in the micromodel, application of the pressure pulse, an image during hydrate
formation in the micromodel, and the hydrate dissociation phase.
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Figure 4.15: Micromodel images captured at various stages of the experiment #3.

The detailed analysis of hydrate formation behavior, associated morphological characteristics, and the
dissociation process will be presented in the following sections. The image analysis primarily focused
on the hydrate formation phase. A total of 75 images were selected to analyze hydrate formation be-
havior after the application of the pressure pulse, with particular emphasis on hydrate and oil saturation
profiles. In contrast, water and CO, saturation were analyzed only for selected images that exhibited
significant changes in hydrate and oil saturation. Additionally, image analysis during the dissociation
phase was conducted solely to verify whether hydrate dissociation occurred after pressure and temper-
ature conditions shifted outside the hydrate stability zone.

The experiment was then repeated with a focus on investigating the dissociation behavior by increas-
ing the temperature while maintaining the pressure constant at 25 bars. The profile of the repeated
experiment is presented in the Appendix C.

4.3.1. Hydrate Morphology

Figure 4.16 shows a representative image from the micromodel during the hydrate formation process.
The red color represents oil, the gray color indicates CO,, while the water and grain phases appear in
similar white tones but are separated by dark interface lines, delineating the boundaries between water
and grain surfaces. The black color represents hydrate. Hydrate formation within the CO, channel was
identified by the presence of black features in those regions.

Compared to the experiment using only water or brine, distinct hydrate features were observed when
oil was present in the system. Hydrate not only forms at the CO,-water interface, but also within the
CO, pathway itself. In this experiment, the hydrate formation was predominantly located inside the
CO, channels. Additionally, the width of these CO, pathways appeared narrower compared to those
observed in the experiments without oil.



4.3. Experiment #3: Microfluidic Experiment using NaCl-1wt% and Dodecane 38

Hydrate CO, Oil Grain Water

Grain Water

\ I
Hydrate Co,

Figure 4.16: CO, hydrate morphology in Experiment #3.

4.3.2. Hydrate Formation

Following 23.5 hours of continuous CO; injection, there was no visible indication of hydrate formation
within the micromodel. This observation was also supported by the lack of any notable increase in
differential pressure between the inlet and outlet, suggesting an absence of flow obstruction typically
caused by hydrate accumulation. During this period, the water saturation remained relatively steady
in the range of 15-17%, reinforcing the inference that hydrate formation did not occur under these
conditions.
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Figure 4.17: Saturation and Pressure Profile during Hydrate Formation in Experiment #3.

To stimulate hydrate nucleation, a 0.3-second pressure pulse was applied, introducing a disturbance
in the system. This intervention successfully triggered hydrate formation. Figure 4.17 presents the
evolution of hydrate and oil saturation, superimposed with inlet and outlet pressure profiles over time.
The t = 0 in this figure refers to the time after the pressure pulse is applied. Throughout the observation,
the temperature was maintained at -1 + 0.5°C After the pressure pulse, the water saturation stabilized
around 6—7%, as depicted in Figure 4.18.

As illustrated in Figure 4.17, hydrate saturation gradually increased to approximately 7—-8% over the
first 5.9 hours. This growth was accompanied by poor connectivity of the CO, pathway from inlet to
outlet, indicating flow resistance of CO,, which also well correlated with a decline in the outlet pressure
or rising pressure drop across the domain.

Oil saturation initially remained stable at 42—43% until approximately 3.5 hours, after which it increased
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Figure 4.18: Selected images to visualize the hydrate behaviour during hydrate formation in Experiment #3.

significantly, reaching a peak of 56% at t = 5.6 hours. This increase in oil saturation may be attributed
to oil expansion caused by the pressure decrease along the domain. Subsequently, after the pressure
dropped to 13 bars at t = 5.85 hours, the hydrate saturation slightly decreased, then suddenly jumped
to 11%, coinciding with a significant increase in outlet pressure. This may indicate that 13 bars is the
hydrate dissociation pressure for the system, which is also aligned with the hydrate equilibrium line
presented in Figure 3.7. Once this thermodynamic condition was reached, some of the hydrate likely
dissociated. This dissociation may have triggered a sudden disturbance in the system, similar to a
pressure pulse, which in turn induced a notable redistribution of fluids in the micromodel, as evidenced
by the significant changes between Figure 4.18b and Figure 4.18c, along with the sharp increase in hy-
drate saturation. From t = 6.8 hours onward, both hydrate and oil saturations stabilized at 7% and 41%,
respectively, with minimal pressure difference, indicating a quasi-equilibrium state. The conversion
factor during this experiment was approximately 28 - 36%.

These observations underscore the complexity of hydrate formation when oil is present in the system.
The dynamic processes of oil expansion and thermodynamic conditions both influence hydrate forma-
tion and dissociation within the system. However, several experimental limitations must be acknowl-
edged. The use of a single camera limited the ability to capture vertical phase layering among CO, gas,
oil, and water. The pressure drop might not only be caused by the hydrate clogging in the micromodel,
but also by hydrate blockage in the tubing line of the system, which could not be visibly observed during
the experiment. Additionally, since pressure changes were controlled at the outlet side using a Quizix
pump, hydrate dissociation could occur when pressure decreased. In real operations, however, the
outlet side acts as a pressure reservoir and does not experience significant pressure drops; instead,
pressure variations primarily occur at the bottom-hole (inlet) side of the reservoir system.

4.3.3. Dissociation Process

The dissociation process in this experiment occurred unintentionally due to a drop in pressure while
maintaining a constant temperature. The objective of the analysis in this section is to confirm whether
the hydrate-like feature observed within the CO, channel indeed dissociates when conditions fall out-
side the hydrate stability zone (HSZ).

As shown in Figure 4.19, when the system reached 9.75 bars at -1°C, which is the conditions that lie
outside the HSZ, the hydrate feature within the CO, channel was no longer visible. This confirms that
the previously observed structure was indeed hydrate.



4.4, Experiment #4: Microfluidic Experiment Using CaCl,-15wt% and Dodecane 40

CO2 Hydrate Equilibrium Line

Pressure (bar)
bt
RN ]

\ .';

Temperature (oC)

Figure 4.19: Micromodel image at 9.75 bars and -1°C during the dissociation process, showing hydrate dissociation when
pressure and temperature conditions are outside the hydrate stability zone.

A repeat experiment for Experiment #3 was also conducted, focusing specifically on the dissociation
process by increasing the temperature while maintaining constant pressure. The results of this dissoci-
ation experiment are presented in the Appendix. Based on the observations, the estimated dissociation
temperature was approximately 5.1 - 5.6°C.

4.4. Experiment #4: Microfluidic Experiment Using CaCl,-15wt%
and Dodecane
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Figure 4.20: Pressure and temperature profile during Experiment #4.

As OBM typically consists of a base oil (continuous phase) and brine (dispersed phase), this experiment
aimed to investigate the effect of these fluids by simulating them as separate OBM filtrates. Dodecane
was used to represent the mud filtrate from the base oil, while CaCl,-15wt% brine represented the
filtrate from the dispersed aqueous phase.

During the experiment, CO, was injected at a rate of 10 yL/min. The system pressure was maintained
at approximately 25 bars and temperature at -7 + 0.5°C to ensure that conditions remained within the
hydrate stability zone, with a subcooling of approximately 6°C from the equilibrium temperature as
simulated in Hydraflash by M. Aghajanloo et al. (2024).

Figure 4.20 presents the pressure and temperature profile throughout the experiment, starting from the
COs, injection phase. At the early stage of CO; injection, the saturation values for CO,, oil, and water
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were 33.8%, 25.4%, and 40.7%, respectively, as illustrated in Figure 4.21. As in Experiment #3, oil
appears red, CO, is gray, and water has similar white tones with the grain matrix, distinguished by dark
interface lines.

Oil Water  Grain  CO,

Figure 4.21: Micromodel image during CO,, injection at the early stage of Experiment #4.

After 43 hours of continuous COs injection, no hydrate formation was observed. Likewise, there was
no noticeable change in the pressure differential between the inlet and outlet. To promote hydrate for-
mation, pressure pulses were applied starting with a 0.2-second pulse. However, no hydrate formation
was detected even after 4 hours of subsequent monitoring.

CO, ‘Darkfeature’ oil Water  Grain

Figure 4.22: Micromodel image after pressure pulses in Experiment #4.

Additional pulses of 0.25 seconds and 0.3 seconds were applied, but still no hydrate was formed. Af-
ter these pulses, the CO,, oil, and water saturations were approximately 58.2%, 21.1%, and 20.7%,
respectively as shown in (Figure 4.22). A prolonged observation phase was then initiated to monitor
potential hydrate formation.

After 63 hours of monitoring, no hydrate formation was evident. Instead, a 'dark feature’ was observed
within the CO, pathway, resembling a blob-like structure, but it lacked the distinct morphology associ-
ated with hydrate features as seen in Experiment #3.

To investigate further, a dissociation process was conducted by gradually increasing the temperature
from -7°C to 7°C. Throughout the heating process, the 'dark feature’ remained unchanged, suggesting
that it was not hydrate. This observation was supported by the stable inlet and outlet pressure profiles,
which showed no signs of hydrate-induced flow resistance.
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Figure 4.23: Micromodel image during dissociation at 7.3°C and 25 bars in Experiment #4.

A repeat of Experiment #4 was conducted to verify the reliability of the observations. CO; injection and
several pressure pulses, up to 0.5 seconds, were applied, but no hydrate was formed. The same 'dark
feature’ appeared within the CO, phase, and dissociation heating up to 9°C did not affect its morphology
or presence.

These results confirm that no hydrate formation occurred in the presence of CaCl,-15wt% brine and
dodecane. The high brine salinity and low post-pulse water saturation (21%) likely cause the difficulties
in hydrate formation. Additionally, the presence of oil may have further limited interaction between water
and CO,, thus hindering nucleation and growth of hydrates.

4.5. Experiment #5: Microfluidic Experiment Using NaCl-1wt% and

Water-in-0Oil Emulsion
Experiment #5 was designed to simulate the impact of oil-based mud, represented by a simplified water-
in-oil (W/O) emulsion. The emulsion was composed of dodecane as the base oil, CaCl,-15wt% as the
dispersed aqueous phase, and Span 80 as the emulsifying agent. To visually distinguish the emulsion,
0.1 wt% of Oil Red O dye was added to the dodecane, resulting in a red-colored emulsion. The oil-to-
water ratio (OWR) was maintained at 50:50. Separately, NaCl-1wt% brine was used to represent the
formation water in reservoirs.

Figure 4.24 presents the pressure and temperature profiles throughout the experiment, starting from
the CO; injection phase. The experiment was conducted in two distinct stages: the first stage aimed
to evaluate hydrate formation from the free water phase (NaCl-1wt%), while the second stage focused
on hydrate formation from the dispersed aqueous phase within the emulsion (CaCl,-15wt%). Detailed
observations and analysis for each stage are provided in the following sections.

4.5.1. First Stage: Hydrate Formation Originating from the Free Water (NaCl-1wt%).
Stage 1 of Experiment #5 investigated the potential for hydrate formation from free water (NaCl-1wt%)
in the presence of a water-in-oil emulsion. This stage was repeated in two separate trials. In the initial
trial, the emulsion injected at 20 pL/min rapidly displaced the brine due to its higher viscosity, resulting
in very low residual water saturation (~5%). A second trial implemented a lower emulsion injection rate
of 1 uL/min combined with brine re-injection, which improved water saturation but remained insufficient
for hydrate nucleation. During CO, injection, a high flow rate (200 pL/min) was required to displace
the emulsion, creating a large pressure differential (approximately 24 bars) between inlet and outlet,
followed by a sharp recovery upon CO, breakthrough. After 6.5 hours of CO, injection, the pressure
pulse was applied to accelerate hydrate formation. Subsequently, the prolonged CO, injection was
performed for more than 40 hours. However, no hydrate formed during the process. It was most likely
due to the critically low availability of free water in the system.
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Figure 4.24: Pressure and temperature profile in Experiment #5

Visual and pressure responses indicated that CO, dissolved into the emulsion, as evidenced by progres-

sive whitening of the emulsion phase and a gradual decline in inlet pressure. The CO, predominantly
flowed through previously water-filled channels, while water remained primarily near the grain surfaces
due to the water-wet nature of the micromodel. In addition, distinct blob-like gas structures and nar-
row flow channels were observed in the CO, pathways, resembling the similar phenomena reported in

earlier oil-filled micromodels in experiment #3 and #4.

The following observations briefly explain the key findings from the experiment:

1

3

. Emulsion Displacement Efficiency during Emulsion Injection Stage - First Trial.

During the first trial of Stage 1, the displacement behavior of the emulsion was examined. As
shown in Figure 4.25, the emulsion demonstrated a high displacement efficiency, rapidly displac-
ing the NaCl-1wt% brine from the micromodel within seconds of injection. Despite being injected
at a relatively low flow rate of 20 pL/min, the emulsion was able to penetrate and occupy the pore
space effectively.

This behavior was attributed to the significantly higher viscosity of the emulsion compared to
brine, which resulted in a strong sweep of the aqueous phase. By t = 15 s, nearly the entire
porous structure was filled with the emulsion, leaving only minimal regions of residual water. As
a consequence, the water saturation in the system was insufficient to support hydrate formation,
and the trial was subsequently considered unsuccessful.

. Low-Rate Emulsion Injection Strategy — Second Trial.

To overcome the brine displacement issue observed in the first trial, the second trial employed
a low-rate injection strategy. The emulsion was injected at a significantly reduced flow rate of
1 pL/min in order to minimize sweeping and enhance water retention within the micromodel. Fol-
lowing the emulsion injection, additional brine was reinjected into the micromodel to further in-
crease the water content. As illustrated in Figure 4.26, this approach was intended to preserve
residual brine in the pore space and improve water saturation prior to CO, displacement.

The resulting image revealed regions with varying brightness levels within the emulsion phase,
which may indicate partial mixing or dilution between NaCl-1wt% brine and the emulsion.

. CO; Injection and Pressure Response.



45, Experiment #5: Microfluidic Experiment Using NaCl-1wt% and Water-in-Oil Emulsion 44
t=5sec

t=0

t=10 sec t=15sec

Emulsion
Water
Grain

Figure 4.25: Emulsion displaced NaCl-1wt% brine during the first trial at a flow rate of 20 pL/min. Images show emulsion front
progression at different time intervals. Flow direction from right to left.

Figure 4.26: Pore-scale distribution of emulsion injected at a low flow rate (1 xL/min) in the second trial. Variations in emulsion
brightness suggest potential dilution with NaCl-1wt% brine.

An interesting visual and pressure-based observation was noted as the emulsion became lighter
in color during the CO, injection, accompanied by a drop in inlet pressure. This phenomenon
indicates potential CO, dissolution into the emulsion phase.

The CO, displacement phase was initiated after emulsion injection and water re-injection were
completed. As shown in Figure 4.27, the CO, injection began at a low rate of 10 pL/min, which
was gradually increased to 50 pL/min and subsequently to 100 pyL/min. Despite this increase, the
displacement effect remained minimal due to the emulsion’s high viscosity.

A significant displacement was only observed when the flow rate was further increased to 200 pL/min.
At this point, CO, began penetrating the micromodel and displacing the emulsion phase. The pres-
sure response revealed a strong differential between inlet and outlet pressures, with the outlet
pressure dropping sharply to approximately 1 bar (Point A), while the inlet pressure was main-
tained around 25 bars. This indicates a strong flow resistance caused by the emulsion phase.
Once the CO; front advanced and partially displaced the emulsion, the outlet pressure rapidly
recovered to approximately 25 bars (Point B). This sudden pressure drop might resemble a dis-
turbance or a pressure pulse for the system. Figure 4.27 shows the pressure response and the
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Figure 4.27: (Top) Pressure response during CO; injection at varying flow rates. Inlet and outlet pressures diverge significantly
at Point A, followed by rapid recovery at Point B. (Bottom) Micromodel snapshots showing fluid configuration before (A) and
after (B) CO, breakthrough.

micromodel snapshot during CO; injection.
4. Low Water Saturation

Following the emulsion injection and CO, injection stages, the system exhibited low water satu-
ration, as depicted in Figure 4.28. The brine was observed to remain only in localized regions
near the grain surfaces. This behavior is attributed to the strong viscosity contrast between the
emulsion and the aqueous phase, which allowed the emulsion to efficiently displace the brine
during CO;, injection. The water-wet nature of the micromodel also promoted preferential wetting
near the solid surfaces, leading to the thin brine films observed along the grain boundaries.

Emulsion

CO,
Water

Grain

Figure 4.28: Pore-scale fluid configuration showing low water saturation after CO, displacement.

Additionally, during the CO, injection process, CO, preferentially flowed through the main pore
channels, which were previously filled by water, as shown in Figure 4.29. This displacement
behavior limited the available water phase volume necessary for hydrate formation, further con-
tributing to the absence of hydrates observed during this stage of the experiment.

5. Emulsion Color Change and CO, Dissolution

A notable visual change was observed following CO, injection, as illustrated in Figure 4.30. Over
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Figure 4.29: CO, tended to occupy the main pathways and channels that were initially filled with water during re-injection.

time, the emulsion phase exhibited a progressive whitening, particularly in regions adjacent to
the CO, channels. This whitening occurred sequentially, with areas closer to the CO, flow path
turning white earlier than regions farther away.

The whitening of the emulsion was accompanied by a gradual decrease in inlet pressure (P1),
as shown in the pressure profile in Figure 4.31. This correlation between visual and pressure
responses suggests that CO, gradually dissolved into the emulsion phase.

After 8 hours of continuous CO; injection, no hydrate formation was observed in the micromodel.
To promote hydrate nucleation, a pressure pulse of 0.2 seconds was applied using the automated
valve system. Interestingly, similar to the behavior observed during the CO, injection process, the
emulsion phase continued to undergo visual whitening following the pressure pulse. This whiten-
ing effect, indicative of CO, dissolution into the emulsion, was consistent with prior observations,
as shown previously in Figure 4.30.

6. Blob Feature in the CO, Channel and Narrow Channel Width. Within the CO, channels, 'blob’-
like structures and narrow flow paths were observed, resembling behaviors previously reported in
dodecane-based micromodel studies. Additionally, the channel appeared to be relatively narrow.
This feature was also consistently observed after the pressure pulse, as shown in Figure 4.32.

7. No hydrate was observed during this stage of the experiment.

After 6.5 hours of continuous CO5 injection, no hydrate formation was observed. A 0.2-second
pressure pulse was then applied in an attempt to accelerate hydrate nucleation. Subsequently,
a constant CO; injection rate of 10 pL/min was maintained for an extended period to monitor
potential hydrate formation. However, even after 40 hours of injection, no hydrate was formed.
This outcome may be attributed to the very low saturation of free water (i.e., almost no free water
remaining), which was likely insufficient to support CO, hydrate formation.

4.5.2. Second Stage: Hydrate Formation from Dispersed Water in Emulsion
Stage 2 of Experiment #5 focused on evaluating the potential for hydrate formation from the dispersed
brine phase within a water-in-oil (W/O) emulsion, specifically CaCl,-15wt%. Unlike Stage 1, where
free water (NaCl-1wt%) served as the primary hydrate-forming phase, this stage aimed to determine
whether hydrate crystals could nucleate and grow from water droplets suspended in the emulsion.
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Emulsion Colour Change During CO, Injection Stage

t =500 sec
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Emulsion Colour Change After Pressure Pulse
t = 0 sec after pressure pulse

t = 5 sec after pressure pulse

t=1550sec t = 15 sec after pressure pulse

Figure 4.30: Progressive whitening of the emulsion phase observed over time during CO, injection stage (left) and after
pressure pulse (right), indicating CO, dissolution.
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Figure 4.31: Pressure profile shows a corresponding decrease in inlet pressure during CO, injection stage.

The experiment was conducted under conditions designed to achieve a subcooling of approximately
6 °C, with the system temperature controlled at around -7 °C. However, due to technical issues, temper-
ature fluctuations of up to +£3 °C were observed during the experiment. Despite these variations, the
system remained within the hydrate stability zone for CaCl,-15wt% and above the CO, condensation
threshold, ensuring valid conditions for hydrate formation.

Figure 4.33 summarizes the key findings from this stage. Upon CO; injection, the gas was observed
to dissolve into the emulsion, gradually destabilizing its structure. This was likely due to changes in
interfacial tension and the impact of gas solubility on droplet integrity. As a result of this destabilization,
droplet coalescence occurred. These conditions favored hydrate nucleation as the surface area of
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Figure 4.32: Blob Feature in the CO, Channel and Narrow Channel Width during CO, injection stage and after pressure pulse.
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Figure 4.33: Key findings from the second stage of Experiment #5.

water increased, and hydrate formation was confirmed under these circumstances.

However, the stability of the formed hydrate was highly sensitive to thermal variations. When the
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system experienced substantial temperature fluctuations (e.g., -10°C + -4°C), hydrate formation was
often followed by dissociation events, indicating instability. In contrast, when the temperature was
maintained more consistently at -5°C + 0.2°C, the hydrate remained relatively stable over time.

CO, Dissolution in the Emulsion, Emulsion Instability, and CO, Hydrate Formation

A consistent phenomenon observed during this stage was the progressive whitening of the emulsion,
similar to the behavior noted in the first stage. This color change began near the CO; flow pathways
and gradually spread outward to more distant regions. It is well established that CO, solubility in both
oil and water increases as temperature decreases. Consequently, it leads to the destabilisation of the
emulsion.

As the emulsion became increasingly unstable, coalescence of the dispersed water droplets was ob-
served. This coalescence resulted in the formation of larger droplets and ultimately led to emulsion
breakdown as shown in Figure 4.34d and Figure 4.35a, where the aqueous phase began to separate
from the continuous oil phase.

Figure 4.34 illustrates this transition. Images A, B, and C show the progressive whitening of the emul-
sion due to increasing CO, dissolution. In Image D and Figure 4.35a, clear signs of emulsion break-
down are evident, including a shift to a darker tone and the visible separation of the continuous and
dispersed phases. Following this phase separation, CO, hydrate formation was initiated. The hydrate
phase is identifiable by the appearance of black regions, particularly near the micromodel inlet and
along the interfaces between the CO, channels and the emulsion regions.

-H-

Figure 4.34: CO, dissolution in the emulsion, resulting in emulsion instability and hydrate formation. Images A, B, and C show
progressive whitening of the emulsion. Image D illustrates emulsion breakdown, followed by hydrate formation (black regions)
near the micromodel inlet and at the CO,—emulsion interface.

Emulsion Features during CO, Hydrate Formation

Following the onset of emulsion destabilization, individual water droplets began to emerge from the
emulsion matrix. These liberated droplets facilitated direct contact between CO, and water, promot-
ing conditions favorable for hydrate formation. The presence of numerous water droplets effectively
increased the interfacial surface area available for CO, interaction, further enhancing the potential for
hydrate nucleation and growth.

Figure 4.35 presents the evolution of the emulsion features during hydrate formation. Figures Fig-
ure 4.35a and Figure 4.35b show the emulsion in the early stages of hydrate formation, where dispersed
water droplets remain relatively large and sparsely distributed. In contrast, Figures Figure 4.35¢ and
Figure 4.35d depict the emulsion after three days, highlighting increased instability and a noticeable
reduction in droplet size.

This progressive droplet size reduction over time not only signifies ongoing emulsion breakdown but
also contributes to a greater cumulative water—CO, interface area. Such a condition is favorable for
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Figure 4.35: Features of the emulsion during CO, hydrate formation. (a, b) Early-stage emulsion characteristics with relatively
large water droplets. (c, d) Emulsion after 3 days, showing increased instability and reduced droplet sizes.

continued hydrate formation, reinforcing the interplay between emulsion dynamics and gas—water in-
CO, Hydrate Morphology

terfacial processes.
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Figure 4.36: CO, hydrate morphology in Experiment #5.

Figure 4.36 illustrates the typical morphology of CO, hydrates observed during Experiment #5. The
hydrate structures exhibited a combination of morphologies, including pore-filling, patchy accumula-
tion, and crystal formation within the CO, channels. This combination closely resembled the hydrate
morphologies seen in Experiment #3.

In Experiment #5, the hydrate crystals appeared more clearly defined compared to those in Experiment
#3. This crystal structure may be attributed to the water droplets in the emulsion, which provided a
higher surface area for hydrate nucleation. Additionally, the CO, channels in this experiment were
narrower than those in the previous experiments.
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CO, Hydrate Behaviour during Significant Temperature Fluctuation Conditions

A 9-hour segment of the experiment, spanning from t = 83.8 to 93.8 hours (as shown in Figure 4.24),
was analyzed to investigate CO, hydrate behavior under extreme temperature fluctuations. Figure 4.37
presents the hydrate saturation, pressure, and temperature profiles, while Figure 4.38 illustrates the
dramatic changes occurring within the micromodel. These changes include simultaneous hydrate for-
mation and dissociation, as well as significant shifts in the local distribution of hydrate regions.

The temperature during this period ranged from -4.3 to -10.3 °C. According to the hydrate equilibrium
line for CaCl,-15wt% reported by M. Aghajanloo et al. (2024), these conditions remained within the
hydrate stability zone and above the CO, condensation threshold. Nevertheless, the extreme temper-
ature fluctuations resulted in continuous hydrate formation and dissociation. This behavior highlights
that hydrate stability is dependent on thermal consistency.

Additionally, temperature fluctuations may influence the CO, dissolution dynamics within the oil phase
and emulsion. The thermal fluctuations and gas solubility dynamics may contribute to the hydrate
instability in this stage of the experiment.
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Figure 4.37: Hydrate saturation, pressure, and temperature profiles during significant temperature fluctuation in the second
stage of Experiment #5.
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(a) t=0.7 hours, Sy, 4 = 4.4% (b) t=1.3 hours, Sy,q = 1.2%
(c) t=2.5hours, S, 4 = 5.5% (d) t=3.8 hours, Sy 4 =2.2%

Figure 4.38: Visualization of hydrate formation and dissociation during significant temperature fluctuation in the second stage
of Experiment #5.

CO, Hydrate Behaviour during Stable Temperature Conditions

To investigate CO, hydrate behavior under thermally stable conditions, the experimental setup was
adjusted to minimize temperature fluctuations by fine-tuning the cooling system. This adjustment suc-
cessfully maintained the temperature at approximately -5 °C throughout the monitoring period.
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Figure 4.39: Hydrate saturation, pressure, and temperature profiles during stable temperature conditions in the second stage
of Experiment #5.
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(a) t=2.9 hours, S, 4 = 4.2% (b) t=5.9 hours, S, 4 =4.1%
(c) t=8.9 hours, S,y =4.1% (d) t=12.1 hours, Sy,q = 4.1%

Figure 4.40: Visualization of the hydrate distribution in the micromodel under stable temperature conditions in the second
stage of Experiment #5.

Figure 4.39 displays the hydrate saturation, pressure, and temperature profiles during this stable phase.
Under these controlled thermal conditions, hydrate saturation remained relatively constant at around
4%. Additionally, the pressure differential between the inlet and outlet was significantly lower than that
observed during temperature-fluctuating periods.

Figure 4.40 provides visual confirmation of the hydrate phase distribution within the micromodel under
stable temperature. The hydrate phase remained spatially consistent, with no significant signs of new
nucleation or dissociation events.

Since calculating water saturation directly was challenging, the water saturation during the experiment
was estimated using the calculation for emulsion saturation. Given that the oil-to-water ratio (OWR) in
the emulsion was 50:50, the water saturation was assumed to be similar to the saturation of emulsion
and oil. Under stable temperature conditions, the water saturation was approximately 9%, and the
conversion factor ranged from 14% to 17%.
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Figure 4.41: Hydrate saturation and temperature profiles during the dissociation process in the second stage of Experiment #5.
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Following 17 hours of hydrate monitoring under stable thermal conditions, the dissociation phase was
initiated. Dissociation was induced by incrementally increasing the temperature from -5 °C to 9 °C
while maintaining a constant pressure of 25 bars, as illustrated in Figure 4.41.
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Figure 4.42: Zoomed-in view of hydrate saturation and temperature profiles during the dissociation process in the second
stage of Experiment #5.

As shown in Figure 4.42, hydrate dissociation began at approximately 6.9 °C and the hydrate was fully
dissociated at 9 °C. This temperature is significantly higher than the expected dissociation temperature
for hydrates formed solely from CaCl,-15wt%. The elevated dissociation temperature may be attributed
to two key factors: (1) partial dilution of the emulsion phase by NaCl-1wt% brine introduced during the
earlier stage, and (2) the presence of oil surrounding the hydrate. The presence of oil increased the
dissociation temperature.

4.6. Summary of Micromodel Experiments Results

Table 4.1 provides a summary of the micromodel experiment results, highlighting the key observations
from each test.

Table 4.1: Summary of the Micromodel Experiment Results
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Coupled Wellbore—Reservoir
Simulation Results

The purpose of the simulations are to analyze the impact of the permeability of the damaged zone (Kq)
and the radius of the damaged zone (Ry) on the pressure and temperature in the near-wellbore region
and the associated risk of CO, hydrate formation. As a base case, the reservoir condition without
any formation damage is analyzed. Sensitivity analyses are then performed to evaluate the effects of
varying Ky and R4 values. Damaged permeability values of Ky = 0.7Kg and 0.4Kj is used to represent
permeability impairment caused by drilling mud—-induced formation damage. Furthermore, since the
formation of CO, hydrate could cause additional damage, lower values of Kg = 0.2K, and 0.1Kq are
also applied in the simulations. For the radius of the damaged zone (Ry), the sensitivity analysis is
performed using values of 0.5 m, 1 m, 3 m, and 5 m.

The results are presented in three parts. First, the wellbore simulation results are analyzed, with a focus
on parameters that influence bottom-hole conditions. Second, the reservoir behavior is evaluated,
particularly the effects of pressure and temperature changes resulting from CO, injection. Finally, a
hydrate risk analysis is conducted using a phase diagram approach to assess the potential for CO,
hydrate formation. The hydrate equilibrium lines (HEL) for NaCl-1wt% and CaCl,—15 wt% were used
to represent the reservoir fluid and the dispersed fluid in the W/O emulsion (OBM filtrate), respectively,
as also used in the micromodel experiments. The HEL used in this study refer to hydraflash simulation
as reported by M. Aghajanloo et al. (2024).

5.1. Base Case Analysis

This section analyzes the base case simulation response of the coupled wellbore-reservoir model with-
out any damage to the wellbore zone.

5.1.1. Wellbore Analysis

Figure 5.1 presents pressure, temperature, CO, gas saturation, and CO, gas density profiles along
the wellbore during the early stage of CO, injection, illustrating transient behavior during the startup
phase. Figure 5.2 — Figure 5.5 show line plots of the evolution of these parameters along the wellbore
(left panels), and their respective values at the bottom hole (right panels), which serve as the input and
feedback for reservoir simulation.

Initially, the wellbore is filled with 100% CO, gas, with a wellhead pressure of 14.7 bars. When CO; is
injected in the liquid phase at 100 bars and 15 °C, rapid expansion causes phase change and significant
Joule-Thomson (JT) cooling. As injection starts, pressure increases along the entire wellbore, while the
upper section experiences intense cooling, with temperature dropping below -20 °C due to the extreme
pressure drop between the wellhead and the wellbore, which is associated with expansion.

CO, reaches the bottom hole at approximately t = 300 seconds (~ 3 x 10 days). Upon reaching the

55
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reservoir interface, a flow regime transition occurs, causing compression and thus increasing bottom
hole pressure and temperature. At this stage, the fluid in the wellbore is predominantly in a two-phase
CO, system, while the fluid in the bottom hole is in single-phase gas.

Subsequently, as CO, enters the reservoir, cooling occurs and the bottom hole temperature gradually
stabilizes around t ~ 0.03 days (~ 2600 seconds), as illustrated in Figure 5.1 and Figure 5.3. This
results in a phase transition and a drop in gas saturation, as shown in Figure 5.4.
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Figure 5.1: Pressure, temperature, CO, gas saturation, and CO, gas density profiles along the wellbore during early CO,
injection, visualized as heat maps.
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10°



5.1

Base Case Analysis 57
Temperature profi iles along the wellbore Bottom Hole Temperature Profile
80
o
_ 60
x B 2
s wg | S
2 Sl
£ 5
£ 108 © 20
£ g
g i £
w Q
e
20
o
\
\ 04
S T T T T T T T
zn o » B o 10 107 107 102 107 10° 10t 102 10°
Temperature [°C] Time (days)
Figure 5.3: Temperature profile along the wellbore over time.
Gas ion profile/profiles along the wellbore = Bottom Hole Gas Saturation Profile
N
1.0
‘ 0.9
0 |
3 7 1 s 0.8
g g | 2
£ 507
] &
8o
05
‘c/ 0.4
o o * Gas saturation (] o ” * 10- 107 107 10~ 107 100 10! 102 10°

Time (days)

Figure 5.4: CO, gas saturation profile along the wellbore over time.

Over time, bottom hole pressure increases due to reservoir pressurization by the CO; injection in
the reservoir. After approximately 20 days, the bottom hole pressure begins to decline, likely due
to changes in fluid properties and reservoir behavior, as indicated by the evolution of gas density at the

bottom hole in Figure 5.5.
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Figure 5.5: CO, gas density profile along the wellbore over time.

5.1.2. Reservoir Analysis

Figure 5.6 shows the temperature and pressure profiles in the reservoir at four different time steps:
10 days, 30 days, 100 days, and 365 days after CO, injection. Meanwhile, Figure 5.7 presents the
corresponding profiles of gas saturation and liquid saturation along the reservaoir.

As shown in Figure 5.6, a cooling effect is observed in the near-wellbore region. Over time, the cooling
front propagates further into the reservoir and becomes more pronounced, indicating increasing thermal
penetration. Pressure near the wellbore also changes over time, especially within the first 10 meters
from the well, due to variations in bottom-hole pressure and CO5 fluid density, as previously described
in Figure 5.2. Att = 10 days, the bottom-hole pressure is 35.2 bars. By t = 30 days, the bottom-hole
pressure increases slightly by approximately 0.1 bars. At aradius of 2.5 meters, the pressure difference
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Reservoir Temperature and Pressure Profile (Basecase : No Damage)

Temperature Profile in the Reservoir (Basecase : No Damage) Pressure Profile in the Reservoir (Basecase : No Damage)

—— No Damage (10 days)
—— No Damage (30 days)
—— No Damage (100 days)
—— No Damage (365 days)

—— No Damage (10 days)
—— No Damage (30 days)
34 1 —— No Damage (100 days)
—— No Damage (365 days)

80

o
o

w

N

Pressure (bar)
w
o

Temperature (°C)
B
o

N

o
N
©

26

10° 10! 102 10° 10° 10t 10? 10°
Radius from wellbore (m) Radius from wellbore (m)

Figure 5.6: Temperature and pressure profiles in the reservoir at t = 10, 30, 100, and 365 days.

between t = 10 days and t = 30 days becomes more pronounced. Subsequently, at t = 100 days, the
pressure drops below the previous time step, and by t = 365 days, the pressure in the near-wellbore
region further decreases.

CO, Gas Saturation and CO, Liquid Saturation Profile in the Reservoir
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Figure 5.7: Gas saturation and CO, liquid saturation profiles in the reservoir at t = 10, 30, 100, and 365 days.

In contrast, in the far-field region, pressure increases from day 10 to day 30, then stabilizes. Beyond
30 days, there is no significant change in pressure at the outer boundary (radius = 1000 m), indicating
the system has reached a pseudo-steady-state regime. This is consistent with the assumption of an
infinite reservoir, where the pressure at the outermost boundary remains constant at 25 bars.

Over time, the CO,, liquid saturation near the wellbore increases, and the two-phase flow zone expands
radially outward. This transition from single-phase to two-phase flow becomes more dominant in the
near-wellbore region and progresses further into the reservoir, as illustrated in Figure 5.7. The formation
of two-phase flow is driven by the thermodynamic conditions caused by pressure and temperature
changes, resulting in partial condensation of injected CO,.

Figure 5.8 provides a 3D visualization of temperature, pressure, and CO; liquid saturation distributions
at t = 365 days. The cooling effect and the presence of CO, liquid are concentrated near the wellbore.
This visual representation confirms that thermal and phase behavior changes due to CO,, injection are
spatially localized around the injection point. This finding highlights the importance of evaluating near-
wellbore fluid (mud filtrate) and formation damage when assessing the risk of CO, hydrate formation
in depleted reservoirs.
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5.2.

Temperature, Pressure, and CO, Liquid Saturation Distribution in the Reservoir (t = 365 days)
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Figure 5.8: 3D visualization of temperature, pressure, and CO, liquid saturation distribution in the reservoir at t = 365 days.

5.1.3. The Risk of CO, Hydrate Formation
The risk of CO4 hydrate formation is evaluated using the phase diagram approach. Figure 5.9 presents

that the risk of hydrate formation in the near wellbore for the base-case scenario is high, as all of the
near wellbore zone is in the hydrate stability zone. The hydrate risk is also more pronounced over time
as the pressure declines in the near wellbore and the cooling propagates radially in the reservoir.
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Figure 5.9: The risk of CO2 hydrate formation - basecase (no damage)

5.2. Impact of Permeability of the Damaged-Zone (Ky)

The impact of permeability impairment is evaluated by simulating the following values of K.
* Kg = 0.7Kp = 210 mD (low permeability impairment due to drilling mud—induced formation dam-

age),
* K4 = 0.4Kp = 120 mD (high permeability impairment due to drilling mud-induced formation dam-

age),
* Kgq = 0.2K; = 60 mD (additional damage due to hydrate formation),

* K4 = 0.1Kp = 30 mD (additional damage due to hydrate formation, higher impairment).

For the Ky sensitivity analysis, the radius of damage is assumed to be Ry = 1 meter.
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5.2.1. Wellbore Analysis

Figure 5.10 presents the bottom-hole pressure, temperature, CO, gas density, and CO, liquid satu-
ration over time, illustrating the impact of various Ky values. It is observed that bottom-hole pressure
increases as near-wellbore permeability decreases. This is because, to achieve a similar injection rate,
a higher pressure is required for the fluid to enter the reservoir with lower near-wellbore permeability.
As bottom-hole pressure increases, the pressure drawdown along the wellbore decreases, thereby
reducing the JT cooling effect or even triggering a compression effect that causes heating.

Att~ 3 x 107 days, when CO first contacts the reservoir, a sudden increase in bottom-hole temperature
occurs. This is attributed to the compression effect resulting from a sharp increase in bottom-hole
pressure as CO, transitions from flowing through the wellbore to entering the porous medium with lower
permeability. The lower the Ky value (the greater the permeability impairment), the more pronounced
the heating effect at the bottom hole.

It can thus be concluded that higher permeability impairment in the near-wellbore region leads to ele-
vated bottom-hole pressure, which subsequently induces higher bottom-hole temperature. Additionally,
the higher pressure at the bottom hole increases CO; liquid saturation. These findings demonstrate that
near-wellbore permeability damage significantly influences pressure, temperature, and phase behavior
at the bottom hole.

Impact of Kd on the Bottom Hole Pressure, Temperature, CO, Gas Density, and CO, Liquid Saturation
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Figure 5.10: Bottom-hole pressure, temperature, CO, gas density, and CO, liquid saturation as a function of various Ky values.

5.2.2. Reservoir Analysis

Figure 5.11 demonstrates the reservoir temperature, pressure, and CO; liquid saturation profiles as
a function of various Ky values at t = 30 and 365 days. The results confirm that lower near-wellbore
permeability leads to an increase in pressure and temperature in the reservoir. This outcome arises
from the coupled nature of the wellbore—reservoir simulation, where the bottomhole pressure and tem-
perature, described in the previous section, serve as thermodynamic inputs for the reservoir model.
As such, any change in wellbore conditions directly affects the near-wellbore reservoir region. Since
the radius of damage is assumed to be 1 meter, the influence of pressure and temperature is primarily
confined within this damaged zone.
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Impact of Kd on the Reservoir Temperature, Pressure, and CO, Liquid Saturation along the Reservoir (t = 30 and 365 days)
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Figure 5.11: Reservoir temperature, pressure, and CO, liquid saturation profile along the reservoir as the impact of various Ky
values at t = 30 and 365 days.

5.2.3. The Risk of CO, Hydrate Formation
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Figure 5.12: The risk of CO2 hydrate formation as the impact of various Ky values (t = 365 days).

Figure 5.12 presents the risk of CO, hydrate formation for various Ky values. Under low permeability
impairment conditions, such as Kyq = 0.7Kj, the bottomhole conditions fall within the hydrate stability
zones for both NaCl-1wt% and CaCl,-15wt% systems, indicating a risk of hydrate formation. As the
permeability impairment increases (K4 = 0.4Kp) and there is an additional permeability impairment due
to hydrate at Ky = 0.2Ky, the bottomhole conditions move outside the hydrate stability zone for CaCl,-
15wt%, but hydrate formation remains possible if the local salinity is lower. In the case of additional
permeability impairment due to severe hydrate formation (Kq = 0.1Ky), the bottomhole conditions are
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outside the hydrate stability zone both for CaCl,-15wt% and NaCl-1wt%. The detailed radial extent of
the area at risk of hydrate formation is shown in Figure E.3 in Appendix E.

These results suggest that greater permeability impairment in the near-wellbore region leads to lower
hydrate formation risk, due to the associated increase in bottomhole pressure and temperature, which
shifts the thermodynamic state away from the hydrate stability zone.

5.3. Impact of Radius of the Damaged-Zone (R,)

To examine the effect of the radius of the damage zone, the following values of Ry are tested:

* Rg=0.5m (shallow invasion),
* Rgy=1m (medium invasion),
* R4=3m (deep invasion),

* Ry =5m (extreme invasion).

In the Ry sensitivity scenarios, a constant permeability reduction of Ky = 0.4 Ky is applied.

5.3.1. Wellbore Analysis

Impact of Rd on the Bottom Hole Pressure, Temperature, CO, Gas Density, and CO, Liquid Saturation
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Figure 5.13: Bottom-hole pressure, temperature, CO, gas density, and CO,, liquid saturation as a function of various Ry values.

Figure 5.13 displays the evolution of bottom-hole pressure, temperature, CO, gas density, and CO,
liquid saturation as a function of different Rq values over time. The results indicate that increasing the
radius of the damaged zone leads to a rise in bottom-hole pressure and temperature. This occurs due
to the larger resistance encountered by the injected fluid, which requires higher pressure to maintain
the same injection rate. Consequently, the resulting compression effect leads to elevated temperatures.
Additionally, an increase in bottom-hole CO, liquid saturation is observed with larger Ry, consistent with
the increase in bottom-hole pressure.

5.3.2. Reservoir Analysis

Figure 5.14 demonstrates the reservoir temperature, pressure, and CO, liquid saturation profiles for
various Ry values at t = 30 and 365 days. The results indicate that a larger radius of the damaged zone
leads to slightly elevated pressure and temperature in the near-wellbore region. However, the overall
influence of increasing Ry is relatively modest when compared to the pronounced effects observed from
permeability reduction (Ky) in the damaged zone. This suggests that while Ry contributes to reservoir
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behavior, the extent of permeability impairment plays a more dominant role in governing pressure and
thermal dynamics.

Impact of Rd on the Reservoir Temperature, Pressure, and CO, Liquid Saturation along the Reservoir (t = 30 and 365 days)
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Figure 5.14: Reservoir temperature, pressure, and CO, liquid saturation profile along the reservoir as the impact of various Ry
values at t = 30 and 365 days.

5.3.3. The Risk of CO, Hydrate Formation
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Figure 5.15: The risk of CO5 hydrate formation as the impact of various Ry values.

Figure 5.15 illustrates the risk of CO, hydrate formation for various Ry values. A damage radius of
0.5 m shifted the bottomhole condition outside of the HEL for the CaCl,—15wt% system. Beyond this
point, increasing Ry resulted in only a modest rise in bottomhole temperature and pressure, with the
magnitude of the effect remaining relatively limited. As a result, in all cases evaluated, the bottom-hole
and near-wellbore conditions remain within the hydrate stability zone for NaCl-1wt%.



Discussions

The chapter is structured into two parts: the first part discusses the micromodel experiment results
along with their limitations, and the second part presents the simulation results and their associated
limitations.

6.1. Micromodel Experiments

This section is divided into three parts. The first part focuses on discussing the morphology of CO,
hydrate in the presence of OBM filtrate components. The second part evaluates the CO, hydrate satu-
ration profile influenced by each OBM filtrate component. Finally, the third part outlines the limitations
of the experimental setup and image analysis.

6.1.1. CO, Hydrate Morphology

Based on the experiments conducted, various CO, hydrate morphologies previously described in the
literature were observed, including grain-coating, pore-filling, load-bearing, and patchy structures. In
addition to these known types, a sheet-like structure, reported by Schellart (2024) and not commonly
found in earlier studies, was also clearly observed in Experiment #2.

Distinct hydrate features were identified in experiments involving oil. Unlike experiments using only
water or brine, hydrate formation in the presence of oil (Experiments #3 and #5) occurred not only at the
CO,-water interface but also within the CO, flow pathways. These CO, pathways appeared noticeably
narrower compared to those in oil-free systems, indicating that the presence of oil may influence both
the location and confinement of hydrate growth.

In low water saturation conditions and when the water is mainly distributed along the grain edges,
grain-coating morphology tends to form. This is because hydrate forms at the interface between water
molecules and CO, gas. When water is mainly localized near grain surfaces, hydrate nucleation and
growth also occur in those regions, resulting in grain-coating structures. This behavior is demonstrated
in Experiment #1, as shown in Figure 4.2 and Figure 4.4.

In Experiment #2, where water was well distributed throughout the pore space and the overall water
saturation was relatively high, hydrate formation exhibited a wider range of morphologies, including
grain-coating, pore-filling, load-bearing, patchy, and sheet-like structures. In Experiment #5, a relatively
high water-oil ratio (WOR) of 50:50 led to significant water droplet coalescence. As a result, water
saturation became relatively high, and the coalesced droplets were distributed within the pore space.
This condition also promoted the formation of pore-filling and patchy hydrate morphologies in certain
regions.

In addition to findings on the hydrate morphological type, the experiment shows that the type of hydrate
morphology influences permeability impairment. The pressure difference between the inlet and outlet
indicates permeability impairment. A higher pressure difference means that the hydrate causes greater
permeability reduction. The results of the experiments align well with the understanding that pore-filling
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hydrates have a higher impact on permeability impairment compared to grain-coating types. However,
as a limitation of the experiments, the pressure difference might not only be caused by the hydrate
clogging in the micromodel, but also by hydrate blockage in the tubing line of the system, which could
not be visibly observed during the experiment.

In Experiment #1, even though the hydrate saturation was around 7—8%, the inlet and outlet pressures
were nearly identical at approximately 25 bar, indicating a negligible pressure difference and low per-
meability impairment. In contrast, during early hydrate formation in Experiment #2, where the dominant
hydrate morphologies were pore-filling and patchy, and the hydrate saturation was around 2—-10%, the
pressure difference reached approximately 1-3 bar, indicating that the permeability reduction is higher
in the pore-filling type even with lower hydrate saturation.

In the experiment with oil, such as Experiment #3 and #5, the pressure difference was influenced not
only by the typical morphology of the hydrate, but also by the connectivity of the CO, channel, as shown
in Figure 4.17 and Figure 4.18. In Experiment #3, during the first 5.8 hours of hydrate formation, hydrate
saturation gradually increased to approximately 7—8%, with the hydrate morphology mainly observed
inside the CO, pathway and only a small amount of pore-filling and patchy types. This growth was also
accompanied by poor connectivity of the CO, pathway from inlet to outlet. This combination of hydrate
formation inside the CO, pathway and poor connectivity led to a high pressure difference, reaching up
to 14 bar. However, after ¢ ~ 6 hours, when the well CO, connectivity was established, the pressure
difference decreased, even though the hydrate saturation remained stable at 7%.

In Experiment #5, the typical hydrate morphology was mainly hydrate formed inside the CO, channels,
with some pore-filling and patchy types observed in certain areas. Poor connectivity of the CO, chan-
nels was also evident. This combination of hydrate forming inside the CO, pathway, the presence
of pore-filling and patchy morphology, and limited CO, channel connectivity led to a high pressure
difference across the micromodel.

6.1.2. CO, Hydrate Saturation Profile in the Presence of OBM Filtrate and Its Main
Components

Hydrate Saturation Profile for All Experiments
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Figure 6.1: Hydrate saturation profile for all experiments

Figure 6.1 and Table 6.1 compare hydrate saturation and conversion factor across all experiments and
show that high-salinity CaCl,—15wt% consistently reduced both hydrate saturation and conversion ef-
ficiency. With NaCl-1wt% (Experiment #1), hydrate saturation stabilized at 7-8% despite low water
saturation (20%), with a conversion efficiency of around 18-20%. The addition of dodecane (Exper-
iment #3) maintained similarly high hydrate saturation (7.1-11.7%) but yielded a higher conversion
factor of 28-36%. In contrast, in the experiment which only used CaCl,—15wt% (Experiment #2) pro-
duced only 1% hydrate saturation despite 48% water saturation, with a conversion efficiency of just
1.4% under stable conditions. Furthermore, no hydrate formation was observed in Experiment #4,
where CaCl,—15wt% was present in the system along with dodecane. These results reflect the strong
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Table 6.1: Summary of conversion factor for all experiments.

i Hydrate Saturation Conversion Factor
Experiment Sw (max)

max stable max stable

Exp 1 (NaCl-1wt%) 20% 8.5% 7T-8% 20% 18 - 20%
Exp 2 (CaCl,-15wt%) 48% 10.1% 1.2% 11.5% 1.4%
Exp 3 (NaCl-1wt% + Dodecane) 8% 11.7% 71% 36.0% 28.0%
Exp 4 (CaCl,-15wt% + Dodecane) 21% 0 0 0 0

Exp 5 (W/O Emulsion) 9% 4.8% 4.1% 17% 14-17%

inhibitory effect of high-salinity CaCl,—15wt%, which reduces water activity and disrupts the hydrogen
bonding necessary for hydrate cage formation, with its divalent ions exerting a stronger effect than
NaCl (Mahnaz Aghajanloo, Lifei Yan, et al., 2024; M. Aghajanloo et al., 2024; Esfahani, 2023).

In Experiment #5, where a W/O emulsion was present, the hydrate saturation and conversion factor
were higher than in the CaCl,—15wt%—only system (Experiment #2) but lower than in the NaCl-1wt%
+ dodecane system (Experiment #3). This indicates that CaCl,—15wt% still reduced both hydrate satu-
ration and conversion efficiency in the W/O emulsion. However, in the W/O emulsion system, hydrate
formation occurred when water coalescence exists, which increased the water-CO, contact area. As a
result, the hydrate saturation in Experiment #5 was higher than in both Experiment #2 (CaCl,—15wt%
only) and Experiment #4 (CaCl,—15wt% + dodecane).

Regarding the hydrate stability, hydrate saturation was relatively stable in Experiment #1, whereas it
was notably unstable during the early stages of hydrate formation in Experiment #2. This instability
suggests that higher salinity reduces the stability of hydrate formation, particularly in systems with high
concentrations of CaCl,. lon pairing above 10wt% in such systems lowers water activity, hinders the
hydration process, and may even promote local dissociation (Lida Yan and Balasubramanian, 2023).
Additionally, salt exclusion during hydrate formation can locally elevate salinity, shifting the system
toward a three-phase equilibrium (gas, water, hydrate), thereby limiting further hydrate growth (You
et al., 2015).

In Experiment #3, despite the low water saturation (below 20%), the hydrate saturation reached approx-
imately 7-11%. However, the presence of oil retard the hydrate growth at the early hydrate formation.
This might be because of the presence of oil limiting interaction between CO, and water. During Experi-
ment #3, an oil expansion process also occurred, which shows a more complex system in the presence
of ail.

In contrast, in Experiment #4, which combined dodecane with high-salinity CaCl,-15wt%, no hydrate
formation was observed. This absence of hydrate may be attributed to the stronger inhibitory effect of
CaCl,-15wt%, which likely outweighed any hydrate-promoting influence of dodecane, especially under
conditions of low water saturation (21%).

6.1.3. Findings on CO, Hydrate Formation and Dissociation in the Presence of
W/0 Emulsion

Experiment #5 investigated the impact of a water-in-oil (W/O) emulsion on CO, hydrate formation and
dissociation behaviour. The experiment was conducted in two stages. The first stage evaluated the
impact of the W/O emulsion in the presence of NaCl-1wt% as the water phase in the system. The
second stage focused on hydrate formation originating from the dispersed phase (CaCl,-15wt%) in the
emulsion. During the first stage, hydrate did not form, possibly due to the low water saturation of the
NaCl-1wt%, which may have been insufficient to promote hydrate nucleation.

In the second stage, the temperature was set lower than in the first stage to ensure that the system
was within the hydrate stability zone for CaCl,-15wt% as the dispersed phase in the emulsion. Hydrate
formation occurred after a series of processes. Upon COs injection, the gas was observed to dissolve
into the emulsion. The lower temperature increased CO5 solubility in the emulsion (X. Sun et al., 2022),
which gradually destabilised the emulsion structure due to changes in interfacial tension and the effects
of gas solubility on droplet integrity (Galfré et al., 2011; Hu, Trusler, and Crawshaw, 2017; G. Sun et al.,
2018). As a result of this destabilisation, droplet coalescence occurred (Galfré et al., 2011), increasing
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the surface area of water and facilitating hydrate nucleation and growth.

The surfactant used in the W/O emulsion was Span80, which generally stabilizes the emulsion and
acts as a hydrate inhibitor by preventing hydrate agglomeration (M. Li et al., 2018). However, once the
emulsion broke and water droplets spread throughout the system, rapid hydrate formation occurred (M.
Li et al., 2018). Under these conditions, Span80 may have acted as a hydrate promoter by facilitating
hydrate agglomeration (M. Li et al., 2018).

During the second stage, permeability impairment was also significant, indicated by a pressure differ-
ence ranging from 5 to 22 bar. This impairment resulted from a combination of hydrate morphologies,
including those hydrate within the CO, pathway, pore-filling, and patchy types. Additionally, poor con-
nectivity of the CO, channel further exacerbated the permeability reduction.

It was also observed that temperature fluctuations significantly disturbed the system, leading to con-
tinuous hydrate formation and dissociation, even under conditions within the hydrate stability zone. In
contrast, under stable temperature conditions, hydrate saturation remained relatively constant.

Additionally, the dissociation process revealed that the temperature required to dissociate the hydrate
was higher than the typical equilibrium temperature for CaCl,-15wt%. This suggests that the water-in-
oil emulsion system thermodynamically promotes hydrate formation.

6.1.4. Limitations of Experimental Setup and Image Analysis
Several limitations related to the experiments were identified as outlined below:

 The initial conditions for all experiments, such as water saturation, oil saturation, and their distri-
bution, could not be kept identical, particularly after the pressure pulse was applied, as shown in
Figure 6.2. Nevertheless, analyzing the conversion factor during the experiments provides insight
into the individual contribution of each component to the CO, hydrate saturation profile.

Exp 1: NaCl-1wt% (After Pressure Pulse), Sw~20%

Grain yyater  CO:2

o, Grain Water

Exp 5 : W/O Emulsion (After Pressure Pulse) Sw ~5%

Exp 3 : NaCl-iwt% + Dodecane (After Pressure Pulse), Sw~8%
y = A ¥ o B -5 A & an Eal

R p AN

Grain  ywater il co;,

Figure 6.2: Comparison of initial condition for all experiments.

» The setup utilizes a single focal plane, assuming uniformity along the vertical axis of the chip.
However, vertical heterogeneity is likely to exist, particularly in systems containing oil, where gas
may stratify above oil, or in emulsions where droplet sizes are smaller than the height of the
micromodel. This may lead to an inaccurate calculation of the saturation.

+ Oil/lemulsion and brine are injected from the outlet side of the micromodel. During the subsequent
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COs, injection, the gas displaces fluids from the inlet line first, potentially altering the distribution
of oil/lemulsion and brine in the micromodel due to fluid displacement and sweeping effects.

» The COs injection rate is controlled by a Quizix pump, but no flow measurement sensor is installed
at the micromodel inlet. Consequently, it is not possible to quantify the amount of CO, consumed
for hydrate formation or CO, dissolved into brine or oil.

» The experimental configuration adopts flow and pressure control from the downstream side using
the Quizix pump. If hydrate formation or blockage in the tubing line occurs, the resulting pressure
drop in the outlet may fall below the hydrate equilibrium pressure, potentially leading to unintended
hydrate dissociation.

* Variations in lighting intensity were observed during hydrate formation, making image analysis
more challenging and increasing the potential for calculation errors. In emulsion-based experi-
ments, CO, dissolution made the emulsion appear increasingly white, making it difficult to visually
distinguish between water and CO,-rich emulsion. Furthermore, the current image acquisition
and processing methods are not capable of differentiating between hydrate and salt formation.

» These micromodel experiments could not provide a quantitative measurement of permeability im-
pairment due to their limitations, including the low pressure difference during the experiments and
the potential impact of hydrate blockage in the lines, which can reduce the accuracy of perme-
ability reduction calculations. Further research should be conducted to better quantify the effects
of porosity and permeability reduction, for example by using core-flood experiments.

6.2. Coupled Wellbore—Reservoir Simulations

This section discusses the results of the coupled wellbore—reservoir simulations conducted to investi-
gate the impact of formation damage due to OBM filtrate and CO, hydrate formation on the pressure
and temperature in the near-wellbore in relation to the CO, hydrate stability zone.

Compare to only using reservoir simulation, the use of a coupled wellbore—reservoir simulation is more
accurate. This coupled approach captures the dynamic interactions between the wellbore and the
reservoir: changes in the wellbore directly affect bottom-hole conditions, while dynamic responses
in the reservoir simultaneously serve as inputs for the wellbore. This two-way feedback mechanism
enhances the reliability of the simulation results.

6.2.1. Impact of Permeability of the Damaged Zone (Ky)

BHT vs Kd at t = 30 and 365 days BHP vs Kd at t = 30 and 365 days

—e— BHT at 30 days 50 L —o— BHP at 30 days

--o---BHT at 365 days --@---BHP at 365 days

0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
Kd (mD) Kd (mD)

Figure 6.3: Relationship between Ky and bottom-hole pressure (BHP) and temperature (BHT)

Figure 6.3 summarizes the impact of varying K4 values on BHP BHT. It is observed that BHP increases
as the permeability of the damaged zone decreases. This occurs because a lower K4 requires a greater
pressure drop in the near-wellbore region to maintain the same injection rate, thereby raising the BHP.

Since the boundary condition is set in the wellhead and the wellhead injection pressure is kept constant,
a higher BHP results in a smaller pressure drawdown along the wellbore. This reduced drawdown
weakens the JT cooling effect, causing an increase in BHT, as illustrated in Figure 6.4. From a CO,
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hydrate risk perspective, greater formation damage may help reduce the risk of hydrate formation by
elevating the temperature and pressure in the near-wellbore.

Boundary Condition :
WHP, WHT c<:| - Constant WH Injection Pressure

Constant WH Injection Temperature
Constant Injection Rate

dpwell

1 Kq Ko
BHP 1
BHT —
I P_res, T_res
d inbt
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Figure 6.4: lllustration of the impact of Ky on BHP, BHT, and pressure and temperature in the the wellbore and near-wellbore

6.2.2. Impact of Radius of the Damaged-Zone (Ry)

BHT vs Rd at t = 30 and 365 days BHP vs Rd at t = 30 and 365 days
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Figure 6.5: Bottom hole temperature and bottom hole pressure for varying Ry values.

Figure 6.5 provides a direct comparison of BHP and BHT at two different times (30 and 365 days) for
varying Ry values. The plots show that the most significant changes in both BHP and BHT occur when
Ry increases from 0 to approximately 0.5 meters. Beyond this threshold, further increases in Ry result
in only marginal changes. This diminishing influence aligns with the logarithmic nature of the impact of
damaged-zone radius as described by Hawkin’s formula in Equation 2.3.

Compared to the impact of damaged-zone permeability, the influence of increasing Ry is relatively
modest. This suggests that although R4 contributes to reservoir behavior, the severity of permeability
impairment plays a more significant role in controlling bottom-hole pressure and temperature.

6.2.3. Limitations and Future Work Directions

The formation damage was represented by setting a lower permeability value in the near-wellbore, and
this value of the permeability is constant over time. This was because the current simulation framework
was not able to incorporate the kinetics of the hydrate formation and their direct effects on porosity and
permeability changes over time. However, the simulation results offer important insights: if hydrate
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formation does occur and leads to additional permeability impairment, this could result in increased
bottom-hole temperatures. Such a temperature rise may help dissociate the hydrates as long as the
increase is sufficient to shift the system out of the hydrate stability zone.

It is also important to note that under the current simulation parameters, the system was still able to
maintain a constant injection rate despite the formation damage existing. Future studies should explore
scenarios where higher formation damage might prevent the system from achieving a constant injection
rate. This would allow for further analysis of how such limitations could affect bottom-hole temperature
and the dynamics of hydrate formation and dissociation.

The current simulation assumed an infinite reservoir boundary. Therefore, the effect of CO, injection
on increasing the overall reservoir pressure was not captured. Future studies should incorporate finite
reservoir boundaries, as the resulting increase in reservoir pressure could influence changes in near-
wellbore pressure, which, in turn, may affect near-wellbore temperature and the associated risk of
hydrate formation.



Conclusions and Recommendations

7.1. Conclusions

This thesis successfully addressed the research questions on the impact of the synthetic OBM filtrate
as the fluid/chemical component, represented by dodecane, CaCl,-15wt%, and W/O emulsion, on the
formation of the CO, hydrate in porous media, especially the hydrate morphologies and the hydrate
saturation in the micromodel experiments. Subsequently, the coupled wellbore-reservoir simulations
examined the impact of formation damage on the pressure and temperature in the near-wellbore in
relation to the CO, hydrate stability zone. The conclusions of the study are summarized as follows.

Impact of the synthetic OBM filtrate as the fluid/chemical component, represented by dodecane,
CaCl,—15wt%, and W/O emulsion, on the formation of the CO, hydrate in porous media.

» The interaction between CO, and the synthetic OBM filtrate can potentially induce CO, hydrate
formation under certain pressure and temperature conditions.

Instability of the OBM filtrate emulsion during low-temperature CO, injection, followed by water
droplet coalescence, increases the water surface area in contact with CO, thereby promoting
hydrate formation.

Various types of CO, hydrate morphologies described in the literature were observed, including
grain-coating, pore-filling, load-bearing, patchy, and sheet-like structures. Furthermore, distinct
hydrate features were identified in experiments involving oil and W/O emulsion, which shows that
COs, hydrate exists not only at the CO,-water interface but also within the CO, flow pathways.
Additionally, these CO, pathways appeared narrower compared to those in oil-free systems.

High salinity CaCl,—15wt% acts as CO, hydrate inhibitor, which consistently reduced both hydrate
saturation and conversion factor.

Hydrate saturation in the presence of synthetic OBM filtrate is higher than hydrate saturation in the
CaCly,—15wt% or CaCl,—15wt% + dodecane system. This was attributed to water coalescence in
the W/O emulsion system, which increased the water-CO, contact area and facilitated hydrate
nucleation.

Impact of formation damage on wellbore pressure and temperature in relation to the CO, hydrate
stability zone.

* The coupled wellbore-reservoir simulation approach captures the dynamic interactions between
the wellbore and the reservoir, enhancing the reliability of the predicted near-wellbore pressure
and temperature.

» Greater formation damage may help reduce the risk of hydrate formation by incrasing the tem-
perature and pressure in the near-wellbore.

« If hydrate formation occurs and causes additional permeability impairment, it could lead to in-
creased bottom-hole temperatures. Such a temperature rise may help dissociate the hydrates,
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provided the increase is sufficient to shift the system out of the hydrate stability zone (HSZ).

» Formation damage caused by mud-filirate (Kq = 0.7Ky and K4 = 0.4Kj) still keeps the pressure
and temperature conditions within the hydrate stability zone. A dditional damage due to hydrate
formation (Ky4 = 0.2K, and Ky = 0.1Kj) significantly increases BHP and BHT, shifting the pressure
and temperature condition outside the HSZ.

+ Significant changes in both BHP and BHT occur when the radius of the damaged zone (Rd)
increases from 0 to approximately 0.5 meters. Beyond this threshold, further increases in Rd
result in only marginal changes.

The findings provide insights to improve CCS operations in depleted reservoirs, such as using high-
salinity CaCl, as the dispersed fluid in OBM to mitigate hydrate formation and exploring reversible
near-wellbore reservoir damage as a means to prevent hydrates. However, further research is required
to enhance the understanding of the effects of OBM filtrate and formation damage on CO, hydrate
formation in the near-wellbore.

7.2. Recommendations for Future Research
Several recommendations are proposed for future research as follows:

» Improvements to micromodel experiments, such as:

Employing stereo cameras to capture multiple vertical focal planes to improve the accuracy
of saturation calculations.

Installing a flow sensor at the inlet of the micromodel to enable quantification of CO, con-
sumption and dissolution, particularly in oil-containing experiments.

Improving the lighting and image acquisition system to improve the quality of the data and
the reliability of image analysis.

Repeating experiments under varying conditions to ensure robust and reproducible results.

Installing additional diagnostic tools, such as Raman spectroscopy, may help differentiate
between hydrate and salt, especially in high-salinity brine experiments where competition
between salt precipitation and hydrate formation may occur.

 Further research on the impact of OBM and formation damage on CO, hydrate formation, such

as .

Conducting a series of experiments with varying oil-water ratios (OWR) to investigate how
the proportion of dispersed fluid influences the hydrate formation.

Performing experiments with actual OBM and filtrate samples from field operations to provide
more realistic insights, as field OBM systems are more chemically complex than simplified
laboratory mixtures of oil, brine, and emulsion.

Examining the competing effects of salt-induced dry-out and hydrate formation, particularly
in experiments involving high-salinity brine.

» Conducting core-scale investigations using core flooding combined with advanced imaging tech-
niques, such as CT scanning or Magnetic Resonance Imaging (MRI), to better understand the
effect of OBM on CO, hydrate formation in real rock samples with 3D porous structures, quantify
permeability impairment, and validate numerical simulation models.

» Enhancing the coupled wellbore-reservoir simulator to incorporate CO, hydrate formation and
dissociation through kinetic reaction modeling and to simulate their direct effects on porosity and
permeability changes.

» Performing simulations with varying wellbore and reservoir parameters and different boundary
conditions to obtain more robust and reliable results.
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Reservoir Parameter for Decoupled
Reservoilr Simulation

Table A.1: Reservoir and Injection Parameters (modified from Curtis M. Oldenburg (2007))

Parameter Value Unit
Reservoir Top Depth 1000 m
Reservoir Temperature 45 °C
Reservoir Pressure 25 bar
Thickness 50 m
Permeability 50 mD
Porosity 0.3 -
Sw 0.2 -
Reservoir Radius 1130 m
Reservoir Boundary Infinite -
Grid number (nr) 100 -
Wellbore radius 0.1 m
Injection Rate 3 kals
140000 m3/d
Injection Fluid 100% CO- -
Injection Temperature 15 °C
Rock heat capacity 1000 J/(kg-°C)
Rock heat conductivity 2.51 W/(m-°C)
Radius of Damage 1 meter
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Governing Equations for Coupled
Wellbore-Reservoir Simulations

This study utilizes the open-source numerical framework DARTS-well, which couples a non-isothermal,
multi-segment, multi-phase wellbore model, formulated using the Drift-Flux Model (DFM) with the Delft
Advanced Reservoir Terra Simulator (DARTS) for reservoir modeling (Moslehi and D. Voskov, 2025).
The simulator adopts the Operator-Based Linearization (OBL) technique to handle complex physical
interactions efficiently while substantially reducing computational costs (KHAIT2017990; Moslehi and D.
Voskov, 2025). The simulation framework is configured using the Pressure-Enthalpy (PH) formulation
and incorporates the effects of gravitational potential energy. The modeling scenario involves a single-
component CO, system with two-phase (gas and liquid) flow. The governing equations used in this

study are presented as follows:

Reservoir Mass Conservation

0(¢piS;)

+ V- (pivi) = q
* ¢: porosity

* p;: phase density

* S;: phase saturation

* v;: Darcy velocity

* g;: source/sink term

Reservoir Energy Conservation

d(¢ph)
ot

+V(Ph"):Q+Qh

* h: enthalpy
* QQ: heat transfer (often neglected in isothermal models)
* gy enthalpy source/sink

Wellbore Mass Conservation Equation

(B.1)

(B.2)

For a one-dimensional vertical wellbore discretized into segments, the mass conservation equation for

each segment is given by:

Nfaces

ot

i=1

where:
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* pm, is the mixture density,

* v, is the mixture velocity,

» A is the cross-sectional area,

+ Az is the segment length,

* ¢m is the source/sink mass term.

Wellbore Momentum Conservation Equation
The momentum balance accounts for pressure gradient, gravitational head, and frictional losses:

pm% = 7% — pmg cos(0) — %%'”’”' (B.4)
where:
* pis pressure,
* g is gravitational acceleration,
+ fis inclination angle,
* fr is the Fanning friction factor,
* D is the pipe diameter.
Wellbore Energy Conservation Equation
Using Pressure-Enthalpy (PH) formulation and considering potential energy:
9 Nfaces
E(pmhmAAz) + Zl (PmhmvmA)i = qg — PmgzUm A (B.5)
where:
* h,, is the mixture enthalpy,
* gg is the net heat addition (e.g., from ambient),
* z is the elevation (TVD).
Drift-Flux Model
The phase velocities v, and v; are modeled using the drift velocity approach:
vy = CoUp, + Vg (B.6)
=" _Zgg“" (B.7)

where:

» (y is the profile parameter,
* vy is the drift velocity,
* oy is gas holdup.
Coupling Between Wellbore and Reservoir

At the perforation interface:

» Mass and enthalpy flux continuity is enforced between the well segment and the adjacent reservoir
cell:
Min = mres = Thwb ; Hin = Hres = Hwb (8-8)

with phase split based on pressure and enthalpy from the well/reservoir interface.



Repeat Experiment #3: NaCl-1wt% +
Dodecane

In the main Experiment #3, hydrate dissociation occurred unintentionally due to a pressure drop caused
by an operational issue. Therefore, a repeat experiment was conducted to systematically investigate
the dissociation temperature for the NaCl-1wt% + Dodecane system.

Figure C.1 presents the pressure, temperature, and hydrate saturation profiles during the dissociation
process in the repeat experiment. The pressure was maintained at 25 bar, while the temperature was
increased stepwise—from —1°C to 3°C, then from 3°C to 5°C, and finally from 5°C to 8°C.

Throughout the temperature increase, the hydrate saturation remained relatively stable at approxi-
mately 1.6—2%. The dissociation temperature was identified as the point where hydrate saturation
began to decrease significantly. According to the figure, dissociation was observed within the temper-
ature range of 5.1-5.6°C.

Figure C.2 and Figure C.3 display micromodel images taken before and after hydrate dissociation,
respectively. In Figure C.3, the disappearance of hydrate features confirms that dissociation occurred.

Hydrate Saturation and Temperature vs Time
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Figure C.1: Hydrate saturation, temperature, and pressure profile during the dissociation process in repeated Experiment #3.
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Figure C.2: Micromodel image before dissociation (t = 2.54 hours) during repeated Experiment #3.

(b)t=2.57 hours

Figure C.3: Micromodel image after dissociation (t = 2.57 hours) during repeated Experiment #3.



Repeat Experiment #4: CaCl,-15wt% +
Dodecane
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Figure D.1: Pressure and temperature profile during repeated Experiment #4.

Figure D.1 shows the pressure and temperature profile during repeated Experiment #4 (CaCl,-15wt%
+ Dodecane). This experiment was conducted to verify whether hydrate formation occurred and to
identify if the 'dark feature’ observed inside the CO, channel was indeed a hydrate.

CO, was injected for two hours, followed by the application of a 0.2-second pressure pulse to trigger
hydrate nucleation. The system was then monitored for 15 hours. During this period, no hydrate
formation was observed, while the dark feature inside the CO, channel persisted.

Subsequently, another pressure pulse of 0.3 seconds was applied. After 30 minutes, the visual appear-
ance of the feature remained unchanged, similar to the observation after the first pulse. A final pulse
of 0.5 seconds was then applied, followed by four additional hours of monitoring. Again, no hydrate
formation was observed; only a persistent 'dark feature’ was present, visually consistent with that seen
in the main Experiment #4.

To confirm the nature of this feature, a dissociation test was performed by increasing the temperature
in a stepwise manner up to 9 °C. As shown in Figure D.3, the feature inside the CO, channel did not
dissociate even at this elevated temperature. This suggests that the dark feature was not a hydrate.
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Thus, the results of this repeat experiment are consistent with the main Experiment #4: no hydrate

formation occurred throughout the experiment.

Figure D.2: Micromodel image before dissociation process in repeated Experiment #4.

°C during the dissociation test in repeated Experiment #4.

Figure D.3: Micromodel image at 9



o —

Appendix of Coupled
Wellbore-Reservoir Simulations Result

Impact of Permeability of the Damaged-Zone (K )
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Figure E.1: Temperature profile along the wellbore over time for various value of Ky.

84



85

Pressure profile/profiles along the wellbore m

" X
Fi ¥
2 2
g 2
& &
2 % » > 3 3 ® 2 % £ %
Pressure [bar] Pressure [bar]
Pressure profile/profiles along the wellbore Pressure profile/profiles along the wellbore m
§ 5
2 H
£ €
£ £
) &
& &
N
o~
~
\\\\ o
i ® » » % = » 5 = %
Pressure [bar] Pressure [bar)
Figure E.2: Pressure profile along the wellbore over time for various value of Ky.
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Figure E.3: The risk of hydrate formation as the impact various value of Ky.
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Impact of Radius of the Damaged-Zone (Ry)
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Figure E.4: Temperature profile along the wellbore over time for various value of Ry.
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Figure E.5: Pressure profile along the wellbore over time for various value of Ry.
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