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Summary

This thesis explores how digital twin technology might introduce 
a trade-off between datafication and lived, intuitive experi-
ence in psychiatric healthcare for people with Post-Traumatic 
Stress Disorder (PTSD). A digital twin refers to a virtual simula-
tion of a person’s behaviour and emotional states constructed 
through continuous data collection. Such systems promise more 
personalised care and autonomy, yet they also raise ethical and 
epistemical concerns. 

For people with PTSD, the ability to 
trust their own bodily signals is often 
disrupted. A digital twin could create 
a sense of enhanced self-understan-
ding, yet at the same time risk under-
mining one’s relationship with lived 
experience.

Using speculative design research, 
this project examined how people 
with PTSD interpret and emotionally 
respond to potential technological 
futures. Through a combination of 
contextual immersion, expert inter-
views, and iterative prototyping, a final 
speculative design was developed that 
materialised the tension between 
analytical feedback and subjective 
reflection. 

This tension was expressed through an 
interactive experience that alterna-
ted between different modes of feed-
back, ranging from quantitative data 
to narrative and interpretive forms. 

The prototype was then tested with 
people with PTSD to ensure that their 
lived experiences were meaningfully 
translated. 
Their engagement revealed personal 
values related to how different forms of 
feedback shaped their sense of under-
standing and agency.

The findings show that the trade-off 
between datafication and lived expe-
rience is not an opposition of forces, 
but a productive tension that can be 
intentionally designed. When analyti-
cal insights are intertwined with gui-
ded personal reflection, digital twins 
can complement psychiatric care 
by creating conditions that support 
self-understanding, emotional safety, 
and interpretive agency. The study 
further revealed that the framing of 
feedback from the digital twin to the 
user 
strongly shapes whether the tech-
nology feels supportive or intrusive, 
and how trust in data is formed. 

Finally, the study offers recommen-
dations for designers of future digital 
twin technologies, emphasising the 
need to balance predictive accuracy 
with reflective engagement that is 
sensitive to the richness of lived expe-
rience. In doing so, it positions specula-
tive design as a method for anticipating 
the experiential and relational futures 
of psychiatric technologies before they 
are built. 
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People with PTSD

Over the past few months, I’ve met 
many people who did not choose the 
life they are living now. It makes me 
angry that life can unfold in ways that 
are completely beyond our control, yet 
some people are the ones who have to 
live with and repair the consequences 
for years. I am deeply inspired by the 
way these individuals continue to strive 
for recovery, and by the vulnerability it 
takes to keep trying.

This semester, I’ve learned a lot about 
the psychiatric care system, and how 
easily people can get stuck in it when 
getting better is not as straightforward 
as hoped. That truly sucks.

I’m grateful to have met you all, to have 
learned from your perspectives, and to 
carry those lessons with me into wha-
tever comes next. This thesis is dedica-
ted to your voices. Your perspectives 
deserve to be heard.
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Glossary

Agent: an artefact capable of sensing the user and its surround-
ings, communicating with it and evolving. 

Boundary object: an artefact that remains flexible enough for 
different stakeholders to interpret and use in distinct ways, yet 
robust enough to maintain a shared identity. 

Digital Twin: refers to a virtual simulation of a person’s behavioural 
and emotional state that is constructed through continuous bidi-
rectional data collection. 

Digital Phenotyping: continuous collection of data from personal 
digital devices to quantify behavioural characteristics in real-world 
contexts. Such devices may include smartwatches, smartphones, 
or computers, providing data such as typing speed, social media 
activity, and online search behaviour.

Datafication: The transformation of aspects of everyday life into 
quantifiable data, often through digital monitoring and measure-
ment technologies.

PTSD (Post-Traumatic Stress Disorder): A mental health condi-
tion that can develop after exposure to traumatic events involving 
actual or threatened death, serious injury, or sexual violence, and 
is characterised by symptoms such as intrusive memories, avoid-
ance, negative alterations in mood or cognition, and changes in 
reactivity.

Digital Biomarker: measurable signals that can support diagnos-
tic interpretation obtained through digital phenotyping.

Data Phantom: a metaphor describing how traces of the past 
continue to inform algorithmic judgment in the present. Data 
from the past might ‘haunt’ you in the present.

Data Shadow: a metaphor describing the trace of personal data 
collected through digital interactions, which can shape decisions 
about individuals without their direct awareness.

Speculative artefact: a designed object or scenario intended to 
provoke reflection, discussion, or critique, rather than to solve a 
problem; used in speculative design research.

Mediation: in a psychiatric healthcare organisation, this means 
the way roles between care seekers and therapists could be 
shaped by a digital twin. 

Personal values: refer to what an individual finds meaningful, 
desirable, or important in their own life and experiences, reflect-
ing their priorities and sense of well-being. Rather than assuming 
these values beforehand, the study explores how they emerge 
from participants’ reflections and interactions with the specula-
tive artefacts. 

Lived experience: refers to the embodied and experiential ways 
in which people make sense of their emotions and bodily signals, 
in contrast to data-driven interpretation. 

Speculative Design Approach: a design methodology that 
explores and questions possible futures by creating provocative 
artefacts or scenarios, aiming to spark critical reflection rather 
than provide immediate solutions.

Trauma-Informed Design Principles: a framework co-designed 
through a network of trauma survivors, structured around four 
lenses: research, design, policy, and organisational. It consists of 
seven core principles that guide ethical engagement with trauma 
survivors. It translates lived experience into concrete practices 
that promote safety, agency, and emotional well-being.

Overbruggingszorg: interim care provided to individuals await-
ing formal treatment, aiming to reduce symptom worsening and 
prevent negative outcomes during long waiting periods.

Wizard-of-Oz: a form of research where you use make-believe in 
order to pretend that a technology is working in order to test an 
interaction with a non-existent, future technology.
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1.1 Introduction

Imagine sprinting to catch the bus: your heart starts racing, your blood pressure 
rises. You know it is simply your body responding to stress. But what if you could no 
longer rely on that sense of trust in your own body? For many people with Post-Trau-
matic Stress Disorder (PTSD), this uncertainty is a daily reality. Bodily signals that 
are meant to guide and protect can become confusing, or even threatening, blur-
ring the line between ordinary stress and trauma-related reactions. For people with 
PTSD, their own body can become an unpredictable reminder of fear; a system they 
can no longer trust.

This tension raises a broader question: 
how can we understand and regulate 
our internal states when our body no 
longer feels trustworthy? Could tech-
nology assist in interpreting emotional 
and physiological signals?

Recent developments in psychiatric 
healthcare suggest that this might 
soon be possible. A digital twin is a vir-
tual simulation of a person’s behaviour, 
constructed through continuous data 
collection. Within psychiatric contexts, 
such systems could monitor changes 
over time, predict relapses, and provide 
feedback to support therapy (Spitzer et 
al., 2023). Digital twins therefore hold 
the promise of more personalised and 
patient-centred care.

Yet, scholars warn that digital twins 
risk reducing complex emotional 
and contextual realities to simplified 
data representations, overlooking 
their personal meaning (Sharon, 2016; 
Ruckenstein & Schüll, 2017). For indivi-
duals already struggling to trust their 
own bodily signals, such an external 
“mirror” introduces a paradox: it can 
give an impression of self-enhanced 
understanding by revealing hidden 
patterns, yet in doing so, it may also 
create a sense of alienation from one’s 
own intuition.

Beyond this conceptual tension, there 
are also practical and ethical risks. 
Reliance on data-driven insights may 
disrupt the intuitive coping mecha-
nisms of people with PTSD. It could 
undermine self-trust, increase anxiety, 
and foster over-reliance on algorithmic 
interpretations of mental states (Ruc-
kenstein & Schüll, 2017). Scholars 
further argue that reducing experi-
ences to shallow data patterns can 
discourage deeper personal reflection 
(Sharon, 2016). Serious concerns also 
remain regarding patient privacy and 
data ownership, including the risks of 
data breaches or misuse of sensitive 
information (Thieme et al., 2020). 

I am personally drawn to this dilemma, 
as it resonates with my own experi-
ence. As a former elite athlete, I spent 
years training with data: tracking heart 
rate, sleep, diet, and lactate levels in 
the pursuit of peak performance. Alt-
hough this quantification helped me 
succeed, it also distanced me from my 
own sense of intuition. I learned what 
my data told me, but forgot to feel 
when I was overtrained. This personal 
experience parallels the challenge 
in psychiatric healthcare today: how 
might we use data to support, rather 
than override, human intuition?

This tension is even more relevant for 
people with lived experience of PTSD. 
PTSD can develop after exposure to 
traumatic events involving actual or 
threatened death, serious injury, or 
sexual violence, and is characterised 
by symptoms such as intrusive memo-
ries, avoidance, negative alterations 
in mood or cognition, and changes 
in reactivity (American Psychiatric 
Association [APA], 2022). While clinical 
treatments, such as exposure the-
rapy, cognitive restructuring (chan-
ging unhelpful thought patterns), 
or medication, can be effective, they 
are not always available, affordable, 
or sufficient (Fonzo, Federchenco, & 
Lara, 2020; National Institute of Men-
tal Health, 2023). A digital twin could 
potentially support self-manage-
ment by signalling triggers or early 
signs of relapse. However, for people 
with PTSD, such feedback requires 
careful consideration in its design, as 
data-driven interpretation directly tou-
ches on the fragile balance between 
bodily awareness and technological 
mediation.

Design can make a critical contribu-
tion in exploring this dilemma. Specu-
lative design, in particular, enables us 
to critically explore “what-if” scenarios, 
imagine futures before they are imple-
mented, and to question their desirabi-
lity and ethical implications (Savransky, 
Wilkie & Rosengarten, 2017). 
Through this approach, I aim to explore 
how speculative design research can 
provoke reflection on the ways digital 
twin technologies might introduce a 
trade-off between datafication and 
subjective lived experience within 
psychiatric healthcare. Using PTSD as 
a case study, the project explores how 
the underlying personal values and 
perspectives of people with PTSD can 
inform recommendations for desig-
ners on how to anticipate and critically 
engage with the futures of this emer-
ging technology.
 
In this thesis, a personal value refers to 
what an individual finds meaningful, 
desirable, or important in their own life 
and experiences, reflecting their prio-
rities and sense of well-being (Desmet 
& Roeser, 2015). Rather than assuming 
these values beforehand, the study 
explores how they emerge from par-
ticipants’ reflections and interactions 
with the speculative artefacts. 

Subjective lived experience refers to 
the embodied and experiential ways 
in which people make sense of their 
emotions and bodily signals, in con-
trast to data-driven interpretation 
(Oudin et al., 2023; Coghlan & D’Alfonso, 
2021). The term subjective is included 
deliberately to highlight the personal 
and situated nature of lived experi-
ence, which stands in tension with the 
objectivity implied by datafication. In 
the remainder of this thesis, it will sim-
ply be referred to as lived experience.
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Research Question

In what ways might digital twin technology introduce a trade-off 
between datafication and intuitive, lived experience in psychiatric 
healthcare for people with PTSD?

Sub-Questions

1.	 How can speculative design elicit and communicate the personal 
values and concerns of people with PTSD to inform future design 
of digital twin technologies?

2.	 How might different ways of representing and framing feedback, 
from data-driven metrics to intuitive and narrative forms, shape how 
people interpret and relate to their lived experience?

3.	 How might engaging with such feedback influence a person’s sense 
of agency and self-understanding in managing their mental health?

Tone & Structure

To address these questions, this thesis 
applied a speculative design metho-
dology that combined contextual 
grounding with participatory elements. 
In the grounding phase, insights from 
literature, expert interviews, and early 
exploratory sessions informed the 
development of speculative artefacts 
that materialised tensions between 
datafication and lived experience. 
These artefacts were first iterated and 
tested with design students to explore 
how they could provoke reflection 
on future psychiatric technologies. 
The final prototype was then eva-
luated with individuals with lived 
experience of PTSD to examine how 
they interpreted and emotionally res-
ponded to the envisioned interaction. 
Their reflections provided insight into 
how the artefact’s tone, pacing, and 
emotional resonance were perceived, 
helping to evaluate whether it repre-
sented lived experience authentically. 
Insights from both stages informed 
the final analysis and design recom-
mendations, which aim to stimulate 
critical reflection among designers 
and researchers on the implications of 
digital twins in psychiatric healthcare.

The following chapters outline how 
this process unfolded, from the initial 
grounding and speculative explorati-
ons to the evaluation of the final pro-
totype. Together, these stages build 
toward insights that inform both the 
design outcomes and the broader 
discussion on datafication, lived expe-
rience, and the future of psychiatric 
healthcare.

Throughout the thesis, short author 
reflections are interwoven with the 
main analysis to make the design pro-
cess transparent. This stylistic choice 
not only situates the researcher within 
the inquiry but also mirrors the very 
theme of the study, balancing reflec-
tion and analysis in both content and 
form. This deliberate decision also does 
greater justice to the nature of specu-
lative design, which cannot be fully 
captured within conventional analyti-
cal frameworks.
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1.2 Methodolgy & Scope

This chapter outlines the methodological approach and scope 
of the study. It explains how speculative and participatory 
methods were combined to investigate digital twin technologies 
within psychiatric healthcare. The chapter also defines the tar-
get groups, describes the process of grounding, ideation, and 
testing, and clarifies how these stages contributed to the deve-
lopment of the final speculative prototype.

Target Group

This project was developed with two 
perspectives in mind: that of design-
ers who shape emerging technolo-
gies and that of individuals with lived 
experience of psychiatric conditions 
who are most affected by them. The 
speculative artefacts were designed to 
encourage reflection among design-
ers on how data-driven technologies 
might influence human experience 
and self-understanding in psychiatric 
contexts.

To ensure that the speculation was 
grounded in lived experience rather 
than assumption, the case study 
focused on people with Post-Trau-
matic Stress Disorder (PTSD). PTSD 
was chosen because it represents 
a condition in which bodily aware-
ness and trust are deeply challenged, 
making it a meaningful context for 
exploring how data-driven feedback 
technologies might interact with lived 
experience (Landry et al., 2010).

While the broader discussion concerns 
the use of digital twins in psychiat-
ric healthcare, this study focuses on 
PTSD as a specific and illustrative 
case. The intention was not to make 
generalisable claims about all mental 

Procedure

This study employed a speculative 
design approach complemented by 
participatory methods. Speculative 
design was used to explore possible 
futures of digital twin technologies in 
psychiatric healthcare, while partici-
patory activities provided contextual 
insight into the lived experience of 
PTSD.

To build this contextual grounding, I 
conducted interviews with individuals 
with lived experience of PTSD and 
with mental healthcare profession-
als, including psychologists, psycho-
therapists, and psychiatric nurses. I 
also engaged in voluntary activities 
with people experiencing psychiatric 
vulnerabilities, including weekly sup-
port for a young woman with com-
plex PTSD. These experiences helped 
develop contextual sensitivity and 
empathy, complementing insights 
from interviews and literature. 

Participant recruitment took place 
through the network of the client 
organisation, GGZ Noord-Holland-
Noord (GGZ-NHN), and through my 
own professional connections within 
the mental healthcare field.

Although the research process was 
inspired by the framework of Bendor 
and Lupetti (2024), it was not applied 
as a fixed sequence of steps. As is com-
mon in speculative design, the meth-
odology functioned as a guiding 
structure rather than a prescriptive 
model. Each stage was adapted to the 
specific context and aims of the study, 
allowing room for intuition, iteration, 
and emergence throughout the pro-
cess. This flexible approach aligns with 
the broader view in speculative design 
literature that each project requires 
its own situated and context-sensitive 
process rather than a standardised 
method (Mitrović et al., 2021).

Process overview

1.	 Grounding the context through 
ten expert interviews, conversa-
tions with people with lived experi-
ence, and literature review.

2.	 Identifying and reframing key 
tensions emerging from these 
materials.

3.	 Ideating and positioning the 
design around these tensions.

4.	 Creating low-fidelity speculative 
artefacts to test and refine the 
tensions with eight design stu-
dents.

5.	 Developing and evaluating the 
final speculative prototype 
together with two individuals 
with lived experience of PTSD.

health contexts, but to explore how 
speculative design can engage with 
lived experience to surface values and 
tensions relevant to such technologies.

The final speculative prototype was 
tested with two participants with lived 
experience of PTSD. Their reflections 
provided nuanced insights into how 
data-driven feedback might be inter-
preted and felt within a trauma-related 
context. These insights, in turn, inform 
a set of design recommendations 
aimed at helping future designers 
critically engage with the ethical and 
experiential implications of digital twin 
technologies.

The following section outlines the 
methodological approach used to 
develop and evaluate these specula-
tive artefacts, detailing the stages of 
grounding, ideation, and testing that 
structured the design process.
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During the grounding phase, ten 
participants were interviewed, includ-
ing managers in psychiatric health-
care, individuals with lived experience 
of PTSD, psychiatric nurses, psycho-
therapists, and psychologists. Comple-
mentary insights were gained through 
two visits to a voluntary community 
organisation for people with psychiat-
ric vulnerabilities and through weekly 
volunteering with a young woman 
with complex PTSD (see Ethnographic 
lens).

Tensions were primarily derived from 
literature and interview insights, which 
were iteratively reframed and com-
bined. This process led to the early 
development of speculative artefacts: 
low-fidelity prototypes created to 
test whether identified tensions were 
indeed provocative (Bendor & Lupetti, 
2024). Testing these artefacts with 
eight design students helped assess 
their relevance and depth, refining 
the conceptual direction of the work. 
The iterations culminated in a set of 
clustered tensions that informed the 
written speculative scenarios and, 
eventually, the final high-fidelity proto-
type. 

The final prototype was then tested 
with two individuals with lived expe-
rience of PTSD to ensure that the 
design resonated with their perspec-
tives. Insights from these sessions 
informed design recommendations 
intended to help future designers 
critically engage with the experiential 
and ethical implications of digital twin 
technologies.

Context 

The project was conducted in collabo-
ration with GGZ Noord-Holland-Noord, 
a regional psychiatric healthcare 
institution in the Netherlands. The 
Dutch psychiatric healthcare system 
currently faces increasing waiting lists 
for specialist care (Nederlandse Zor-
gautoriteit, 2024), see Figure 1.1. These 
extended waiting times affect both 
patients and professionals, placing 
additional pressure on psychiatric 
nurses and general practitioners, who 
are increasingly required to manage 
mental-health issues beyond their 
formal training (Nederlandse Zor-
gautoriteit, 2024). In 2023, individuals 
suffering from trauma faced an aver-
age wait time of 13 weeks before ini-
tial intake, followed by an additional 

21 weeks before receiving treatment 
(Nederlandse Zorgautoriteit, 2024). 
Such delays are associated with poorer 
treatment outcomes, lower patient 
adherence, and worsening of symp-
toms, which in turn affects the cycle of 
long waiting lists. 

In response, national healthcare dis-
cussions have increasingly empha-
sised the need for overbruggingszorg 
(bridging care): interim support for 
individuals awaiting treatment to 
mitigate the negative effects of these 
delays (Nederlandse Zorgautoriteit, 
2024). A digital twin could play a role 
in providing overbruggingszorg for 
individuals awaiting treatment.

Figure 1.1 The increasing growth index of waiting lists (Nederlandse Zorgautoriteit, 2024)
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 Scope

The  scope of this project focuses on 
the interaction between patient and 
digital twin, acknowledging but leav-
ing aside the roles of healthcare pro-
fessionals and broader structures. 

A simplified overview of the key 
stakeholders and the potential posi-
tion of the digital twin within this care 
landscape can be seen in figure 1.2. 

Ethnographic lens

To incorporate the perspectives of peo-
ple with lived experience of PTSD, this 
research adopted an ethnographic 
lens. Weekly volunteering with a 
young woman with complex PTSD 
created a form of contextual embed-
ding, offering experiential insight that 
complemented rather than quantified 
understanding. This approach was 
inspired by Claisse et al. (2025), who, 
through a three-year collaboration 
with the Recovery College Collective, 
advocate for keeping data in context 
and argue that quantitative methods 
can diminish the richness of people’s 
lives. Following their reasoning, this 
project used participant observation 
through voluntary work to challenge 
purely clinical perspectives and fore-
ground the everyday realities of living 
with trauma.

While such long-term community 
engagement was beyond the scope 
of this study, it served as a valuable 
methodological reference point. Con-
sequently, insights from this engage-
ment were treated as complementary 
to those derived from literature and 
interviews. The implications of this 
choice, particularly regarding reliability 
and transferability, are discussed later.

Figure 1.2 Simplified visual of the Dutch psychiatric healthcare system, 
showing how the digital twin relates to the patient and to existing forms 
of clinical and community care. 

GGZ works through a triage system. 
When a person experiences mental 
problems, he or she first visits the Gen-
eral Practitioner, and through there 
receive an official indication to receive 
specialised help from therapists, psy-
chologists or psychiatrists. POH-GGZ is 
in between, helping either when some-
one is awaiting care or when problems 
can be solved in a non-specialist way 
(Nederlandse Zorgautoriteit, 2024). 
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2.1 About Speculative 
Design

Speculative design does not follow a 
single or prescriptive method. Rather 
than focusing on critique alone, it 
uses speculation as a way of think-
ing through possible futures and 
their social, ethical, and experiential 
implications (Dunne & Raby, 2013). 
This is illustrated in figure 2.1. While 
approaches differ, speculative design 
consistently aims to provoke reflection 
on what kinds of futures are being 
imagined, for whom, and under what 
assumptions.

Dunne and Raby describe the specu-
lative designer to be “somewhere 
between literature and cinema,” craft-
ing just enough cues for audiences 
to imagine a broader world with its 

politics, ideologies, and everyday life. 
Design becomes a narrative medium 
that invites reflection on the present 
through the lens of imagined futures. 
As they note, speculative design aims 
to “unsettle the present rather than 
predict the future.”

”Design shows people what is possible, but 
it is up to them to judge whether that future 
is desirable and to what extent their actions 
and attitude contribute to that future” - 
Bendor, 2024

Speculative design achieves this 
through the creation of tensions: 
deliberate dilemmas that expose 
ambiguities and competing values 
surrounding emerging technolo-
gies. These tensions often arise from 
thought experiments that extend cer-
tain assumptions or developments to 
their extremes (Mitrović et al., 2021).

Chapter 2 - Grounding

To create an engaging and meaningful speculation, it is crucial 
to strike a balance between strangeness and familiarity. Before 
exploring imaginative possibilities, speculative design must be 
anchored in real-world conditions that make the work recognis-
able and relevant. Grounding provides the contextual foundation 
from which speculation can meaningfully evolve (Bendor, 2023).

“Both futurists and designers recognise that the work of the imagination 
must be situated and grounded in real-world conditions” - Bendor, 2024

The grounding of this speculation con-
sisted of an extensive literature review 
of key concepts that underpin the proj-
ect. The focus was first mainly on form-
ing the approach, reviewing literature 
on speculative design and trauma-in-
formed design. After this, the focus 
shifted to more informational topics 
forming the content of this specula-
tion, including Post-Traumatic Stress 
Disorder (PTSD), digital twins, digital 
phenotyping, and recent research 
on human–technology relations. 
Together, these topics provide the nec-
essary background for understanding 
how digital technologies might shape 
the future of psychiatric healthcare.

To enrich this foundation, interviews 
and observations were conducted, 
as described in the section about the 
ethnographic lens. Through direct 
engagement with people with lived 
experience of PTSD and relevant pro-
fessionals, in-depth insights emerged, 
particularly concerning the everyday 
dynamics of PTSD and the role of cop-
ing mechanisms and service dogs.

Figure 2.1 Visualisation of what speculative 
design is compared to design methods

Grounding this speculation also 
involved exploring the designer’s posi-
tionality within this subject through 
reflections on personal experiences 
with data collection and mental 
health. This positionality informed how 
tensions were interpreted and how the 
speculative exploration was shaped.

The combined findings from the liter-
ature review and contextual research 
were synthesised into a series of ten-
sions. These tensions form the foun-
dation of the speculative work that 
follows.
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A tension differs from both a risk and 
a dichotomy: risks demand mitiga-
tion, while tensions call for reflection; 
dichotomies simplify, while tensions 
acknowledge coexistence and interde-
pendence. 

For instance, in healthcare a person 
may value the efficiency of digital tools 
yet still seek the empathy of human 
interaction. This is an ambiguity that is 
not a problem to be solved but a con-
dition to be explored.

“Unsettle the present rather than predict 
the future.” – Dunne & Raby (2013)

A well-formulated tension captures 
such interdependence and forms the 
basis for worldview narratives: specu-
lative scenarios that translate abstract 
concerns into tangible, situated experi-
ences. The aim of these narratives is not 
prediction or resolution, but to foster 
reflection on present design practices 
and their broader implications (Mitro-
vić, 2016; Bendor & Lupetti, 2024). As 
Auger (2013) notes, compelling specu-
lative designs balance familiarity and 
strangeness, provoking both intellec-
tual and emotional engagement. 

Bendor and Lupetti (2024) further 
distinguish between pragmatic spec-
ulation, which anticipates probable 
futures, and imaginative specula-
tion, which challenges assumptions 
through provocative and unfamil-
iar scenarios (Figure 2.2). Effective 
speculative design leans toward the 
imaginative, encouraging audiences 
to confront values that conventional 
foresight might overlook.

Such speculations must nonetheless 
be grounded in a well-defined context. 

Figure 2.2 This grid can serve as an inspiration in finding tensions that 
are really imaginative (based on figure by Bendor &Lupetti, 2024)

Grounding involves developing a foun-
dation of knowledge from literature, 
expert insights, and contextual obser-
vations that shape the plausibility and 
ethical orientation of the work (Bendor 
& Lupetti, 2024). From this foundation, 
designers articulate a stance and test 
the identified tensions through low-fi-
delity speculative artefacts: proto-
types designed to provoke reflection 
on specific aspects of the envisioned 
future. Iterative testing refines both the 
scenarios and the underlying tensions 
before reaching a final outcome. 

This process allows designers to 
question and reflect on technological 
developments before they become 
normalised in practice, encouraging 
alternative perspectives on their 
societal and experiential implications 
(Lawson et al., 2015).
 
In the context of this Master’s thesis, 
speculative design offered a means to 
explore how digital twin technologies 
might influence experiences of care 
and self-understanding in psychiatric 
contexts. Speculative design has also 
been critiqued for its potential elitism, 
as designers often determine which 
futures are explored and how they are 
represented (Farias et al., 2022). In res-
ponse, this project aims to treat spe-
culation not as detached critique but 
as a situated, dialogical practice atten-
tive to the contexts and experiences it 
engages.
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2.2 Inspiring Examples 

A number of speculative works have explored related tensions 
between care, technology, and human experience. These proj-
ects formed concrete examples that served as how to speculative 
design research. The examples illustrate how speculative design 
can make ethical and emotional questions tangible.

Figure 2.3 Elderly man is being monitored by his children on whether 
he is eating healthy by a smart fork (Superflux, 2015)

Superflux – Uninvited Guests

In Uninvited Guests, Superflux (2015) 
presents a near-future scenario in 
which an elderly man lives surrounded 
by health-monitoring devices gifted 
by his children (figure 2.3). The film 
juxtaposes the reassuring promise of 
technological care with the emotional 
discomfort of constant surveillance. 
It exposes a subtle tension between 
autonomy and control: between 
being cared for and being watched. 
This ambivalence closely aligns with 
the focus of this thesis, which similarly 
examines this.

Lucy McRae – Compression Carpet
Lucy McRae’s Compression Carpet 
(n.d.) envisions a post-apocalyptic 
world in which physical intimacy has 
been lost, and human touch must 
be re-learned through an improvised 
mechanical device (figure 2.4). The 
project demonstrates how speculative 
design can translate abstract fears 
such as isolation and dehumanisations 
by technology into tangible, embodied 
experiences. By inviting tactile and 
emotional engagement, McRae’s work 
serves as an important inspiration for 
this thesis, as it similarly investigates 
the tension between human interac-
tion and data-driven interpretation.

Figure 2.4 Compression carpet embodying abstract fears like dehu-
manisation and isolation (Lucy McRae, n.d.)



30 31

Black Mirror – White Christmas
The Black Mirror episode White Christ-
mas (Brooker & Tibbetts, 2014) extends 
the idea of digital consciousness into 
a dystopian narrative where digital 
replicas of human minds are used as 
obedient assistants. The story raises 
fundamental ethical questions about 
autonomy, identity, and consent in 
human–machine relationships. While 
its tone is intentionally extreme, it reso-
nates with ongoing debates about dig-
ital twins, which also blur boundaries 
between self, simulation, and control. 
Although the speculative approach 
in this thesis adopts a more hopeful 
stance, White Christmas demonstrates 
how narrative speculation can power-
fully elicit these tensions before these 
technologies become reality (Figure 
2.5).

Figure 2.5 Snapshot out Black Mirror episode where instead of blocking people 
online, people blocked each other in real life, becoming no more than just a 
ghost to each other (Brooker & Tibbetts, 2014)

2.3 Trauma-Informed 
Design
Building on the ethnographic lens des-
cribed earlier, this research also adop-
ted a trauma-informed perspective 
to ensure that participation remained 
emotionally safe and empowering for 
all involved.

This project followed the trauma-in-
formed design framework developed 
by the Chayn Network (Hussain et 
al., 2022). It is structured around four 
lenses: research, design, policy, and 
organisation, and seven core princi-
ples that guide ethical engagement 

with trauma survivors (see Figure 1.5). 
Developed through a decade of collab-
oration with survivors, the framework 
translates lived experience into con-
crete practices that promote safety, 
agency, and emotional wellbeing.

Since this thesis primarily concerns 
speculative research, the research 
lens was most directly applied, though 
insights from the design and organisa-
tional lenses also informed the overall 
approach. The application of these 
principles is reflected in the ethical 
checklist and informed consent form, 
which were aligned with the Chayn 
guidelines (see Appendix A).

Figure 2.6 The co-designed Trauma-Informed Design Principles by 
Chayn Network (Hussain et al., 2022)
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Implementation in thesis
During interviews and prototype test-
ing, participants were briefed about 
their right to pause or withdraw at any 
moment. Conversations were flexible 
and participant-led, allowing individu-
als to move beyond the main topic or 
express discomfort when needed. The 
researcher took care to prevent over-
sharing of distressing experiences and 
used transparent language to foster 
trust.

Recruitment took place through 
voluntary networks and personal 
connections rather than institutional 
databases, in order to increase acces-
sibility for marginalised groups and 
maintain trust. Consent forms were 
written in accessible language, clearly 
outlining the intentions and emotional 
tone of the sessions. Ethical practices 
such as participant validation and the 
use of pseudonyms were also guided 
by this same ethos of care.

The principle of hope played a partic-
ularly important role in this project. 
Hope, as defined by Chayn, extends 
beyond optimism: it is about foster-
ing empathy, calm, and recognition. 
Hopeful design avoids retraumatising 
or sensational imagery and instead 
creates an atmosphere of warmth and 
trust. Within this project, hope guided 
both the tone and structure of the 
speculative prototype, aiming to help 
participants feel seen and respected 
rather than pathologised.

Hope also functions as an ethical 
counterpoint to the often dystopian 
tendencies within speculative design. 
Rather than imagining futures defined 
by control or fear, the aim was to create 
speculative artefacts that evoke recog-
nition and possibility. For participants, 
this meant being able to see aspects of 

their own lived experiences reflected 
in the design in a way that felt genu-
ine and human. In this sense, feeling 
seen does not imply agreement with 
the design, but recognition, that their 
perspectives and vulnerabilities were 
meaningfully acknowledged within it.
Within psychiatric contexts, lived 
experience is closely tied to autonomy 
and emotional safety. Emphasising this 
connection framed the ethical orienta-
tion of the study: the speculative pro-
totype was designed not to measure or 
correct behaviour, but to provide a safe 
space for reflection and recognition. 
Supporting participants’ lived expe-
rience thus became a guiding aim 
throughout the process, ensuring that 
engagement fostered agency rather 
than dependence.

In later chapters, this will be elaborated 
upon regarding how these principles 
were integrated into the prototype 
design and testing process to support 
participants’ lived experiences, agency, 
and emotional safety.

2.4 Post-Traumatic Stress Disorder (PTSD)

There has been a growing awareness of the impact of psychotrauma in both per-
sonal and societal contexts resulting from accidents, assaults, natural disasters, or 
war (Hengeveld et al., 2016). Although the condition now known as Post-Traumatic 
Stress Disorder (PTSD) existed long before its clinical definition, its formal recog-
nition as a diagnosis can be traced to war experiences and train accidents of the 
nineteenth century (Hengeveld et al., 2016). The prevalence of PTSD is considerable, 
ranging from 10–20 % among women and 6–8 % among men (Burback et al., 2023). 
The following section examines how these diagnostic criteria are interpreted within 
psychiatric practice and how they inform the design focus of this thesis.

To construct a thorough understand-
ing suitable for this speculative design 
research, three perspectives are com-
bined: psychiatry, psychology, and 
design literature. Because definitions 
vary across cultural and disciplinary 
boundaries, this thesis draws on a 
Dutch psychiatric textbook (Hengeveld 
et al., 2016) to maintain alignment with 
the clinical context of GGZ-NHN.

Definition
The textbook written by Hengeveld et 
al. (2016) bases its definition of PTSD on 
the Diagnostic and Statistical Manual 
of Mental Disorders (DSM-5), the stan-
dard manual used by mental health-
care professionals and widely cited in 
psychiatric literature. 

According to the DSM-5, PTSD can be 
clinically diagnosed when two condi-
tions are met: 

1.	 exposure to threatening death, 
serious injury or sexual violence, 
and 

2.	 the presence of a collection of 
specific symptom clusters.

These symptoms include intrusion 
(e.g. distressing memories or recurring 

“It is not what we do, but the way how we do 
it.” - Chayn Network, 2022

dreams), avoidance of triggers, nega-
tive alterations in cognition or mood 
(e.g. memory loss, or negative beliefs) 
and changes in reactivity (e.g. irritabil-
ity or angry outbursts) (American Psy-
chiatric Association [APA], 2022). These 
symptoms can initially be classified as 
acute stress disorder, but if they persist 
longer than a month, the diagnosis 
shifts to PTSD (Hengeveld et al., 2016).

Acknowledgement of suffering
Trauma experience is different for 
everyone. While most people will 
encounter a major trauma at some 
point during their lifetime, most cases 
are often considered part of the nor-
mal human experience (Hengeveld et 
al., 2026). Whereas psychotrauma was 
once defined exclusively as an extraor-
dinary and overwhelming event, its 
definition has now extended to a 
broader spectrum of experiences that 
provoke helplessness or loss of control. 
These range from large-scale catastro-
phes, explosions, and acts of brutal 
violence, to individual events like traffic 
accidents, sexual assaults, or robbery 
(Hengeveld et al., 2016). 

There is an ongoing debate over the 
specific definition of psychotrauma, 



34 35

as some scholars fear that the term is 
becoming too inclusive. The concern is 
that by applying the concept of trauma 
too broadly, covering experiences 
ranging from life-threatening events 
to more common forms of distress, the 
term risks losing its diagnostic preci-
sion (Burback et al., 2023). However, 
the broadening and redefinition of 
psychotrauma also highlight the soci-
etal importance of acknowledging 
pain and suffering, shaped by his-
torical events that caused collective 
trauma, such as the Vietnam War, the 
Holocaust, and the recognition of sex-
ual assault as a source of lasting psy-
chological harm (Burback et al., 2023; 
Hengeveld et al., 2016). In the past, the 
the existence of such suffering was 
often denied. Its recognition now not 
only validates those affected but also 
strengthens societal responsibility 
for preventing and acknowledging 
trauma.

Individual trauma response
Every adult can respond differently to 
trauma, and most individuals exposed 
to psychotrauma do not even develop 
PTSD (Olff, 2005). The development 
of PTSD is linked to an interaction 
between the cognitive appraisal of 
trauma, coping styles, and biological 
responses, which together influence 
the vulnerability to the disorder (Hen-
geveld et al., 2016). Cognitive appraisal 
is the subjective interpretation of the 
trauma, starting the development of 
psychobiological traumatic response. 
Appraisal processes vary per person, 
which means that the same trauma 
can be distressing for some individuals 
but not for others (Olff, 2005). Cop-
ing responses also differ. Think of the 
famous fight, flight or freeze response. 
This is personal for every individual 
and may depend on underlying neural 
circuits in the brain (Olff, 2005). This 
altogether makes the severity of every 
PTSD diagnosis and the required ther-
apy unique. Figure 2.7 shows a simpli-
fied visualisation.

Subtypes
Based on the nature of the trauma, 
various subtypes of PTSD can be dis-
tinguished, each associated with dif-
ferent symptoms and corresponding 
treatment approaches. These subtypes 
often occur alongside additional men-
tal or physical conditions, which further 
complicates diagnosis and treatment 
(Burback et al., 2023). For reasons of 
privacy, the nature of the trauma and 
the specific subtype of PTSD will not 
be asked of participants in this study. 
Therefore, within the scope of this 
research, it is not necessary to discuss 
all possible subtypes in detail.

Beyond the standard diagnosis of 
PTSD, two subtypes are clinically rec-
ognised. Both are typically associated 
with long-term trauma exposure, often 
beginning in childhood, and involve 
complex patterns of chronic trau-
ma-related dissociation in addition to 
the core PTSD criteria (Burback et al., 
2023).

The first subtype is the dissociative 
subtype of PTSD, which can include 
symptoms such as depersonalisation, 
derealisation, or temporary episodes 
of memory loss (Burback et al., 2023). 
These experiences involve a sense of 
detachment from one’s body, emo-
tions, or surroundings, which can 
interfere with emotional processing 
and treatment (Hengeveld et al., 2016).

The second subtype, Complex PTSD 
(CPTSD), includes persistent emotional 
dysregulation. This may, for instance, 
lead to self-destructive behaviour or 
very deep feelings of shame and guilt 
(Burback et al., 2023). 

Since both subtypes are difficult to 
diagnose, the process of finding an 

effective treatment can take consid-
erable time (Hengeveld et al., 2016). In 
this context, future simulation technol-
ogies could support individuals with 
these subtypes in exploring and evalu-
ating therapeutic approaches, helping 
them identify suitable treatments at 
an earlier stage.

Treatment possibilities
A wide range of treatments for PTSD 
exists, varying from clinical to alterna-
tive approaches. The effectiveness of 
treatment for an individual depends 
on multiple factors that are not always 
known in advance. Clinical treatments 
are divided into First-Line and Sec-
ond-Line treatments (APA, 2025). The 
first-fine, or most evidence-based, 
treatment choice is Cognitive Behav-
ioral therapy (CBT), which focuses on 
the interaction between thoughts, feel-
ings, and behaviours. It tries to change 
patterns in order to make functioning 
in daily life less difficult. 

If CBT proves ineffective, second-line 
treatment options may be consid-
ered. These are generally supported 
by less extensive evidence but can be 
effective alternatives. These include 
Eye Movement Desensitisation and 
Reprocessing (EMDR), other variants 
of cognitive therapy, or medication 
(APA, 2025). Although guidelines differ 
slightly across countries or disciplines, 
most recommended therapies are vari-
ations of CBT, which include elements 
of exposure and cognitive restructur-
ing (Hengeveld, 2016).

In addition, a variety of alternative 
treatment options are available. 
Although not evidence-based, and 
therefore not regarded as clinical, they 
can be beneficial for people. Examples 
of alternative treatments are body- and 
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Figure 2.7 Trauma appraisal: to different contextual factors, presence of support, or differ-
ences in personality, the perceivance of trauma can differ (Olff, 2005)
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movement-oriented interventions and 
other types of exposure therapy (APA, 
2025). 

Additionally, experienced experts 
sometimes provide healing practices 
offering experimental therapy forms 
like cacao rituals, dance, or medita-
tion workshops (Hofman, 2025). While 
these therapies are not evidence-based 
either, they are acknowledged to pro-
vide emotional support and a sense 
of connection for certain individuals 
(APA, 2025).

Design opportunities and m-Health
Within psychiatric research, the 
potential benefits of m-Health have 
increasingly gained attention (Olff, 
2015). Landry et al. (2010) systemati-
cally deconstructed the development 
and coping mechanisms of PTSD, 
identifying multiple opportunities 
for technological intervention across 
different stages. They propose that 
technology could complement ther-
apy by extending support beyond the 
clinical context: offering assistance at 
the moment of a trigger, potentially 
reducing re-exposure, and thereby 
enhancing therapeutic effectiveness. 
Although their work is now somewhat 
dated, it still provides a comprehensive 
overview of design opportunities that 
continues to inform later research. 

More recent design interventions 
have been specifically developed for 
people with PTSD. In reviewing con-
temporary design research on health 
technologies aimed at this group, 
such as virtual-reality sound systems 
(Yamauchi et al., 2025), gamified men-
tal-health applications (Doron et al., 
2025), and virtual-reality exposure tools 
for firefighters (Wang et al., 2024), the 
definition of PTSD is often reduced to 

a brief reference to DSM-IV criteria. 
These studies are typically presented 
from a technology-push perspective, 
where the technology is developed 
before a clear need from potential 
users has been identified, making 
adoption and effective use more chal-
lenging (Shaw et al., 2018).

This limited user grounding is also 
reflected in how these technologies 
are evaluated. Wang et al. (2024), for 
instance, examine a highly specific 
user group (firefighters) without a 
control group; Doron et al. (2025) rely 
on self-selected users without a for-
mal PTSD diagnosis; and Yamauchi et 
al. (2025) do not test with people with 
PTSD at all. While such approaches 
may advance technological innovation, 
they illustrate a broader tendency in 
design research to under-elicit lived 
experience and user values. This the-
sis seeks to critically address this issue 
through an ethnographically informed 
design lens, foregrounding lived expe-
rience without presuming to resolve 
this tendency.

By testing the speculative prototype 
developed in this thesis with people 
who have lived experience of PTSD 
offers an opportunity to directly 
incorporate their perspectives and 
values into the design process. The 
aim is to bridge two domains that are 
often treated separately: the technolo-
gy-push tendencies in design research 
and the psychological realities of 
trauma and recovery.

2.5 Digital Twins

Digital Twins were first introduced by NASA in the 1960s and 
were further developed within the field of computer science. Dig-
ital twins consists of a physical entity and a virtual counterpart, 
connected through a bidirectional flow, that enables continu-
ous exchange of information between the two (Abilkaiyrkyzy, et 
al., 2024). Figure 2.8 shows a simplified overview of the definiton.

Figure 2.8 Visualisation of a Digital Twin: consists of real and virtual entity, twin collects 
data through digital phenotyping and exchanges it back to real person who reacts on data 
. This continues in an ongoing feedback loop.
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In psychiatric healthcare, a digital twin 
represents a virtual model of a care 
seeker. It is not merely a replication of 
observable behaviour but a simula-
tion that models the individual’s emo-
tional states, cognitive processes 
and behavioural dynamics. To achieve 
this, a continuous, real-time connec-
tion between the individual and their 
twin is required. Data collected from 
the care seeker are used to update 
and refine the ongoing simulation, 
allowing it to predict changes in men-
tal health. These predictions are then 
presented back to the individual, 
whose responses in turn inform the 
model, creating an iterative feedback 
loop between simulation, prediction, 
and lived experience (Barresi et al., 
2023).

Digital phenotyping

The data gathered by a digital twin 
may include biological indicators and 
observable behavioural patterns, but it 
can also extend beyond conventional 
clinical data collection by incorporat-
ing information generated through 
the use of digital technologies. This 
extension of traditional measurement 
is referred to as digital phenotyping, 
which involves the continuous col-
lection of data from personal digital 
devices to quantify observable char-
acteristics in real-world contexts. Such 
devices may include smartwatches, 
smartphones, or computers, which 
can provide data such as typing speed, 
social media activity, and online search 
behaviour (Jain et al., 2015).

For instance, frequently posting about 
having a bad day might indicate an 
underlying shift in mood or wellbe-
ing. Digital phenotyping therefore 
opens new possibilities for detect-

ing symptoms and translating them 
into behavioural patterns that can be 
quantified in real time, extending the 
possibilities of symptom detection in 
psychiatric healthcare (Oudin et al., 
2023; Birk & Samuel, 2020).

“Digital phenotyping is the moment-by-mo-
ment quantification of the individual-level 
human phenotype in situ using data from 
personal digital devices” - Oudin et al. (2023)

Digital phenotyping data can be col-
lected in different ways: actively and 
passively (figure 2.9). 
-	 Passive data collection refers to 

information gathered automat-
ically through sensors in digital 
devices such as smartphones or 
smartwatches. Examples include 
GPS location, accelerometer read-
ings, microphone input or heart 
rate data. 

-	 Active data collection, in contrast, 
requires engagement from the 
user, such as filling in self-reports 
or surveys, responding to digital 
prompts, or posting about wellbe-
ing on social media.

Combining both modes of data collec-
tion can improve the accuracy and con-
textual interpretation of behavioural 
patterns (Oudin et al., 2023).

The data obtained through these 
combined sources can then be used 
as digital biomarkers: measurable sig-
nals that can support diagnostic inter-
pretation. However, there is no clear 
consensus on what exactly falls under 
this term (Bogdanova et al., 2025). 
Examples include heart rate variability, 
time spent in daylight, number of calls 
made, typing speed, proximity to other 
devices, or tone of voice (Bogdanova et 
al., 2025; Oudin et al., 2023).
. 

For people with PTSD, this could 
involve using data such as heart rate 
variability, cortisol levels, voice char-
acteristics, or changes in smartphone 
usage patterns to identify signs of 
stress or potential trauma-related trig-
gers.

“Some researchers have hypothesized that 
heart rate variability is influenced by the 
progression of the patient’s depression and 
could be a new biomarker of treatment 
response” - Oudin et al., 2023

The purpose of a Digital Twin

By combining digital phenotyping 
with artificial intelligence (AI), a digital 
twin can translate the collected set of 
digital biomarkers into individualised 
predictions and simulations. Accord-
ing to Spitzer et al. (2023), digital twins 

can serve several purposes:

1.	 Monitoring: tracking the mental 
state of individuals, informing them 
of changes, detecting deterioration, 
signaling the need for preventive 
intervention, and predicting the 
impact of future stressors.

2.	 Diagnosing: identifying mental 
health disorders by observing their 
development over time.

3.	 Prognostics: forecasting the course 
of a disorder by simulating patient 
outcomes using real-world data 
and predictive models. 

4.	 Guidance: providing personal-
ized treatment recommendations 
based on available options and 
patient data.

Figure 2.9 Digital Phenotyping collects data passively through the use of smart sensorts, 
but combines it with active data collection which requires active user engagement.
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Testing interventions in a virtual set-
ting can prevent lengthy trial-and-er-
ror processes for both care seekers 
and therapists. This approach may 
help individuals better recognise 
their mental health needs and gain 
deeper insight into their condition. 
Some researchers suggest it could also 
improve treatment adherence and 
enhance the overall efficiency of clini-
cal services (Abilkaiyrkyzy et al., 2024).

The promise of a digital twin

A digital twin holds promising poten-
tial for patients with PTSD. It could 
shift agency back to the individual, 
allowing patients greater involvement 
in understanding and managing their 
own mental health. Furthermore, it 
may enable more personalised treat-
ment approaches, moving away from 
disorder-centred care towards a 
more holistic, person-centred model 
(Oudin et al., 2023). In this way, it could 
foster greater autonomy, help indi-
viduals live more independently from 
psychiatric services, much like how a 
service dog supports day-to-day func-
tioning outside of clinical settings.

Since digital phenotyping involves 
both passive and active, real-time 
data collection, it allows treatment to 
become more specific and contextu-
ally attuned. By capturing real-world 
experiences in situ, it can provide 
patients and caregivers with insights 
into potential triggers, symptom fluc-
tuations, or prognoses.

Concerns about digital twins and 
phenotyping

While technology is innovating fast 
in this field, the effectiveness has not 
been fully proven yet (Oudin, 2023). 
Nonetheless, commercial digital twin 
applications are already being mar-
keted in mental healthcare settings. 
For example, Ontark Health (2024) 
claims to personalise mental-health 
interventions to each patient’s needs 
through digital-twin technology. 
However, such emerging applications 
raise several ethical and epistemolo-
gical concerns, underscoring the need 
for speculative design research to cri-
tically reflect on their future implicati-
ons.

Epistemic conserns
These concerns are on the level of inter-
action between twin and user; the way 
both entities shape each other and 
the way this can lead to a distorted 
self-perception. They are from a more 
philosophical angle compared to the 
more practical ethical concerns.

Interaction
There are growing concerns about 
the interactive relationship between 
the digital twin and its user. The con-
tinuous presentation of algorithmic 
feedback may begin to influence an 
individual’s behaviour, subsequently 
altering the very data that are collected. 
This phenomenon is described by 
Milne et al. (2022) as a loop of reflexive 
recomposition. Over time, this process 
may distort how individuals perceive 
themselves (Green & Svendsen, 2021; 
Barresi et al., 2023) leading them to 
question the accuracy of their own 
feelings or interpretations (Thieme & 
Belgrave, 2020).

Comprehensibility 
Users often have limited understand-
ing of which data are gathered and 
how these are processed. This lack of 
transparency can lead to mistrust or 
misinterpretation, undermining users’ 
sense of control over the process. When 
the mechanisms behind interpreta-
tion remain obscure, the system may 
produce errors or biased outcomes 
without anyone noticing. This concern 
is referred to as the black-box effect 
(Oudin et al., 2023).

Objectivity
A further epistemic tension concerns 
the question of objectivity. Predic-
tions always depend on how data are 
interpreted and how the resulting 
insights are perceived. For example, 
using GPS data to measure physical 
distance from others might be treated 
as an objective indicator of social con-
nectedness. However, loneliness does 
not necessarily result from literal dis-
tance to others but is often a deeply 
subjective and context-dependent 
experience (Birk & Samuel, 2020). This 
raises the question of whether a dig-
ital twin can meaningfully translate 
such lived experiences into data-
driven insights.

Birk & Samuel, 2020) warn about the risk 
of reification of mental disorders: the 
risk of reducing complex and dynamic 
realities to stable, purely biological 
things. Yet, most psychiatric disorders 
are highly contextual, and different for 
every individual. For instance, being 
depressed can mean something very 
different for someone living on the 
streets compared to someone strug-
gling at work. Simplifying these condi-
tions into fixed biological conclusions 
or behavioural markers, there could be 

downplay of environmental, cultural, 
or social dimensions (Birk & Samuel, 
2020). As Bemme et al. (2020) argue, 
rich lived experience can become 
fragmented into isolated data points, 
losing the nuance that gives it mean-
ing.

Bias is further embedded in the way 
most algorithms are trained. Since 
most available data come from priv-
ileged populations, there is a risk 
that digital twins reproduce existing 
inequalities by misrepresenting 
or excluding certain demographic 
groups (Birk & Samuel, 2020; Green 
& Svendsen, 2021). This lack of repre-
sentativeness can lead to distorted 
outcomes or conclusions that fail to 
reflect the lived experience of users 
who belong to groups on which the 
data have not been trained.

Data shadow and Data phantom
A more philosophical perspective 
questions what it means to coexist 
with a virtual version of oneself. Milne 
et al. (2022) explore this concern 
through the metaphor of the data 
shadow. Whereas the loop of reflex-
ive recomposition describes ongoing 
behavioural feedback between user 
and system, the data shadow high-
lights the existential implications of 
prediction. By generating simulated 
predictions based on collected data, a 
digital twin does not only mirror expe-
rience but also starts to anticipate and 
shape it. Such prognoses can influence 
how individuals perceive themselves 
and their future possibilities. Living 
“in the shadow” of a prognosis may 
create a sense of inevitability and loss 
of control over one’s future wellbeing, 
particularly when the predicted out-
come is undesirable (Milne et al., 2022).
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Another philosophical metaphor is the 
data phantom, introduced by Green 
and Svendsen (2021), capturing the 
persistence of digital traces. While the 
data shadow is about how predictive 
simulations can shape an individual’s 
imagined future, the data phantom 
reveals how traces of the past continue 
to inform algorithmic judgment in the 
present. Data are never simply erased. 
People may change, yet algorithms 
retain their histories. A past diagnosis 
or behavioural pattern can continue to 
influence new assessments, thereby 
haunting the present. Because algo-
rithms struggle to “unlearn” prior infor-
mation, a digital twin may fail to reflect 
an individual’s current state, even 
without their awareness.

“Data phantoms can take shape of frozen 
mirror images that no longer provide an 
adequate picture of the individual” - Green 
&  Svendsen, 2021

Ethical concerns
As the predictive power of digital twins 
grows, so does their influence on the 
individuals who use them. Ethical 
reflection is therefore essential, not 
only regarding the interactive effects 
between the twin and its user but 
also in relation to how such systems 
are implemented within psychiatric 
healthcare. The following subsections 
describe the key ethical risks that are 
mentioned in literature.

Autonomy and psychological safety
Continuous feedback can shape how 
individuals perceive themselves and 
their emotional state. It may uninten-
tionally steer behaviour or result in anx-
iety when predictions present negative 
outcomes (Coghlan & D’Alfonso, 2021). 
The way feedback is framed therefore 

requires careful ethical consideration. 
Autonomy may also be compromised 
if a digital twin is designed to nudge 
or manipulate user behaviour (Oudin 
et al., 2023). Systems that provide feed-
back must avoid controlling behaviour, 
particularly in contexts involving psy-
chiatric vulnerability.

Prediction errors
Errors in prediction can have severe 
consequences in psychiatric health-
care. False outcomes or inaccurate risk 
assessments may lead to inappropri-
ate interventions or even forced hos-
pitalisation (Thieme & Belgrave, 2020). 
Ethical design should therefore prior-
itise the contextual validation of algo-
rithmic results through human review 
before clinical decisions are made.

Inequalities
Bias and inequality extend beyond 
issues of data representation. Access 
to digital-twin technology itself may 
increase societal disparities (Birk & 
Samuel, 2020; Oudin et al., 2023). While 
such tools could enhance accessibility 
to care for individuals awaiting therapy, 
they may also function as self-improve-
ment devices for those already receiv-
ing treatment, increasing existing gaps 
in access (Birk & Samuel, 2020; Oudin et 
al., 2023; Barresi et al., 2023). Moreover, 
“normality” become ethically loaded: 
are these systems designed to restore 
functioning, or to optimise behaviour 
(Barresi et al., 2022)?

Transparency 
Transparency regarding the training of 
the model is important to reduce the 
black-box effect. Equally important is 
the transparency about data owner-
ship.  Sharing or selling sensitive men-
tal-health data to external authorities 
such as insurance companies could 

directly affect a person’s access to ser-
vices (Oudin et al., 2023; Thieme & Bel-
grave, 2020). In psychiatric healthcare, 
confidentiality is a core ethical princi-
ple. Any secondary use of data without 
explicit consent constitutes a serious 
breach of trust.

Professional Integrity
Finally, the introduction of a digital 
twin should not undermine the exper-
tise of mental health professionals. 
Over-reliance on machine-learning 
recommendations could negatively 
influence clinical judgement, particu-
larly among trainees who may adapt 
their practice to align with algorithmic 
scores rather than therapeutic insight 
(Thieme & Belgrave, 2020).

These epistemic and ethical concerns 
show that the risks are not limited 
to technical errors or misuse of data, 
but raise deeper questions about 
autonomy, self-perception, integrity, 
and transparency. These concerns, 
together with the imagined possibil-
ities, shaped the underlying tensions 
that formed the basis of the specula-
tive design explored in this thesis.
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2.6 Human-technology 
mediation

Building on the concerns raised in 
the previous section, it is essential to 
consider how human-technology 
relationships shape experiences of 
agency, transparency, and lived expe-
rience in the design of digital twins. 
The research in this chapter explores 
how such relationships can foster 
meaningful collaboration between 
humans and digital twins, and is 
therefore essential for grounding the 
speculation and resulting design rec-
ommendations.

On a broader level than psychiatric 
healthcare, previous research has 
examined how collaboration between 
humans and technology can become 
meaningful. Cila (2022) has developed 
several design considerations that 
support this collaboration between 
human and smart products or robots. 
She argues that technology should not 
be seen as a passive object but as an 
active agent: an artefact capable of 
sensing the user and its surroundings, 
communicating with it and evolving. 
Central to these guidelines is the fact 
that the thingness of robots and the 
humanness of humans should be 
respected when delegating tasks. Both 
should perform what they are inher-
ently better at, rather than attempting 
to replace one another.

Cila also emphasizes flexible auton-
omy, allowing users to dynamically 
adjust the level of control a digital 
agent can intervene with. She also 
proposes intelligibility, meaning that 
transparency should enable users to 
comprehend how data is interpreted 

and how the agent’s intentions are 
formed. Contributing to this, commu-
nication between agent and human 
should not rely only on verbal forms, 
but should also involve gestures or 
expressions. Finally, she highlights the 
role of proactivity: systems that can 
detect when a user needs support and 
initiate action. Proactivity is directly rel-
evant to the speculative nature of this 
thesis.

Building on this, but focusing more 
closely on mental health technology, 
Bogdanova et al. (2025) argue that dig-
ital phenotyping should move beyond 
diagnostic and data-driven functions 
toward more thoughtful and engag-
ing ways of collecting and presenting 
information. Inspired by their discus-
sion on felt informatics, this thesis 
explores how feedback from digital 
twins might be experienced somati-
cally and reflectively rather than purely 
cognitively. Bogdanova et al. empha-
sise that people who use digital tools 
to track their wellbeing should not be 
seen as passive data receivers; but 
that everyone has their own unique 
style of meaning-making depending 
on their personal values and lived 
experiences. Instead of translating 
behaviour into metrics or diagnostic 
labels, they propose a felt and embod-
ied form of interaction, in which data 
becomes a medium for care and 
reflection. Mental health, they argue, 
cannot be understood purely through 
biometric systems, it is something that 
is felt in the body and that it can also 
be affected by data.

This perspective acknowledges that 
both patients and clinicians are often 
ambivalent about using data points 
without contextual detail. Bogdanova 

et al. therefore call for designers to take 
into account not only how technolo-
gies shape values and behaviour, but 
also how perception and interpretation 
of data are influenced by your felt and 
lived experience. This thesis builds on 
that call by imagining a future in which 
personal values and lived experience 
become central to the design of digital 
twin interaction in psychiatric health-
care.

At a more organisational level, Fren-
nert et al. (2022) demonstrate how the 
material aspects of technology are 
dynamic and evolve within context, 
affecting care and care work through 
the mediating roles of technology. 
Humans act upon and respond to 
technology, which results in technol-
ogy mediating how humans perceive 
what is health and what is sickness. 
Frennert et al. argue that humans and 
technologies are inseparable, continu-
ously co-defined through human prac-
tices and the material characteristics of 
technology. In a psychiatric healthcare 
organisation, this would mean that the 
roles between care seekers and ther-
apists could be mediated by a digital 
twin. Such mediation is inseparable 
from materiality: data visualisations 
can both enable and constrain clinical 
practice. It may also reinforce depen-
dency or power asymmetries, which is 
an especially important consideration 
in psychiatric contexts, where interpre-
tive safety is critical.

Elaborating on this mediating role of 
the digital twin, Terlouw et al. (2022) 
conceptualise technological innova-
tion as a boundary object: an artefact 
that remains flexible enough for differ-
ent stakeholders to interpret and use 

in distinct ways, yet robust enough to 
maintain a shared identity. Boundary 
objects can help not in striving for con-
sensus but in identifying and address-
ing underlying needs and differences 
in interpretation across disciplines. In 
the context of this thesis, if a digital 
twin would act as a boundary object, 
it could play an interesting role in 
shaping the relational dynamics 
between therapist and care seeker 
by mediating shared understanding 
and different expectations.

Together, these perspectives posi-
tion technology as an artefact whose 
material form, interaction principles, 
and aesthetic choices can preserve 
lived experience while engaging 
with processes of datafication. This 
understanding provides an important 
grounding for defining the envisioned 
relationship between the digital twin, 
its user, and the broader system of psy-
chiatric care.
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2.7 Expert Interviews 

To complement the literature review 
with contextual insights, semi-struc-
tured interviews were conducted. 
The sample included ten participants, 
ranging from experts by experience to 
professionals working within psychi-
atric healthcare. Their roles included 
psychiatric nurses, psychotherapists, 
psychologists, and innovation special-
ists. 

An overview of the participant distri-
bution is presented in Figure 2.10. In 
some cases, professional backgrounds 
overlapped; however, for reasons of 
privacy and clarity, these intersections 
are not shown in the figure.

Psychiatric nurses n = 3

Therapists n = 2

Experts-by-Experience n = 3

Other n = 2
Figure 2.10 overview of different backgrounds 
of the professionals.

Interviewees were asked about their 
perspectives on the potential future 
use of digital twins and digital phe-
notyping. In combination with the 
insights gathered from the literature, 
these differences were translated in 
the form of tensions, which can be 
found in the next chapter. 

Key interview insights
After conducting the interviews, key 
insights were gathered. Quotes by 
participants are included to support 
these perspectives.

Desire for autonomy and privacy 
Concerns
Participants valued the idea of a digital 
twin as a supportive tool that could 
help predict and prevent relapses, 
similar to how service dogs currently 
assist in the early detection of distress. 
They envisioned it as a means to help 
them reflect on emotions through 
technological guidance. However, it 
was emphasized that privacy and data 
protection had to be guaranteed.

Positive expectations about support-
ing autonomy included:

“I could predict and prevent a relapse, like a 
service dog does now.”- E3

“The hardest problem is recognizing your 
own emotions. A digital twin could help 
with that.” - Z5 & Z3

Others, however, feared that such a 
system could undermine rather than 
strengthen autonomy:

“It can stop me, but should not steer me.”- E1

“Patients are often not capable enough to 
make their own choices.” - Z2

“Providing my data should not affect my 
health insurance.”- E3

These responses reveal a fundamental 
tension: participants desired guidance 
and emotional insight from technol-
ogy, yet resisted the idea of being 
steered or monitored by it. Underlying 
this ambivalence was a shared concern 
for autonomy, agency, and the ethical 
handling of personal data.

Ability of AI to interpret psychiatric 
Conditions
Opinions on the ability of artificial 
intelligence (AI) to interpret psychiatric 
symptoms varied widely. While some 
professionals saw potential in the 
technology’s future use, all interview-
ees expressed serious concerns about 
how a digital twin might translate lived 
experience into data and whether it 
could meaningfully predict a person’s 
mental health prognosis.

Perceived potential included:

“AI could help in finding out what a patient 
really needs” - Z4

However, most comments reflected 
caution:

“AI cannot yet interpret feelings in a sensi-
tive way.”

“What if  AI starts misdiagnosing?”- Z6

“What if AI averages all the nuanced differ-
ences down to a general conclusion?”- Z1

These responses indicate that while 
participants recognised AI’s potential 
to support clinical reasoning or exper-
imentation, they doubted its ability to 
grasp the emotional, relational, and 
contextual nuances that define psychi-
atric care.

Human Connection and intuition
Many interviewees emphasised that 
the success of therapy and the heal-
ing process depends strongly on the 
personal relationship between people 
and the physical presence of support. 
The embodied presence, subjective 
interpretation, and the intuition of 
both care seekers and providers were 
described as essential human qualities 
that a digital twin could not replicate:

Systemic pressure
Healthcare professionals expressed 
their concern about the overwhelming 
demand in psychiatry. Reasons for this 
could be the inefficiency in triage sys-
tem, insufficient resources, shortage in 
trained staff, and the pressures of our 
rapidly changing society.

“Now people call the nurse for every small 
incident.” - Z3

“There are too many inexperienced people 
providing low quality care.” - Z1

“Post-covid society and social media lead to 
a rise in mental problems.” - E3

Professionals expressed a positive 
attitude toward the potential role of a 
digital twin, particularly if it could sup-
port triage or assist patients on waiting 
lists. However, there was less consen-
sus regarding its implementation. 
Interestingly, when asked to adopt the 
perspective of a patient, many profes-
sionals transformed to a more ambiva-
lent or critical stance.

“It could prevent a patient from receiving 
unneeded treatment.” - E2

“Shouldn’t we just use technology if it can 
help us further?” - Z6

“I have a positive stance towards technol-
ogy, however I am not sure whether I would 
want to use it myself.” - Z1

These findings suggest that profes-
sionals are overworked and acknowl-
edge the systemic potential of digital 
innovations. Yet this trust proves frag-
ile, even disappearing once they are 
invited to adopt the patient’s perspec-
tive.
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“Taking out the human element would be a 
sign of emotional poverty.”- Z5

“Subjectivity in every treatment is very 
important.” - Z4

“Part of therapy is building a relation with 
your therapist to learn more about attach-
ment.” - Z5 & Z4

“Trauma healing requires treatment with 
human connection.”- Z6

Experience experts also expressed the 
importance of maintaining connection 
with one’s own body and their learned 
skills to recognise signals. They did not 
believe a digital twin could ever under-
stand this connection:

“A robot cannot feel where the tension in 
your body is coming from” - E4

“There is more need for coaching in learn-
ing to feel your own body in the GGZ”- E4

Together, these reflections reveal 
that participants viewed human con-
nection and embodied awareness 
as fundamental to recovery. While 
technology might support reflection 
or insight, it was seen as incapable of 
replacing these human and embodied 
aspects of therapy.

Animal connection
A recurring theme across interviews 
was the perceived value of assistance 
dogs in supporting emotional regula-
tion and early recognition of distress. 
Like the human aspects, the unique 
role of animals highlights the signifi-
cance of attunement, interpretation, 
and non-verbal regulation, capacities 
that participants felt could not be rep-
licated by artificial systems.

“Something in me changes, and my dog just 
knows it. I don’t even know what kind of 
signals. But it helps me recognise relapses 
” - E4

“How could a robot ever learn to notice 
what my dog notices?”- E4

“Skin contact can be very regulating” - E4 & 
Z5

“Animals can react strongly to changes in 
energy.” - Z5

Even though they acknowledged 
the shortcomings of a digital twin in 
replacing a service dog, participants 
did imagine ways in which the dog 
could serve as a metaphor in design-
ing the digital twin:

“A digital twin could act as a service dog, 
in a way that it makes you feel safe in a 
non-verbal way.” - Z3

These reflections suggest that the way 
a dog intuitively reads its owner and 
responds to bodily cues represents an 
important aspect of support for people 
with PTSD, and should therefore be 
taken into account when designing for 
them.

Observations

To further ground the interview insights 
and deepen contextual understanding 
of psychiatry, observational fieldwork 
was conducted. This involved two days 
of volunteering at a psychiatric institu-
tion followed by weekly engagement 
as a buddy to a woman diagnosed with 
a severe psychiatric condition result-
ing from trauma. Given the vulnera-
bility of the people that were involved, 
no quotes will be provided to support 
these insights. 

The observations highlighted the 
importance of not diminishing the 
human factor in providing care, since 
people with PTSD already feel lonely. 
While there appeared to be an opennes 
towards the use of a digital twin, it 
kept becoming clear that a patient’s 
agency is very important, not impos-
ing control. A digital twin could help 
by acting as emergency button or as 
an instrument for early detection of 
appropriate treatment and diagnosis.

Personas

To provide an overview of the differ-
ing perspectives that emerged from 
the interviews and observations, a 

set of personas was developed. Since 
the professional background of the 
interviewees strongly influenced 
their views, the personas were used 
to illustrate how these backgrounds 
shaped their reactions. This approach 
supported sense-making during 
analysis and helped to abstract the 
findings into thematic tensions. In a 
later stage, the personas also informed 
the design process, ensuring that 
the speculative artefacts remained 
grounded in the personal values 
expressed by experience experts and 
professionals.

One persona is included in this thesis, 
the rest can be found in Appendix B.

Figure 2.11 One persona included to reflect on the influences of someos background 
on their stance. Rest of the personas can be found in Appendix B.
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2.8 Comparing the inter-
views insights with lite-
rature

The interviews provided contextual 
and personal insights in how pro-
fessionals and experience experts 
perceive the potential and limitation 
of digital twin technologies in psychi-
atric care. While the literature already 
grounded most of these promises 
and concerns regarding digital twins, 
digital phenotyping and human-tech-
nology interactions, the interviews pro-
vided contextual depth in how these 
theoretical discussions are expressed 
in practice. Together they form the 
tensions that formed the basis of the 
speculative artefacts.

Systemic pressure
The exhaustion, work overload and 
emotional strain of our current psy-
chiatric system expressed by the par-
ticipants reflects the literature about 
the waiting times (Nederlandse Zor-
gautoriteit, 2024). It seems as if the 
interest of care professionals stems 
mostly from a sense or pragmatic 
hope for relief rather than real enthu-
siasm towards the technology, since 
their trust diminished a soon as they 
imagined themselves as patients.

Autonomy
Participants also discussed autonomy, 
but their interpretation diverged subtly 
from how it is framed in design litera-
ture. While Cila (2022) and Bogdanova 
et al. (2025) emphasise autonomy as 
interpretive agency, transparency, 
and the ability to regulate one’s inter-
action with technology, participants 
described it in more practical terms. For 

them, autonomy referred to becoming 
less dependent on psychiatric care 
by learning from their emotions and 
gaining confidence to manage daily 
life independently.

Trust in interpreted predictions
Participants doubted whether a digital 
twin could ever meaningfully translate 
lived experience into data or predict 
mental health trajectories without 
oversimplifying them. These reflections 
echoed the epistemic concerns raised 
by Birk and Samuel (2020), Oudin et al. 
(2023), and Green and Svendsen (2021) 
about reification and the black-box 
effect. Participants grounded these 
worries in everyday realities such as 
misdiagnosis and the potential loss 
of clinical intuition. However, because 
the concept of a digital twin was highly 
abstract, it was difficult for participants 
to fully imagine its implications, which 
limited the epistemic depth of their 
responses.

Human  and non-verbal aspects
The metaphor of the service dog, 
introduced by participants them-
selves, captured the kind of empa-
thetic, non-verbal responsiveness they 
felt was missing from current digital 
tools. This metaphor extends existing 
theoretical perspectives such as Bog-
danova et al.’s (2025) notion of felt 
informatics by illustrating how digital 
systems might evoke a sense of safety 
and attunement without replicating 
human contact. However, unlike the 
literature, the conversations took a 
more spiritual turn, as participants 
emphasised the importance of the 
connection between body and mind; 
not only within themselves, but also 
in the non-verbal bodily signals and 
perceived energy flows between care 
seeker and therapist or assistant dog.

Together, these findings demonstrate 
how abstract ethical and epistemic 
discussions can be grounded through 
the rich contextual insights gained 
from the interviews and observations. 
Although the literature review is pre-
sented first for structural clarity, the 
interviews were carried out in parallel 
and continuously informed the theo-
retical exploration. Beyond serving as 
written grounding, this process also 
facilitated the researcher’s contex-
tual immersion, ultimately contribut-
ing to a more situated and contextually 
attuned speculative prototype.

Author’s positionality 

My experience as a former member of 
the Dutch national rowing team has 
shaped my interpretation. Within this 
environment, data were continuously 
gathered, from heart-rate variability , 
lactate levels to psychological assess-
ments and rowing speed.  
 
I had always been an intuitive rower, 
recognising when to rest and when to 
accelerate. A new coach introduced 
the extensive collection of data, mak-
ing me feel constantly monitored and 
increasingly detached from my own 
intuition. Team members also started 
to rely more heavily on their smart-
watch, with more focus on power than 
technique during training. Eventually, 
I was excluded from the team, with 
the coach claiming to make objective 
choices based on data. I believed, 
however, that there is always a subjec-
tive lens when making such decisions; 
a realisation that deeply shaped my 
view on algorithmic perceived objec-
tivity. 

These experiences resonate strongly 
with concerns raised by Green and 
Svendsen (2021) & Oudin et al. (2023), 
who question how data can be 
considered objective when it shapes 
those who use it. While the team went 
on to win Olympic gold the follow-
ing summer, this raised a question 
that continues to inform my design 
philosophy: is success meaningful 
if it comes at the cost of reducing 
human experience to data points?

This background has led me to 
approach digital health technologies 
critically, yet constructively. I aim to 
explore how data can be used in ways 
that acknowledge the richness of lived 
experience, rather than diminish it.
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Tensions & 
Speculative 
Artefacts

3.
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3.1 Tensions emerging from the literature

Through an iterative process of articulation and reflection, the 
tensions were developed from the grounding in literature, inter-
views, and personal experience. These tensions informed the 
creation of low-fidelity speculative artefacts, which were used to 
probe and evaluate different aspects of the envisioned future. 
Insights from these evaluations fed back into the process, refin-
ing the tensions and ultimately guiding the direction of the final 
speculative prototype.

Epistemic overlapping tension: 
The parts vs. the whole

This first overlapping tension reflects on systemic discussions 
about what it means to perceive someone as a whole. Can a 
simulation that combined data points ever capture richer infor-
mation than the individual parts situated in their lived context, 
or is the opposite true?

The parts
A digital twin can be seen as a virtual 
representation of a physical person, 
capable of simulating, predicting, and 
experimenting with different scenar-
ios without real-life consequences. 
Referring to Aristotle’s saying that “the 
whole is greater than the sum of its 
parts,” one might assume that a simu-
lated model of a person’s internal state 
could contain more information about 
someone’s mental health. By com-
bining multiple data streams through 
artificial intelligence, correlations can 
be uncovered that may otherwise 
remain unnoticed (Spitzer et al., 2023). 
The sum of all these parts could there-
fore seem to offer a more complete 
understanding of an individual.

The whole
However, scholars in digital psychia-
try warn that this logic risks oversim-
plifying what it means to be human. 
Bemme, Brenman, and Semel (2020) 
describe how digital phenotyping 
reconfigures the relationship between 
parts and wholes: rather than inter-
preting a person in context, it breaks 
lived experience into behavioural frag-
ments such as speech, movement, and 
typing speed, which are later recom-
bined into an assembled version of the 
person. In this process, what appears 
to be a complete picture is, in fact, an 
illusion of wholeness. As Latour et al. 
(2012) provocatively argue, “the whole 
is always smaller than its parts.”

The richness of lived experience lies in context, relationships, and situational nuance. 
When attempts are made to simulate this complexity, the risk is that human expe-
rience becomes reduced to fragmented data points. Future design should aim to 
preserve this experiential richness, while maintaining context and meaning, even as 
it integrates these fragments into a broader data picture.
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Core research tension: 
Datafication vs. intuitive care

Whereas datafication promises precision and 
predictive power, intuitive care values pres-
ence, attunement, and emotional resonance. 
The challenge for future design is to explore 
how digital systems such as digital twins 
might combine analytical insight with more 
intuitive and felt modes of understanding.

Datafication
Digital twins have the potential 
to provide people with PTSD with 
detailed insights into their mental 
state, enhancing self-understanding 
and agency. Such systems could help 
identify personal triggers that indi-
cate  emotional dysregulation. By sys-
tematically collecting and analysing 
behavioural and contextual data, indi-
viduals might gain insights into pat-
terns that would otherwise remain 
unnoticed (Spitzer et al., 2023).

However, this data-driven approach 
also carries risks. Over-reliance on 
algorithmic feedback can under-
mine self-trust, increase anxiety, and 
foster dependence on external val-
idation (Ruckenstein & Schüll, 2017). 
Furthermore, reducing complex emo-
tions to quantifiable data points may 
discourage the kind of deeper, reflec-
tive sense-making that is essential in 
trauma recovery (Sharon, 2017).

Trust
In a world without data, care relation-
ships depend primarily on interper-
sonal trust. One would have to believe 
that the other would work in the cli-
ent’s best interest (Thieme & Belgrave, 
2020). Such trust allows for subjectivity, 
intuition, and personal interpretation 
within therapeutic processes (Oudin et 
al., 2023). However, as digital systems 
become more embedded in care, cli-
ents are increasingly expected to place 
their trust in algorithmic processes 
they cannot fully oversee or under-
stand. This results in a shift in trust 
changing from human relationships to 
trust in technological systems.

Intuitive care
In contrast, intuitive forms of care rely 
on embodied presence and empa-
thy, rather than quantified data. Par-
ticipants described how therapists 
depend on intuitive connection: 
reading body language, tone, or sub-
tle shifts in expression (interview Z5; 
Bonini, 2022). Physical presence was 
seen as essential for building trust 
and helping clients relearn attach-
ment and safety. This aligns with the 
fundamental human need for touch 
and relatedness (Desmet & Fokkinga, 
2020).

Similarly, assistance dogs demon-
strate an intuitive sensitivity to 
emotional and physiological changes 
in their owners. They detect small 
changes in body movements and react 
instantly, often before the person con-
sciously recognises distress (interviews 
Z5, E2, E4). Their intuitive sensitivity is 
a non-verbal, embodied type of feed-
back that supports emotional safety, 
which is something current technolo-
gies cannot replicate.
However, such embodied support is 
not universally accessible. The limited 
access to assistance dogs and long 
waiting lists highlight an urgent need 
for alternative forms of emotional 
support and presence for individuals 
awaiting therapy. 

Figure 3.1 Assistance dog (Hulphond 
Nederland, 2025)

Relationship to self:
Trust vs. Autonomy 

While previous tensions focused on epistemic aspects, this one 
examines the relational and ethical dimension of technological 
mediation. Digital twins promise to enhance autonomy by giv-
ing individuals more insight and control over their mental health 
data, yet they simultaneously require trust in the ‘black-box’ of 
algorithmic processes.

Autonomy
In contrast, tracking one’s own health 
data through a digital twin can offer 
a sense of self-control and empower-
ment (Sharon, 2016). Patients may feel 
more autonomous in managing their 
symptoms or recognising patterns in 
their wellbeing. Yet this autonomy 
can become paradoxical: as reliance 
on data increases, individuals may 
become dependent on algorithmic 
interpretations to validate their 
experiences. While it first might seem 
to increas autonomy, it might come at 
the expense of lived experience and 
intuitive self-knowledge.

This tension illustrates the balance 
between trusting a system and being 
guided by it. For design, this implies 
that digital twins should not simply 
aim to maximise either trust or auton-
omy but to mediate between the two; 
by enhancing self-understanding 
without eroding the relational trust.
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Normative vs. pluralistic care

Digital twins are located at the intersection of two opposing 
logics of care. On one side lies normative care, which seeks to 
support psychiatric healthcare systems through standardised 
procedures and shared definitions of what counts as “normal.” 
On the other side lies a pluralistic approach, which recognises 
that recovery is deeply personal and that experiences of well-be-
ing cannot be universally prescribed.

Normative
Within psychiatric practice, normative 
frameworks define diagnostic and 
therapeutic standards that ensure 
consistency across the healthcare sys-
tem (APA, 2025). Such frameworks help 
maintain safety, comparability, and 
efficiency in treatment. A digital twin 
could strengthen this by continuously 
comparing a user’s behaviour against 
generalised norms, identifying devia-
tions, and recommending statistically 
proven interventions.

However, these same norms are pre-
scriptive: they are shaped by those in 
positions of institutional power who 
decide what is considered “healthy” 
or “abnormal.” Because digital twins 
are typically trained on data from priv-
ileged populations, they risk misinter-
preting what falls outside these norms 
as deviant or incorrect, potentially 
marginalising unique recovery trajec-
tories (Birk & Samuel, 2020).

Prediction vs. Ignorance

Digital twins embody the promise of prediction and prevention 
in psychiatry: the ability to detect changes in mental health and 
simulate possible outcomes of interventions. Yet this same pre-
dictive power must be weighed against the emotional burden of 
anticipating future distress.

Prediction
For people with PTSD, early detection 
of emotional distress could help pre-
vent relapses and support recovery. 
Through digital phenotyping, subtle 
changes in voice, sleep, or movement 
patterns could be analysed to iden-
tify early signs of relapse and suggest 
recommended interventions (Oudin 
et al., 2023). Predictive monitoring 
might therefore help individuals 
better understand how their trauma 
responses emerge, how potential trig-
gers are related, and when additional 
support may be needed.

Pluralistic
In contrast, a pluralistic approach 
acknowledges that recovery, especially 
for conditions such as PTSD, is deeply 
personal and contextual. Rather 
than comparing users to population 
averages, a digital twin could act as 
a co-explorer (Birk & Samuel, 2020), 
respecting the users’ personal values 
and individual meaning-making pro-
cesses. Yet pluralism also carries its own 
vulnerabilities: when care becomes too 
individualised, shared understanding 
can decrease, and place too much 
responsibility on the individual to man-
age their own condition (Sharon, 2016).

This tension is about finding balance 
between systemic standarisation and 
individuality. For design, it raises the 
question of how digital twins might 
preserve the reliability of standardised 
practice while still allowing space for 
unique, personalised paths to recovery.

Ignorance
At the same time, continuous predic-
tion may come at a psychological cost. 
Knowing too much, especially when 
predictions suggest possible relapse, 
can reinforce anxiety rather than 
reduce it. As Milne et al. (2022) describe, 
such prediction can create “a life lived 
in the shadow of prognosis.” For many 
trauma survivors, emotional safety lies 
in not monitoring everything: in allow-
ing themselves to feel, to rest, and to 
be present without anticipating crisis 
(Hussain et al., 2022) Mindfulness and 
somatic therapies rely precisely on this 
state of embodied acceptance rather 
than constant prediction (APA, 2025).

This tension captures a paradox in 
PTSD recovery: while predictive insight 
can help prevent crisis, it may simulta-
neously hinder the ability to feel safe in 
the present. For design, the challenge 
is to create digital twins that enable 
early signalling of relapse without 
activating any distressing feelings by 
anticipating on a potential trigger.
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Intertwined vs. Separate

This tension addresses the psychological relationship between 
individuals and their digital twins. As these simulations become 
increasingly personalised, they raise questions about identity 
and self-perception. Should the digital twin be regarded as an 
extension of the self, or as a distinct companion separate from 
its user?

Intertwined
The more accurately the digital twin 
mirrors its user, the more personalised 
and effective its feedback can become. 
In this sense, the twin functions as 
a “window on the self” (Coghlan & 
D’Alfonso, 2021). Yet this closeness also 
introduces a risk: when past data con-
tinues to inform how a person is seen 
or treated, it may begin to shape iden-
tity in unintended ways, creating what 
Green and Svendsen (2021) call a data 
phantom.

3.2 Ideation the low-fidelity artefacts

This section outlines ideation based on the identified tensions. 
Through iterative redefining and reclustering, axes were formed 
to show interrelations and potential overlaps. These grids guided 
ideation by revealing promising quadrant combinations. The 
final grid is shown in Figure 3.2, with additional quadrant-based 
ideations in Appendix C. The ideation grid thus served as a con-
ceptual map linking tensions to speculative opportunities, form-
ing the basis for five low-fidelity artefacts.

Separate
Maintaining a degree of separation 
between self and simulation is essen-
tial for preserving clear boundaries 
between the individual and the digital 
twin. The twin should support under-
standing, not replace it. When its 
representations become too closely 
intertwined with self-perception, 
individuals may begin to lose connec-
tion with their sense of identity (Milne 
et al., 2022). This entanglement can 
distort perception of self (Spitzer et 
al., 2023), and in extreme cases, lead to 
alienation from one’s own embodied 
experience (Oudin et al., 2023).

This tension highlights the need to 
design digital twins that enable data 
insight that resembles their personal 
situation without losing the connec-
tion with their inner self. Rather than 
mirroring users too closely, these sys-
tems should evoke understanding, 
while staying distant enough to pre-
serve the integrity of lived experience.

Figure 3.2 Exploration grid for ideation phase

Low-fidelity speculative artefacts were then created to probe people’s reactions to 
selected tensions. Insights from testing and evaluation informed the narrative and 
design direction of the final speculative prototype.
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3.3 Testing the Specula-
tive Artefacts 

Purpose and Overview
This chapter presents the testing of 
five speculative, low-fidelity artefacts 
developed to explore how people 
might respond to the idea of a digital 
twin through real interaction. The aim 
was not to evaluate usability or tech-
nical feasibility, but to examine how 
speculative interactions could provoke 
reflection on the future role of digital 
twins in mental health. Insights from 
these tests informed the design of the 
final speculative prototype, which was 
later tested with people with PTSD.

Method
After abstracting and ideating, five 
speculative artefacts were developed. 
To explore whether these artefacts 
effectively conveyed the tensions, 
low-fidelity prototypes were tested 
with design students. The tests aimed 
to provoke reflection through embod-
ied interaction, using techniques such 
as Wizard-of-Oz (make-believe) 
storytelling and roleplay to create a 
convincing speculative scenario (Ben-
dor & Lupetti, 2024). This resulted in 
interesting insights, either confirming 
the tensions that were reflected in the 
artefacts or highlighting new unfore-
seen perspectives.

Choice of participants
Eight Master’s students of Industrial 
Design Engineering were recruited as 
participants because they represent 
the primary target group for whom 
reflection is intended. Their critical 
design literacy made them suitable for 
early-stage exploration.
In line with trauma-informed design 

principles (Hussain et al., 2022), indi-
viduals with lived experience of PTSD 
were not yet involved, since the arte-
facts relied heavily on Wizard-of-Oz 
make-believe and could provoke 
unpredictable emotional reactions. 
The Chayn Network’s principles on safe 
design for trauma survivors supported 
this choice.

Procedure
Each session lasted approximately 
60–75 minutes and consisted of four 
stages:

Introduction
Minimal information was provided 
to reduce bias. Participants were told 
they were in the year 2030, asked to 
wear a smartwatch (pretending to col-
lect physiological data) and to hand in 
their phone, which was presented as 
being “connected” to the prototype.

Interaction
Participants engaged with the specu-
lative artefacts, not yet knowing about 
the Wizard-of-Oz setup of the test. 
Roleplay was used to situate the par-
ticipants in the speculative scenario.

Think-aloud protocol
Participants were asked to think out 
loud, while the researcher asked spe-
cific questions during the process. The 
goal of these questions was to validate 
specific reactions from participants 
that were triggered during the test. 

In-depth interview
After testing, an in-depth semi-struc-
tured interview followed, in order to 
gain deeper reflections from partici-
pants. Audio recordings of the conver-
sations were made during all sessions. 
An ethical checklist guided the process 
(appendix A). 

Results per speculative artefact

The following section elaborates on each artefact and the resulting insights.
A short description of each artefact will be given, highlighting the parts of the ten-
sions they reflect. This will be followed by the results, supported with quotes. The 
quotes will be presented in the right column, next to the claim they are supporting.

Artefact 1: 
The Buzzing Watch - intertwined vs. 
datafication

Aim and scenario
In this scenario, the participant wore 
a watch that buzzed whenever it sup-
posedly detected heightened stress 
or anxiety levels (Figure 3.3). Using the 
Wizard-of-Oz technique, the partici-
pant was led to believe that the watch 
was measuring real-time physiological 
responses. In reality, the device was 
remotely controlled by the researcher. 
The watch started buzzing whenever 
the participant mentioned topics 
that were pre-identified as emotion-
ally charged or potentially triggering, 
leading her to believe the device could 
recognise specific words and respond accordingly.

This artefact was designed to examine the tension between the intertwining of lived 
experience and datafication in mental health, focusing on how it feels when bodily 
data are translated into automated feedback. After the interaction, participants dis-
cussed their experiences and reflected on the emotional and ethical implications of 
such intimate data interpretation. The Buzzing Watch prompted progressive layers 
of reflection among participants, beginning from concrete concerns about privacy 
and data use, and gradually moving toward more personal, bodily, and emotional 
interpretations of feedback.

Figure 3.3 “Predictive” secretly controlled by 
researcher, worn by participant. 
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Key participant reactions
Privacy concerns
This first speculative artefact primar-
ily evoked discussions about privacy. 
All participants expressed a need for 
reassurance regarding the safety of 
their data. One participant additionally 
noted that collecting personal data 
might also involve collecting data from 
others without their consent, such as 
people the user interacts with through 
messages or voice recordings.

These reactions indicate that partici-
pants see data privacy not only as a per-
sonal concern but also as a relational 
one. The discussion highlighted how 
data collection in digital twin systems 
extends beyond the individual, raising 
ethical questions about consent, trans-
parency, and relational boundaries.

Haptic feedback
The haptic feedback was distracting to 
all participants. They mentioned the 
buzzing signals of the watch to be con-
tributing to a higher feeling of anxiety.

These reactions reveal that bodily feed-
back meant to signal stress can itself 
become a stressor when perceived 
as intrusive. This illustrates how easily 
such feedback can shift from support-
ive to intrusive, depending on how it is 
experienced.

Support vs unwanted confirmation
There were mixed reactions to how the 
watch interpreted participants’ data 
and intervened in their actions. Some 
participants responded positively, 
mentioning feelings of support and 
protection.

These responses suggest that partic-
ipants appreciated the potential of 
data-driven interventions when they 

were experienced as gentle guidance 
rather than control. The interaction 
prompted reflections on trust and 
care in data interpretation, touching 
on the tension between technological 
support and personal autonomy.

However, others were more reluctant 
to accept that the watch could inter-
pret their data accurately enough to 
act protectively.

These contrasting responses reveal a 
tension between the desire for tech-
nological guidance and the need for 
personal autonomy. While some par-
ticipants valued the potential of digital 
interventions to provide emotional 
support, others questioned the legit-
imacy and transparency of algorith-
mic interpretation. This highlights an 
underlying uncertainty about whether 
such systems can truly understand 
lived experience, or merely mirror what 
users already know.

Interpretation
The Buzzing Watch revealed how 
participants’ reflections evolved from 
external concerns about data use 
toward more personal experiences of 
bodily intrusion and emotional mean-
ing. Initially, discussions centered on 
privacy and consent, highlighting the 
relational nature of data collection 
and the need for transparency. As the 
conversation progressed, attention 
shifted to the felt experience of bodily 
feedback, showing how signals meant 
to represent care and awareness could 
instead evoke anxiety or agitation. 
These insights expose the fragility of 
trust in data-driven interpretations 
of emotion and the delicate balance 
between feeling supported and feel-
ing monitored.

“The watch itself now kind of triggered 
me”- Q3

“The vibration of the watch made me feel 
even more agitated”- Q4

“It actually triggered a stress reaction”- Q5

“I need the assurance that my data is safe” 
- Q1

“It is also important to consider the other 
person you are involving in this. Recording 
voice also involves the other person in the 
conversation.”- Q2

“It might help me recognise my triggers in 
daily life”- Q4 & Q3

“I really liked it, because it nudges you to 
distance yourself from the conversation”    
- Q1

“I feel supported by it” - Q5

“An assistance dog is more clear in this, and 
the watch is not transparent in the data it is 
recording” - Q2

“I am not sure it could conclude the right 
things based on so many variables.”- Q2

“Why would I need an external device tell-
ing me the things I already know?”- Q6 & Q7

Mini reflection
The Buzzing Watch effectively set the 
scene but did not provoke deep reflec-
tion. The discussions that followed 
were mostly superficial, centering on 
the haptic feedback itself or familiar 
ethical topics such as privacy and 
data ownership.

Lessons learned from this test were 
that believability in the scenario is 
crucial for engagement, yet the form 
of haptic feedback used here became 
too dominant and distracted partic-
ipants from the intended reflection. 
Although the artefact succeeded in 
sparking conversations about datafi-
cation, it did not invite participants to 
reflect on the deeper notion of being 
intertwined with a digital twin as part 
of one’s identity. 

Future iterations should therefore aim 
to balance sensory engagement with 
narrative framing, allowing partici-
pants to move beyond surface-level 
responses toward more experiential 
and value-oriented reflection.
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The Trigger Glasses - intertwined vs. 
datafication

Aim and scenario
In this scenario, the participant wore 
a pair of glasses that were presented 
as future Augmented Reality (AR) glas-
ses, connected to both the watch and 
phone. The system was said to predict 
and detect triggers in real life. When a 
potential trigger appeared, the glas-
ses would automatically remove it 
from the participant’s view, while the 
accompanying noise-cancelling fea-
ture filtered out any associated sounds. 
Through an AI-based visual filter, the 
view remained undistorted so that the 
participant would not notice that any-
thing had been removed.

Key participant reactions

Agency vs. protection
Because this scenario deliberately 
pushed the boundary of agency fur-
ther, participants were more outspo-
ken about the unease it provoked. By 
deciding what users should be pro-
tected from, without their explicit con-
sent, the system made participants feel 
infantilised and deprived of control.

The responses suggest that when 
technology acts on behalf of the user, 
it can inadvertently diminish the sense 
of self-determination. The artefact 
illustrates how easily an intervention 
framed as protective can slip into 
paternalistic control, revealing a per-
sistent tension between protection 
and autonomy.

Sense of reality
Another issue mentioned by partic-
ipants was a lost sense of reality. By 
augmenting their vision, participants 
felt that an essential sensory field used 
for navigation and orientation was 
being taken over. When comparing it 
to noise-cancelling headphones while 
cycling, participants noted an import-
ant difference: the glasses selectively 
decided what to remove, whereas 
headphones filter all sound in a neu-
tral way.

Some participants suggested that the 
experience might feel different in a 
controlled or therapeutic environment. 
In such a context, the technology could 
be used as a form of training, without 
overriding one’s sensory perception in 
everyday situations:

The interaction combined elements of role play and the Wizard-of-Oz technique (Fig-
ure 3.4). During testing, the participant was led to believe that someone had entered 
the room with a barking dog, which was detected by the system as “triggering but 
safe.” The participant was told that the AR glasses had filtered out the dog and its 
sound, preventing her from perceiving the trigger. This artefact was designed to 
explore the tension between being intertwined and datafication, questioning what 
it means when technology starts to mediate perception and decide what aspects of 
reality are visible or not. It aimed to provoke reflection on how emotional safety might 
be achieved at the cost of personal agency and the integrity of lived experience.

The Trigger Glasses prompted more in-depth reflection than the Buzzing Watch, 
shifting the focus from data interpretation to the perception itself. Participants dis-
cussed how technological mediation could reshape their sense of reality, safety, and 
control, revealing both fascination and discomfort with the idea of algorithmically 
curated experience. 

“I want more control over it.”- Q1

“It feels strange that my visual input, which 
is a very important sensory input, to be 
overruled by a program” - Q3

“The glasses are choosing for me what to 
filter out, i don’t like this agency to be taken 
over by the glasses.”- Q7

“The power to really remove things is 
funky. My vision is like 99% of the time true, 
so having this overruled by some product 
feels weird.” - Q3

“It is nice to feel isolated, but you feel more 
vulnerable.”- Q5

“Altering my vision feels like another level 
of editing the real life.”- Q6

 

“Create a room where you can work on your 
triggers, in a safe environment where you 
still have the agency to choose to work on a 
trigger in a safe environment.”- Q6

Figure 3.4 Participant wearing the Trigger 
Glasses involving roleplay to simulate the tech-
nology.
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These reflections reveal that partici-
pants strongly resisted technological 
interference once it began to alter 
their direct perception of reality. The 
scenario exposed a critical threshold 
between supportive augmentation 
and distortion of lived experience, 
underscoring how fragile the bound-
ary is between feeling guided and feel-
ing manipulated.

Interpretation
The Trigger Glasses revealed how tech-
nological mediation of perception can 
redefine the boundary between trust 
and control. Participants’ reactions 
showed that even subtle alterations 
of sensory input can provoke strong 
existential unease, raising broader 
questions about how mental-health 
technologies might balance safety, 
authenticity, and user autonomy.

Mini reflection
The Trigger Filtering Glasses were 
intentionally designed to be more 
extreme, which indeed resulted in 
deeper reflections than the Buzzing 
Watch. During the testing process, 
it became evident that narrative 
framing played a crucial role in con-
veying the intent of the low-fidelity 
prototype. When this framing was 
incomplete, participants found the 
concept less credible, limiting the 
depth of reflection.

The analogy participants drew with 
noise-cancelling headphones proved 
particularly valuable, as it enabled 
them to articulate why filtering visual 
input felt more intrusive than filtering 
sound. This comparison prompted 
more philosophical discussions about 
personal boundaries and the point 
at which agency becomes overrid-
den.

However, the artefact’s explicit 
emphasis on the agency-protection 
tension led to relatively homogeneous 
reactions. The scenario left limited 
room for divergent interpretations, 
suggesting that future iterations 
should incorporate greater ambiguity 
or contextual variation to provoke a 
broader spectrum of reflection.

Data Diary - separate vs. nudging

Aim and scenario
Participants were asked to imagine 
walking through the centre of Rotter-
dam while wearing a smartwatch. In 
the evening, they reflected on their day 
by writing in a journal while reviewing 
their data. The diary enabled them to 
record their own thoughts but also 
featured an automated function that 
generated diary entries based on the 
collected data. Participants could edit 
or delete these entries, after which the 
diary would propose possible actions 
such as contacting a therapist, prac-
tising yoga, or taking a breath. It also 
provided an overall score, the meaning 
of which remained deliberately ambi-
guous (figure 3.5)

This artefact was designed to explore 
the tension between being sepa-
rate and being nudged, questioning 
what occurs when personal reflection 
becomes guided or even steered by 
algorithmic suggestions. It aimed to 
provoke reflection on whether such 
systems truly support self-understand-
ing or gradually replace it through 
data-driven advice.

The Data Diary invited a different kind 
of engagement than the previous 
artefacts. While the earlier scenarios 
prompted primarily ethical and emoti-
onal discussions, this one encouraged 
participants to reflect more deeply on 
self-knowledge, authenticity, and trust. 
It opened up conversations about how 
algorithmic suggestions might shape 
personal meaning-making and emoti-
onal interpretation.

Figure 3.5 Above is a picture taken of parti-
cipants interacting with the data diary. The 
lower picture is a screenshot of the prompts 
that were generated by the diary for the user 
to reflect on.
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Key participant reactions

Difference in acceptance towards 
data interpretation
Participants responded differently to 
the diary, ranging from recognising 
certain potential benefits to express-
ing strong aversion. Interestingly, there 
was unanimous agreement regarding 
the distinction between the digital 
twin’s interpretation of physiological 
data and its interpretation of emo-
tional sentiment. While the former 
was generally accepted, the latter was 
consistently rejected. This distinction 
raises questions about its origin: it may 
stem from a difference in perceived 
reliability, or from a broader cultural 
familiarity with the quantification of 
bodily states compared to emotional 
ones.

These reactions highlight a crucial 
boundary in the perceived legitimacy 
of data interpretation. Participants 
were willing to delegate interpretation 
when it concerned bodily signals but 
resisted when the system attempted 
to translate emotions into data. The 
diary therefore revealed an underlying 
tension between quantifiable under-
standing and personal experience, 
pointing to a broader discomfort with 
the datafication of emotional life.

Lived experience
Beyond the discussion on data inter-
pretation, participants also reflected 
on how the diary influenced their 
connection to their own feelings. 
Concerns extended beyond agency 
to include how the diary might affect 
participants’ connection to their own 
emotions. Participants differed in 
how they valued their lived experi-
ence: some feared losing touch with 
their emotions or beginning to doubt 

their own interpretations, while others 
welcomed the support of algorithmic 
structure and external perspective.

These reflections reveal a tension 
between outsourcing reflection to 
data and maintaining an authentic 
sense of self-awareness. While some 
participants valued the objectivity and 
convenience of automated insights, 
others feared becoming detached 
from their own emotional understand-
ing. The artefact exposed how techno-
logical reflection can both support and 
undermine personal meaning-mak-
ing, raising questions about what hap-
pens when lived experience becomes 
mediated through data.

Transparency about being a com-
puter
Participants also reacted differently 
to the human-like tone of the diary 
entries generated by the digital twin. 
Some expressed that they missed a 
human aspect in the communication, 
while others felt that the system’s 
attempt to appear human, without 
being transparent about its artificial 
nature, was disconcerting.

These reactions indicate that emo-
tional credibility does not necessarily 
increase through human-like com-
munication. Instead, authenticity 
appeared to depend on clear acknowl-
edgment of the system’s non-human 
nature. The artefact showed how sub-
tle cues of humanness could shift from 
comforting to uncanny, suggesting 
that trust in AI design may rely more 
on transparency than on imitation.

“I would appreciate to look back and get 
insights of why I feel anxious”- Q3

“I like the concrete suggestions however.”- 
Q5

“That is too much interpretation. How 
would it know how I feel?”- Q4

“My best friends or family would also not 
have guessed right how I would feel so why 
would this watch guess it right” - Q1

“It is collecting and documenting all the 
worse parts of my day. How is that gonna 
help me?!” - Q6

“It is telling me I am stressed, so I must be 
stressed” - Q1

“I like the fact that it offers me concrete 
suggestions based on the objective things it 
has seen during the day.”- Q1

“After a whole day I might not remember 
everything, but looking back at it I would 
think ‘oh that might be the reason I am feel-
ing anxious today”- Q3

“Now I don’t have to spend time reflecting 
on my whole day and specific events”- Q8
“I feel like the action of journalling has a 
very good effect on me. If i just read it, it 
might not be as effective.”- Q7

“I am missing empathy here”- Q8

“Would like it to be more human.”- Q5

“I feel like it is trying to be my therapist or 
my friend by trying to be more human.
I don’t know how i feel about that.” - Q1
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Interpretation
Overall, the Data Diary invited a more 
introspective and value-oriented 
engagement than the previous arte-
facts. It revealed how algorithmic 
feedback can both enable and erode 
emotional self-understanding, depen-
ding on whether users experience it as 
guidance or interference. The artefact 
thus highlighted the fine balance bet-
ween self-reflection and automation in 
data-driven support systems.

Mini Reflection
The Data Diary was where the explora-
tion started to become genuinely 
interesting. In contrast to the earlier 
artefacts, participants’ responses 
moved beyond surface-level reacti-
ons and began to engage with more 
personal, reflective, and value-orien-
ted themes. Their reflections touched 
on several tensions described in the 
literature while also introducing new 
perspectives that expanded the con-
ceptual scope of the study. The sto-
rytelling and narrative framing of the 
diary proved convincing and created 
the right mindset for participants to 
reflect on the digital twin and its role in 
shaping self-understanding.

This test underscored the importance 
of storytelling and narrative plausi-
bility in speculative design. When the 
framing feels coherent and credible, 
participants are able to suspend dis-
belief and explore a scenario as if it 
were real. However, the diary’s deliber-
ately dystopian tone likely influenced 
the direction of reflection, prompting 
predominantly critical and cautionary 
responses. It raises the question of how 
participants might respond to a design 
that communicates care or optimism 
instead. A future iteration could there-
fore experiment with a more hopeful 
framing to examine whether it would 
still evoke latent, critical reflection, or 
whether a more positive sentiment 
might surface different forms of emo-
tional engagement and self-recogni-
tion.

Stress scenario interface - datafication vs. agency

Aim and scenario
Participants were asked to continue wearing the smartwatch while interacting with 
a dashboard interface that visualised their real-time stress levels and heart rate. They 
were led to believe that the system continuously measured and 
interpreted their data through digital phenotyping. The display presented a pro-
gressing scenario ranging from moderately stressed to anxious to panicked. When 
participants scrolled down, additional information appeared explaining the reason-
ing behind the diagnosis and the underlying measurements. Using a Wizard-of-Oz 
setup, participants were convinced that these data interpretations were genuine 
(figure 3.6).

This artefact was designed to explore the tension between datafication and agency, 
questioning what happens when algorithmic systems begin to define emotional 
states more authoritatively than the individual experiencing them. It aimed to pro-
voke reflection on how digital feedback can shift self-perception, potentially leading 
users to doubt, validate, or redefine their own feelings.
The Stress Scenario Interface prompted strong and often contradictory reactions. 
While some participants appreciated its apparent precision, others experienced dis-
comfort or disbelief when the system’s feedback conflicted with their own sense of 

Figure 3.6 On the left are screenshots from the stress scenario display, highlighting some 
of the possibilities of digital phenotyping. On the right includes a picture of a participant 
interacting with it.
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emotion.
Key participant reactions

Doubt about own feelings
The dashboard proved highly con-
vincing and made several participants 
question their own feelings. The dis-
crepancy between their subjective 
state and the dashboard’s diagnosis 
led to distress and confusion.

Other participants, however, explicitly 
rejected the dashboard’s authority and 
trusted their own experience more 
strongly. Their quotes on the right 
illustrate this.

These reactions illustrate the powerful 
epistemic authority of data repre-
sentations in shaping self-perception. 
When digital feedback contradicts 
lived experience, it can provoke doubt 
rather than insight. The artefact thus 
revealed a tension between trusting 
one’s intuitive emotional awareness 
and accepting the persuasive objec-
tivity of quantified feedback.

Reflection through insight
Participants expressed mixed opin-
ions about the dashboard’s potential 
to enhance emotional insight. Several 
found it helpful for articulating or 
understanding their feelings, while 
others primarily used it as a means of 
validation rather than reflection. Exam-
ples of positive reactions on reflecting 
through data are stated on the right.

Others, however, perceived the inter-
face as overwhelming, overly negative, 
or emotionally reinforcing rather than 
clarifying. Similar to the Data Diary, 
participants were more accepting of 
the system’s physiological interpreta-
tions than its emotional ones.

These responses show that reflection 
through digital insight is far from 
straightforward. While some partici-
pants appreciated the structured feed-
back, others experienced it as intrusive 
or destabilising. The artefact demon-
strated that gaining self-understand-
ing through data can both deepen and 
distort reflection, revealing an uneasy 
balance between clarity, control, and 
emotional safety.

Interpretation
Together, these reflections reveal how 
the Stress Scenario Interface made 
visible the psychological effects of 
datafication on emotional agency. The 
artefact demonstrated how quickly 
quantified feedback was taken more 
seriously than the own feelings of the 
user, leading to distress, even though 
the participants  stated to be generally 
not very trusting in data.

Data quickly have a highly perceived 
authority and can lead to self-doubt 
when it misaligns. Although peo-
ple appreciate this way of reflecting 
through insight, a future digital twin 
should balance this by sensitively han-
dling the emotioal reactions the data 

“I feel stressed because I don’t feel stressed 
and it says I’m stressed right now.”- Q3

“But is this how I feel or how i should feel 
me? Am i stressed of am i not aware of my 
stress?” - Q6

“Basing my emotional state on this data 
does not sit right with me.” - Q1

“I feel like it is accurate but not relatable.” 
-Q8

“Maybe the diary is the sweet spot of reflec-
tion and insight.”- Q3

“I find interpreting my feelings easier with 
this display than personally searching for 
the why behind my feelings.” - Q1

“It is either confirming what I already 
thought; or it is making it worse.” - Q8

“Seeing this data does not help me”- Q4

“I feel like there is always interpretation 
when I look at the data. So i would not 
immediately believe it.”- Q5

“It feels like someone is watching me.” - Q6

feedback can causee. 
Mini reflection
The anxiety scenario proved highly 
convincing. Several participants began 
to doubt their own feelings when 
confronted with the dashboard’s feed-
back. Interestingly, they did not notice 
that the heart rate displayed on the 
smartwatch was inconsistent with 
the values shown on the dashboard. 
Participants accepted the data as 
genuine and adjusted their interpre-
tation of their own state accordingly. 
This strong belief in the credibility of 
data visualisations is an important 
insight for the final prototype, particu-
larly when involving participants with 
lived experience of PTSD. Reactions to 
this artefact were more emotionally 
charged than anticipated, with some 
participants gradually becoming anx-
ious when their subjective feelings did 
not align with the system’s diagno-
sis. For this reason, the make-believe 
element should be omitted in future 
testing with vulnerable user groups to 
avoid inducing distress.

The interface itself contained too many 
visual and functional elements, which 
diverted attention from the intended 
reflection. Participants tended to focus 
on details of the interface design rather 
than on the broader technological 
implications. Future iterations should 
therefore adopt a simpler and more 
abstract representation, encouraging 
reflection on the principle of algorith-
mic interpretation rather than its inter-
face execution.
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Tarot Card Role Play - surveilling vs. 

own lived experience

Aim and scenario
In this scenario, participants wore 
the smartwatch while engaging in 
a role-play interaction in which the 
researcher acted as their digital twin. 
The twin was described as a mirror 
of the participant, processing both 
physiological data from the watch and 
insights from their lived experience. 
During the interaction, the twin sim-
ulated a data-based assessment and 
then offered a set of “personalised” 
tarot cards from which participants 
could select three and provide their 
own interpretation. After listening to 
the participant’s interpretation, the 
twin offered a pill supposedly based on 
the narrative that emerged, which par-
ticipants could choose either to take or 
to return (figure 3.7).

This artefact was designed to explore 
the tension between surveillance and 
lived experience, questioning what 
happens when one’s identity and 
emotions become mediated through 
both data and symbolic interpreta-
tion. It aimed to provoke reflection on 
how individuals negotiate agency and 
self-understanding when their inner 
life is mirrored, and potentially appro-
priated, by a computational twin.

The Tarot Card Role Play prompted 
diverse and emotionally rich reflec-
tions. Participants discussed both the 
empowering potential of interpretive 
ambiguity and the discomfort of being 
mirrored or simplified by a system 
claiming to “know” them.

Key participant reactions

Interpretation through visual guid-
ance
Participants expressed positive opin-
ions about the way the cards helped 
them reflect on their day. The open-
ended nature and visual abstraction of 
the cards encouraged deep personal 
engagement and self-interpretation.
Participants stated that “the relevance 
might even lie more in the moment 
of reflecting than the data prediction 
itself.”- Q1.

These reactions suggest that open-
ended, visually guided reflection fos-
ters a stronger sense of agency and 
personal meaning-making than direct 
data interpretation. By leaving space 
for multiple interpretations, the arte-
fact allowed participants to project 
their own emotions and experiences, 
turning abstract prompts into per-
sonalised insights. The use of visual 
guidance thus demonstrated how 
ambiguity can serve as a productive 
design strategy for supporting self-re-
flection.

Simplification
Participants reacted strongly to the 
moment when the digital twin failed 
to respond to their narrative and sim-
ply prescribed a pill. Many perceived 
this as the system crossing a boundary, 
reducing their complex experiences to 
a single, simplistic output.
These reactions on the right highlight 
participants’ resistance to one-direc-
tional, solution-driven interventions 
that disregard emotional complexity. 
The artefact exposed how technolog-
ical simplification can undermine 
agency and self-knowledge, illustrat-
ing the risk of reducing lived experi-
ence to actionable data.

Figure 3.7 These are pictures of the Tarot Card 
role play involving choosing cards to reflect on 
and receiving a (vitamin D) pill.

“I like that i got the chance to give my own 
interpretation of the cards.”- Q1

“I think the relevance lies more in the 
moment of reflection with the cards.”- Q3

“AI prompting me to reflect is not a bad 
thing though”-Q6

“I like the way I used tarot cards to reflect 
and the way i journaled in the diary.”- Q7

“I am able to address my struggles in 
a structured way with a very abstract 
prompt.”- Q8

“I also would want to be able to say no to it. 
It should really be the last step; when I am 
already considering taking one.” - Q1

“I feel sceptical. I said some very layered 
things, but the pill really oversimplified 
this. There was no link with my story.” - Q3

“It feels weird that someone else is telling 
me what to do, while i personally just felt 
fine.”- Q5

“The hard work of knowing what i need in 
the moment and learning what i need is 
now being taken over by AI” - Q6
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Loss of identity
One participant voiced a deeper exis-
tential concern about the concept of 
the digital twin itself, describing it as a 
threat to personal identity: 

“Why is someone copying me? It feels like I 
am being cloned!” - Q1

This reaction captures a profound 
unease about representation of self 
through data and the potential loss 
of identity. The notion of being digi-
tally mirrored evoked questions about 
where the boundary lies between the 
self and its simulation, exposing the 
ontological tension inherent in the 
idea of a digital twin.

Interpretation
These reflections show that the Tarot 
Card Role Play successfully encouraged 
personal interpretation and emotional 
exploration. By combining ambiguity 
with playfulness, the artefact created 
a safe distance for reflection while 
still allowing participants to engage 
deeply with their own experiences. It 
demonstrated how symbolic, imagi-
native interaction can evoke empathy 
and insight without relying on data or 
algorithmic interpretation. It made the 
way people value the richness of their 
own stories clearly visible.

Mini reflection
From a design perspective, the Tarot 
Card Role Play generated some of 
the most conceptually interesting 
insights in this study. As this was the 
final test, participants were already 
attuned to thinking about digital twin 
technology in a more speculative and 
future-oriented way. The open-ended 
format encouraged creative inter-
pretation: participants read meaning 
into the cards in ways that were more 
diverse and unexpected than antici-
pated. Although the cards were deli-
berately selected for their seemingly 
negative tone, this did not influence 
participants’ readings. This outcome 
highlights the reflective potential of 
artefacts designed for multi-inter-
pretability, demonstrating how sym-
bolic and ambiguous materials can 
evoke personal meaning rather than 
impose it.

For future iterations, the design could 
move beyond the static transition 
from interpretation to prescription. 
The abrupt shift to a single “solution”, 
symbolised by the pill, interrupted the 
reflective flow and led to unanimous 
rejection. A more interactive narrative, 
in which the twin responds to the 
participant’s story or allows multiple 
possible endings, could foster deeper 
engagement and a richer dialogue 
between system and user. Such an 
approach would preserve ambiguity 
while strengthening the sense of 
agency that underpins meaningful 
reflection.

Conclusion of Low-Fidelity testing

Across all five speculative artefacts, 
participants’ reflections evolved from 
surface-level ethical concerns towards 
deeper experiential and existential 
questions about self-knowledge, trust, 
and agency. Early prototypes, such as 
the Buzzing Watch, mainly prompted 
discussions about privacy, consent, and 
the relational nature of data exchange. 
As the scenarios invited deeper 
engagement and reflection on emo-
tional meaning, participants began to 
question how feedback that claims to 
support emotional regulation might 
instead unsettle bodily trust, distort 
perception, or challenge autonomy.

The later artefacts, particularly the 
Data Diary, Stress Scenario Interface 
and Tarot Card Role Play, revealed how 
algorithmic feedback can both clarify 
and confuse emotional understan-
ding. Participants oscillated between 
viewing data as a source of guidance 
and as an intrusion into their lived 
experience. Ambiguity and interpre-
tive openness, rather than precision or 
realism, proved most effective in pro-
voking meaningful reflection.

Together, these insights demonstrate 
that speculative artefacts can make 
tangible the psychological and ethi-
cal consequences of datafication 
within mental-health contexts. They 
show how easily systems designed 
for care can slip into control, and how 
self-knowledge becomes a negotiated 
balance between data interpretation 
and lived experience. These findings 
informed the direction of the final spe-
culative prototype, which builds on this 
understanding to explore how digital 
twins might foster reflection without 
undermining autonomy.
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Author’s reflection on 
Speculative aspects of the  
Testing Process

As was stated in the conclusion, the 
speculative artefacts provoked incre-
asingly meaningful forms of reflection. 
Compared to the interviews in Phase 
1, participants’ reactions were more 
varied and revealing, suggesting that 
the interactive and embodied format 
encouraged deeper engagement. 
Since the technology of digital twins 
can be hard to grasp; a interactive pro-
totype can help in immediately setting 
the scene, inviting participants to really 
engage with the tensions. 

The process also revealed that spe-
culative prototypes only function 
as provoking tools when their story-
telling and framing were convincing. 
When participants focused on tech-
nical plausibility rather than expe-
riential meaning, reflection remained 
superficial. Later artefacts, such as the 
Data Diary and Tarot Card Role Play, 
demonstrated that narrative plausibi-
lity matters more than technological 
realism.

Participant interpretation itself 
became a design material. The most 
valuable insights often arose from how 
participants reinterpreted the scena-
rio, projected their own emotions, 
or subverted its intended meaning. 
Designing for such open-ended inter-
pretation, rather than delivering a fixed 
message, proved more generative.

Finally, the testing phase clarified 
the ethical and emotional limits of 
make-believe through Wizard-of-Oz 

testing. Participants responded more 
sensitively than expected to simulated 
data feedback, occasionally experien-
cing genuine distress when confron-
ted when their feeligns misaligned the 
outcomes of the analysis. 

This poses a challenge for the final test 
since speculative plausibility should 
be maintained without deception, 
especially when involving participants 
with lived experience of PTSD. Preser-
ving psychological safety became an 
explicit design criterion for the final 
prototype, ensuring that the specula-
tive encounter remained thought-pro-
voking without becoming emotionally 
destabilising.

These observations not only shaped 
the direction of the final prototype but 
also guided the analytical process that 
followed, in which the qualitative data 
from the formative tests were syste-
matically coded to identify recurring 
patterns of meaning.
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Towards 
a final 
speculation

4.
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reification 
of lived 

experience

need for 
recognition

Keeping 
sense of 
identity 

and reality

improving
life with 

data

Protecting
the 

patient

Power 
to the 

patient

Core tension: using 
own lived experience 
and coping strategies 

VS. let Digital Twin 
make your life easier 
by offering efficient 

solutions

Should the patient be 
protected from 

triggering moments 
by the digital twin, or 

should the patient 
retain agency over 

their own life

People want to be 
recognized by an 
external thing but 

they do not want to 
lose their 

connection with 
their inner world

Own lived experience

Risks and fears?

Data- oriented 

negative

positive

It feels like I am 
being cloned!” It 

feels like someone 
is trying to copy me

and steal my 
identity.

Prototype 5 losing identity

It feels like you 
are trying to 

imitate me or 
trying to take my 

place. “
Prototype 5 losing identity

losing 
identity

It has now more 
physical factors 
in focus rather 

than my 
emotions.

Prototype 4

“it is researched a
lot so you can say
with quite some 

certainty that you
can believe this.”

Prototype 1

Naturally I am a 
person who trusts 
data more than my 

own feelings

Prototype 5

doubt about own feeling physiological
facts are 
trustable

Attacked Human Needs

I was not thinking 
about the trauma, but 

because of the 
vibration I just started 

to think back about 
the trauma

Prototype 1 Trigger worsening

I feel stressed 
because I don’t feel 
stressed and it says 
I’m stressed right 

now.

Prototype 4 Trigger worsening

it definitely 
made me 

aware; but it 
was very abrupt

Prototype 1 Trigger worsening

Seeing this 
data does 

not help me
Prototype 4 Trigger worsening

I feel more 
stressed 

because of this 
dashboard.

Prototype 4 Trigger worsening

It is collecting and 
documenting all 

the worse parts of 
my day. How is 

that gonna help 
me?!

Prototype 3 Trigger worsening

How is making 
me aware of 

being on edge all 
time going to 

help me?
Prototype 3 Trigger worsening

but reflecting 
back on it 
makes me 

more anxious.
Prototype 3 Trigger worsening

Looking at your 
sleepscore 

might reinforce 
the feeling that 
you slept bad.

Prototype 4 Trigger worsening

I felt like my 
feelings were 

escalating when 
it was escalating 

in the display.
Prototype 4 Trigger worsening

It is basically 
screaming that I 
am about to die. 
It is adding to my

stress.
Prototype 4 Trigger worsening

I feel like it is making a lot 
of assumptions based on 
the data is has gathered 
and that makes me feel 

uncomfortable.

Prototype 3

questionable interpretation

i would feel like it 
interprets my data

wrong, it then 
feels less reliable

Prototype 3

questionable interpretation

my best friends or family
would also not have 
guessed right how i 

would feel so why would 
this watch guess it right”

Prototype 3

questionable interpretation

I am not sure it 
could conclude the 
right things based 

on so many 
variables.

Prototype 1

questionable interpretation

because statistically speaking i 
would be stressed now, but I 
was happy for the last 2 days, 
so is it then really necessary to 

take a pill? I personally feel i am
in a completely different 

headspace now.

Prototype 5

questionable interpretation

The nuances of 
lived experiences 

are hard to 
translate into data

Prototype 5

questionable interpretation

That is too much 
interpretation. 
How would it 

know how I feel?

Prototype 3

questionable interpretation

However the way the AI is 
overruling my intuition is 
not good. It rephrases my 

reflections thorugh 
interpretations and gives 

it back to me.

Prototype 5

questionable interpretation

I feel like there is 
always interpretation 

when I look at the 
data. So i would not 

immediately believe it.

Prototype 4

questionable interpretation

I really want to 
know who is 
behind the 

programm in 
order to trust it.

Prototype 3 transparancy

… I would like to 
see what 

happened and 
how it came to 
this conclusion.

Prototype 3 transparancy

What makes sense 
is that I get an 

explanation of how 
these metrics have 

been derived.

Prototype 4 transparancy

A service dog is 
more clear in this, 
and the watch is 

not transparant in 
the data it is 

recording
Prototype 1 transparancy

it is also important to 
consider the other person 

you are involving in 
this. Eg. by using 

messages and recording 
voice etc it also involves 
the other person in the 

conversation. 
Prototype 1 transparancy

I want to know 
more about the 
process and the 
reasons behind 

the choice
Prototype 5 transparancy

I don’t know 
which data is 

provided and on 
which data it has 

been trained
Prototype 1 transparancy

The points in time 
were transparant 
to me , so i know 
when something 

happened.

Prototype 4 transparancy

I would like 
to learn how 
it interprets 

my stats
Prototype 5 transparancy

I don’t like the 
fact that it is 

again telling me 
about my 
feelings.

Prototype 4 agency

it feels strange that 
my visual input, which 

is a very important 
sensory input, to be 

overruled by a 
program

Prototype 2 agency

I don’t want a 
system to be 
filling in what 
I am feeling

Prototype 3 agency

It interferes too 
much with my 

own senses. 
Making me out 

of control.
Prototype 2 agency

The power to really 
remove things is funky. 
My vision is like 99% of 

the time true, so having 
this overruled by some 

product feels weird. 

Prototype 2 agency

In the past I was 
also being 

pushed to use 
medication based

on a diagnosis.
Prototype 5 agency

I also would want to 
be able to say no to it. 
It should really be the 
last step; when I am 
already considering 

taking one.

Prototype 5 agency

It feels weird that 
someone else is 

telling me what to 
do, while i 

personally just felt 
fine.

Prototype 5 agency

Any device that is doing 
that automatically for 

me in some way 
infantilizes me. Makes 

me incapable to make my 
own decisions.

Prototype 2 agency

It is taking away my
agency, which 
should be the 

fundamentals of 
the healing 

process.
Prototype 2 agency

Don’t like 
the way it is 
deciding for 

me.
Prototype 3 agency

However the way the AI is 
overruling my intuition is 
not good. It rephrases my 

reflections thorugh 
interpretations and gives 

it back to me.

Prototype 5 agency

The glasses are 
choosing for me 

what to filter out, i 
don’t like this agency
to be taken over by 

the glasses.

Prototype 2 agency

It would be better if it first 
would track my own 

intuitive ways of coping 
and then suggest things in
the language that I like; in 

the way that I already 
cope with things.

Prototype 5 agency

I find interpreting my 
feelings easier with 

this display than 
personally searching 

for the why behind my
feelings.

Prototype 4 support

It is nice to see the 
moments of 
triggers and 

knowing how it is 
influenced during 

the day
Prototype 4 support

Becoming 
aware of your 
triggers could 

be very helpful.
Prototype 1 support

it might help 
me recognize 
my triggers in 

daily life
Prototype 1 support

It is nice to feel 
isolated, but you

feel more 
vulnerable.

Prototype 2 dependancy

If stresslevel is 9.5 and 
my feeling is relaxed 

then I would think; Did I 
miss something? Am I 

unconsciously forgetting
a meeting?”

Prototype 4

doubt about own feeling

The scary thing is 
that I am now 

second guessing 
whether I actually 

felt

Prototype 3

doubt about own feeling

I feel stressed 
because I don’t feel 
stressed and it says 
I’m stressed right 

now.

Prototype 4

doubt about own feeling

But is this how I feel 
or how i should feel 
me? Am i stressed of 
am i not aware of my 

stress?

Prototype 4

doubt about own feeling

I was worried 
because the 

heartrate is way 
higher than my 
own heart rate.

Prototype 4

doubt about own feeling

I feel like it is
accurate but 
not relatable.

Prototype 4

doubt about own feeling

dicrepancy 
between own 

feeling and 
outcome 

causing distress

I feel like it is trying to 
be my therapist or my 
friend by trying to be 
more human. I don’t 

know how i feel about 
that.

Prototype 3 human touch

I am missing 
empathy 

here.
Prototype 3 human touch

Would like it
to be more 

human.
Prototype 3 human touch

Now it is 
really 

solution 
oriented.

Prototype 3 solution oriented

We are now simply fixing
you in a way so you are 

good enough to function
in society again, but we 

are not focussing on 
really fundamentally 

changing people.

Prototype 3 solution oriented

”how does it 
know that I felt 

strong about 
something?”

Prototype 3 transparancy

in the end the 
trigger is however 

still there, so i 
would become very 
dependent on the 

glasses.
Prototype 2 dependancy

I would be scared 
that I would start 

to lose my own 
understanding 
with my own 

feelings.
Prototype 3 dependancy

becoming 
dependant

The pill felt too 
american, and a 

bit loose from the
whole process of 

tarot cards.
Prototype 5 solution oriented

I don’t know 
which data is 

provided and on 
which data it has 

been trained
Prototype 1 transparancy

The 'magic' 
behind the 

interpretation

data 
ownership

collection
of data

“social interactions” 
feels a lot like big 

brother. It feels like 
someone is 

watching me.

Prototype 4 transparancy

“I need the 
assurance 

that my data 
is safe”

Prototype 1 privacy

at least 
everthing I see
with my eyes 

is fine!

Prototype 2 Sense of reality

transparancy

The notion of 
something being 

cut out of my vision
really scares me.

Prototype 2 Sense of reality

transparancy vulnerable

I would be scared that I would
start to lose my own 

understanding with my own 
feelings.

Prototype 3 Sense of reality

own lived experience

questionable interpretation

vulnerable

I also feel a bit
scared that I 

did not notice.

Prototype 2 Sense of reality

transparancy

you might not 
notice that the 

trigger is actually 
dangerous itself

Prototype 2 Sense of reality

I would be scared 
that I would start 

to lose my own 
understanding 
with my own 

feelings.
Prototype 3 dependancy

losing 
sense of
reality

reinforcement
of anxiety by 
focussing on 
the negative

the vibration of 
the watch made

me feel even 
more agitated

Prototype 1 Trigger worsening

The watch 
itself now 

kind of 
triggered me

Prototype 1 Trigger worsening

it actually 
triggered a 

stress 
reaction

Prototype 1 Trigger worsening

“I got a jumpscare 
because of the 

tram already and 
now another one 

because of the 
buzz!”

Prototype 1 Trigger worsening

I think this 
watch makes
your anxiety 

higher.
Prototype 1 Trigger worsening

triggering 
haptic 

feedback
I don’ t think we 

should hyperfocus 
on our anxiety and 

also move away 
sometimes.

Prototype 5 Trigger worsening

“I feel sceptical. I said 
some very layered 

things, but the pill really 
oversimplified this. 

There was no link with 
my story.”

Prototype 5 solution oriented

reification
of mental

health

I can just look at this 
display and immediately 
see why I am feeling this 

way. That is less 
distressing than closing 
my eyes and looking for 

the why behind my 
feelings myself.

Prototype 4 support

After a whole day I might 
not remember everything,

but looking back at it I 
would think ‘oh that might
be the reason I am feeling 

anxious today

Prototype 3 support

I would appreciate
to look back and 

get insights of 
why I feel anxious

Prototype 3 support

human
aspects

If you do feel 
anxious, it could 
help you find out 
to pinpoint those 

moments.
Prototype 3 support

Now I don’t have 
to spent time 

reflecting on my 
whole day and 
specific events

Prototype 3 support
Maybe the diary 
is the sweetspot 
of reflection and 

insight.

Prototype 4 reflection

AI prompting me to reflect
is not a bad thing though, 
however not I would think 

the AI is more right 
because it has more data.

Prototype 5 reflection

I like the way I 
used tarot cards 
to reflect and the 
way i journaled in

the diary.
Prototype 5 reflection

I am able to 
address my 

struggles in a 
structured way 

with a very 
abstract prompt.

Prototype 5 reflection

the hard work of 
knowing what i need 
in the moment and 

learning what i need is
now being taken over 

by AI

Prototype 5 reflection

I think the 
relevance lies more 
in the moment of 
reflection with the 

cards.

Prototype 5 reflection

it does not change 
the fact that the 

person him/herself 
should be doing the

hard work 
themselves.

Prototype 3 reflection

I feel like the action 
of journalling has a 
very good effect on 
me. If i just read it, 
it might not be as 

effective.
Prototype 3 reflection

It keeps you
safe from 
triggers

Prototype 2 support

feels nice 
that I am 

being 
protected

Prototype 2 support

I feel like teh way 
it is giving me 

tips is not really 
helping me. I still 

feel alone
Prototype 3 support

it could be nice 
that you are 

being seen in 
some way.

Prototype 4 support

It feels nice to 
know that 

something is 
there to help me

Prototype 1 support

protection

I feel like it 
could try to 
understand 

me more.
Prototype 3 support

Just having support from a
dog and knowing it is 
there really helps. It is 

really like a family 
member. I really like the 

humane/ animal part of it.

Prototype 1 support
feeling
seen

it could be nice,
since I can then
prepare for the 
stressful week

Prototype 5 support

I like the 
concrete 

suggestions 
however.

Prototype 3 support

this might help 
you in moments 
when you really 

want to do things

Prototype 2 support

offering 
solutions

I like that i got the 
chance to give my 
own interpretation 

of the cards.

Prototype 5

own lived experience

“I have a very personal relation 
with my inner sensitive world. 

The intent to care for that 
would be intrinsic and not be 

because of some score or 
someone else who wants this 

from me.”

Prototype 3 agency

own lived experience

I would always try 
to relate afterwards
how it connects to 

my own feeling.

Prototype 3

own lived experience

I want to check with myself 
how I am really feeling 

through meditation or 5secs 
feeling what I feel without 

just assuming that this 
dashboard is telling me how 

i’m feeling.

Prototype 4

own lived experience

it is important to 
combine with the
way i am feeling 

as well.

Prototype 4

own lived experience

My own 
interpretation 
overruled your 

reason for selecting
the cards.

Prototype 5

own lived experience

It would be better if it first 
would track my own intuitive 

ways of coping and then 
suggest things in the language 

that I like; in the way that I 
already cope with things.

Prototype 5 agency

own lived experience

own lived 
experience 

weighs more
than data

things like sleeping 
score and cafeine 
spike are things i 

personally already 
know

Prototype 4

own lived experience

It gives a sort of
confirmation of 
what I already 

know

Prototype 1

own lived experience

When I slept bad 
i already know, I 
would not have 
to confirm that.

Prototype 4

own lived experience

When I feel bad; i’d think 
maybe i need to check 
myself; so it is either 

confirming what i 
already thought; or it is 

making it worse.

Prototype 4

own lived experience

It could then 
work as some 

kind of 
validation

Prototype 1

own lived experience

why would i need 
an external device 

telling me the 
things i already 

know?

Prototype 1

own lived experience

data 
confirms 
what you 

already knowPeople could
also smoke 

weed to 
wind down

Prototype 5 agency

Just having support from a
dog and knowing it is 
there really helps. It is 

really like a family 
member. I really like the 

humane/ animal part of it.

Prototype 1

alternative
ways of 
coping

give more agency back
to patient, so he or 

she can choose when 
to reflect on a specific 

anxious moment 
during the day.

Prototype 3 reflection

guided 
reflection 

by AIi don’t think this 
is the way to 

cope with 
triggered by 

taking it away.
Prototype 2

learning 
means 

hard work

finding the 
'why' 

behind your
feelings

“It feels like 
someone has
advised me 

to do so”
Prototype 3 agency

The notion of 
something being 

cut out of my 
vision really 
scares me.

Prototype 2 agency

It feels as if i 
give my control 
out of my own 

hands.
Prototype 4 agency

Unwanted 
decisions 

taken by DT 
without input

I want more
control 
over it.

Prototype 2 agency

I would want
it to make it 

less sensitive
Prototype 3 agency

The intent to care for 
that would be intrinsic 
and not be because of 

some score or 
someone else who 

wants this from me.”

Prototype 3 agency

The narrowing 
down to 3 is an 

important step, so i 
can decide which of
the cards talk to me

the most.
Prototype 5 agency

Would be important
to check the goal? 
discuss with the 

person what he or 
she likes to do.

Prototype 5 agency

give more agency back
to patient, so he or 

she can choose when 
to reflect on a specific 

anxious moment 
during the day.

Prototype 3 agency

Possibility 
to override
choices by 

user

How do you 
keep your 
sense of 
reality?

Prototype 2 transparancy

Not sure 
whether to 
believe it.

Prototype 4

questionable interpretation

”how does it 
know that I felt 

strong about 
something?”

Prototype 3

questionable interpretation

I would think there is a
glitch in the system. 
The consistency of the 

messages is putting 
me off.

Prototype 3

questionable interpretation

I would want a 
doctor to confirm
first. I would be 
hesitant to take 
the medication.

Prototype 5

distrust in 
interpretation 

of lived 
experience 

and emotions

I think it is tougher to 
have something that 
hinders one of your 

senses than something 
that simply notifies you 
about a possible trigger, 
because then you can 

simply still override that

Prototype 2 agency

So it is a safe 
environment where

you still have the 
agency to choose to
work on a trigger in
a safe environment.

Prototype 2 agency

I like to 
have the 
choice.

Prototype 3 agency

I like that i got 
the chance to 
give my own 

interpretation of 
the cards.

Prototype 5 agency

This feels like 
another level 
of editing the 

real life.

Prototype 2 agency

questionable interpretation

Uncontrolled 
interpretation

privacy

Own lived experience and 

interpretation overrules

Working together in learning how to 

cope & understand 

4.1 Cross-Artefact Thematic Synthesis

The insights from the five formative artefacts were analysed using the Reflexive 
Thematic Analysis method (Braun & Clarke, 2006). Through systematic coding and 
iterative clustering, recurring meanings and tensions were identified across all arte-
facts. Whereas the previous chapter presented the results per artefact, this section 
moves beyond individual cases to synthesise patterns of meaning that cut across 
them.

The analysis process involved mapping quotes and observations within a two-axis 
grid (Figure 4.1), contrasting own lived experience with data orientation on one axis, 
and positive versus negative affect on the other. This visual clustering helped reveal 
how participants’ reflections shifted between valuing subjective interpretation and 
negotiating trust in data-driven feedback. 

Through iterative rounds of abstraction, these detailed clusters were condensed into 
broader, overarching themes (Figure 4.2). However, as the process became more 
abstract, much of the original nuance and contextual richness was lost. The resulting 
themes, while coherent, largely reflected the “usual suspects” in human–AI interac-
tion discourse, such as autonomy, trust, and control.

Figure 4.1 Thematic reflexive analysis 
(Braun & Clarke, 2006) based in insights from 
the tests with the speculative artefact.

Figure 4.2 Three overarching tensions resulting from the thematic analysis. They 
show  very broad, abstract tensions, resulting from too much abstrachtion during the 
analysis. 

To ensure analytical rigour, the emerg-
ing themes were also compared with 
the tensions identified during the 
grounding phase of the research. 
This iterative cross-checking process 
helped refine the final set of overar-
ching themes, which form the con-
ceptual bridge to the next chapter. A 
visual overview of this process, includ-
ing intermediate clustering steps is 
provided in Appendix D.

To enrich the insights again to manage  
the loss of nuance through abstrac-
tion, the following section deliberately 
reintroduces complexity by revisiting 
detailed subthemes and micro-ten-
sions within each overarching theme. 
These finer-grained insights illustrate 
the ambiguity and layered nature of 
participants’ reflections, preserving 
the interpretive richness that abstrac-
tion alone could not capture.
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4.2 Insights from Thema-
tic Analysis

While the previous section identi-
fied overarching themes across all 
artefacts, the process of abstraction 
inevitably simplified the nuance and 
emotional depth present in partici-
pants’ reflections. To reintroduce this 
complexity, this section revisits the 
detailed subthemes and micro-ten-
sions that underpinned those broader 
categories. Rather than treating them 
as exceptions, they are presented as 
essential to understanding the ambi-
guity, contradictions, and layered 
meanings that characterised partici-
pants’ responses.

Together, these finer-grained insights 
show how participants negotiated 
agency, trust, and emotional under-
standing when their lived experience 
became mediated by a digital twin, 
reconnecting the analysis to the 
emotional and ethical subtleties that 
abstraction alone could not capture.

Theme 1: 

Protecting the patient vs. Power to 

the patient

This theme explores the tension 
between technological protection 
and personal autonomy, examining 
how care and control can become 
intertwined in data-driven support 
systems.

Across the artefacts, participants did 
not reject digital assistance outright 
but grappled with its boundaries: when 
does care become control, and when 
does support begin to undermine 
independence? The theme highlights 
how notions of safety, agency, and 
trust were continuously renegotiated 
as participants reflected on the role of 
data in shaping therapeutic guidance 
and personal decision-making.

The allure of protection
The idea of being protected by a data-
driven system carried a strong emo-
tional appeal. Participants imagined 
digital twins that could anticipate 
distress, detect triggers early, and offer 
immediate coping strategies. Such 
scenarios evoked reassurance and 
comfort, particularly when the system 
functioned as a companion or coach 
capable of translating overwhelm-
ing experiences into understandable 
insights. Yet this sense of safety proved 
fragile. Once protection became auto-
mated or invisible, it began to feel 
less like care and more like control.

Autonomy as a boundary condition
Across artefacts, a consistent thresh-
old appeared between assistance and 
autonomy. Technological interven-
tions were accepted only when they 
reinforced, rather than replaced, the 
user’s capacity to act and decide. When 
a system initiated actions or feedback 
without consultation, it shifted from 
supportive to intrusive. Empowerment 
therefore depends less on what tech-
nology provides than on who controls 
the moment of engagement. When 
agency is externally triggered, even 
benevolent care can be experienced 
as coercive.

Data ownership and transparency
Uncertainty about how the digital 
twin’s data was derived and interpreted 
pointed to deeper concerns about 
ownership and authority. If the algo-
rithms and behavioural norms remain 
opaque, users cannot know whose 
perspective defines what counts as 
“normal” or “healthy.” Transparency 
thus emerged as a precondition for 
trust and agency. A digital twin must 
communicate clearly how its data are 
sourced and applied, ensuring that 
self-knowledge remains user-centred 
rather than governed by invisible sys-
tems.

Together, these insights expose how 
fragile the line is between empower-
ment and paternalism in data-driven 
care. The desire for safety persists, but 
only when protection is experienced as 
chosen rather than imposed.
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Theme 2: 

Improving life with data vs. Reifica-

tion of lived experience

This theme examines how algorithmic 
feedback can both enrich and erode 
self-understanding, showing how 
reflection may gain credibility through 
data integration yet risk losing mean-
ing through simplification.

Participants expressed ambivalence 
toward data-driven self-understand-
ing. Emotional states and coping 
strategies risked being reduced to 
simplified metrics, reifying lived expe-
rience by treating fluid, subjective 
emotions as fixed and measurable 
data points.

Guided reflection through prompts
Participants appreciated open-ended 
tools such as prompts or cards that 
guided reflection without imposing 
interpretation. The integration of 
data with self-reflection appeared 
to enhance the perceived reliability 
of algorithmic feedback: when users 
recognised their own narrative within 
the data, they were more inclined 
to trust it. The act of reflecting itself 
was described as beneficial, enabling 
participants to recognise emotional 
patterns and articulate experiences 
in their own terms. Yet the balance 
between data and intuition varied 
widely: for some, quantified insight 
deepened self-awareness, while others 
placed greater trust in lived experience.

Oversimplification of complexity
While reflection enhanced the per-
ceived credibility of data, it also exposed 
the limits of algorithmic interpreta-
tion. Participants questioned whether 
a digital twin could ever capture the 
nuance of lived experience without 
reducing it to simplified indicators. 
When emotional complexity was trans-
lated into tidy metrics or prescriptions, 
the system risked misrepresenting 
rather than clarifying experience. This 
perceived oversimplification some-
times led to feelings of being mis-
understood or dismissed, reinforcing 
a sense of detachment rather than 
support. The very mechanisms that 
made data appear believable thus also 
revealed how easily meaning could be 
lost through abstraction.

Trigger worsening
Revisiting triggering information was 
not always constructive. For some, 
exposure to distressing data intensified 
anxiety rather than relieving it. Contin-
uous emotional monitoring generated 
pressure to remain self-aware, turning 
reflection into rumination. This under-
scores that awareness and regulation 
are not synonymous and that more 
feedback does not necessarily lead to 
wellbeing.

Questionable interpretation
A consistent distinction emerged 
between trust in physiological versus 
emotional interpretations. Objective 
measures such as heart rate were 
viewed as credible, whereas algorith-
mic readings of emotion were met 
with doubt. Interpretations gained 
legitimacy only when users could val-
idate them through their own lived 
experience. Data thus functioned best 
not as an authority but as a reflective 
dialogue partner.

Theme 3: 

Need for recognition vs. Staying 

grounded in self and reality

This theme explores the paradox of 
wanting to feel seen and understood 
by technology while fearing that such 
external validation could weaken self-
trust and emotional grounding. 

Participants imagined digital twins 
capable of reflecting their emotional 
states back to them, yet worried that 
this mirroring might blur the line 
between human empathy and com-
putational interpretation, challenging 
the authenticity of self-understanding.

Feeling seen
Recognition emerged as an important 
emotional theme. Participants imag-
ined that people with PTSD might 
value a digital twin that could respond 
with empathy or understanding, as 
this could make users feel acknowl-
edged rather than alone. At the same 
time, they were cautious about such 
human-like behaviour. They stressed 
that a digital twin should be open 
about being non-human, since the 
emotional connection in therapy can-
not be replaced by data or automation. 
Transparency about non-humanness 
was therefore seen as a key part of 
respectful design: it allows care and 
understanding without pretending to 
be human.

Connection with self and sense of 
reality
Contradictions between algorithmic 
feedback and personal feeling often 
produced confusion and self-doubt. 
When data appeared more authori-

tative than lived experience, self-trust 
and emotional grounding were desta-
bilised. A digital twin that anticipates 
emotions or decisions once owned 
by the user risks weakening connec-
tion to both inner and external real-
ity. Because data interpretations also 
shape behaviour, user and system can 
become locked in a recursive loop of 
influence: one that gradually shifts 
self-perception from lived experience 
toward algorithmic interpretation.
Together, these insights highlight a 
central dilemma: the wish to be seen 
by technology coexists with the fear of 
becoming defined by it. Recognition 
and autonomy thus remain in perpet-
ual negotiation.
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Author’s reflection

The thematic analysis clarified both 
the ethical boundaries and the con-
ceptual opportunities for the next 
design iteration. It became clear 
that speculative artefacts are most 
effective when they evoke reflection 
through ambiguity rather than pre-
scription, and when emotional safety 
is maintained through transparency.

Looking back, I recognise that my own 
critical stance towards datafication 
strongly shaped the earlier artefacts. 
This tendency towards dystopian fram-
ing likely influenced how participants 
engaged with them, often steering 
reflection towards caution rather than 
curiosity. For the next phase, I aim to 
adopt a more balanced position that 
acknowledges both the risks and the 
transformative potential of digital 
twins in psychiatric care. The focus 
will shift more explicitly towards lived 
experience, while the prototype will 
make the iterative data analysis of 
the digital twin more transparent and 
traceable to the user.

A remaining question concerns the 
underlying purpose of the design: 
should the digital twin primarily serve 
as a reflective tool for learning, or could 
it also support therapeutic treatment? 
Both aims may coexist, yet their bal-
ance will need to be explored through 
design.

Finally, while control and agency 
remained dominant throughout the 
analysis, they have become familiar 
“usual suspects” within human-AI 
interaction discourse. The next iter-

ation therefore moves beyond these 
established tensions, focusing instead 
on themes that emerged more subtly 
during analysis, such as the balance 
between humanlike and machinic 
interaction, and the role of connec-
tion, empathy, and shared reflection 
in shaping meaningful encounters 
with technology.

4.3 Final Speculative 
Prototype

This final prototype translates the 
insights from the thematic analysis 
into concrete design decisions.

The prototype was developed to test 
what kind of reactions a twin consist-
ing of a combined form of quantified 
and more emotional forms of feedback 
would provoke. Another aspect is that 
this prototype would be tested with 
people who have real lived experience 
in PTSD.

First, following Trauma-Informed 
Design Principles (Hussain et al., 2022), 
all Wizard-of-Oz techniques were 
omitted. The system’s workings were 
explained transparently, ensuring that 
participants understood what the pro-
totype did and did not do.

Second, whereas earlier artefacts 
focused mainly on digital phenotyping, 
this iteration moved closer to the con-
cept of a digital twin by incorporating 
elements of simulation and feedback, 
making it a more bidirectional process. 
The reflective tarot cards were retained 
to examine how individuals with PTSD 
engaged with them compared to 
design students.

Third, the prototype adopted a more 
constructive shifting from critique 
toward possibility, embedding the 
principle hope from Chayn Network. 
“Hope” here refers to exploring how 
digital twins might meaningfully 
enhance recovery practises in the 
future rather than reinforce fear or con-
trol. The focus lies on understanding, 
communication, and therapeutic con-

nection, in line with trauma-informed 
values of safety, empowerment, and 
recovery. By focussing more on these 
aspects, the final prototype aimed to 
provoke more interesting, surprising 
reactions beyond usual suspect the-
mes like autonomy or control. As parti-
cipants of the provocation are now not 
explicitly steered towards a fear or cri-
tique regarding digital twins, but more 
provoked from a nuanced point of vew, 
resulting reflections might become 
more interesting or surprising even, 
providing insight from a much more 
nuanced position.

Finally, the final prototoype will not 
only try to provoke distressing or trig-
gering reactions but also focus more 
on positive and empowering experien-
ces. By integrating both perspectives, 
the prototype aimed to evoke a more 
balanced and hopeful, yet critical view 
of how digital twins could support psy-
chiatric care in the future.
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Explanation of the screens

In general
The prototype functioned as a reflec-
tion tool that gathered participants’ 
data over time through smartwatch 
and phone inputs. At the end of each 
day, participants were invited to share 
their lived experiences so that the tool 
could align its analytical data with 
their personal reflections. The digital 
twin guided them step by step through 
this process, supporting reflective 
decision-making by displaying pre-
dicted effects based on their situation. 
These choices were then incorpora-
ted into a real-time simulation that 
adjusted its predictions accordingly, 
visualising how data, reflections, and 
decisions interacted in both analytical 
and interpretive ways.

Although the prototype appeared to 
operate as an intelligent system, it was 
in fact an interactive clickable scenario 
designed to simulate such interacti-
ons. Participants were informed about 
this beforehand, ensuring transpa-
rency about the speculative nature of 
the experience.

Screen 1: Introducing reflection 
At the start of the interaction, participants were reminded that they had been wea-
ring the smartwatch for an extended period and occasionally reflected on the col-
lected data through the digital twin. The interface invited them to share their most 
recent lived experiences, either by typing in the text box or using the voice recorder. 
The prompt “In order to align the data with your own lived experiences, we ask for 
your story. What happened today?” framed the interaction as a reciprocal process 
between analytical data and personal reflection.
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Screen 2: Data overview
To support the transition from digital phenotyping toward the 
concept of a digital twin, this screen visualised the process 
of data collection. It displayed which types of data were suc-
cessfully gathered and which were missing or had failed. This 
transparency allowed participants to see what information 
was used for analysis and to reflect on how their data contri-
buted to the twin’s interpretation.

Screen 3: Reflective tarot cards
On this screen, participants were asked to intuitively select three 
cards that resonated with them. The cards were deliberately 
designed to allow multiple interpretations, encouraging par-
ticipants to choose without overthinking. This stage aimed to 
capture the intuitive dimension of self-interpretation, offering a 
richer basis for reflection and eliciting more latent associations 
through visual guidance. By introducing this ambiguity, the 
prototype sought to preserve the richness of lived experience 
and to resist the reification of the disorder into fixed analytical 
categories.

The screen shows which data is gathered and what is still mis-
sing, making the data collection and interpretation a bit more 
transparent.
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Screen 4: Storytelling
After selecting the cards, participants 
were invited to tell their story in con-
nection to the chosen images. They 
could record their voice by clicking the 
microphone button. This stage deepe-
ned the reflective process by allowing 
participants to articulate their experi-
ences verbally and explore the emoti-
onal associations behind their choices.

Screen 5: Story and data analysis 
After participants recorded their story, 
the interface transitioned to a page 
displaying two types of analysis. The 
first presented a narrative interpreta-
tion that combined the chosen cards, 
the recorded story, and the gathered 
data into a tarot-like reflection written 
in an empathic, human tone. This 
section referenced the selected cards 
by name and described how they 
aligned with the participant’s story 
and the data collected, creating the 
impression of a personalised and 
emotionally attuned response. The 
second element displayed real-time 
physiological feedback, showing gra-

dual changes in heart rate and stimu-
lation level that progressed toward 
a more stressed state. By scrolling 
down, participants could either view a 
more detailed analysis or continue to 
the interventions page.

The design deliberately combined 
interpretive and analytical forms of 
feedback, merging ambiguous, nar-
rative elements with measurable data 
from digital phenotyping. This blen-
ding was intended to evoke reflection 
on how emotional and physiological 
signals could be interwoven into a 
single, seemingly coherent account of 
the self.
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Screen 6: Detailed analysis page
This page provided an overview of 
digital phenotype patterns from the 
past seven days, visualised through 
wellbeing and stress levels per day. 
Participants could also navigate to a 
projection of the upcoming week, sho-
wing how stress levels were expected 
to increase if no intervention was cho-
sen. When scrolling down, the interface 
revealed prediction accuracy and the 
specific data sources used to generate 
these insights. By hovering over the 
information icons, participants could 
see which data was missing or incom-
plete, such as social media sentiment 
or environmental stress factors. The 
dashboard also highlighted the parti-
cipant’s “best day,” accuracy rates, and 
overall data completeness.

This page was included to familiarise 
participants with the mechanics of 
digital phenotyping and to illustrate 
how such data might be used by a digi-
tal twin to simulate mental states and 
forecast future wellbeing. The inclusion 
of accuracy indicators was intended to 
prompt participants to reflect critically 
on how prediction reliability influences 
their perception of trust and credibility 
in such systems.

The future state; an increase in distress and a decrease in wellbeing levels if no inter-
vention is chosen. To explain the workings of a digital twin: accuracy levels and which 
data is gathered are shown.
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Screen 7: Intervention choice gui-
dance page 
When participants selected Choose 
Your Intervention, they were directed 
to an overview of therapies tailored 
to their simulated state. The interface 
presented four main categories: 
Primary Treatments, Creative & 
Somatic Therapies, Specific Trauma 
Processing, and Experimental 
Therapies. Within each category, the 
most recommended interventions 
were displayed on top, and additional 
options appeared when sections were 
expanded.

The listed treatments were informed 
by the American Psychiatric Asso-
ciation Guidelines (2025) for eviden-
ce-based PTSD treatment. However, 
the prototype deliberately extended 
beyond these standards by including 
more experimental and body-based 
approaches. 

These were derived from interviews 
with lived-experience experts and 
from the “Ecologies of Care” frame-
work (Kaziunas et al., 2019). The goal 
was to examine how participants with 
PTSD would respond when greater 
agency was given back to the user, 
allowing them to choose which treat-
ment felt most appropriate. To provoke 
reflection on the tone and authority of 
the digital twin, the language varied 
across categories. The Primary Treat-
ments section employed prescriptive 
phrasing typical of clinical recom-
mendations, whereas the Creative & 
Somatic Therapies used more open 
and exploratory language. This con-
trast was designed to explore whether 
participants felt taken seriously by the 
digital twin while still retaining a sense 
of autonomy, rather than feeling pater-
nalised.

Selecting any of the interventions led 
to the next screen, where its predicted 
effects on the participant’s state were 
shown.
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Screen 8: Therapy Prediction
The therapy prediction page presented feedback based on the participant’s selec-
ted intervention. At the top of the screen, immediate effects of the first session were 
shown, such as changes in physical tension, emotional distress, or body awareness. 
Below this, a timeline visualised the predicted short-term and long-term effects 
across several weeks, including changes in mood, emotional balance, and stress 
levels. When scrolling down, participants could view predicted long-term benefits 
and the accuracy level of the system’s calculations, followed by a more narrative 
analysis.

In the middle of the page, participants could press Accept Intervention to view how 
their choice influenced their detailed analysis. When scrolling further down, they 
reached the end of the page, where selecting Continue redirected them to the tarot 
prediction screen.

In alignment with literature on therapy effectiveness (APA, 2025), each therapy was 
shown to produce distinct temporal outcomes. For example, Psychomotor Therapy 
suggested immediate improvement but limited long-term change, whereas EMDR 
was depicted as initially distressing yet more beneficial over time. These contrasts 
were intended to prompt participants to reflect on how different therapeutic trajec-
tories influence their perception of recovery and trust in algorithmic prediction.

To make these contrasts more perceptible, the predicted effects were intentionally 
exaggerated. This design choice aimed to amplify participants’ emotional and cog-
nitive responses, allowing deeper reflection on how such systems might influence 
expectations of therapy outcomes.
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Screen 9: Effect on detailed analysis
After pressing Accept Intervention, 
the detailed analysis page appeared, 
showing updated predictions based 
on the chosen intervention. The visu-
alisation displayed reduced stress 
levels and increased wellbeing across 
the following seven days. This page 
represented the broader analysis of 
the participant’s overall state, now 
interwoven with the selected interven-
tion to simulate its projected influence. 
Although the results did not always 
align with the graphs displayed on 

Screen 10: Digital Twin Tarot Revelation 
The final screen presented a more ambiguous, multi-interpretable prediction gene-
rated from all previous inputs and the chosen intervention. Designed in the form of 
a tarot card, it offered a symbolic synthesis of the participant’s data and decisions, 
framed through a human and spiritual tone. This contrast to the analytical feedback 
on the previous page was deliberate, aiming to explore how participants would 
respond to a more intuitive and personified form of algorithmic feedback.

The message displayed a fairly positive outlook, suggesting transformation and resi-
lience. This optimistic framing was intended to evoke a sense of empowerment and 
recovery, aligning with the broader design goal of investigating how digital twins 
could convey hope rather than control.

the previous page, the prediction was 
deliberately made more positive to 
convey a sense of hope and recovery. 
This choice reflected the design’s focus 
on illustrating how digital twins might 
support constructive and empowe-
ring feedback rather than reinforcing 
a sense of control or distress. The fea-
ture also demonstrated the simulation 
capabilities of the digital twin and how 
the feedback loop between user and 
system functions in real time and in 
both directions.
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Screen 11: Reflection and validation page
This screen functioned as a validation stage in which participants 
were asked to indicate how well the analysis aligned with their 
feelings and whether they believed the positive prediction. The 
feature was included to simulate the process of an AI system that 
continuously learns from user input. By asking participants to 
validate or contest the digital twin’s interpretations, the interface 
conveyed how the system could refine its understanding of emo-
tional and experiential data over time. This element also aimed 
to strengthen participants’ sense of agency in shaping how their 
data was interpreted, illustrating a reciprocal relationship bet-
ween user and system.

Screen 12: End of reflection
This final screen concluded the expe-
rience, thanking participants for their 
reflection and indicating that their 
input contributed to improving the 
system’s understanding. The mes-
sage reinforced the impression of an 
ongoing, adaptive learning process, 
suggesting that the digital twin conti-
nued to evolve through user feedback. 
After this screen, participants were 
redirected to the start page, comple-
ting the interaction loop.

4.4 Testing with Real Par-
ticipants

Purpose and Overview

This section presents the evaluation 
of the high-fidelity speculative pro-
totype with participants who have 
lived experience of PTSD. Whereas the 
earlier low-fidelity artefacts provoked 
reflection through imaginative and 
provocative scenarios, this iteration 
aimed for a more nuanced and emoti-
onally attuned approach.

Although not technically functional, 
the prototype achieved high experien-
tial fidelity through a visually and beha-
viourally realistic interface that created 
the impression of a functioning digital 
twin system. This encouraged partici-
pants to respond as if the system were 
real, fostering spontaneous reflection 
and emotional engagement.

The study examined whether such a 
trauma-informed speculation could 
still provoke critical reflection on the 
potential role of digital twins in psychi-
atric care. Following trauma-informed 
design principles (Hussain et al., 2022), 
it sought to balance speculative provo-
cation with psychological safety, ensu-
ring that participants could reflect 
openly while remaining emotionally 
secure.

Method

The prototype was non-consequential 
but experiential, meaning that partici-
pants’ inputs did not alter its behaviour 
or outcomes. It followed a predesigned 
sequence that simulated how such a 

system might respond in practice. This 
was communicated clearly at the start 
of each session so that participants 
understood their actions would not 
produce real or personalised effects.

Participants were also informed 
that the system was a speculative 
simulation rather than a functional 
prototype, designed to explore how 
digital twins might operate in future 
psychiatric contexts. Its imperfections 
were intentional: the prototype was 
not presented as a future interven-
tion concept but as a reflective tool 
for examining how such technologies 
might influence therapeutic practice. 
This transparency helped maintain 
trust and encouraged participants to 
engage critically rather than evaluati-
vely.

Choice of Participants

Two participants with lived experi-
ence of post-traumatic stress disor-
der (PTSD) were recruited through 
close personal contacts. The aim was 
exploratory rather than representa-
tive, focusing on in-depth qualitative 
insight into how individuals with trau-
ma-related experiences interpret and 
emotionally engage with speculative 
mental health technologies. 

Both participants were adults with 
lived experience of PTSD and famili-
arity with therapeutic contexts. Their 
participation was voluntary, and they 
were fully informed about the specu-
lative and non-functional nature of 
the prototype. In line with trauma-in-
formed design principles (Hussain et 
al., 2022), the study prioritised transpa-
rency, autonomy, and emotional safety 
throughout the sessions.
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Procedure

Before the sessions, a set of guiding 
questions was prepared for each screen 
to prompt reflection on participants’ 
immediate reactions, emotions, and 
associations. These were not shown 
in the prototype but used by the rese-
archer during interaction. The full list 
of questions per screen is available in 
Appendix E.

All data were handled in accordance 
with TU Delft’s Human Research Ethics 
Committee (HREC) guidelines. The 
ethical checklist guiding the sessions 
is included in Appendix A.

Each session lasted approximately 90 
minutes and consisted of four stages:

Introduction
Participants received an information 
sheet and signed informed consent 
(Appendix A). The researcher introdu-
ced the speculative scenario, explained 
the setup, and clarified that the proto-
type was a non-functional simulation 
intended to provoke reflection rather 
than test a real system.

Interaction and Think-aloud Protocol
Participants explored the speculative 
prototype step by step while verbali-
sing their thoughts and feelings. The 
researcher observed their behaviour 
and reflections, using the prepared 
questions and brief follow-ups to 
deepen interpretation when relevant, 
while maintaining a natural conversa-
tional flow.

Post-interaction interview
A semi-structured interview followed 
to discuss participants’ overall impres-
sions, emotional responses, and views 
on the prototype’s tone, credibility, and 

potential role in mental healthcare.
All sessions were audio recorded with 
consent or documented through notes 
when preferred.

Data collection and analysis
Audio recordings were transcribed and 
supplemented with researcher notes 
containing contextual details such as 
tone, hesitation, and emotional res-
ponse. The data consisted of think-al-
oud reflections and semi-structured 
interview transcripts, capturing both 
immediate and more deliberate inter-
pretations.

A thematic analysis (Braun & Clarke, 
2006) was conducted to identify pat-
terns in how participants responded 
to the prototype’s tone, feedback, 
and credibility. Codes were generated 
inductively and clustered into themes 
describing how participants negotia-
ted trust, control, and self-understan-
ding in relation to the digital twin. The 
analysis did not aim to assess accep-
tance, but to explore how participants 
made sense of the experience and 
which values and boundaries surfaced 
through reflection.

Reflection on Testing Process

These meta-reflections address how the prototype functioned in practice, how par-
ticipants engaged with it, and the insights gained about facilitating speculative 
encounters in such a sensitive context.
Prototype reflection
The speculative prototype proved far more effective than expected in provoking 
genuine reflection. The tarot-card interaction, in particular, allowed participants to 
engage emotionally and intuitively with the scenario. One participant even began to 
believe the analysis produced by the system, despite repeated clarification that it was 
simulated. This highlights how quickly people can attribute credibility to technology 
once it enters an emotionally charged context. It also demonstrates that symbolic 
or ambiguous artefacts, such as the cards, can foster a form of deep reflection that 
purely analytical interfaces cannot. What initially appeared as a playful or abstract 
addition became one of the most meaningful elements of the session.

Testing Reflection
Working with people with PTSD revealed deeper insights than testing with design 
students. Whereas design students tended to analyse or critique the prototype from 
a conceptual distance, participants with PTSD engaged with it through their lived 
experience. The biggest difference was that they were less confident in trusting their 
intuition when making short-term decisions, yet more attuned to moments when 
they could use it for reflection, such as when selecting the tarot cards. This apparent 
contradiction points to a distinction between intuitive action and intuitive interpre-
tation. While intuition can be unreliable in decision-making after trauma, it can still 
play an important role in reflection and sense-making. The tarot reflections helped 
participants reclaim this interpretive intuition in a safe and meaningful way.

Both participants’ attitudes toward the technology shifted noticeably during tes-
ting. Eva began the session with strong scepticism, yet by the end she remarked, 
“It’s bizarre that we’re having this conversation now and I hear myself saying that I 
suddenly think it might offer something, whereas before I thought no I don’t want 
this.” Her openness grew as she recognised how the prototype’s predictions might 
have supported her in the past, when she was struggling to find appropriate treat-
ment. This transformation in stance illustrates the generative potential of speculative 
prototypes: they not only expose boundaries and ethical tensions through dystopian 
scenarios but also allow participants to reimagine what technology could mean when 
used responsibly and with care.

On a broader level, the testing process demonstrated how speculative design can 
function as a safe space for exploring technologies that do not yet exist but already 
carry emotional and ethical weight. Through guided imagination and reflection, par-
ticipants were able to articulate needs, fears, and hopes that conventional research 
methods would struggle to uncover. This underscores the value of speculative arte-
facts not as predictive tools, but as catalysts for dialogue, empathy, and rethinking 
future care relationships.
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4.5 Overview of Findings

A reflexive thematic analysis (Braun 
& Clarke, 2006) was conducted to 
identify recurring meanings in parti-
cipants’ reflections on the final specu-
lative prototype. Because this phase 
involved testing a single, high-fidelity 
design, the results and interpretation 
are presented together rather than 
in separate sections. Presenting data 
and analysis side by side allows the 
reader to trace how meaning emerged 
directly from participants’ words and 
interactions. 

Three interconnected themes emer-
ged from the analysis, reflecting parti-
cipants’ opinions and stances towards 
imagined future interaction with a 
digital twin for PTSD. These themes are 
not discrete entities but overlapping 
domains that collectively  show how 
participants think digital twin tech-
nology might evolve, alongside the 
concerns and sensitivities they found 
essential to acknowledge.

One overarching, meta-level theme 
cut across all three: a tension descri-
bed as between belief and doubt. 
This ambivalence shaped participants’ 
overall stance toward the algorithmic 
feedback. Within this overarching 
ambiguity, several opportunities 
emerged (Theme 1), suggesting ways 
in which a new form of alliance bet-
ween care seeker and therapist 
might be shaped (Theme 2), while also 
revealing boundary conditions that 
require careful consideration (Theme 
3). 

Some subthemes align clearly with 
one theme, whereas others sit at the 
overlap between two.

An overview of the thematic structure 
is shown in Figure 4.3. The following 
section elaborates on each theme 
in detail, supported by anonymised 
quotes from the two participants, who 
will be referred to by the pseudonyms 
Hannah and Eva. Intermediate coding 
steps and clustering details are inclu-
ded in Appendix F.

Figure 4.3 Three themes of future speculation 
that sit within the overarching theme Between 
Belief and Doubt. Result of thematic reflexive 
analysis.
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Between belief and doubt

This overarching meta-theme cap-
tures how participants negotiated 
credibility in their encounters with the 
digital twin. Believability did not arise 
from the accuracy of its data, nor from 
the ambiguity of its interpretive, tarot-
like predictions; instead, credibility 
emerged precisely through the coexi-
stence of both. Participants’ trust was 
cautious and conditional, grounded in 
a balance between analytical evidence 
and intuitive resonance. Three inter-
pretive qualities were identified: (1) 
cautious trust in algorithmic feedback, 
(2) preference for soft data and nar-
rative truth, and (3) a deeper layer of 
reflection enabled through intuition.

Cautious trust in algorithmic feed-
back
Both participants expressed curiosity 
about algorithmic feedback yet resi-
sted accepting it as absolute. They 
treated the digital twin’s analysis as 
“indicative rather than authoritative.” 
As Hannah described, “I would always 
take this with a grain of salt,” compa-
ring algorithmic insights to a weather 
report: useful but never fully reliable. 
Similarly, Eva doubted the system’s 
claimed accuracy: “Something unex-
pected can always happen on a day 
where things turn out differently than 
its prediction.”

This hesitance was shaped by prior 
experiences of misplaced diagnostic 
certainty in therapy. As Hannah noted, 
“Sometimes I’m on a warpath and 
I don’t even realise it myself. Then 
I would say things to my twin that 
have much more meaning than I 
actually express.” Both participants 
were therefore wary of interpretive 
authority, whether human or machine, 

but remained open to the possibility 
that future systems might evolve to 
learn and adapt over time. This cau-
tious openness encapsulates the deli-
cate balance of belief and doubt that 
characterised their stance.

Preferring soft data and narratives
Although sceptical of quantitative 
predictions, both participants welco-
med narrative and interpretive feed-
back. Eva reflected, “The prediction 
in words feels much more personal 
than an analysis with percentages,” 
while Hannah referred to such output 
as “soft data,” which she found “easier 
to accept than hardcore data.” The pro-
totype’s textual and symbolic repre-
sentations felt more humanly attuned, 
bridging the emotional distance that 
often accompanies numerical analysis. 
Meaning and credibility increased 
when narrative truth complemented 
quantitative evidence; when data was 
contextualised through story rather 
than statistics.
 
This finding suggests that the belie-
vability of algorithmic systems in 
mental-health contexts depends less 
on predictive accuracy than on how 
interpretive ambiguity is designed 
and framed. Participants valued when 
data spoke with, rather than about, 
them.

Deeper layer of reflection through 
intuition
The tarot-like cards used in the pro-
totype prompted reflective and affec-
tive engagement that participants 
described as surprisingly revealing. 
As Hannah observed, “The card ana-
lysis brings a deeper layer with it.” Eva 
explained that choosing three cards 
intuitively helped her “uncover what 
truly mattered” and that “they sud-
denly seem to match my situation.” 

These intuitive interactions facilitated 
what participants perceived as more 
authentic, embodied understanding; 
one that merged feeling and cognition 
rather than separating them.

When their own interpretations were 
later integrated with the system’s ana-
lytical data, participants experienced 
the feedback as more personal and 
meaningful. Hannah concluded, “It 
feels personal when my own interpreta-
tion and the statistics come together.” 
This convergence between reflection 
and computation reveals how intuitive 
processes can restore trust in other-
wise opaque algorithmic systems.

Synthesis
The lens of Between Belief and Doubt 
frames how participants simulta-
neously questioned and co-created 
credibility with the system. Their trust 
did not stem from rational acceptance 
of data but from a dynamic interplay 
between measured prediction and 
intuitive resonance. When quantita-
tive feedback was complemented by 
narrative and interpretive layers, par-
ticipants’ scepticism softened into a 
tentative openness. This finding sug-
gests that fostering designed ambi-
guity (where data and intuition coexist) 
may be key to cultivating authentic 
engagement and trust in future digital 
twins for mental healthcare.
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users rehearse attachment and vulne-
rablilty  before human contact.

2. Guiding step-by-step recovery
The digital twin could guide in step-
by-step recovery. When the prototype 
suggested EMDR as an intervention, 
Hannah objected: “The process is like 
a mountain you have to climb. You 
should not start right at the top.” She 
proposed that “loosening up a bit with 
small steps” would make the process 
more sustainable. Eva added that even 
“a less optimal treatment may work 
better if it aligns with your feelings.” 
These reflections highlight that per-
ceived appropriateness and pacing of 
feedback often matter more than its 
clinical correctness.

3. Supporting short-term decisions
PTSD can impair short-term decisi-
on-making (Hengeveld et al., 2016). 
Both participants saw potential in a 
digital twin that could help them pause 
and weigh options. Eva imagined it as 
“something that helps me make choi-
ces,” while Hannah said, “The digital 
twin could offer to make short-term 
decisions for me.” They described this 
support as helpful only when it promp-
ted reflection rather than replacing 
their agency.

4. Re-activating Proactiveness
A related but distinct opportunity con-
cerned regaining initiative. Hannah 
noted, “I often bury my head in the 
sand when I know something comes 
from trauma,” picturing the twin as a 
gentle reminder: “You have not ope-
ned me while sleeping poorly, is it time 
to take a small step again?” Eva agreed 
that “a small nudge can already make 
me move again,” provided it was phra-
sed kindly and not as a command.

Together, these four interventions 
could help people with PTSD regain 
a sense of agency by offering friendly 
nudges when recovery stagnates. 
By taking over some of the motiva-
tional support normally provided 
by a therapist, a digital twin could 
help sustain progress during waiting 
periods or in-between sessions. In the 
short term, such micro-interventions 
may enable individuals to take small, 
manageable steps forward, gradually 
rebuilding initiative and confidence in 
their own capacity to recover.

1. Anticipating therapy effects
A second opportunity lay in the digital 
twin’s potential to simulate and visua-
lise the long-term effects of different 
therapeutic trajectories. Both parti-
cipants imagined how personalised 
foresight could increase confidence in 
treatment choices and prevent prolon-
ged uncertainty.

2. Predicting effective treatment tra-
jectories early
Eva suggested that “it would be great if 
it could simulate therapy types for me 
and see what works best,” a sentiment 
echoed by Hannah, who believed such 
insight “might have helped me ear-
lier in a more targeted way.” The pos-
sibility of simulating multiple scenarios 
resonated with their frustration over 
years of trial and error in therapy. 
Predictive simulation was perceived 
as a time-saving aid that could offer 
reassurance and prevent unnecessary 
suffering.

3. Reassurance through predictabi-
lity
The system’s visualisation of short- 
and long-term effects was valued for 
helping participants contextualise 
temporary discomfort within broader 

progress. “It’s nice to see that EMDR 
makes you calmer in the long term,” 
Hannah observed, while Eva added, 
“It’s nice to gain insight beforehand 
into when you’ll notice effects.” This 
predictive foresight appeared to shift 
focus from fear of relapse toward 
trust in gradual improvement.

3. Personalisation and self-under-
standing
Participants repeatedly stressed that 
predictive feedback should remain 
deeply personalised. “The most impor-
tant thing for me is that it is as perso-
nal as possible,” Eva insisted, noting 
that personalised patterns of data 
interpretation made her “understand 
my own situation better.” Personalisa-
tion not only strengthened trust in the 
system’s suggestions but also reinfor-
ced self-awareness, making therapy 
feel co-owned rather than externally 
directed.

Across these reflections, predictive 
simulation was seen as valuable not for 
its accuracy but for its narrative reas-
surance: it offered a sense of orienta-
tion and self-knowledge. The digital 
twin’s credibility thus rested on its abi-
lity to visualise change over time while 
remaining attuned to personal rhythm 
and emotional safety.

Domain 1: Imagined Opportunities 

for Digital Twins

Emerging from the overarching lens 
of Between Belief and Doubt, this 
theme captures how participants 
translated cautious trust into con-
crete, future-oriented expectations 
for how digital twins might support 
recovery. Rather than viewing the 
technology as a replacement for the-
rapy, they imagined it as a compa-
nion tool: something that could lower 
thresholds for help-seeking, scaffold 
early recovery, and offer reassurance 
through personalised foresight. Two 
primary opportunities were identified: 
(1) supporting agency in early recovery 
and (2) anticipating therapy effects 
through simulation.

Supporting agency in early recovery
Both participants reflected on 
how a digital twin might enhance 
agency during the fragile initial sta-
ges of recovery, when motivation 
and self-confidence are often com-
promised. Having experienced pro-
longed struggles before accessing 
suitable care, they imagined how a 
digital twin could “help me take small 
steps and regain initiative” (Eva). 

1. Lowering the threshold
Participants envisioned the tool as 
an intermediary that could make 
it easier to initiate dialogue with a 
therapist. As Hannah recalled, “When 
I really had a lot of trouble with eve-
rything, I did not speak,” adding that 
such a system could have given her 
“a little push” to open up earlier. 
The possibility of first engaging with 
a non-human reflection tool felt less 
intimidating, suggesting that media-
ted forms of self-expression may help 
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Domain conclusion

Through supporting micro-agency 
and anticipating therapy effects, parti-
cipants envisioned the digital twin as a 
catalyst for confidence and foresight in 
recovery. It could help individuals navi-
gate early recovery, weigh decisions 
more consciously, and enter therapy 
with greater preparedness. Yet these 
imagined benefits were contingent on 
maintaining a non-prescriptive tone, 
emotional attunement, and transpa-
rency about algorithmic limits; condi-
tions that foreshadow the boundary 
considerations discussed in the next 
section.

Domain 2: Boundary conditions

While participants articulated opti-
mistic visions for how digital twins 
might support recovery, they also 
defined firm ethical and emotional 
limits. These boundary conditions 
reveal the delicate balance between 
technological guidance and personal 
autonomy in mental-health contexts. 
They show that trust in algorithmic 
systems depends less on functionality 
than on sensitivity to emotional readi-
ness, interpretive freedom, and trans-
parency of communication.

1. Respecting emotional readiness & 
tone
Participants consistently emphasised 
that digital feedback must align with 
their emotional state and readiness to 
engage. When the tone of the system 
became too directive, it was met with 
resistance. As Hannah expressed, “I 
want to be helped, it is not work,” while 
Eva cautioned that “a wrong therapy 
suggestion can suddenly be very trig-
gering.”

Both preferred a gentle and flexible 
tone that acknowledged fluctuating 
motivation rather than imposing 
behavioural tasks. They described this 
as a fundamental boundary: feedback 
should invite rather than instruct, 
especially in moments of vulnerability. 
A digital twin that prompts reflec-
tion with compassion, rather than 
prescription, was considered far more 
trustworthy.

2. Safeguarding informational boun-
daries
Another recurring topic concerned 
privacy and data ownership. Interes-
tingly, both participants appeared less 
apprehensive about sharing data with 
a digital twin than the design students 
involved in earlier tests. When asked 

about a potential data breach, Hannah 
acknowledged, “I am afraid of a data 
breach, but it is outweighed by the 
quality of life a digital twin can provide.”
 
Eva expressed similar sentiments, 
though she was more concerned 
about data ownership: “I would not 
have much trouble with data collec-
tion, as long as it does not end up with 
an insurance company.” Together, 
their reactions highlight an urgent 
need to safeguard user data while also 
revealing a pragmatic attitude toward 
risk: the potential benefits of such a 
tool seemed to outweigh their fears 
about misuse.

However, it is important to note that 
both participants reflected on these 
issues from a relatively stable mental 
state. As Hannah admitted, “I used to 
be more suspicious.” This suggests 
that perceptions of data trust may 
fluctuate depending on one’s emoti-
onal and psychological condition, an 
important consideration for the design 
of digital health technologies.

3. Balancing knowledge and emoti-
onal safety
Another boundary condition concer-
ned the psychological burden of pre-
dictive information. Both participants 
recognised the potential usefulness of 
receiving forecasts about their emo-
tional state or therapy outcomes, yet 
they also feared knowing too much. As 
Eva reflected, “I wouldn’t want to know 
what will happen to me in the future, 
because then I would never have 
started treatment.” The idea of seeing 
highly specific predictions, such as an 
87% rise in stress level, was described 
as demotivating and even distressing.

Instead, participants preferred feed-

back that conveyed a broader, more 
qualitative sense of direction rather than 
precise numerical forecasts. “I would 
rather get back a kind of global-level 
idea of what would happen, not too 
specific,” Eva explained. This highlights 
how predictive feedback can shift from 
being supportive to intrusive depending 
on the degree of emotional distance it 
allows. While participants valued insight 
into patterns and long-term tendencies, 
overly detailed information risked 
amplifying anxiety rather than encou-
raging reflection.

Domain conclusion

Together, these boundary conditions 
describe how digital twins can become 
meaningful tools within psychiatric 
healthcare. They concern safeguarding 
privacy and data ownership, respecting 
users’ emotional readiness, and finding 
the right amount of information to 
share without causing anxiety. Rather 
than focusing on maximising prediction 
or data accuracy, meaningful design 
depends on creating situations in which 
users can engage safely, use feedback 
when it feels relevant, and decide for 
themselves what to share and when.
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Although these insights come from 
individual interactions with the digital 
twin, they also reach into the relatio-
nal space where such systems would 
operate. A digital twin could reshape 
existing roles within psychiatric health-
care, influencing how care, trust, and 
expertise are distributed between 
people and technology. These evolving 
dynamics point toward a renewed 
form of therapeutic relationship: the 
reconfigured therapeutic alliance.

Domain 3: The reconfigured thera-
peutic alliance

Within psychiatric healthcare, the 
introduction of a digital twin could 
reconfigure the therapeutic alliance 
between care seeker and therapist. 
From the patient’s perspective, the 
digital twin would not merely function 
as a diagnostic tool but as a mediating 
artefact that enables dialogue across 
different ways of knowing. In this sense, 
the digital twin can be understood as a 
boundary object (Terlouw et al., 2022): 
a shared yet interpretively flexible arte-
fact that bridges the lived experience of 
the patient and the analytical domain 
of clinical reasoning. Through its capa-
city to be understood differently by 
both parties while still referring to the 
same underlying data, it may become 
a space for negotiation, reflection, 
and joint sense-making. Rather than 
replacing human interaction, the digi-
tal twin could extend the therapeutic 
conversation into a more collaborative 
relationship between care seeker and 
therapist.

It should, however, be kept in mind 
that these reflections stem from the 
perspective of the care seeker. The 
perspective of the therapist may differ, 
particularly regarding how much inter-
pretive control or clinical responsibility 
remains desirable in such a shared 
space of reflection.

Maintaining transparency about 
non-humanness
One theme that sits between the 
domains of preconditions and the the-
rapeutic alliance concerns the impor-
tance of being transparent about the 
system’s non-humanness. As Hannah 

stated, “There is no heart in it, so it 
must not pretend to have a heart eit-
her.” She was referring to the possibi-
lity of the digital twin being embodied 
in a human or animal-like form. When 
presented on a screen, however, a 
more human tone of voice was actu-
ally preferred, since the non-human 
nature was already evident and a 
purely mechanical tone would feel too 
cold. This points to a delicate balance: 
while participants valued warmth 
and empathy in communication, they 
also expected the system to remain 
authentic to its machine identity.

Reconfiguring collaboration
The collaboration between therapist 
and care seeker would, according to 
participants, fundamentally change 
in the future. As Eva imagined, “I pic-
ture a future where you come up with 
a kind of recommendation together 
with this simulation, which you then 
present to the therapist instead of it 
being the other way around.” In this 
vision, care seekers would no longer 
be passive recipients of treatment but 
would bring forward insights genera-
ted through their digital twin, combi-
ning algorithmic recommendations 
with their own informed reflections. 

While participants were open to this 
reconfigured collaboration, they also 
emphasised that a digital twin should 
always function as a complement to 
existing therapy, “alongside the psy-
chiatrist and the psychologist,” rather 
than as a replacement. As Hannah 
noted, “The personal connection with 
the psychologist is very decisive in 
building trust.” Replacing that human 
aspect, they warned, could easily lead 
to greater distrust and undermine the 
potential benefits of therapy.
 

In this reconfigured collaboration, the 
digital twin could act as a mediating 
boundary object that bridges both 
sides of the therapeutic relationship. 
As Hannah described, “It could act as 
a kind of intermediary, helping with 
my distrust towards the psychologist,” 
while Eva referred to it as an “objective 
team member.” Through this media-
ting role, the digital twin might ena-
ble a more dialogical alliance, where 
data-driven insights, personal narrati-
ves, and professional expertise meet in 
a shared space of negotiation.

Broadening professional perspecti-
ves

Eva and Hannah also described how 
a digital twin could help broaden the 
perspectives of professionals. As Eva 
suggested, “It could help a therapist 
get out of a tunnel vision.” Both par-
ticipants had experienced moments 
of not being understood or receiving 
inappropriate care, which made this 
potential particularly significant to 
them. They envisioned the digital twin 
as a tool that could make invisible 
experiences more visible, enabling 
professionals to notice patterns or 
emotional nuances that might other-
wise be overlooked. By offering a more 
holistic and data-informed view of the 
care seeker’s situation, the digital twin 
could help clinicians reflect on their 
own assumptions and develop a more 
nuanced understanding of the person 
behind the diagnosis.
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Domain conclusion

Together, these reflections illustrate 
how the introduction of a digital twin 
could gradually reconfigure the thera-
peutic alliance. From the care seeker’s 
perspective, the technology holds 
potential to make collaboration with 
therapists more balanced. It could act 
as a mediating boundary object that 
helps bridge differences in under-
standing between therapist and care 
seeker.

Yet this vision remains situated bet-
ween belief and doubt. Participants 
imagined the digital twin as poten-
tially empowering, but they would 
never want it to replace the therapist. 
A meaningful reconfiguration of the 
therapeutic relationship would there-
fore depend on how both patients and 
professionals learn to work with this 
hybrid form of care, in which data-dri-
ven insights, embodied experience, 
and therapeutic intuition must conti-
nually be negotiated and re-aligned.

These findings provide the foundation 

for the following interpretive synthesis, 
which examines what the themes col-
lectively imply for designing reflective 
and trustworthy digital-twin technolo-
gies in psychiatric care.
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Discussion & 
conclusions

5.
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5.1 Interpretive Synthesis 
(discussion & implicati-
ons)

This section interprets how partici-
pants’ reflections on the speculative 
prototype lead to broader insights 
that relate back to the literature revie-
wed in this thesis. By connecting these 
findings to theoretical frameworks on 
speculative design, digital twins, and 
trauma-informed design, the discus-
sion explores how such technologies 
might reshape future psychiatric 
healthcare for people with PTSD.

From skepticism to speculative 
openness
Across all domains, participants’ eva-
luations revealed how the speculative 
prototype of the digital twin provoked 
a transformation in attitude: from ini-
tial skepticism to cautious fascination. 
This shift, visible during the tests, offe-
red valuable insight into what enabled 
participants to imagine possibilities 
they had initially rejected. Such a 
movement from rejection to imagina-
tive engagement aligns with Bendor 
and Lupetti’s (2024) and Dunne and 
Raby’s (2013) notion that imaginative 
speculation challenges assumptions 
and opens dialogue on desirable futu-
res.

Coexistence of datafication and 
reflection
The most valued element for partici-
pants was the reflective depth evoked 
through the intuitive act of choosing 
three tarot cards. This finding supports 
Ruckenstein and Schüll’s (2017) and 
Sharon’s (2016) argument that data-dri-
ven feedback should not overshadow 

opportunities for personal reflection.  

Although intuition can be distorted 
by PTSD (Hengeveld et al., 2016), par-
ticipants still regarded it as valuable, 
distinguishing between intuitive deci-
sion-making and intuitively guided 
reflection. While the former may be 
influenced by trauma-related respon-
ses (APA, 2025), the latter, which invol-
ves using intuition to reflect on lived 
experience, was considered essential 
for exposing latent thoughts. This 
reflective use of intuition guided by the 
ambiguity of the tarot cards allowed 
participants to reconnect meaning-
fully with their own experiences. From 
participants’ perspectives, any digital 
intervention in psychiatric healthcare 
should therefore integrate guided 
self-reflection alongside predictive and 
analytical functions. 

Such a combination of reflection and 
data may also counter what Milne 
et al. (2022) call the loop of reflexive 
composition, in which people begin 
to internalise algorithmic predictions 
as part of their self-understanding. 
By letting users reflect on their lived 
experience before viewing the digital 
twin’s analysis, the prototype created a 
temporal and cognitive buffer that hel-
ped preserve personal meaning before 
it could be shaped by data interpreta-
tion.

Perceived credibility

Interpretation based solely on quanti-
fied data was not perceived as credible 
by participants. Data alone was seen 
as insufficient for drawing meaningful 
conclusions and needed to be con-
textualised within lived experience. As 
Birk and Samuel (2020) and Bemme 

et al. (2020) argue, reducing complex 
experiences to simplified measure-
ments risks downplaying essential 
contextual factors and can contribute 
to the reification of mental disorders.

In response, the final prototype com-
bined digital phenotyping data with 
the participants’ intuitive reflections, 
generating a prediction that not only 
showed analytical feedback but also 
an ambiguous, almost spiritual story 
based on those reflections. This hybrid 
form of feedback was perceived as 
more credible and personally attuned. 
This finding demonstrates how inte-
grating data with interpretive narra-
tives can enhance trust in the system: 
credibility arose not from technical 
accuracy but from the system’s ability 
to merge analytical insight with inter-
pretive reflection into an ambiguous 
yet grounded simulation.

Prediction and interpretation
Participants perceived the simulations 
as potentially valuable for supporting 
short-term decision-making, pre-
dicting intervention outcomes, and 
fostering self-understanding. Both 
participants imagined that, had such 
a tool existed earlier, it might have 
helped them identify effective treat-
ments more efficiently in the past by 
allowing them to explore different the-
rapeutic scenarios before trying them 
in real life. These insights align with the 
more optimistic view of Spitzer et al. 
(2023), who emphasise the potential of 
digital twin technology in prognostics 
and therapeutic guidance.

Yet, this potential depends on how 
predictive information is presented. 
There is a delicate balance in both the 
amount and the precision of infor-

mation shown to users of a digital twin. 
When forecasts became too specific, 
participants reported that this negati-
vely influenced their choices and indu-
ced anxiety, particularly when their 
mood was predicted to destabilise. 
This illustrates what Milne et al. (2022) 
describe as a psychological facet of the 
data shadow: a datafied self that can 
cause psychological strain when indi-
viduals are continuously confronted 
with predictions they cannot act upon. 
Showing too many predictive details 
may therefore risk turning care into a 
source of stress rather than support. 
Presenting broader outlines rather 
than detailed forecasts, as partici-
pants suggested, appeared valuable 
because it preserved a sense of hopeful 
openness toward difficult treatments 
and their recovery trajectory.

The therapeutic dialogue
Building on this, participants envisio-
ned a more collaborative therapeutic 
alliance in which care seekers could 
make informed decisions in dialogue 
with both the digital twin and the the-
rapist. In this sense, a digital twin could 
function as a boundary object (Ter-
louw et al., 2022): a shared interpretive 
space that mediates between clinical 
reasoning and lived experience, ena-
bling translation and negotiation bet-
ween these perspectives. In doing so, 
it could help therapy become more 
responsive to the individual rather 
than constrained by generalised clini-
cal norms.

Ethical preconditions and policy 
implications
These opportunities cannot be sepa-
rated from the foundational precon-
ditions identified earlier. Safeguarding 
privacy, protecting agency, and res-
pecting emotional readiness remain 
essential when designing for this 
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vulnerable group. Participants in this 
project expressed a clear preference 
for open and interpretive language 
over prescriptive communication, as 
it supported their sense of autonomy 
and emotional safety. Transparency 
regarding how data are gathered and 
interpreted also emerged as an impor-
tant condition for trust, helping to 
mitigate the black-box effect (Oudin 
et al., 2023), enabling users to better 
understand how algorithmic feedback 
is produced.

These insights suggest that the deve-
lopment of digital twins would benefit 
from policies that prioritise patient 
agency and lived experience rather 
than technical optimisation or algo-
rithmic precision. Embedding such 
values within both design and policy 
could ensure that future applications of 
digital twins in psychiatric care remain 
grounded in empathy, transparency, 
and the lived realities of those they aim 
to support. This highlights the impor-
tance of co-designing guidelines 
with people with lived experience, as 
demonstrated by the principles of the 
Chayn Network (Hussain et al., 2022).

Involving people with PTSD directly 
in the speculative research process 
deepened these insights, provoking 
richer reflections on how their personal 
values (Desmet & Roeser, 2015) should 
be reflected when designing a future 
digital twin. The possibilities of such 
technologies should not be oversha-
dowed by ethical fears or by assumpti-
ons made without the participation of 
those most affected.

To conclude, the prototype illustrated 
how datafication and lived experience 
can coexist productively, embodying 
the kind of speculative tension descri-

bed by Mitrović et al. (2021). By combi-
ning guided personal reflection and 
the ambiguous interpretation of the 
digital twin with quantified insights 
from digital phenotyping, the design 
fostered openness, ethical awareness, 
and perceived credibility among 
participants with PTSD toward such 
technologies. The value of digital 
twins lies not in technical precision or 
predictive improvement but in their 
capacity to mediate trust, reflection, 
and dialogue between patients and 
professionals.

5.2 Design recommendations

Based on the interpretive synthesis, the following design recom-
mendations translate the findings into actionable directions for 
design and policy. They outline how the identified domains, the-
mes, and tensions can inform concrete design decisions when 
developing digital twins that use digital phenotyping for people 
with PTSD. The recommendations aim to help future designers cre-
ate technologies that remain grounded in empathy, transparency, 
and the lived experiences of those they are meant to support.

1.	 Guided reflection
Design digital twins to facilitate guided reflection through a com-
bination of analytical insights and ambiguous prompts. Ambiguity 
can be introduced through proposed diary entries or tarot-style 
cards derived from the system’s analysis, allowing users to engage 
in reflection on a deeper level. Whether the prompts are selec-
ted based on analysis or generated randomly is less important as 
long as they remain open and imaginative enough to evoke latent 
thoughts and personal values.

2.	 Prediction sensitivity
Design digital twins that can simulate different treatment scena-
rios and explore possible outcomes, allowing people with PTSD to 
explore which treatments may be most effective, before trying them 
in real life. Show broad outlines of prediction, don’t be too specific. 
A certain degree of uncertainty can help preserve the optimism 
and motivation needed when choosing a challenging recovery pro-
cess, while excessive precision can undermine credibility or trigger 
anxiety when predicted outcomes do not match lived experiences. 

3.	 Step-by-step approach
Adopt a step-by-step approach in recommending interventions. 
Each suggestion should be sensitive to the individual’s current 
emotional readiness and therapeutic timing. Introduce progressive 
steps, regularly checking in with users to confirm whether they wish 
to proceed. Such pacing supports engagement while maintaining 
autonomy and safety.

4.	 Hybrid feedback 
Combine statistics with a more open-ended narrative type of feed-
back, based on the provided reflections. Integrating users’ reflecti-
ons into open-ended narratives enhances credibility and fosters a 
sense of being understood. This hybrid form of feedback translates 
lived experience into analysis that feels both empathic and believa-
ble, strengthening epistemic trust between user and system.
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5.	 Language use
Use language that is clear yet non-pre-
scriptive, supporting informed deci-
sion-making rather than directing 
them towards specific interventions. 
People with PTSD seeking care are wil-
ling to recover but that willingness is 
fragile and should not be forced by a 
non-human system. The language can 
be human-like, as long as the system 
stays transparent about its non-hu-
man nature.

6.	 Fundamental preconditions
Ensure that the fundamental precon-
ditions are met.

1.	 Privacy an DTransparency: gua-
rantee data protection and be 
transparent about the ownership of 
the collected data.

2.	 Complementary use: The digital 
twin complement, not replace, 
the therapist, supporting dialogue 
rather than direction.

3.	 Shared decision-making: Any 
generated recommendation by the 
digital twin must be discussed col-
laboratively between therapist and 
patient, maintaining agency and 
trust.

7.	 Involve user group
When designing for people with PTSD, 
involve them! Designers should not 
assume what is best for this group but 
engage them throughout the process 
to learn from their insights. Meaningful 
participation not only leads to design 
attuned to personal values, but also 
leads to more openness and trust 
towards emerging technologies. Fol-
lowing the Trauma-Informed design 
principles of the Chayn Network can 
be very helpful when doing this. 

5.3 Translation to GGZ 
context

In the Dutch mental healthcare system 
(GGZ), there is an increasing call for 
overbruggingszorg: forms of care that 
bridge the gap between the moment 
of help-seeking and the start of tre-
atment (Nederlandse Zorgautoriteit, 
2024). Within this broader structure, a 
digital twin could complement psychi-
atric healthcare by providing continuity 
and reflection during waiting periods, 
between sessions, or after therapy has 
ended.

Although this technology would work 
best in combination with a therapist, it 
could also support individuals who are 
still awaiting care. For people who are 
hesitant to seek help, often because of 
mistrust in institutions or people, the 
digital twin could help them take the 
first small step toward engagement. 
By allowing users to open up about 
their experiences and reflect on their 
trauma without having to face ano-
ther person, it could encourage earlier 
emotional openness, which may later 
make it easier to start a dialogue with a 
therapist once treatment begins.

When someone is already in therapy, 
the digital twin could help explore 
whether the chosen treatment still fits 
or whether another approach might 
work better. By learning from its user 
over a longer period of time, it could 
become more attuned to the person’s 
everyday experiences and detect sig-
nals that might not surface during 
sessions. These insights could help the 
person start a dialogue with their the-
rapist about possible adjustments or 
changes in treatment. In this way, the 
digital twin could function as a shared 

reflection tool, a boundary object bet-
ween patient and therapist, suppor-
ting decisions that stay closer to the 
person’s lived experience.

Over time, a digital twin could become 
part of a hybrid care system, comple-
menting therapy rather than replacing 
it, and extending support across diffe-
rent stages of recovery. However, this 
integration also implies a reconfigura-
tion of professional roles. The introduc-
tion of a digital twin would mediate the 
power dynamics between therapist, 
patient, and system (Frennert et al., 
2022). While it could enhance patient 
agency, it might also increase the 
cognitive or administrative burden on 
therapists, who would need to inter-
pret an additional data layer. As some 
experts in the interviews suggested, 
such a tool could either deepen under-
standing by countering tunnel vision 
or risk reducing the quality of care if 
introduced without structural support 
and training.
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5.4 Limitations and 
Future work

While this thesis offers valuable 
insights into the speculative potential 
of digital twins in psychiatric health-
care, several limitations should be 
acknowledged pointing towards pos-
sibilities for future research. 

As stated in the previous section, the 
introduction of a digital twin in psychi-
atric healthcare could also influence 
the role of the therapist. However, this 
thesis focused solely on the perspec-
tive of people with PTSD. Future rese-
arch should therefore investigate how 
therapists perceive the influence of 
a digital twin, how trust is established 
between human and algorithmic judg-
ment, and what is required to preserve 
therapeutic integrity and intuition. 
More broadly, studies should examine 
the implications of the shifting rela-
tionship between patient, therapist, 
and system more closely, and how 
responsibilities and authority might 
be redistributed through technolo-
gical mediation. A co-design process 
involving both care seekers and pro-
fessionals is recommended to explore 
these relational and ethical dynamics 
in depth.

In addition, though this research focu-
sed on PTSD, the principles identified, 
such as balancing analytical feedback 
with guided reflection and preserving 
emotional safety, may also be relevant 
for other conditions involving insta-
bility in mood or self-perception, such 
as bipolar or schizoaffective disorder. 
Future studies should explore how 
these dynamics manifest in such con-
texts and what adaptations would be 
required to ensure therapeutic safety. 

While the principles identified may 
extend to other conditions, the trans-
ferability of these findings remains 
limited. This study used PTSD as a 
case study, and only two participants 
were involved in the final evaluation 
phase. This small sample size limits 
the reliability and transfer of insights 
to a broader domain. The strength of 
this study lies in its contextual depth 
rather than its significant relevance: 
it provided a rich, deep understan-
ding of lived experiences, but it can-
not claim causal or representative 
validity. Recruiting participants with 
PTSD proved challenging, as ethical 
restrictions imposed by TU Delft and 
the unpredictability of participants’ 
emotional readiness sometimes con-
flicted with the research timeline and 
availability.

Additionally, while the speculative 
design approach was deliberately 
used to provoke reflection, it may also 
have shaped participants’ responses. 
The interactions within the prototype 
could have subtly guided partici-
pants toward certain interpretations, 
meaning that the resulting reactions 
might partly reflect the framing of the 
prototype itself.

Moreover, whereas a real digital twin 
would involve continuous, bidirectio-
nal data exchange with the user over 
time, the prototype in this study did not 
gather or process any real data. Instead, 
it represented a speculative scenario, 
capturing only a single moment of 
interaction rather than an ongoing 
relationship between patient and twin. 
As a result, it remains unknown how 
such technology would behave in real-
life contexts where data genuinely tra-
vels back and forth between user and 
twin. Although in this study reflection 
took place before the presentation of 

analytical data, over longer periods of 
time the twin might begin to shape the 
user’s self perception and behaviour 
anyway, through recurring feedback 
and guided reflection. Future rese-
arch should therefore explore how this 
long-term, continuous data-driven 
interaction might gradually influence 
the relationship between the user and 
their digital twin. This limitation also 
underscores the central tension explo-
red in this thesis (between datafication 
and lived, intuitive experience) sugge-
sting that future digital twins should 
not only advance analytical precision 
but also safeguard interpretive space 
for human interpretation.

Finally, the participants were not 
self-diagnosed but had a formal PTSD 
diagnosis and real-life therapeutic 
experience. Their insights were the-
refore highly authentic and offered a 
depth rarely captured in design rese-
arch literature. However, their diagno-
ses were not verified by the researcher 
for ethical reasons and were instead 
based on the established trust resul-
ting from long-term acquaintance 
with them.

Despite these limitations, this deep 
and contextual case study provided 
insights that would not have emerged 
from broader or less personal forms of 
research. Future work should combine 
a case study like this with quantitative 
research on a larger scale to validate 
the assumptions made. This project 
aims to set the tone for future research: 
working with vulnerable people should 
not be avoided, but approached with 
care, respect, and ethical sensitivity.

5.5 Conclusion

In what ways might digital twin tech-
nology introduce a trade-off between 
datafication and intuitive, lived expe-
rience in psychiatric healthcare for 
people with PTSD?

This thesis explored how digital twin 
technology might introduce a tra-
de-off between datafication and 
lived, intuitive experience in psychia-
tric healthcare for people with PTSD. 
Using speculative design as a research 
method, the project explored how 
the underlying personal values and 
perspectives of people with PTSD can 
inform the design of future digital 
health technologies. The findings show 
how this tension can be approached 
through reflection and interpretation.

Personal values revealed through 
speculation
The speculative approach revealed 
how imaginative, future-oriented arte-
facts can surface the latent personal 
values of people with PTSD that are 
often overlooked in technology deve-
lopment. Participants highlighted 
emotional readiness, agency, and inter-
pretive freedom as essential precon-
ditions for meaningful engagement 
with digital systems. By creating a safe 
reflective space, the speculative proto-
type enabled participants to articulate 
what they needed from technology 
before considering its concrete functi-
ons. These insights highlight the value 
of designing with these preconditions 
as guiding principles, ensuring that 
digital twins are attuned to the perso-
nal values and needs of their users.
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Relation to lived experience through 
feedback representation
The way feedback was represented 
strongly shaped how participants rela-
ted to their lived experience. When 
data-driven metrics were accom-
panied by intuitive, narrative forms 
of feedback, participants found the 
system more credible and personally 
resonant. This hybrid mode of feed-
back, both reflective and analytical, 
helped bridge the gap between data 
and lived experience, allowing partici-
pants to recognise themselves in the 
feedback rather than feeling reduced 
to data points. This suggests that the 
representation of feedback not only 
conveys information but also influen-
ces the relationship between person 
and system.

Influence on agency and self-under-
standing 
When participants reflected on their 
experiences before viewing analytical 
predictions, they retained a stronger 
sense of agency and ownership over 
interpretation. This sequence of reflec-
tion preceding prediction helped 
them approach data as something to 
engage with rather than to follow. By 
presenting feedback in this order, the 
design supported self-understanding 
and intuitive interpretation, positio-
ning the digital twin as a reflective aid 
rather than an external authority.

Trade-off between datafication and 
lived experience
Together, these findings show that 
the trade-off between datafication 
and lived experience is not a conflict 
of opposing forces but a productive 
tension that can be intentionally 
designed. When analytical insights 
are intertwined with guided reflection, 
digital twins can complement psychi-
atric care by creating conditions that 

support reflection, agency, and inter-
pretation. In this sense, digital twins 
in psychiatric care should prioritise 
meaningful technological mediation 
over predictive accuracy, enabling 
people to see themselves through 
data while remaining connected to 
their lived experience. These insights 
highlight the importance of desig-
ning digital twins that move beyond 
pursuing predictive accuracy toward 
forms of engagement that are emotio-
nally attuned to personal values.

Critical reflection for designers
Through this approach, the project 
demonstrates how speculative design 
can make such tensions tangible in 
a safe and imaginative way. Specula-
tion allowed participants to explore 
concerns of trust, safety, and control 
without immediate risk. The findings 
translate into a set of recommendati-
ons for designers of future digital twin 
technologies, emphasising the need to 
balance analytical feedback with inter-
pretive reflection and emotional safety. 
In this sense, speculation becomes not 
only a way to represent possible futu-
res, but also a method to anticipate 
their ethical and experiential implica-
tions before they are built.

General reflection on pro-
cess and positionality

Throughout this thesis, short reflec-
tions were included to situate design 
decisions and methodological choices 
within the ongoing process. This final 
reflection moves beyond those situa-
ted moments to look back at the tra-
jectory as a whole. It brings together 
ethical, methodological, and personal 
insights to articulate how this project 
has shaped my understanding of care, 
trust, and design practice.

This final reflection synthesizes the 
ethical, methodological, and personal 
aspects of the graduation process. It 
examines how the project’s themes of 
care, trust, and interpretation shaped 
not only the design outcomes but also 
my own development as a researcher 
and designer. What follows reflects 
on the experience of working with 
a vulnerable participant group, the 
challenges of combining speculative 
design with academic research, and 
the ways in which this process has 
influenced my professional identity 
and approach to design.

Working with a vulnerable partici-
pant group
Throughout this project, I became 
increasingly aware that the research 
process itself mirrored the very tensi-
ons explored in the thesis: between 
care and control, distance and engage-
ment, and intuition and structure. 
Working closely with people who have 
lived experience of PTSD required sen-
sitivity, patience, and modesty. At first, 
I was hesitant to ask deeper questions, 
concerned about triggering distress 
or creating a sense of being used for 

research. Over time, however, I realised 
that building trust required reciprocity, 
sharing parts of my own perspective 
and allowing relationships to develop 
gradually rather than through rigid 
research boundaries.

The voluntary work I conducted along-
side one participant illustrated how 
trust can grow through small, everyday 
exchanges. She shared her experien-
ces navigating the psychiatric system, 
while I shared aspects of daily life 
outside it. Observing her relationship 
with her service dog was especially 
meaningful; the dog offered a model 
of care that supports without taking 
control. This inspired the metaphor 
behind my final speculative prototype, 
a technological companion that assists 
reflection rather than replacing it.

Through these encounters, I also con-
fronted my own assumptions. Initially, 
I believed that protecting participants 
from speculative technology was an 
act of care, but I later understood that 
this belief reflected my own bias. Con-
versations with participants revealed 
a strong desire for agency, even when 
engaging with potentially confronting 
technologies. This helped me see that 
care in design is not about shielding 
others from complexity but about ena-
bling them to engage with it on their 
own terms.

Working with a vulnerable group 
required continuous ethical awareness 
and flexibility. Some participants who 
had initially agreed to take part later 
experienced changes in their mental 
state. Although they had expressed 
willingness and consent beforehand, 
it became clear that involving them 
at that moment would not have been 
responsible. I decided not to proceed 
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with those sessions, and this decision 
proved as meaningful as the testing 
itself. It reminded me that consent in 
trauma-related research is not a single 
event but an ongoing process that 
demands attention to changing cir-
cumstances.

These challenges should not discou-
rage designers from engaging with 
vulnerable groups. Even though only 
two participants eventually took part 
in the final test, their lived-experi-
ence perspectives provided insights 
far deeper and more grounded than 
those obtained from earlier sessions 
with design students. The authenticity 
of their reflections revealed nuances 
that no speculative exercise could have 
anticipated, underscoring the impor-
tance of real-world engagement, even 
at a small scale.

At the same time, this work demanded 
attention not only to participants’ well-
being but also to my own. Conducting 
research on trauma can be emotionally 
demanding, and I developed a personal 
safety plan in consultation with a PhD 
researcher experienced in trauma stu-
dies. This plan included the option to 
contact social workers from the volun-
tary organisation where I was active, as 
well as informing close contacts who 
were aware of my research and could 
provide support if needed. While I did 
not have to use this plan, knowing that 
support was available allowed me to 
engage with participants with more 
confidence and empathy.

Collectively, these experiences res-
haped my understanding of what it 
means to design with care. Rather 
than seeking control or certainty, I lear-
ned to embrace ambiguity, allowing 
trust, empathy, and ethical reflection 

style influenced the depth of parti-
cipants’ responses. At times, I found 
myself anticipating the next question 
rather than allowing silence or deeper 
elaboration. This occasionally preven-
ted richer insights that could have 
emerged through active listening 
and open-ended probing. Drawing 
from the Chayn Network’s trauma-in-
formed interviewing approach, I later 
recognised how simply repeating or 
paraphrasing a participant’s words 
often encouraged more meaningful 
reflection and emotional confirmation. 

Reflecting on myself as a designer 
during this research
Looking back, I am proud of how this 
research reflects both my personal 
motivations and professional stance 
toward complex societal issues. The 
project clarified what I value most as a 
designer: human sensitivity, contextual 
awareness, and the ability to mediate 
between technological innovation and 
lived experience. It also shaped my 
professional orientation. I found that 
I am particularly drawn to roles that 
guide design and technology from a 
broader, systemic perspective, situa-
ted between design, policy, and socie-
tal impact. This graduation project 
allowed me to explore that direction in 
depth, and I now feel prepared to carry 
these insights into my future career.

I also learned much about managing 
my own working process and stress 
levels. Although I initially found the pro-
ject intimidating, I developed a struc-
tured rhythm that kept me grounded. 
By maintaining regular working hours 
and protecting weekends for rest, I was 
able to stay balanced and productive. 
When uncertainty arose, I learned to 
trust the process rather than force out-

comes, which ultimately led to more 
meaningful progress.
 
Finally, the voluntary work I conduc-
ted alongside this project has become 
one of its most valuable and lasting 
outcomes. What began as contextual 
engagement evolved into a meaning-
ful personal commitment. I learned 
that small, consistent acts of presence, 
such as showing up weekly, can have a 
real impact in someone’s life. I intend 
to continue integrating this form of 
care and social contribution into my 
future professional practice.
 
Together, these experiences shaped 
not only my project but also my under-
standing of what it means to design 
with care. This graduation project 
taught me that designing for care in 
datafied contexts is as much about rela-
tionships as it is about technology. It is 
about recognising when to act, when 
to listen, and when to leave space for 
others to interpret and respond. The 
process reaffirmed that trust, empa-
thy, and reflection are not only ethical 
foundations for working with vulnera-
ble groups, but also essential design 
materials for shaping more humane 
technological futures.

to guide the process as much as the-
oretical frameworks or design tools. 
This perspective carried through to 
my approach to design research as a 
whole.

Reflection on the design research 
process
Combining speculative design with 
academic writing was one of the most 
demanding aspects of this project. 
Speculative design requires a mindset 
of creative expansion and openness, 
while academic research demands 
grounding, structure, and precision. 
Balancing these two modes of thinking 
often meant shifting between intuition 
and justification. As a designer, inspira-
tion can emerge from many sources, 
but within an academic context each 
reference must be carefully positioned 
and substantiated. Learning to trans-
late imaginative exploration into a 
coherent academic argument became 
a continuous exercise in synthesis.

Because of this duality, I had to adapt 
my planning several times. To manage 
this, I decided to separate periods of 
writing and designing. This approach 
helped maintain focus but also meant 
that many insights emerged during 
the act of designing rather than while 
writing. To bridge this gap, I docu-
mented my thoughts continuously in 
Miro and in my notebook, using these 
materials later to translate intuitive 
reflections into written form. Ideally, 
documentation and designing would 
occur more closely together, allowing 
insights to be captured and developed 
within the creative process itself. Deve-
loping this integration is something I 
aim to strengthen in my future work.

Listening back to the recordings revea-
led moments where my interviewing 

Thanks for Reading!

Love, Dieuwertje
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 Use of AI tools in this thesis

•	 Asking chatGPT for critical feedback on pieces of text I wrote. Also asking whether 
it could make my English wording more fluent and  provide me with synonyms. 
I then checked my own text using this generated version, without mindlessly 
copying and pasting the generated text. I often felt like it took away the nuances 
of my own text, so I checken and rechecked my own text and the rewritten text 
a lot. This turned out to be so timeconsuming that I doubt whether I benefitted 
from it at all.

•	 Let chatGPT generate images, like the tarot cards used in my prototype.
•	 Using Notebook LM to assist in analysing (anonymised) interviews, using it as a 

sparring partner to check whether my assumptions could be traced back in things 
that were said in the interviews. 

•	 AI-generated pictures for personas, which were then traced in Illustrator. 
•	 Using Grammarly to check my English Grammar
•	 Using Lovable to help me make my prototypes through ‘vibe-coding’ or genera-

ting p5.js codes for me.
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Appendix A) Ethical check 
list and consent forms

Delft University of Technology 
HUMAN RESEARCH ETHICS 

CHECKLIST FOR HUMAN RESEARCH 
(Version January 2022)  

 

IMPORTANT NOTES ON PREPARING THIS CHECKLIST 
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2. Your HREC application should be submitted and approved before potential participants 
are approached to take part in your study 

3. All submissions from Master’s Students for their research thesis need approval from the 
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of the submission by signing and dating this form OR by providing approval to the 
corresponding researcher via email (included as a PDF with the full HREC submission)  
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TU Delft Privacy Team or external Medical research partners. 

6. You can find detailed guidance on completing your HREC application here 
7. Please note that incomplete submissions (whether in terms of documentation or the 

information provided therein) will be returned for completion prior to any assessment 
8. If you have any feedback on any aspect of the HREC approval tools and/or process you 

can leave your comments here 
 

 
  

I. Applicant Information  
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Research period:  
Over what period of time will this specific part of the 
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II. Research Overview 
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What are you looking into, who is involved,  how many participants there will be, how they will 
be recruited and what are they expected to do?  
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This research explores how playful, speculative design can support people with Post-
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up to 10 participants who are (non-diagnosed) students from the TU Delft. These prototypes 
will take the form of low-fidelity interactive digital scenarios on my laptop, such as diary-like 
reflections or story-based prompts. Participants will be asked to click through, add or erase 
short text segments, and respond to questions while I sit next to them and guide the 
conversation. Their role is not to evaluate a finished product, but to reflect on ideas and 
share impressions. These student participants are different from the participants with whom 
I conducted the interviews. 
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In the final phase, one speculative prototype will be tested with a maximum of 5 participants 
who have lived experience with PTSD, recruited via GGZ-NHN or close contacts. This 
prototype will consist of an interactive digital scenario that guides the participant through a 
fictional story involving a character with PTSD who uses a wearable device that predicts 
therapy outcomes. Participants will be asked to explore the story, interact with the text, and 
then share their thoughts in a follow-up discussion. These participants will also have taken 
part in the initial interview. 
 
All activities are exploratory, voluntary, and clearly explained in the participant information 
sheet. Participants will be explicitly informed that these prototypes are speculative research 
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b) If your application is an additional project related to an existing approved HREC submission, 

please provide a brief explanation including the existing relevant HREC submission 
number/s. 
 

Add your text here – (please avoid jargon and abbrevations) 
 
 

 
c) If your application is a simple extension of, or amendment to, an existing approved HREC 

submission, you can simply submit an HREC Amendment Form as a submission through 
LabServant. 

III.  Risk Assessment and Mitigation Plan 
NOTE: You can find more guidance on completing this checklist here 
 
Please complete the following table in full for all points to which your answer is “yes”. Bear in mind that the vast majority of projects involving human 
participants as Research Subjects also involve the collection of Personally Identifiable Information (PII) and/or Personally Identifiable Research Data (PIRD) 
which may pose potential risks to participants as detailed in Section G: Data Processing and Privacy below.  
 
To ensure alighment between your risk assessment, data management and what you agree with your Research Subjects you can use the last two columns in 
the table below to refer to specific points in your Data Management Plan (DMP) and Informed Consent Form (ICF) – but this is not compulsory. 
 
It’s worth noting that you’re much more likely to need to resubmit your application if you neglect to identify potential risks, than if you identify a potential 
risk and demonstrate how you will mitigate it. If necessary, the HREC will always work with you and colleagues in the Privacy Team and Data Management 
Services to see how, if at all possible, your research can be conducted. 

 
   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 

the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

A: Partners and collaboration  
   

  

1. Will the research be carried out in collaboration with additional 
organisational partners such as: 

• One or more collaborating research and/or commercial 
organisations 

• Either a research, or a work experience internship provider1 
1 If yes, please include the graduation agreement in this application 

x 
 

While not participating immediately in producing 
research data or defining the goals of the research, 
GGZ Noord-Holland-Noord has an advisory role and 
assists with recruitment.  
1. Conflict of interest: As GGZ Noord Holland Noord 
is both an internship provider and involved in 
participant recruitment, there is a potential risk that 
organisational goals could unintentionally influence 
research direction or participant selection. 
2. Perceived pressure on participants: Participants 
recruited via GGZ Noord Holland may feel obliged to 
participate due to their existing relationships with 
the organisation or its staff.  

1.  Conflict of interest: In the graduation contract it 
states the GGZ Noord-Holland-Noord only has an 
advisory role. I am also regularly supervised by my 
chair and mentor to prevent any unintentional 
influence from happening. 
2. Perceived pressure on participants: Recruitment 
communications will clearly state that participation is 
entirely voluntary and that declining will not affect 
participants’ access to services or relationships with 
the organisations. Recruitment will be handled by 
independent staff or through neutral channels when 
possible. 
 
For graduation agreement, see Appendix 1.  

  

   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 
the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

2. Is this research dependent on a Data Transfer or Processing Agreement with 
a collaborating partner or third party supplier?  
If yes please provide a copy of the signed DTA/DPA 

 x     

3.  Has this research been approved by another (external) research ethics 
committee (e.g.: HREC and/or MREC/METC)?   
If yes, please provide a copy of the approval (if possible) and summarise any key 
points in your Risk Management section below 

 x     

B: Location  
   

  

4. Will the research take place in a country or countries, other than the 
Netherlands, within the EU? 

 x 
  

  

5. Will the research take place in a country or countries outside the EU?  x     

6. Will the research take place in a place/region or of higher risk – including 
known dangerous locations (in any country) or locations with non-democratic 
regimes? 

 x 
  

  

C: Participants  
   

  

7. Will the study involve participants who may be vulnerable and  possibly 
(legally) unable to give informed consent? (e.g., children below the legal age 
for giving consent, people with learning difficulties, people living in care or 
nursing homes,). 

 x   
 

  

8. Will the study involve participants who may be vulnerable under specific 
circumstances and in specific contexts, such as victims and witnesses of 
violence, including domestic violence; sex workers; members of minority 
groups, refugees, irregular migrants or dissidents? 

x  The study involves people who have lived experience 
of PTSD. There could be a risk of re-traumatisation 
when recalling or discussing distressing events. As 
with any research, there is a possibility that data 
could be stolen, which could result in 
deanonymisation and consequent discrimination. 

I will use the Trauma Informed Design approach 
throughout. I will also use pseudonyms instead of real 
names to ensure their privacy. Also, the participants 
are recruited based on their openness about their 
condition, and have been trained to talk about their 
experiences. The transcript/quote/report will be given 
back to participants for checking. 

  

9. Are the participants, outside the context of the research, in a dependent or 
subordinate position to the investigator (such as own children, own students or 
employees of either TU Delft and/or a collaborating partner organisation)? 
It is essential that you safeguard against possible adverse consequences of this 
situation (such as allowing a student’s failure to participate to your satisfaction 
to affect your evaluation of their coursework). 

 x 
  

  

   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 
the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

10. Is there a high possibility of re-identification for your participants? (e.g., do 
they have a very specialist job of which there are only a small number in a 
given country, are they members of a small community, or employees from a 
partner company collaborating in the research? Or are they one of only a 
handful of (expert) participants in the study? 

x 
 

Yes, there is a risk of re-identification of the 
participants since the GGZ-NHN is a local 
organization and since participants are close 
contacts.  

They are recruited based on their openness about their 
condition, so if they are re-identified it will not put 
them at risk. 

  

D: Recruiting Participants       
11. Will your participants be recruited through your own, professional,   
channels such as conference attendance lists, or through specific network/s 
such as self-help groups 

x 
 

• Perceived pressure to participate: 
Participants recruited through GGZ NHN 
or close relatives may feel obliged to join 
even if they prefer not to. 

• Confidentiality concerns: Recruitment via 
small or close-knit networks could risk 
unintentional disclosure of personal 
information or participation status. 

• Selection bias: Recruitment through 
specific channels might limit diversity of 
participants or exclude some voices. 

• Limited anonymity: Participants might be 
indirectly identifiable because of the 
recruitment method. 
 

Some participants (in the second stage of the 
research) will also be TU Delft students. They are not 
subordinate to me, since I am not supervising, 
teaching, or grading them. Therefore, the risk of 
coercion or undue influence related to participation 
is minimal.  

To minimize these risks and protect participant 
wellbeing: 

• Perceived pressure to participate: 
Recruitment communications will clearly 
state that participation is voluntary, with no 
consequences for declining or withdrawing. 
Staff or relatives involved in recruitment will 
be briefed to avoid applying pressure or 
coercion. 

• Confidentiality concerns: Recruitment will 
be managed discreetly. Personal data of 
potential participants will be handled 
confidentially and shared only on a need-to-
know basis. 

• Selection bias: Efforts will be made to 
recruit from multiple channels (GGZ Noord 
Holland Noord and close contacts) to 
encourage diversity and reduce bias. 

• Limited anonymity: All data collected will 
be anonymized in analysis and reporting to 
minimize risk of indirect identification.  

  

12. Will the participants be recruited or accessed in the longer term by a (legal 
or customary) gatekeeper? (e.g., an adult professional working with children; a 
community leader or family member who has this customary role – within or 
outside the EU; the data producer of a long-term cohort study) 

 x 
  

  

13. Will you be recruiting your participants through a crowd-sourcing service  
and/or involve a third party data-gathering service, such as a survey platform? 

 x     

14.  Will you be offering any financial, or other, remuneration to participants, 
and might this induce or bias participation? 

 x 
  

  



150 151   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 
the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

E: Subject Matter Research related to medical questions/health may require 
special attention. See also the website of the CCMO before contacting the 
HREC. 

      

15. Will your research involve any of the following:  
• Medical research and/or clinical trials 
• Invasive sampling and/or medical imaging 
• Medical and In Vitro Diagnostic Medical Devices Research 

  
x 

    

16. Will drugs, placebos, or other substances (e.g., drinks, foods, food or drink 
constituents, dietary supplements) be administered to the study participants? 
If yes see here to determine whether medical ethical approval is required 

 x     

17. Will blood or tissue samples be obtained from participants?  
If yes see here to determine whether medical ethical approval is required 

 x     

18. Does the study risk causing psychological stress or anxiety beyond that 
normally encountered by the participants in their life outside research? 

x  Yes. While participants recruited by the GGZ-NHN 
are experience experts in PTSD, and close contacts 
experiencing PTSD, reflecting on personal 
experiences and interacting with prototypes may still 
involve some potential for psychological discomfort 
beyond daily life. 
 
 
 

Mitigation Measures for Psychological Stress or 
Anxiety: 

• Clear Information: Before participation, all 
participants will receive detailed 
information about the purpose, procedures, 
and topics of the research so they know 
exactly what to expect. 

• I will follow the Trauma Informed Design 
Approach to minimize the risk of 
psychological discomfort. 

• Voluntary Participation: Participation is 
entirely voluntary. Participants will be 
reminded that they can withdraw or pause 
at any time without giving a reason and 
without any consequences. 

• Dynamic consent: I will check in with 
participants if their consent still stands and 
if they are ok with the info they have given 
me. If they want to withdraw from 
participating, they are allowed to, at any 
time. I will then immediately erase their 
data as well.  

  

   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 
the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

• Reading materials: I will let my participants 
read the transcripts, quotes and insights I 
gathered during testing or interviewing. 

• Informed Consent: Participants will provide 
written informed consent after having time 
to consider whether they want to take part. 

• Gentle Framing of Activities: Playful 
prototypes will be clearly framed as 
exploratory design tools rather than 
therapy. Participants will be reminded they 
do not have to share anything they do not 
wish to. 

• Monitoring Wellbeing: During sessions, I 
will monitor participants’ emotional state. If 
a participant shows signs of distress, I will 
offer a break, stop the activity, or end the 
session if needed.  

• Debriefing: After each session, I will 
conduct a short debrief to check how the 
participant feels and whether they need any 
additional support or follow-up. 

 
19. Will the study involve discussion of personal sensitive data which could put 
participants at increased legal, financial, reputational, security or other risk? 
(e.g., financial data, location data, data relating to children or other vulnerable 
groups)  
Definitions of sensitive personal data, and special cases are provided on the 
TUD Privacy Team website. 

x 
 

Publication of the Graduation thesis in the repository 
might lead to the risk of re-identification of the 
participants.  

Recruitment requirements include existing diagnosis 
openness, so reidentification will not put them at risk. 
The participant will not be asked to provide any 
medical evidence for their identification of diagnosis. 

  

20. Will the study involve disclosing commercially or professionally sensitive, or 
confidential information? (e.g., relating to decision-making processes or 
business strategies which might, for example, be of interest to competitors) 

 x     

21. Has your study been identified by the TU Delft Privacy Team as requiring a 
Data Processing Impact Assessment (DPIA)?  If yes please attach the advice/ 
approval from the Privacy Team to this application 

 x 
  

  

22. Does your research investigate causes or areas of conflict?   x 
  

  

   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 
the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

If yes please confirm that your fieldwork has been discussed with the 
appropriate safety/security advisors and approved by your 
Department/Faculty. 
23. Does your research involve observing illegal activities or data processed or 
provided by authorities responsible for preventing, investigating, detecting or 
prosecuting criminal offences 
If so please confirm that your work has been discussed with the appropriate 
legal advisors and approved by your Department/Faculty. 

 x 
  

  

F: Research Methods  
   

  

24. Will it be necessary for participants to take part in the study without their 
knowledge and consent at the time? (e.g., covert observation of people in non-
public places). 

 x 
  

  

25. Will the study involve actively deceiving the participants?  (For example, 
will participants be deliberately falsely informed, will information be withheld 
from them or will they be misled in such a way that they are likely to object or 
show unease when debriefed about the study). 

 x 
  

  

26. Is pain or more than mild discomfort likely to result from the study? And/or  
could your research activity cause an accident involving (non-) participants? 

 x 
  

  

27.  Will the experiment involve the use of devices that are not ‘CE’ certified?  
 Only, if ‘yes’: continue with the following questions:   

 x 
  

  

• Was the device built in-house?    x 
  

  
• Was it inspected by a safety expert at TU Delft? 

If yes, please provide a signed device report 
 x 

  
  

• If it was not built in-house and not CE-certified, was it inspected by 
some other, qualified authority in safety and approved? 

If yes, please provide records of the inspection 

 x 
  

  

28. Will your research involve face-to-face encounters with your participants 
and if so how will you assess and address Covid considerations? 

x  Although Covid-19 restrictions have been relaxed, 
there remains a potential risk of virus transmission 
during in-person meetings, which could affect 
participant health and wellbeing. 

To minimize this risk, all sessions will follow current 
public health guidelines, including encouraging 
participants to stay home if they feel unwell, 
maintaining good hygiene practices such as hand 
sanitizing and ventilation of meeting spaces, and 
offering remote participation options where possible. I 
will stay updated on local Covid-19 policies and adjust 
protocols as needed to ensure participant safety. 

  

   If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 
the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important! 

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

29. Will your research involve either: 
a) “big data”, combined datasets, new data-gathering or new data-merging 
techniques which might lead to re-identification of your participants and/or  
b) artificial intelligence or algorithm training where, for example biased 
datasets could lead to biased outcomes? 

 x 
  

  

G: Data Processing and Privacy       
30. Will the research involve collecting, processing and/or storing any directly 
identifiable PII (Personally Identifiable Information) including name or email 
address that will be used for administrative purposes only? (eg: obtaining 
Informed Consent or disbursing remuneration) 

x  The research will collect directly identifiable personal 
information such as names, phone numbers, and 
email addresses solely for administrative purposes, 
including obtaining informed consent and managing 
communication with participants. Storing such 
information carries a risk of unauthorized access or 
accidental disclosure, which could compromise 
participant confidentiality. 

To mitigate this risk, all personally identifiable 
information (PII) will be stored securely on encrypted 
devices or secure cloud platforms compliant with data 
protection regulations. Access to PII will be limited to 
the researcher only. Identifiable data will be separated 
from research data and used exclusively for 
administrative tasks. Participants will be informed 
clearly about how their information will be handled 
and their rights regarding data privacy. 

  

31. Will the research involve collecting, processing and/or storing any directly 
or indirectly identifiable PIRD (Personally Identifiable Research Data) including 
videos, pictures, IP address, gender, age etc and what other Personal Research 
Data (including personal or professional views) will you be collecting? 

x 
 

The research will collect directly identifiable personal 
data such as names and contact information for 
recruitment and consent purposes. Additionally, 
sensitive personal data related to participants’ 
experiences with PTSD and their personal views will 
be collected through interviews and prototype 
testing. This data includes potentially identifiable 
information and sensitive health-related details, 
posing risks of confidentiality breaches or 
unintended disclosure. 

All personal data will be stored securely on encrypted 
devices accessible only by the researcher. Identifiable 
data will be kept separate from anonymized research 
data used for analysis. Participants will be informed 
about the types of data collected, their rights, and data 
handling procedures in the consent process. 
Recordings will only be made with explicit consent and 
stored securely. PIRD Data will be deleted after the 
study, as per data retention policies. Interview quotes, 
insights, and transcripts will be pseudonymised in the 
final graduation report. 
 
Consent forms 
Participants will provide written informed consent, 
which clearly explains what data will be collected, how 
it will be used, stored, and their rights regarding 
withdrawal and confidentiality.  

  

32. Will this research involve collecting data from the internet, social media 
and/or publicly available datasets which have been originally contributed by 
human participants 

  
x 
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If YES please complete the Risk Assessment and Mitigation Plan columns below. Please provide 

the relevant 
reference #  

ISSUE Yes No RISK ASSESSMENT – what risks could arise? 
Please ensure that you list ALL of the actual risks 
that could potentially arise – do not simply state 
whether you consider any such risks are important!

MITIGATION PLAN – what mitigating steps will you 
take? 
Please ensure that you summarise what actual 
mitigation measures you will take for each potential 
risk identified – do not simply state that you will e.g. 
comply with regulations. 

DMP ICF 

33. Will your research findings be published in one or more forms in the public 
domain, as e.g., Masters thesis, journal publication, conference presentation or 
wider public dissemination? 

x • Participants could be potentially 
recognized from the description of their 
experiences. 

• Misinterpretation or misuse of findings by 
the public or media. 

• Explicitly identifiable details will be 
removed or altered to prevent participant 
identification. Only the personal 
information directly affecting the 
trustworthiness of the presentation of 
results or analysis will be mentioned. The 
rest will not be mentioned at all or made 
intentionally vague. 

• Findings will be presented responsibly and 
accurately, with context to avoid 
misinterpretation. In this research, context 
plays a crucial role because personal 
experiences with PTSD are highly individual 
and shaped by many situational, emotional, 
and social factors. Including this context 
helps ensure that the findings are 
interpreted with nuance and respect for the 
complexity of each person's story. 

• Participants will be informed about the 
potential for public dissemination during
the consent process. 

• Participants will be provided a summary for 
checking if their experiences have been 
accurately interpreted. 

34. Will your research data be archived for re-use and/or teaching in an open,
private or semi-open archive? 

x 

Digital Twins in Psychiatric Healthcare 
Delft University of Technology 

HUMAN RESEARCH ETHICS 

You are being invited to participate in a Master’s thesis research study titled Digital Twins in 
Psychiatric Healthcare. This study is being conducted by Dieuwertje den Besten from Delft University 
of Technology (TU Delft), in collaboration with GGZ Noord-Holland-Noord. 

Purpose of the Study 
There is a growing wave of new technologies that use data and AI to improve how care is delivered. 
Many argue that these innovations will enhance or even transform care practices. To make these 
innovations more meaningful, the values of people who will eventually use them should be carefully 
considered. 
Therefore, the purpose of this research is to gain insights from individuals with lived experience of 
PTSD and related health experts. Your input will be used in the final thesis report and outcomes to 
ensure these perspectives are taken into account. 

What Participation Involves 
Participation will take a maximum of 60 minutes. You will be interviewed about your views on this 
topic. 

Your Wellbeing 
If you feel uncomfortable or don’t want to continue, you can always take a break or quit the 
interview. You may withdraw from the research at any time, without any consequences. After the 
prototype testing and interview, any insights, quotes, or transcripts will be shared with you for review 
and approval. 

Confidentiality and Data Protection 
As with any online activity, there is a small risk of a data breach. To the best of our ability, your 
responses will remain confidential. All personal data will be anonymised and securely stored in 
OneDrive or on my personal hard drive, which only the researcher can access. 

In the interview transcripts, your name and any identifying details will be replaced with a pseudonym 
(a made-up name). You can come up with a pseudonym yourself. This ensures your contributions 
remain personal but private, and pseudonyms will be used when referring to any quotes in reports or 
publications. 

Your participation is entirely voluntary. You are free to skip any questions or stop at any time. After 
the graduation ceremony, all your data will be permanently deleted. 

Contact Information 
If you have any questions about the study or your participation, please feel free to contact me or my 
supervisors: 
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Supervisor 1
Nazli Cila
Email: N.Cila@tudelft.nl

Supervisor 2
Karin Bogdanova
Email: E.Bogdanova@tudelft.nl

Explicit Consent Points
Below, you can find a list of Explicit consent points relevant to the study.

 PLEASE TICK THE APPROPRIATE BOXES Yes No 

A: GENERAL AGREEMENT – RESEARCH GOALS, PARTICIPANT TASKS AND VOLUNTARY 
PARTICIPATION 

1. I have read and understood the study information dated 3-7-2025, or it has been read to me. I
have been able to ask questions about the study, and my questions have been answered to my
satisfaction.

☐ ☐

2. I consent voluntarily to participate in this study and understand that I can refuse to answer
questions. I can withdraw from the study at any time, without giving a reason.

☐ ☐

3. I understand that taking part in the study involves:

• An audio recording, which will be destroyed after transcribing
• A qualitative interview transcribed as text

☐ ☐

4. I understand that I will not be compensated for my participation. ☐ ☐

5. I understand the study will end on 1-11-2025, after the graduation ceremony. ☐ ☐

B: POTENTIAL RISKS OF PARTICIPATING (INCLUDING DATA PROTECTION) 

6. I understand that taking part in the study involves the following risks:

• Emotional discomfort after discussing your experiences

I understand that these risks will be mitigated by:

• You may stop participating at any time without any consequences

• You are encouraged to share only as much as you are willing to share.

☐ ☐

7. I understand that taking part in the study also involves collecting the following information:

• Personally Identifiable Information (PII): Name, Email address, Phone number

• Personally Identifiable Research Data (PIRD): Voice recordings

☐ ☐

8. I understand that the following steps will be taken to minimise the threat of a data breach and
protect my identity in the event of such a breach :

• Anonymisation of all data

• Secure storage in protected locations

• Use of pseudonyms in any reports or publications

☐ ☐

 PLEASE TICK THE APPROPRIATE BOXES Yes No 

10. I understand that personal information collected about me that can identify me, such as my
name or phone number, will not be shared with anyone else besides the corresponding
researcher.

☐ ☐

11. I understand that the (identifiable) personal data I provide will be destroyed directly after the
graduation ceremony (1-11-2025)

☐ ☐

C: RESEARCH PUBLICATION, DISSEMINATION, AND APPLICATION 

12. I understand that after the research study, the de-identified information I provide will be used
for the main researcher's graduation report and the presentation during the researcher's defence.

☐ ☐

13. I agree that my responses, views, or other input can be quoted with a pseudonym in research
outputs.

☐ ☐

D: (LONGTERM) DATA STORAGE, ACCESS, AND REUSE 

16. I give permission for the de-identified quotes I provide to be archived in the IDE graduation
repository to be used for future research and learning.

☐ ☐

17. I understand that access to this repository is open. ☐ ☐
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Digital Twins in Psychiatric Healthcare 

Delft University of Technology 
HUMAN RESEARCH ETHICS 

You are being invited to participate in a Master’s thesis research study titled Digital Twins in 
Psychiatric Healthcare. This study is being conducted by Dieuwertje den Besten from Delft University 
of Technology (TU Delft), in collaboration with GGZ Noord-Holland-Noord. 

Purpose of the Study 
There is a growing wave of new technologies that use data and AI to improve how care is delivered. 
Many argue that these innovations will enhance or even transform care practices. To make these 
innovations more meaningful, the values of people who will eventually use them should be carefully 
considered. 
Therefore, the purpose of this research is to gain insights from individuals with lived experience of 
PTSD and related health experts. Your input will help ensure that the speculative design prototype 
reflects your perspective in a meaningful and respectful way. 

What Participation Involves 
Participation will take a maximum of 90 minutes. You will be asked to test a speculative prototype 
and share your reflections in an interview. 

The prototype will consist of an interactive digital scenario, presented on a laptop, which guides you 
through a fictional story about digital twins. You will be asked to interact with the text (for example, 
by clicking through the story, or adding/erasing short passages), explore the scenario, and then 
share your thoughts in a follow-up discussion with the researcher. 

This prototype is exploratory only. It is not a finished product, not a medical or therapeutic tool, and 
has no treatment purpose. You may pause or stop your participation at any time without any 
consequences. 

With your consent, photos could be taken of the interaction with the prototype (for example, your 
hands on the keyboard or the screen), but these will never show your face and will be anonymised. 

Your Wellbeing 
If you feel uncomfortable or don’t want to continue, you can always take a break or quit the test. You 
may withdraw from the research at any time, without any consequences. After the prototype testing 
and interview, any insights, quotes, or transcripts will be shared with you for review and approval. 

Confidentiality and Data Protection 
As with any online activity, there is a small risk of a data breach. To the best of our ability, your 
responses will remain confidential. All personal data will be anonymised and securely stored in 
OneDrive or on my personal hard drive, which only the researcher can access. 

In the interview transcripts, your name and any identifying details will be replaced with a pseudonym 
(a made-up name). You can come up with a pseudonym yourself. This ensures your contributions 
remain personal but private, and pseudonyms will be used when referring to any quotes in reports or 
publications. 

Your participation is entirely voluntary. You are free to skip any questions or stop at any time. After 
the graduation ceremony, all your data will be permanently deleted. 
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Contact Information
If you have any questions about the study or your participation, please feel free to contact me or my
supervisors:

Corresponding Researcher
Dieuwertje den Besten
Email: dadenbesten@tudelft.nl
Telephone: +31 (0)6 1747 7792

Supervisor 1
Nazli Cila
Email: N.Cila@tudelft.nl

Supervisor 2
Karin Bogdanova
Email: E.Bogdanova@tudelft.nl

Explicit Consent Points
Below, you can find a list of Explicit consent points relevant to the study.

 PLEASE TICK THE APPROPRIATE BOXES Yes No 

A: GENERAL AGREEMENT – RESEARCH GOALS, PARTICIPANT TASKS AND VOLUNTARY 
PARTICIPATION 

1. I have read and understood the study information dated 3-7-2025, or it has been read to me. I
have been able to ask questions about the study, and my questions have been answered to my
satisfaction.

☐ ☐

2. I consent voluntarily to participate in this study and understand that I can refuse to answer
questions. I can withdraw from the study at any time, without giving a reason.

☐ ☐

3. I understand that taking part in the study involves:

• An audio recording, which will be destroyed after transcribing
• Pictures with your face blurred out
• A qualitative interview transcribed as text

☐ ☐

4. I understand that I will not be compensated for my participation. ☐ ☐

5. I understand the study will end on 1-11-2025, after the graduation ceremony.

B: POTENTIAL RISKS OF PARTICIPATING (INCLUDING DATA PROTECTION) 

6. I understand that taking part in the study involves the following risks:

• Emotional discomfort when reflecting on the prototype or your views.

I understand that these risks will be mitigated by:

• You may stop participating at any time without any consequences.

• You are encouraged to share only as much as you are willing to share.

• The prototype session is designed to be playful and focuses only on your experience while
interacting with the prototype, without requiring you to discuss personal experiences
beyond that.

☐ ☐

 PLEASE TICK THE APPROPRIATE BOXES Yes No 

7. I understand that taking part in the study also involves collecting the following information:

• Personally Identifiable Information (PII): Name, Email address, Phone number

• Personally Identifiable Research Data (PIRD): Voice recordings, Pictures (these will not
include your face and will be anonymised)

☐ ☐

8. I understand that the following steps will be taken to minimise the threat of a data breach and
protect my identity in the event of such a breach :

• Anonymisation of all data

• Blurring any personal details in the pictures

• Secure storage in protected locations

• Use of pseudonyms in any reports or publications

☐ ☐

10. I understand that personal information collected about me that can identify me, such as my
name or phone number, will not be shared with anyone else besides the corresponding
researcher.

☐ ☐

11. I understand that the (identifiable) personal data I provide will be destroyed directly after the
graduation ceremony (1-11-2025)

☐ ☐

C: RESEARCH PUBLICATION, DISSEMINATION, AND APPLICATION 

12. I understand that after the research study, the de-identified information I provide will be used
for the main researcher's graduation report and the presentation during the researcher's defence.

☐ ☐

13. I agree that my responses, views, or other input can be quoted with a pseudonym in research
outputs.

☐ ☐

D: (LONGTERM) DATA STORAGE, ACCESS, AND REUSE 

16. I give permission for the de-identified quotes and pictures I provide to be archived in the IDE
graduation repository to be used for future research and learning.

☐ ☐

17. I understand that access to this repository is open. ☐ ☐
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Appendix B) Personas 
resulting from expert 
interviews
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Appendix C) Ideation based on tensions
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Idea 1: Datafication vs intuition
 
 
  
The digital twin scans the wearable of a patient, uses personal data through digital 
phenotyping. Once processed the twin presents a deck of tarot cards, each reflecting 
a hidden narrative. The patient must intuitively interpret the card. After this self-re-
flection, the twin reveals the clinical prognosis after which the patient is urged to take 
a prescriptive medicine.

Idea 2:
 
Person places phone in reader and starts walking around the room. The canary starts 
making sounds as soon as a potential trigger is detected.

Idea 3:
A digital twin is connected to someone’s house. Objects in the house react based on 
the prognosis of a patient and start trying to influence the behaviour of the person. 

Idea 4: 
Glasses blur triggers out of someone’s sight.
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Appendix D) In-between 
clustering steps from the 
thematic analysis

step 1
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step 2 step 3
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step 4 step 5
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step 6, revisiting old tensions step 6, translating it in a scenario
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Test Plan
Consentform signed
Therefore it will be less provocative.

There will be honesty about it not being a real prototype, in order to keep their trust.

The guidelines from the Chayn Network will be followed in order to test responsibly.

Not consequential, but experiential

Thinking out loud

Semi-structured interview

Interacting with the prototype

Different from previous tests:

Explore the nuance, less dystopian but more melancholic
Make it more hopeful and more suitable for people with PTSD

Introduction
Thank you for participating in this study. In this session, you will interact with a spe-
culative prototype. It is not a real, functioning technology, but rather an interactive 
slideshow designed to look realistic. The goal is to imagine how digital twin techno-
logy could be used in the future and to provoke critical reflection about its possible 
benefits and risks.
Some aspects of the prototype are deliberately exaggerated to stimulate discussion. 
If something does not work as expected, this is due to the design, not to you. What 
matters is hearing your perspective about how you imagine this technology might 
work in the future and whether you think it should exist at all.
During the test, I would like you to think out loud while interacting with the prototype. 
All your thoughts are valuable for this research. At times, I may also ask follow-up 
questions about specific elements. If you do not wish to continue at any point, you 
can pause or stop the session.

Appendix E) Test plan for testing the final 
speculative prototype with people with 
PTSD

To capture your reflections, I will record this session with a voice memo. If you are not 
comfortable with recording, I can take notes instead.

After the interaction, I will ask a few questions about the prototype and about your 
views on digital twin technology in general. I will not ask about your personal life. You 
may always skip questions, take a break, or end participation.

Main goals of this test

To explore whether a more nuanced speculation still provokes critical reflection on 
the use of digital twins in psychiatric healthcare for people with PTSD.
To understand participants’ emotional and cognitive reactions to the prototype.
To specifically understand how people with lived experience PTSD react to this pro-
totype.
To check whether the values of people with PTSD have been incorporated in a correct 
way.
To learn how participants respond to the predictions generated based on their input.
To identify preferences for different types of solutions (e.g., clinical vs. alternati approa-
ches).
To see whether the tone of solutions (from prescriptive to optional) influences parti-
cipants’ responses.

What are the research questions of this test?
Does a more nuanced speculation also provoke enough reflection about the use of 
digital twins in the future?
What kind of reaction would this experiential prototype provoke?
What do people think about the way it also makes a prediction based on their input?
What kind of solution would they prefer? More clinical or alternative?
Would the tone of the solution matter to the user, ranging from prescriptive to more 
optional

.
Questions to ask:

Before

Imagine that you have been wearing this watch for a whole day, and that your phone 
is connected to my laptop. Your data has been gathered and analysed. In order to 
check the data with your own lived experience, you are asked to tell your story about 
your own experiences. It will then align your story with your data.

Screen 1 - voice recording

You can record your voice or just type. This can be a real story, but you can also keep 
it fictional.
Of the record: it is not really recording and / or storing your voice.
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Screen 2 - choosing tarot cards

What do you think of these cards?
Do they help you tell your story?

Screen 3 - dashboard

It is now showing an analysis based on the story you told and the cards you chose. It 
is aligning it with the physiological data it has gathered.
What do you think of the way it tries to incorporate your own lived experience into 
the analysis?
What do you think of the ‘physiological data’ it is showing you?
Would you believe this dashboard?
Would you like to see more or less information?
Would you even want to know what is being measured?
More you’d like to share?

Screen 4 - detailed analysis

What do you think of the digital twin having gathered all this data?
Would you believe it?
How do you feel about it using your data for this analysis?

Screen 5 - choose intervention

	 What do you think about this page?
	 Are these interventions that would help you?
	 What would you choose and why?
	 Would you prefer clinical or holistic?
	 Does the tone of voice matter for your choice?

Explain about the prescriptiveness of the tone.

	 Do you feel like it is taking you seriously by offering you this list of interventions?
	 Do you think interventions are missing from this list?
	 Would you even want a prescripted intervention by a digital twin?

Screen 6 - predicted intervention

Would you like to know how your mental state is improving in the future?
Show the participant the difference between the interventions and the predictions.
What would you choose based on the predictions per intervention?
Would you follow the predictions or rather choose your own preference?

Screen 7 - tarot card prediction
	 What do you think of this type of intervention?
	 What do you think of it predicting your future state?

	 What do you think of the way it is set up now with a tarot card.
	 What do you think of the tone of voice?

Screen 8 - reflection page
After
	 What are your first thoughts after this experience?
	 How do you feel about the way it has used your data in order to help you choose 
an intervention?
	 How do you feel about the way it has predicted for you which intervention 
would have most effect?
What are your feelings when going through this prototype.
	 Positive or negative?
What do you think of this technology in general?
	 Should it be used or stopped?
If it would be used; in what way?
	 If stopped; why?
	 If you could design a digital twin for yourself. What would it look like?
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Appendix F) Formation of 
three domains through 
reflexive analysis
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