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S U M M A RY

A growing number of citizens, that increasingly lives in large urban areas, are exposed
to high concentrations of polluting and harmful species. The large impact on public
health requires appropriate measures to improve the air quality. Therefore, accurate
models to predict dispersion of pollutants in urban environments are necessary. Never-
theless, the current dispersion models are often unable to accurately predict pollutant
concentrations in urban areas. The complex turbulent flow around individual buildings
and streets makes it difficult to obtain accurate pollutant concentration levels from the
(often) statistical dispersion models.

The aim of this thesis is to contribute to the understanding of urban flow and pollu-
tant dispersion mechanisms. First of all, the characteristics of internal shear layers in a
boundary layer at laboratory scale are researched. Stereoscopic particle image velocime-
try (PIV) measurements show the presence of thin shear layers that separate large scale
uniform momentum zones. A conditional sampling approach reveals that these internal
layers depict similar characteristics compared to a layer that separates turbulent flow
from non-turbulent flow. A first order jump model is derived for these internal layers,
with which growth rates can be estimated. The results indicate that the average internal
shear layers move only slowly, i.e. on the order of the average boundary layer growth
rate, while the wall-normal velocity of these layers increases away from the wall. As a
result, large scale zones only grow slowly.

The influence of these large scale structures on the dispersion of a passive scalar is
investigated by means of a simultaneous tomographic PIV and laser-induced fluores-
cence (LIF) experiment. Based on the probability density functions of the instantaneous
realization of the velocity and scalar concentration, several uniform zones can be iden-
tified in the velocity field and the concentration field. In at least 75% of the snapshots
multiple zones can be identified. Concentrations zones are on average slightly bigger
compared to momentum zones. Conditional statistics around the edges of both zones
clearly show that these edges work as barriers to scalar transport.

The second part of this thesis contains the results of velocity and passive scalar con-
centration measurements over an idealized urban geometry that is submerged in a
scaled version of the atmospheric boundary layer. Specifically, research is done on a
roughness transition that is usually found at the edge of urban areas, where the rough-
ness changes from rural terrain (low roughness) to urban areas (high roughness). The
buildings in this geometry are represented as cubes or bars. Furthermore, a highway
is modelled as a uniform line source, and the vehicle emissions are modelled as a pas-
sive scalar that neither interacts with itself, nor influences the flow field. Simultaneous
stereoscopic PIV and LIF measurements allow to study the influence of flow structures
on dispersion processes. First of all, the influence of the urban geometry is researched.
The aspect ratio (length l versus width w ratio) of the buildings is systematically varied
over a range of 1 < l/w < ∞. The results are compared with ’large-eddy simulation’
(LES) results. Independently, both methods predict the same velocity and concentration
statistics to within a few percent. Small differences can be explained based on the ac-

v



curacy of both methods. In all investigated geometries, the ventilation of the first three
streets after the roughness transition is dominated by the advective concentration flux,
while turbulence in all cases acts to remove pollutants out of the streets. A joint prob-
ability density function of the streamwise velocity fluctuations and the wall-normal
concentration flux at roof level indicates that low-momentum fluid is responsible for
street canyon ventilation. Based on a linear stochastic estimation, an average flow struc-
ture is obtained, which is associated with street ventilation. This structure reveals a
large scale low-momentum region that spans multiple streets. Furthermore the height
of this structure increases with increasing aspect ratio. In accordance with existing liter-
ature, no clear Reynolds number dependence is observed for the chosen geometry over
the range h+ = uτh/ν = 209− 598.

Finally, the effect of a sound barrier on pollutant concentrations and dispersion mech-
anisms is researched. The noise barrier, modelled as a 2D fence and located in between
the pollutant source and the urban roughness, results in a very distinct shear layer
that marks the start of a new internal boundary layer. This internal boundary layer
grows in case of a higher fence. As a result of this increased boundary layer height,
the concentration behind the fence decreases compared to the case without the sound
barrier. A quadrant analysis shows that both ’sweeps’ and ’ejections’ are important for
street canyon ventilation. A simplified mixing length model is created. The most impor-
tant parameters for such a model are the roughness geometry and the development of
the internal boundary layer. Besides this, the concentration field in the fully-developed
region can be parametrized solely based upon the properties of this newly formed in-
ternal boundary layer.

The results in this thesis show that combined PIV and LIF measurements are suitable
methods to study pollutant dispersion in urban areas. Combined with LES simulations
they offer the ability to perform accurate dispersion research. Nevertheless, the use of
these experimental techniques is likely to be limited to the academic field only, as it
is impractical to perform these type of experiments to the great variety in practical
situations. Therefore, fast derived models remain important for dispersion research in
more practical situations, i.e. for instance in the calculation of yearly average concentra-
tion levels. Based on the results in this thesis, several perspectives are given for new or
improved models that can be used to effectively model pollutant dispersion in urban
environments.

vi



S A M E N VAT T I N G

Een groeiend aantal burgers, die in toenemende mate in grote stedelijke omgevingen
woont, worden blootgesteld aan hoge concentraties vervuilende en schadelijke stof-
fen. De impact op de bevolkingsgezondheid is dusdanig groot dat het van belang is
geschikte maatregelen te nemen die de luchtkwaliteit te verbeteren. Het is daarom van
belang om verspreiding van fijnstof in stedelijke omgevingen adequaat te voorspellen.
Desondanks zijn de huidige verspreidingsmodellen vaak niet in staat om de concen-
traties van fijnstof in urbane omgevingen accuraat te voorspellen. De complexe turbu-
lente stroming om individuele gebouwen en straten bemoeilijkt het om uit de (veelal)
statistische verspreidingsmodellen correcte fijnstof concentraties te voorspellen.

Het doel van deze thesis is om bij te dragen aan kennis op het gebied van urbane
stromingen en verspreidingsmechanismen. Allereerst worden de eigenschappen van
interne schuiflagen (shear layers) in een grenslaag op laboratoriumschaal onderzocht.
Stereoscopische particle image velocimetry (PIV) metingen laten dunne lagen zien in
een grenslaag die grootschalige uniforme impuls zones scheiden. Een conditioneel
statistische aanpak over deze lagen laat zien dat deze lagen soortgelijke karakteristieken
vertonen als de laag die een turbulente stroming separeert van een niet-turbulente stro-
ming. Een eerste orde ’jump’ model is afgeleidt voor de interne lagen, waarmee groeis-
nelheden voor interne lagen kunnen worden afgeleidt. Hieruit blijkt dat een gemid-
delde interne laag slechts langzaam van de wand af beweegt, i.e. in de orde van de
gemiddelde grenslaaggroei, terwijl de wand-normale snelheid toeneemt verder van de
wand af. Dit heeft als gevolg dat grootschalige zones in een grenslaag slechts langzaam
groeien.

De invloed van deze grootschalige structuren op de verspreiding van een passieve
scalair is onderzocht door middel van een simultaan tomografisch PIV en laser-induced
fluorescence (LIF) experiment. Op basis van kansdichtheidsfuncties van instantane re-
alisaties van snelheid en concentratie zijn duidelijk meerdere uniforme zones te onder-
scheiden in het snelheidsveld en in het concentratieveld. Beide zones overlappen voor
een groot gedeelte. In het overgrote deel van de samples zijn meerdere zones te on-
derscheiden, waarbij concentraties zones gemiddeld iets groter zijn dan impuls zones.
Conditionele statistieken over de randen van beide soorten zones laat duidelijk zien dat
de randen functioneren als barriëres voor scalair transport.

Het tweede deel van dit proefschrift bevat de resultaten van snelheids- en concen-
tratie metingen gedaan over een geïdealiseerde stedelijke omgeving in een geschaalde
versie van de atmosferische grenslaag. Specifiek is hier gekeken naar een ruwheid-
stransitie die vaak aan de rand van stedelijke omgevingen wordt gevonden, waarbij
de oppervlaktestructuur verandert van landelijk terrein (met een lage ruwheid) naar
stedelijk gebied (hoge ruwheid). De gebouwen in deze geometrie worden voorgesteld
door kubusjes en staven. Daarnaast is een snelweg gemodelleerd als een uniforme li-
jnbron, en de uitstoot van verkeer wordt gemodelleerd als passieve deeltjes die niet
reageren met elkaar en ook de stroming niet beïnvloeden. Simultane stereoscopische
PIV en LIF metingen maken het mogelijk om de invloed van stromingsstructuren op
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verspreidingsprocessen te bestuderen. Allereerst is in dit gedeelte de invloed van de
gebouwgeometrie bekeken. De vormverhouding (lengte l versus de breedte w verhoud-
ing) van de gebouwen is systematisch gevarieerd over het bereik 1 < l/w < ∞. De
resultaten zijn vergeleken met ’large-eddy simulation’ (LES) resultaten. Onafhankelijk
van elkaar laten de experimenten en de simulaties vrijwel dezelfde snelheids- en con-
centratiestatistieken zien. Kleine verschillen kunnen worden uitgelegd aan de hand van
de nauwkeurigheid van beide methodes. In alle onderzochte geometrieën blijkt dat
de ventilatie van de eerste drie straten na de ruwheidstransitie gedomineerd wordt
door de advectieve concentratieflux, terwijl turbulentie er in alle gevallen voor zorgt
dat fijnstof de straat uit getransporteerd wordt. Een gecombineerde kansdichtheidfunc-
tie van de stroomwaartse snelheidsfluctuaties en de wand-normale concentratieflux op
dakniveau laat zien dat lage impuls stroming verantwoordelijk is voor straat ventilatie.
Op basis van een lineaire stochastische benadering is een gemiddelde stromingsstruc-
tuur afgeleid die verantwoordelijk is voor deze straat ventilatie. Het resultaat laat een
grootschalige lage impuls structuur zien die meerdere straten beslaat. Verder groeit de
hoogte met een toenemende vormverhouding. In overeenstemming met resultaten uit
de literatuur blijkt ook hier dat de resultaten voor de gekozen geometrie geen duidelijke
Reynolds getal afhankelijkheid laten zien over de range van h+ = uτh/ν = 209− 598.

Als laatste is het effect van een geluidsscherm op fijnstof concentraties en versprei-
dingsmechanismen onderzocht. De geluidswal, gemodelleerd als een 2d scherm, zorgt
voor een sterke schuiflaag die het begin markeert van een nieuwe interne grenslaag.
Deze interne grenslaag wordt hoger naarmate het scherm hoger wordt. Door deze
toegenomen grenslaaghoogte neemt de concentratie achter de geluidswal af ten opzichte
van de casus zonder geluidswal. Een kwadranten analyse toont aan dat ’sweeps’ en
’ejections’ belangrijk zijn voor straat ventilatie. Een eenvoudig mengweg-lengte model
is opgesteld waarbij het belangrijk is om de ruwheidsgeometrie en de ontwikkeling van
de interne grenslaag mee te nemen. Daarnaast kan het concentratieveld in het volledig
ontwikkelde gebied geparametriseert worden met op basis van de eigenschappen van
de nieuw gevormde interne grenslaag.

De resultaten van dit proefschrift laten zien dat gecombineerde PIV en LIF metin-
gen goede methodes zijn om dispersie in urbane omgevingen te bestuderen. Gecombi-
neerd met nauwkeurige LES simulaties bieden ze de mogelijkheid om nauwkeurig ver-
spreidingsonderzoek te doen. Desondanks zal het gebruik van dit soort experimenten
in veel gevallen beperkt blijven tot het onderzoeksveld, aangezien het onuitvoerbaar
is om dit type experimenten uit te voeren bij de grote variëteit van praktische situ-
aties. Daarom blijven afgeleide modellen van groot belang voor dispersiemodellering
in meer praktische situaties, bijvoorbeeld in het berekenen van jaarlijkse gemiddelde
concentraties. Aan de hand van de resultaten in dit proefschrift worden verschillende
perspectieven geboden voor nieuwe of aangepaste modellen waarmee verspreiding in
urbane omgevingen effectief gemodelleerd kan worden.
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ε integration distance below/above interface (Chapter 2) m

ε extinction coefficient fluorescent dye m

ζ quality parameter for vector field divergence -

η Kolmogorov length scale m

θ momentum thickness m

xii



κ von Kármán constant -

Λ length of dominant flow structure m

λ obstacle area density -

λB Batchelor length scale m

λ f frontal area density -

λp plan area density -

λT Taylor micro-scale m

ν kinematic viscosity m2/s

νsgs SGS viscosity m2/s

νT turbulent viscosity m2/s

Π, Πc,Πu measures for overlap between UMZ and UCZ -

τij SGS stress tensor -

σ gaussian filter width m

φs source volume flow rate m3/s

Ωz out-of-plane vorticity 1/s

Operator symbols

Symbol Description Units

(..) temporal average, i.e. ’mean’ -

(..)′ fluctuating component -

〈..〉 conditional average (Chapter 2,3) -

〈..〉 spatial average (Chapter 4) -

(̃..) quantity expressed in BRF (Chapter 2,3) -

(̃..) LES filtering operation (Chapter 4) -

(..)e conditional average from LSE -

Superscripts

Symbol Description Units

(..)+ quantity normalized with viscous length scale δv -

xiii
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1.1 background

the problem of urban air pollution

Almost everyone is familiar with pictures from unbearably polluted cities with smog
concentration that are well above permitted levels. Nearly every week there is a news
story related to the problem of urban air pollution. Health studies show that the impact
of urban air pollution on the public health should not be underestimated. The problem
of air pollution is probably as old as humanity. The ancient city of Rome also suffered
from this problem according to the Roman philosopher Seneca, who wrote in AD 61:
As soon as I had escaped the heavy air of Rome and the stench of its smoky chimneys, which
when stirred poured forth whatever pestilent vapours and soot they held enclosed, I felt a change
in my disposition. The wood fires to cook food and the coal-fired central heating systems
generated a significant amount of air pollution. However, the problem took serious
proportions during the industrial revolution. Large coal-fired factories in densely pop-
ulated urban areas exposed a huge amount of citizens to significant concentrations of
hazardous and toxic exhaust gases. Even nowadays, this problem is still relevant as the
World Health Organization (WHO) estimated that more than 80% of the people living
in urban enviroments are exposed for a prolonged time to unhealthy air that exceeds
the allowed pollutant concentration levels [1].

The topic of urban air pollution is clearly of great societal interest. The health effects
associated with air pollution are severe: acute cardiovascular and respiratory diseases,
lung cancer, chronic cardiovascular diseases, asthma, COPD, and infant mortality [2].
In 2014, the WHO announced that 7 million annual deaths can directly be linked to
air pollution [3]. The increasing awareness of these detrimental health effects enforced
several governments to take measures. In the late 90s, the European Union established
limit values and alert thresholds for several harmful species in the atmosphere to pre-
vent or reduce the harmful effects on human health and the environment [4]. The Dutch
government turned these guidelines into practice by starting up the program Nationaal
Samenwerkingsprogramma Luchtkwaliteit. This program is ment to take appropriate mea-
sures at both national and regional level to enhance the air quality in The Netherlands
[5]. Examples of the measures taken by the Dutch government include the promotion
of cleaner cars, and accelerating the development of sustainable energy rescources like
wind, water and solar power.

1
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Despite the fact that a certain amount of progress has been made (in particularly the
western world), urban air pollution remains a significant problem, and it will remain so
for the coming few decades as the energy consumption and the demand for fossil fuels
keep growing. The aforementioned problems motivate to a large extent the contents of
this thesis.

current modelling approaches

To take appropriate and effective measures, it is of prime importance to know how pol-
lutant dispersion occurs in urban environments. Modelling of pollutant dispersion pro-
cesses in urban environments is often done by employing Gaussian plume models [6].
This is a (strongly idealized) analytical solution to the turbulent convection-diffusion
equation, i.e. a homogeneous, steady-state flow and a steady-state point source are as-
sumed. It further assumes that the concentration of a continuous source is proportional
to the emission rate, inversely proportional to the wind speed and that the time aver-
aged horizontal and vertical pollutant concentrations are well described by a Gaussian
shaped profile [7]. Due to its simplicity and its low computational cost this Gaussian
plume model remains the favourite choice for many dispersion toolboxes. These models
are especially suited to simulate an eleveated point or line source, i.e. a high rise chim-
ney, in open terrain. For instance, the Nieuw Nationaal Model [8] which is the current
Dutch dispersion model is completely based upon this Gaussian plume model. Despite
its popularity, there are a number of serious drawbacks related to this model. First of
all, mean wind profiles and turbulence profiles are assumed to be homogeneous (at
least) in horizontal direction; an assumption that certainly fails in actual atmospheric
flows over urban canopies. Secondly, it is good to realize that this model is inappropri-
ate at low wind velocities, in which diffusion dominates over convection. Furthermore,
Gaussian plume models are more suited to provide long-term averages compared to
instantaneous pollutant concentration predictions. This might become important in an
emergency, for instance in case of an accidental hazardous release of toxic materials in
urban areas [9]. Finally, the pollutant concentrations close to the emission source are
difficult to predict, with increasing uncertainty for emission sources close to the wall in
complex urban environments [8].

There are a number of studies that propose dispersion models for more general urban
conditions; see Vardoulakis et al. [7] for an overview on these models. Usually these
models are based on the local geometry of streets or buildings, and empirical relations
[10–12]. For instance, Soulhac et al. [11] proposes the SIRANE model, which essentially
decomposes the domain in a canopy part and the overlying atmosphere. The canopy
part consists of a series of box models, which are used for each street canyon and street
intersection. Between each of these elements, exchange coefficient and air fluxes are
defined. Furthermore, dispersion in the overhead atmosphere is governed by a modified
Gaussian plume model.

The main reason to employ (semi) empirical models is the inherent difficulty in pre-
dicting flow in urban geometries, where each building induces a complex flow pattern.
Especially at the neighborhood scale (100-1000 meter), dispersion is controlled by a
complex interaction of turbulent mixing and mean flow transport through the streets
[13]. Hence, parameterization of this type of situations remains a challenge. A recently
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developed analytical model for the boundary layer flow over rectangular-prism rough-
ness elements is given by Yang et al. [14]. Though a promising approach, the analytical
model is only accurate when the location of flow separation can be easily predicted,
which poses a limitation to the applicability of this model to (more complex) real life
situations.

From the previous observations it is clear that there is a need for understanding dis-
persion characteristics in urban environments. One way of gathering this knowledge is
to perform full-scale measurements in existing cities [15–18]. However, a serious draw-
back of this approach is the fact that the results obtained in such studies are limited to
that specific geometry. The reason is that topological dispersion, i.e. dispersion related
to the geometrical layout, plays a major role in urban dispersion processes [13]. Further-
more, it is difficult to assess the influence of a single parameter (e.g. wind direction)
as all atmospheric variables continuously vary in time. Finally, the resolution of these
measurements is usually limited to a few measurement points only.

Therefore, in this thesis dispersion processes are studied in a laboratory setup with
the aid of optical measurements techniques like particle image velocimetry (PIV) and laser
induced fluorescence (LIF). These methods provide whole field measurements of two or
three velocity components (PIV) or the scalar concentration field (LIF). This approach
enables us to systematically vary a single parameter and assess its effect on dispersion.

structure of turbulent flows

Turbulence is characterized by highly chaotic and disorderly motions, with a strong
spatial and temporal variation. Understanding the motions and physics of turbulence is
interesting from various perspectives. For instance, ships and airliners use up to half of
their fuel consumption to overcome the drag that is associated with turbulent boundary
layers (TBL). On the other hand, mixing and heat transfer processes are significantly
enhanced by the presence of turbulence [19]. Also dispersion in the lower part of the
atmospheric boundary layer (ABL) and the urban boundary layer (UBL) [20] is greatly
influenced by turbulence.

Despite their chaotic character, wall-bounded turbulent flows demonstrate a certain
degree of coherency, i.e instantaneous velocity fields exhibit organized motions [19]. A
coherent structure may loosely be defined as an organized motion that is persistent
in time and space, and that contributes significantly to transport of heat, mass and
momentum [21]. A recent overview of different coherent structures in wall-bounded
turbulence is given by Marusic et al. [21]. An example of such a structure is the uniform
momentum zone (UMZ) in a turbulent boundary layer, which was first reported by
Meinhart and Adrian [22]. These large-scale zones appear in instantaneous snapshots
of the flow as distinct peaks in the probability density function (PDF) of the streamwise
velocity. While the interior of these zones are relatively quiescent regions, the edges
of these zones are populated by thin layers of high shear. Research by Morris et al.
[23] showed that these uniform momentum zones also exist in the atmospheric surface
layer at a much higher Reynolds number. Furthermore, Michioka et al. [24] showed that
large-scale low-momentum zones passing over a street canyon reveal a large overlap
with patches of high concentration of a passive scalar at that location, which were
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released at street level. Hence, street canyon ventilation is significantly enhanced when
a low-momentum region passes over.

1.2 aim of the thesis

The overarching goal of this thesis is to understand urban dispersion with the aim to
improve dispersion modelling in urban environments. This thesis adds to this research
area by first of all studying the dispersion of a passive scalar in a TBL. The TBL can
be viewed as made up of UMZs and shear layers, where UMZs are relative quiescent
regions bounded by dynamically active shear layers (see previous paragraph). One of
the key issues is to detect and quantify the characteristics of these internal shear layers.
These results are used to deduce growth rates of the large scale zones that are bounded
by them. Secondly, the influence of large scale uniform momentum zones and the ac-
companying shear layers on the dispersion of a passive scalar is studied. Specifically it
will be shown that next to UMZs also so-called uniform concentration zones are present
in the TBL. However, it is presently unclear how significant these UMZs are in passive
scalar transport.

The second goal of this thesis is to study the transport of pollutants around an ide-
alized urban geometry in a scaled version of the atmospheric boundary layer. Whereas
the majority of the atmospheric dispersion studies focus on so-called ’fully-developed’
conditions, relatively little is known about pollutant dispersion when the urban flow
experiences a sudden roughness transition, e.g. the transition from rural to urban ter-
rain. The objectives of this study are to set-up a well-validated data set for flow and
pollutant dispersion over a roughness transition. Furthermore, the research questions
of this second part are:

• What is the influence of varying the spanwise length scale of the roughness on
a rural-to-urban transition in terms of velocity statistics, internal boundary layer
depth and pollutant dispersion?

• What are the dominant pollutant removal mechanisms from street canyons and
how do these change in the transition region?

• What is the influence of the Reynolds number on the flow statistics and pollutant
dispersion mechanisms?

• What is the influence of a fence on the flow and concentration characteristics in
the urban canopy after a roughness transition?

Finally, the results of this research are used to propose an updated mixing-length model
[25] for high density urban canopies in case of a roughness transition.

1.3 outline of the thesis

This thesis consists of four remaining separate chapters, which can broadly be divided
into two parts. Chapters 2-3 provide results on the fundamental aspects of coherent
structures in TBLs (Chapter 2) and their relation to passive scalar transport (Chapter
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3). The second part, i.e. Chapter 4, discusses the dispersion of a passive scalar in an
idealized urban geometry that is submerged in a scaled atmospheric boundary layer.

Chapter 2 comprises the characteristics of the T/NT interface and internal shear lay-
ers. Conditional statistics are used to quantify the entrainment velocities of these layers,
which are interpreted as growth rates for large scale regions. The approach is validated
by performing the same conditional analysis around the T/NT interface, for which a
theoretical prediction is available.

A simultaneous scanning tomographic particle image velocimetry (TPIV) and LIF
measurement on a TBL is described in detail in Chapter 3. Attention is paid to the
accuracy assessment of the combined velocity and concentration fields. These results
are then used to elucidate the link between the dispersion of a passive scalar and the
presence of large scale organized structures, i.e. uniform momentum zones, that are
present in a TBL [22]. More specifically, it is shown that the concentration fields exhibit
so-called uniform concentration zones (UCZ), which depict a significant geometrical
overlap with the UMZs. Conditional analysis is performed around the edges of these
UMZs and UCZs indicating that both are characterized by distinct jumps in either
velocity (UMZ) or concentration (UCZ) statistics.

The dispersion of a passive scalar in an idealized urban geometry is studied in Chap-
ter 4. Instead of studying pollutant dispersion under so-called ’fully-developed’ urban
roughness conditions, this chapter deals with pollutant dispersion in case of a rough-
ness transition, i.e. the transition from rural to urban terrain. The simultaneous PIV/LIF
measurements are compared with results from large-eddy simulations (LES). First of all,
the influence of the aspect ratio of the buildings on the velocity- and concentration statis-
tics is shown. Furthermore, the dominant pollutant removal mechanisms are identified,
and the way they change in the transition region is described. Secondly, the influence
of the Reynolds number on the velocity and concentration statistics is discussed. Fi-
nally, the effect of a fence upstream from the urban geometry is discussed. The mixing
length formulation for sparse urban canopies [25], is extended to take into account the
blockage effect in dense urban canopies. Additionally, the concentration field following
a roughness transition is parametrized by scaling it with the internal boundary layer
(IBL) depth and the bulk velocity inside the IBL.

Finally, Chapter 5 summarizes the conclusions of this thesis as a whole, along with
an outlook for further research in the area of pollutant dispersion.
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I N T E R FA C E S A N D I N T E R N A L L AY E R S I N A
T U R B U L E N T B O U N D A RY L AY E R

2.1 introduction

In many fluid flows, such as jets, wakes and boundary layers, the turbulent flow is en-
closed by an irrotational non-turbulent flow domain. The pioneering work of Corssin
and Kistler [27] has shown that there exists a thin layer that separates the turbulent from
the non-turbulent flow, with strong jumps in vorticity and/or velocity across these lay-
ers. Previous research has recognized the significance of these interfaces on the overall
dynamics of the turbulent flow [27–35]. Knowledge on physical mechanisms occurring
at these interfaces is especially important as a number of processes take place at or in
close vicinity of the interface, e.g. it governs the overall growth of the turbulent flow
region as entrainment of non-turbulent fluid into the turbulent flow occurs across this
interface. Previous research on the turbulent/ non-turbulent (T/NT) interface has fo-
cussed on the definition of the interface and on the physical mechanism of entrainment
at the interface. The usual way to detect interfaces is using threshold based methods
[36], giving rise to some arbitrariness in the exact definition of the interface. However,
the consensus is that there exists a T/NT interface that is bounded by a viscous super-
layer that separates the different flow regions [36, 37]. Furthermore, entrainment over
the T/NT interface has been researched for several unbounded flows [29, 31, 33, 34],
where it has been shown that the entrainment process at the T/NT interface is mainly
dominated by a small scale process (’nibbling’). Chauhan et al. [38] has shown that
entrainment over the T/NT interface in a turbulent boundary layer (TBL) is character-
ized by small scale ’nibbling’ whereas large scales present at the interface convolute the
interface. As the large scales govern the overall entrainment, the small scale motions
turn non-turbulent fluid by viscous diffusion into a turbulent state. The characteristics
of the T/NT interface in a TBL has been studied before by Ishihara et al. [39] by direc
numerical simulation (DNS). A sharp drop in conditional two-point correlations were
observed indicating that the T/NT interface acts as a barrier to external non-turbulent
fluctuations.

Thin layers, as described by Corssin and Kistler [27], however are not only found
in the region that separate the turbulent flow from the non-turbulent region, but also
between layers of different turbulent intensities [28, 40]. Recently, internal layers with
similar characteristics as a T/NT interface within homogeneous isotropic turbulence

This chapter is published as: J. Eisma, J. Westerweel, G. Ooms, and G. E. Elsinga, “Interfaces and internal
layers in a turbulent boundary layer,” Phys. Fluids, vol. 27, no. 055103, 2015
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were reported by Ishihara et al. [30, 32]. According to Robinson [41] (and references
therein), internal shear layers have been observed throughout TBLs as well, even in the
outer region of the flow. For instance, Blackwelder and Kovasznay [42] showed that
significant shear layers were observed upstream of large scale motions based on space-
time correlations of hotwire data in a TBL. Meinhart and Adrian [22, their Figure 2]
and Adrian et al. [43, their Figure 17] visually observed internal thin shear layers in
a TBL that separated large scale regions with nearly uniform momentum. These large
scale regions were also observed by others [44], who found that these structures per-
sist over long streamwise distances. The dynamical significance of these large scale
structures has been elucidated in recent years with the evolution of new experimental
measurement techniques [21]. It was found that these large scale regions are statisti-
cally relevant by carrying a significant amount of kinetic energy and have an important
contribution to the Reynolds shear stresses while only occupying a small portion of
the total flow volume [45, 46]. Not only instantaneous observations have been made of
these internal shear layers. Linear stochastic estimation by Christensen and Adrian [47,
their Figure 4] and Hambleton et al. [45, their Figure 6] show clearly structures sepa-
rating two large-scale flow regions. Moreover, it turns out that layered structures were
found to be characteristic of the mean structure associated with the principal strain in
different turbulent flows by Elsinga and Marusic [48], which therefore can be consid-
ered to be typical for turbulent flow fields. Wei et al. [49] have shown that the flow
around the shear layers in a TBL exhibit a scaling related to the macro scales in a TBL.
This indicates that the shear layer is closely related to large scales present in the flow.
Although the relevance of these interfaces and internal layers on the overall dynamics
of the flow has been suggested for unbounded turbulent flows by several authors [28,
33], only minor attention has been paid to the characteristics of these internal layers
present in wall bounded turbulent flows.

In this chapter we examine the characteristics of the T/NT interface and internal lay-
ers that are observed in the instantaneous flow fields in experimental data of a turbulent
boundary layer. In our present work we define internal layers as regions of high shear.
It should be noted that internal layers are not solely characterized by regions of intense
shear; there may also be internal layers without significant shear [28]. Internal layers
and the T/NT interface are shown to have similar characteristics and can be described
by the same theoretical framework. By quantifying the entrainment over the bounding
shear layers, growth rates of the associated large scale regions can be estimated, which
is analogous to the overall TBL growth by the entrainment across the T/NT interface.
This sheds new light on the growth mechanisms of large scale structures in a TBL,
which are bounded by these layers.

The work in this chapter is arranged as follows: section 2.2 describes the experimental
details of the experiment including the global boundary layer properties. Section 2.3 de-
scribes the different detection criteria that are employed for the T/NT interface and the
internal layers. Section 2.4 describes the model that is employed to derive the boundary
entrainment velocity for internal shear layers as well as the external T/NT interface. In
section 2.5 the conditional sampled profiles around these layers are discussed and the
boundary entrainment velocity derived from these statistics is shown. Section 2.6 dis-
cusses the implications of the previous sections in relation to previous obtained results.
Finally, section 2.7 summarizes and draws final conclusions.
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2.2 experimental setup

The experiment is performed in the water tunnel at the Laboratory for Aero- and Hy-
drodynamics at the Delft University of Technology. It has a test section with a length
of 5 m and a cross-section of 0.6× 0.6 m2. Boundary layer measurements were done at
one of the side walls, approximately 3.5 m downstream of a boundary layer trip, at a
free-stream velocity of U∞ = 0.73 m/s. At this location the boundary layer thickness
was δ99 = 74 mm, where δ99 is the wall distance where the velocity has reached 99%
of the free-stream value. The corresponding momentum and displacement thickness
are θ = 8.7 mm and δ∗ = 11.3 mm, resulting in a shape factor H = 1.31, which is
a typical value for a zero-pressure gradient TBL. The Reynolds number based on the
momentum thickness is Reθ = 6578 . Finally, the friction velocity uτ was derived from
a Clauser plot technique (uτ = 26.5 mm/s). The main properties of the boundary layer
are summarized in Table 2.1.

For the stereoscopic PIV measurements the flow is seeded with 10 µm buoyant neu-
tral tracer particles (Sphericell). A streamwise-wall-normal plane is illuminated with a
twin-cavity double pulsed Nd:YAG laser (Spectra-Physics Quanta Ray). The thickness
of this light sheet was 1 mm. The particle images were recorded using two high reso-
lution CCD cameras with a 4872× 3248 pixel format (Image LX 16M, LaVision) which
were equipped with a Micro-Nikkor F105 mm objective operating at an aperture num-
ber f# = 8. The resulting field of view was 1.35δ99 in streamwise direction and 1.87δ99 in
wall-normal direction. Calibration, data acquisition and post-processing was performed
with a commercial software package (Davis 8.1, LaVision). The PIV images are interro-
gated with a multi-pass interrogation technique, where the final interrogation windows
have a size of 24× 24 pixels with 75% overlap, corresponding to a spatial resolution
based on the window size D+

I of 19.9 viscous wall units (D+
I = DI/δv). Here, DI is the

linear dimension of the interrogation window and δv is the viscous length scale defined
as δv = ν/uτ with ν the kinematic viscosity. The resolution is approximately 3-4 times
the Kolmogorov length scale in the outer layer [50], hence the current measurement can
be regarded as fully resolved. Individual spurious vectors are detected using a median
test [51] and replaced by linear interpolation. In total 1824 in-plane instantaneous veloc-
ity fields were captured at a frame rate of 0.77 Hz to obtain sufficiently converged first
and second order statistics.

The velocity profile in inner scaling is shown in Figure 2.1a. Reliable instantaneous
data could be obtained for distances of 25 or more viscous wall units from the wall.
Good agreement with data from literature is observed in the outer layer of the TBL.
The outer regions of the root mean square (RMS) profiles shown in Figure 2.1b have
been corrected for the PIV measurement noise. An estimate of the noise contribution
to the RMS values was obtained from the method described by Poelma et al. [52]. It
should be noted that Klebanoff [53] adopts a different definition for the boundary layer
thickness. Based on the intermittency curves (not shown here) it is estimated that this is
approximately given as δKleb ≈ 1.3δ99; this has been accounted for in Figure 2.1b. How-
ever, Figure 2.1b still shows that the RMS profiles are slightly higher in the free stream
compared to reference data from Klebanoff [53]. This may be attributed to the higher
freestream turbulence intensity in the facility as well as to the uncertainty in determin-
ing the boundary layer thickness δ99. The value for the free-stream turbulence intensity
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Figure 2.1: (a) The velocity profile in inner scaling compared with data from DeGraaff and Eaton
[56]. (b) The RMS profiles of the streamwise and wall-normal components of the velocity com-
pared with data from Klebanoff [53].

is found to be below 1% of U∞. This is slightly higher compared to the turbulence
intensity as reported by Schröder et al. [54] who performed PIV measurements in the
same facility. Finally, the current measurements are subject to a very small favourable
pressure gradient. Independent pitot measurements indicate that the acceleration pa-
rameter, K = 2 · 10−8. As shown by Joshi et al. [55], effects on the turbulence structure
in a boundary layer become noticable at K = 10−6. Hence, the pressure gradient will
have a negligible influence on the results discussed here.

Table 2.1: Summary of the boundary layer properties.

U∞ 0.73 m/s θ 8.7 mm Reτ 2053

δ99 74 mm uτ 26.5 mm/s H = δ∗/θ 1.31

δ∗ 11.3 mm Reθ 6578 c f 2.7 · 10−3

2.3 layer detection and geometrical characteristics

2.3.1 t/nt interface

The T/NT interface is detected using a method that relies on the out-of-plane vortic-
ity Ωz, which is found to be the dominant component at the interface [57]. Gaussian
smoothing, characterized by a filter width of σ ≈ 10y+, of the velocity field is per-
formed after which the available velocity gradients are calculated using a second order
least squares difference scheme [58]. Care is taken to ensure that the filter width is
smaller than the Taylor micro-scale λT ≈ 180y+, to prevent affecting the relevant flow
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Figure 2.2: Probability density function of the location of the interface yi. The average interface
location is found at yi = 0.9δ99. .

scales. Subsequent conditional sampling is performed on the raw unfiltered velocity
fields. This approach is justified because the thickness of the interfaces δw is commonly
regarded to be of the order of λT for flows with a mean shear [33]. Detection of the
T/NT interface was performed using the vorticity method as proposed by Holzner et
al. [34], which proves to be effective in detecting the T/NT interface. A noise level for
the instantaneous vorticity is estimated by taking the RMS values of Ωz in the non-
turbulent part of the flow (i.e. y/δ99 ≥ 1.5), which is approximately 2.7s−1. A threshold
of three times this level effectively separates the irrotational non-turbulent region from
the turbulent region. The T/NT interface is then defined as the set of outermost points
that exceed this threshold. The average interface position is found to be at δint ≈ 0.9δ99
(see Figure 2.2), which is somewhat higher than the result of Corssin and Kistler [27]
who found δint ≈ 0.80δ99.

2.3.2 internal layers

In order to detect the internal layers the triple decomposition method as proposed by
Kolář [59] is applied. This decomposition was originally introduced to provide a more
robust description of vortices in turbulent flows. However, the method can also be used
to detect shear layers [60]. The velocity gradient tensor ∇u is decomposed into three
parts:

∇u = (∇u)RR + (∇u)SH + (∇u)EL, (2.1)

where RR, SH and EL denote the rigid-body rotation, shear, and elongation compo-
nents of the velocity gradient tensor respectively. This decomposition only applies to
an appropriate reference frame, the so-called basic reference frame (BRF). In order to
derive the shear component (∇u)SH in Equation 2.1, the following steps are performed.
First, the 2D velocity gradient tensor ∇u and the strain rate tensor (i.e. the symmetric
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part of ∇u) are computed. Secondly, the eigenvectors of the strain rate tensor are found
resulting in the principal axes. Third, ∇u is expressed in the BRF with orthogonal axes
that are rotated 45◦ with respect to the principal axes of the strain rate tensor (denoted
as ∇ũ). Then, (∇ũ)SH is computed with:

(∇ũ)SH =

 0 ∂ũ
∂ỹ − sgn

(
∂ũ
∂ỹ

)
·min

(∣∣∣ ∂ũ
∂ỹ

∣∣∣ ,
∣∣∣ ∂ṽ

∂x̃

∣∣∣)
∂ṽ
∂x̃ − sgn

(
∂ṽ
∂x̃

)
·min

(∣∣∣ ∂ũ
∂ỹ

∣∣∣ ,
∣∣∣ ∂ṽ

∂x̃

∣∣∣) 0

 ,

(2.2)
The vorticity associated with the shear component of the velocity gradient tensor is
calculated as ωSH = (∇ũ)SH,21 − (∇ũ)SH,12, i.e. the element on the second row/first
column minus the element on the first row/second column. An example of an instan-
taneous ωSH distribution is presented in Figure 2.3. Shear layers are visible which sep-
arate large scale regions with nearly uniform velocity, similar to observations by Mein-
hart and Adrian [22]. The shear layer like structure that is present inside the rectangle
(indicated in Figure 2.3a) can directly be related to an instantaneous jump in the stream-
wise velocity component (Figure 2.3b). To distinguish between surrounding flow and
intense shear layers a composite threshold criterion is used. First of all, the ωSH noise
level is estimated as before in the non-turbulent part of the flow. Three times this level
effectively separates noise from actual shear layers. However, close to the wall the aver-
age shear is significantly higher compared to the outer region. Hence, in the near wall
region a threshold is set based on the mean shear vorticity ωSH to detect internal layers
closer to the wall. The highest value of either is found to be a suitable criteria to detect
internal layers throughout the boundary layer.

0.6U
∞
1.0U

∞

a b

Figure 2.3: (a) An instantaneous realization of the shear component of the vorticity ωSH , indicated
with gray contours. The dashed dotted lines indicate the edges of uniform momentum zones
determined from visual inspection of the velocity field. Streamwise velocity profiles are plotted to
show the instantaneous jump across a shear layer. Regions of high velocity gradients are indicated
with green dots. (b) Surface plot of the streamwise velocity field around the shear layer inside
the rectangle in (a). For visualization purposes this image has been Gaussian filtered to suppress
noise, characterized by a standard deviation σ/δ99 = 0.003
.
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Next the geometrical characteristics of the internal layers are quantified. It should be
noted that all of the areas above a certain threshold, shown in Figure 2.3a, are regarded
as internal layers. This eliminates the possibility of deliberately favouring certain layers,
thereby distorting the statistics. Of course, this comes at the cost of slightly biased
statistics. A probability density function (PDF) of the centroidal location is shown in
Figure 2.4a, together with the intermittency function obtained from the position of
the T/NT interface. The occurrence of internal layers closely follows the intermittency
profile, suggesting internal layers are distributed uniformly throughout the turbulent
region of the flow. This behavior also indicates why the conditional profiles shown later
in section 2.5 in the outer region of the TBL do not appear to be converged. The number
of detected internal layers is insufficient to obtain converged statistics in that part. The
orientation with respect to the wall and the major axis length versus the minor axis of
the internal layers are determined by fitting an ellipse with the same area moment of
inertia as the detected layer, see Figure 2.4b,c. It turns out that the average orientation
of 12◦ closely resembles the angle that Adrian et al. [43] report for the angle of hairpin
packets. This underlines once more that the effect of the pressure gradient in the current
measurements is negligible as one of the first observable consequences of a favourable
pressure gradient is to decrease the inclination of structures observed based on two-
point correlations for u′ [55]. Moreover, the angle of the shear layers remains relatively
constant over the height of the boundary layer (not shown here). Finally the PDF of the
major/minor axis of the internal layers shows that the detected regions of high shear
are elongated i.e. layer-like structures, as their aspect ratio is on average 3.6.
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Figure 2.4: (a) PDF of the centroidal location of the internal layes over the height of the TBL. The
red curve depicts the intermittency curve determined from the T/NT interface. (b) PDF of the
orientation of the internal layers with respect to the wall, present throughout the TBL. (c) PDF of
the ratio between the major- and the minor axis length of internal layers present throughout the
TBL.

2.4 boundary entrainment velocity and model description

A short description of the model used to determine the boundary entrainment velocity
(Eb) is given in this section. The boundary entrainment velocity is defined here as the
velocity with which the interface convects away from the wall, when following the in-
terface in space (in a Lagrangian sense). Our approach corresponds with the definition
of the boundary entrainment velocity as given by Westerweel et al. [29] and Turner [61].
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Figure 2.5: Schematic description of the model. The average interface location is located between
y1 − y2. The jump in streamwise velocity occurs over a finite region δw. The three integration
regions are given by the letters A-C

The last reference clearly points out the different usages of the term entrainment veloc-
ity. A clear distinction should be made between the velocity with which the interface
spreads outward, i.e. the boundary entrainment velocity Eb, the rate at which external
fluid flows into the turbulent flow across a boundary (E) and the outward velocity of
the interface relative to the local mean flow (E f ). For instance in case of a turbulent
jet, Turner [61] predicted that the outward velocity at the edge of the jet, measured in
a fixed coordinate system will be: Eb = −2E. This was experimentally confirmed by
Westerweel et al. [29] by employing the super-layer jump condition. In order to derive
the boundary entrainment velocity for the T/NT interface and the internal shear lay-
ers a first order jump model is presently applied. This model is based on the work by
VanZanten et al. [62] and Pino et al. [63] who used it to determine the growth rate of
convective boundary layers. In a similar fashion the spatial growth rate can be calcu-
lated for a neutral convective boundary layer as will be shown here. The reason not to
choose a zeroth order jump model as proposed by Lilly [64] is because his model as-
sumes 〈u〉 to be discontinous over an inversion, which is certainly not applicable when
inspecting the conditional profiles (i.e. ∆ 〈u〉 occurs over a small but finite region δw). In
the current work the situation as sketched in Figure 2.5 is considered. Consider the ide-
alized profiles for the conditional streamwise velocity 〈u〉, the conditional wall-normal

velocity 〈v〉 and the conditional Reynolds shear stresses
〈

u′v′
〉

as given in Figure 2.5.

The lowercase u′ and v′ denote the fluctuating velocity components with respect to the
mean velocities u and v. In this model the jump in streamwise velocity ∆ 〈u〉 occurs
over a finite region δw (i.e. between y1− y2). Furthermore, on both sides of the interface
the conditional streamwise and Reynolds stress profiles show approximately constant
gradients denoted by respectively γ1,2, γ4,5. Finally, the conditional wall-normal velocity
has a constant gradient in the jump region γ3.
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The profiles shown in Figure 2.5 are entered into the conditional mean x-momentum
equation, which in absence of viscous effects and pressure gradient effects reads:

∂ 〈u〉
∂t

= − 〈v〉 ∂ 〈u〉
∂y
−

∂
〈

u′v′
〉

∂y
(2.3)

The pressure gradient is neglected as independent pitot measurements indicate a neg-
ligible small acceleration parameter. In order to derive the growth rate of both internal
layers and the T/NT interface, Equation 2.3 is integrated over three regions:

1. In a small region below the interface, between (y1 − ε) and y1. Where ε has a
small but finite value.

2. Over the jump region, between y1 and y2

3. In a small region above the interface, between y2 and (y2 + ε)

By substitution of the results obtained from region A and C into the equation obtained
from region B the boundary entrainment velocity is derived as:

Eb =
1

∆ 〈u〉 − δw
2 (γ1 + γ2)

[
− δw

2

(
γ1 〈v〉y1

+ γ2 〈v〉y2
+ γ4 + γ5 − γ3∆ 〈u〉

)
−

〈
u′v′

〉
y1
+
〈

u′v′
〉

y2
+ ∆ 〈u〉 〈v〉y1

] (2.4)

The complete derivation of Equation 2.4 can be found in Appendix A.

2.5 conditional sampling

2.5.1 t/nt interface

Conditional sampling is performed at fixed wall-normal distances with respect to the
location of the interface. This conditional sampling technique is described in detail in
Bisset et al. [57]. The conditional profiles of the streamwise velocity, wall-normal veloc-
ity, Reynolds shear stress and the out-of-plane vorticity Ωz are shown in Figure 2.6, each
normalized with appropriate large scale parameters. First of all, the conditional stream-
wise velocity profile indicates a distinct jump over the T/NT interface of approximately
0.04U∞. In the turbulent region below the interface this profile exhibits a constant gra-
dient which is consistent with the approximately constant value for Ωz in this region.
Secondly, on the non-turbulent side of the interface there is still a finite gradient in
the conditional streamwise velocity. This behavior is probably due to the presence of
irrotational fluctuations in the non-turbulent part of the flow [27, 65]. Furthermore, the
conditional out-of-plane vorticity in the non-turbulent part quickly drops to zero, as
shown in Figure 2.6c. This confirms once more that the correct T/NT has been detected.
The vorticity strongly peaks inside the T/NT interface and it reaches approximately a
constant value on the turbulent side of the interface. This behavior is consistent with the
observations from jets [29] and TBL [38]. From Figure 2.6b it is observed that the gra-
dient in the conditional wall-normal velocity profile is negative over the interface. This
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wall-normal compression behavior implies that out-of-plane vorticity stretching occurs
over this interface in order to maintain a sharp interface. Overall it should be noted that
the profiles shown in Figure 2.6 appear to be consistent with the model proposed in
Figure 2.5.

Figure 2.6: (a) Conditionally sampled velocity profile 〈u〉 over the T/NT interface.(b) Conditional
〈v〉. (c) Conditional out-of-plane vorticity 〈Ωz〉. (d) Conditional sampled Reynolds shear stress

profiles
〈

u′v′
〉

. The green patch indicates the jump region. The relevant gradients are indicated

by γ1 − γ5. The values for Vy1 , Vy2 ,
〈

u′v′
〉

y2
and

〈
u′v′

〉
y1

are indicated by black dots. Positive

y-axis points in the same direction as the wall-normal axis.

In order to derive the entrainment velocity of the T/NT interface, the first order
jump model as described in section 2.4 is employed. First of all the edges of the T/NT
interface are determined from the linear fits made to the velocity profile in Figure 2.6a
on both the turbulent side (lower part) and the non turbulent side (upper part). For
the current research the intersections between these fits are regarded as the edges of
the T/NT interface, this yields a jump in streamwise velocity ∆ 〈u〉 = 0.04U∞ and a
thickness over which this jump occurs of δw = 0.035δ99. δw is an important geometric
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attribute, it describes the characteristic "thickness" of mixing layer eddies that exchange
momentum between zones of uniform momentum. The different gradients, depicted in
Figure 2.5, that are required to calculate Eb are indicated in Figure 2.6. The values for
the wall-normal and the Reynolds shear stress at top and bottom side of the interface
are indicated by black dots. Combining these results and substituting this into Equation
2.4 produces a boundary entrainment velocity Eb = 0.0109U∞.

A second validation strategy adopting a different approach is employed to calculate
the boundary layer growth rate, using a method as described by White [66]. Basically,

von Kármán’s momentum law
(

c f = 2 dθ
dx

)
and a power-law approximation to the fric-

tion number
(

c f ≈ 0.02Re−1/6
δ

)
are combined together with a 1/5th power law approx-

imation of the TBL velocity profile. A fit to the mean velocity profile of the TBL (not
shown here) justifies a 1/nth power law approximation to the mean velocity profile,
where 1/n = 0.1931± 0.002. Therefore, the 1/5th power law approximation (with a dif-
ference of less than 2%) was applied to predict the global boundary layer growth. This
yields a first order differential equation that can be solved by separation of variables.
The spatial growth rate is thus estimated as:

dδ

dx
≈ 0.14

6
7

(
ν

U∞x

) 1
5
≈ 0.0142, (2.5)

where x is taken as the distance behind the trip wire (i.e. x = 3.5m). The average
T/NT interface position is observed at 〈δint〉 ≈ 0.90δ99. Hence, the spatial growth rate
of the T/NT interface is approximated by: dδint

dx ≈
δint
δ99

dδ
dx ≈ 0.0128. From the conditional

streamwise velocity profile in Figure 2.6a it is observed that the local convection velocity
at the mean interface location is Uc ≈ 0.97U∞. Hence the boundary entrainment velocity
can be approximated by:

Eb ≈ Uc
dδint
dx
≈ 0.0124U∞ (2.6)

Given the above assumptions and the finite measurement precision the difference be-
tween Equation 2.6 and the results obtained from the first order jump model fall within
acceptable limits. Comparing the result given in Equation 2.6 and the results obtained
from the first order jump model, it turns out that both are in close agreement (i.e. ≈ 12%
difference). Hence, the analysis near the T/NT interface could be directly related to the
large scale features of the boundary layer growth rate.

2.5.2 internal layers

Conditional sampling is also performed on the internal layers. The resulting profiles of
the streamwise velocity, wall-normal velocity and the Reynolds shear stress are given
in Figure 2.7. Comparing the conditional streamwise velocity profiles for the T/NT in-
terface (Figure 2.6) and the internal shear layers (Figure 2.7) it is clear that both display
qualitatively similar behavior. This supports the notion that the shear layers inside the
TBL are in essence similar to the external T/NT interface in the current framework of
the integral momentum balance approach. It should be noted however that this obser-
vation does not imply that both the T/NT interface and the internal shear layers are
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identical in the small scale details which have been lost in the conditional averaging
process. The jump in conditional streamwise velocity shown in Figure 2.7a indicates a
strong increase towards the wall, whereas an approximately constant velocity jump is
obtained far away from the wall (y/δ99 > 0.5). Furthermore, ∂〈u〉

∂y on the bottom side of
the internal layers increases much more rapidly compared to the top side. As such, the
flux of momentum through the interface increases closer to the wall. From Figure 2.7b
it is clear that ∂〈v〉

∂y is negative over the internal layers similar to the external T/NT in-
terface, indicative of vorticity stretching happens within these internal layers. It should
be noted that the Reynolds shear stress profiles in the outer region of the TBL do not
appear to be converged (Figure 2.7c). As is evident from Figure 2.4a it is due to the
small number of layers found at that location.

Closer to the wall the conditional Reynolds shear stress profiles
〈

u′v′
〉

, shown in
Figure 2.7c, depict a distinct jump over the layer, which increases when approaching
the wall. On the top side of the layers (i.e. (y− yi)/δ99 > 0), the shear stress profiles
steadily decrease towards zero. It should be noted that in contrast to the T/NT interface,
the shear stresses over the internal layers never reaches positive values. On the bottom
side of the shear layers (i.e. (y− yi)/δ99 < 0) near wall peaks in Reynolds shear stress
are observed (i.e. for layers below y/δ99 = 0.5).

The velocity jump across the internal layers is quantified in Figure 2.8a. As mentioned
before an approximately constant value is observed for y/δ99 > 0.5 (Figure 2.8a). The
jump thickness is observed to scale with the local Taylor microscale (Figure 2.8b, δw ≈
0.4λT), which is in accordance with the scaling of the T/NT interface thickness [33, 36].
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Figure 2.7: (a) Conditionally sampled streamwise velocity profiles over internal shear layers. (b)
Conditional wall-normal velocity profiles. (c) Conditionally sampled Reynolds shear stress pro-
files. Positive y-axis points in the same direction as the wall-normal axis. Shear layers are binned
according to their centroidal location in the boundary layer with a binsize of 0.1δ99.

As a next step, the model approach as shown in Figure 2.5 is applied to the internal
layers to obtain Eb for each internal layer from Equation 2.4. The result is presented in
Figure 2.9. A standard bootstrapping method is applied to derive the confidence inter-
val. The first point above the wall indicates a large confidence interval due to the large
gradients that are present. It turns out that the internal shear layers move faster away
from the wall as y/δ99 increases. The conceptual picture that emerges from this graph
is that one may have a TBL with multiple shear layers where the outermost layers move
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Figure 2.8: (a) The streamwise velocity jump ∆ 〈u〉 normalized with U∞ as function of the wall
normal distance. (b) Layer thickness estimated from the streamwise velocity jump of the internal
layers normalized with the local λT and with the local Kolmogorov length scale η.

at a velocity faster than the innermost layers. It may well be that shear layers accelerate
when moving up into the boundary layer and then eventually become the new T/NT
interface as the old interface further from the wall dissipates and disappears. It should
be noted that this concept only holds for the average shear layers, as instantaneously
there still might be coalescence between different shear layers. Note that the entrain-
ment velocities of the internal layers present in the outer layer (i.e. at y/δ99 = 0.8− 0.9)
are approximately twice as high as the boundary layer growth rate calculated before.
Hence, internal shear layers have the tendency to run into the non-turbulent region
faster than the overall growth of the boundary layer. Comparing the internal shear layer
entrainment velocity Eb with the wall normal velocity profile v obtained from DNS data
[67], it is observed that the shear layers are not moving with the average wall-normal
velocity. In fact, the entrainment velocity of the internal shear layers Eb is larger than V.
This indicates that the layers are dynamically significant [28] and there is actual mass
transport across the layers.

2.6 discussion

As suggested in Figure 2.3, shear layers separate large scale regions of approximately
uniform momentum. This has been observed before by Meinhart and Adrian [22],
Adrian et al. [43], Christensen and Adrian [47], Hambleton et al. [45], and Wei et al.
[49]. From the analysis performed in section 2.5 we derived the entrainment velocities
of conditionally averaged shear layers. This process can be regarded as analogous to the
overall boundary layer entrainment by the T/NT interface, which governs the growth
of the TBL. A first suggestion that presents itself is that the entrainment velocities of the
shear layers may be indicative for the growth rate of the uniform momentum zones that
they bound. This is supported by the observation that the angle of the internal shear
layers is found to be 12◦, which corresponds to the typical angle of hairpin packets [43].
From Figure 2.9 it is clear that the conditionally averaged shear layers in the region
y/δ99 > 0.5 move at velocities on the order of the average boundary layer growth rate,
shown as the red/green dot. We therefore conjecture that large scale regions on aver-
age grow slowly, i.e. with the same order of magnitude as the average boundary layer
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Figure 2.9: The boundary entrainment velocity Eb of the internal shear layers (blue dots) normal-
ized with U∞ as function of the wall normal distance. The errorbar indicates the 95% confidence
interval obtained from a standard bootstrapping method. The red dot indicates Eb of the T/NT
interface obtained from the first-order jump model, whereas the green dot indicates the Eb for
the T/NT interface obtained from Equation 2.6

growth rate. Furthermore, it is worth mentioning that the boundary entrainment veloc-
ity of the average shear layer at y/δ99 = 0.2 (Eb ≈ 0.003U∞) shows a correspondence
with the work of Elsinga et al. [68], who found the average wall-normal convection ve-
locity of spanwise vortices to be 0.006Ue ± 0.002Ue. Assuming these vortices populate
the shear layers, this correspondence with the motion of instantaneous vortex structures
supports the present conditional averaging approach. Furthermore, the recent work by
Zheng and Longmire [69] showed that 77% of the observed low momentum regions
remained coherent over a significant long streamwise distance (> 9δ99). Similar results
have been obtained by Dennis and Nickels [70]. As such, the layers accompanying these
large scale motions will also be persistent over long streamwise distances. A simple
analysis using Figures 2.9 and 2.1a is carried out in order to estimate where the average
shear layer at a height y/δ99 = 0.95 may have originated from. First the movement of
the shear layer is evaluated in the wall-normal direction based on its entrainment veloc-
ity (Figure 2.9), yielding its y-position with time y∗(t) between y = 0 and y = 0.95δ99.
At the same time the layer also travels a distance x∗ in the streamwise direction, which
is obtained by integrating the mean velocity profile over y∗(t). Based on this calcula-
tion it turns out that this average layer originated from the wall approximately 50δ99
upstream. As we measured 40δ99 downstream of the boundary layer trip, this cannot
be the case. Therefore, we conjecture that shear layers may be generated not only at the
wall but also via distinct (yet unknown) mechanisms away from the wall. This concept
challenges the idea of for instance Head and Bandyopadhyay [71]. Based on their vi-
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sualization study they proposed that hairpin structures are generated at the wall and
rapidly grow into the outer region of the turbulent boundary layer.

2.7 summary and conclusions

In this chapter, the characteristics of the T/NT interface and the internal layers have
been quantified experimentally in a turbulent boundary layer. Layered structures have
been observed before in statistical analysis of different turbulent flows [47, 48]. However,
the current results confirm the existence of such layered structures in instantaneous flow
fields. Conditional sampling is used to determine the quantitative properties of these
layers. Compelling evidence is given that the internal layers and the external T/NT
interface show qualitatively the same behavior in terms of the conditional velocity pro-
files. A first order jump model is applied in order to estimate the entrainment velocities
of the interface and internal layers. By this approach a correct prediction of the overall
boundary layer growth could be obtained. Furthermore, conditional averaged internal
layers move slowly in close vicinity of the wall, whereas their entrainment velocity is
of the order of the boundary layer growth rate in the outer part of the TBL. The in-
ternal layers are believed to bound the large scale motions in the flow. Therefore, the
current results strongly suggest that these large scale motions only grow slowly, i.e. on
the order of the boundary layer growth rate.
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T H E R O L E O F U N I F O R M M O M E N T U M Z O N E S I N T H E
D I S P E R S I O N O F A PA S S I V E S C A L A R

3.1 introduction

Dispersion of pollutants commonly occurs around urban environments that are sub-
merged in a turbulent flow. The worldwide increase of urban areas and the increasing
energy consumption give rise to more pollutant emission sources near populated ar-
eas. Consequently, there is a need to generate reliable models for urban air pollution.
In turn, this requires proper understanding of the mechanisms of pollutant dispersion
in turbulent environments. Despite the fact that turbulence is characterized by highly
chaotic and disordered motions, recent research has shown that large scale coherent
structures are existing in turbulent flows. An example of such a coherent structure is
the uniform momentum zone (UMZ) as observed by Meinhart and Adrian [22]; see
also Chapter 2. These UMZs are also observed in atmospheric boundary layers (ABL)
at much higher Reynolds numbers [23, 44, 73].

Recent work suggests that these large scale motions (LSM) strongly influence the dis-
persion of air pollution in urban areas that are immersed in ABLs [74, 75]. For instance,
Michioka and Sato [74] showed that instantaneous large-scale low momentum regions
passing over idealized street canyons largely overlap with regions of high pollutant con-
centrations, indicating the importance of these LSMs for pollutant dispersion processes
in urban environments. This is supported by the results obtained by Perret and Savory
[75], who showed that the coupling or decoupling of the flow within the canyon and
the flow is strongly influenced by these LSMs.

In this chapter we perform a combined time resolved scanning tomographic particle
image velocimetry (TPIV), and laser induced fluorescence (LIF) experiment on a TBL to
elucidate the role of UMZs, and the shear layers that separate these UMZs on the dis-
persion of a passive scalar. A scanning-TPIV approach [76, 77] allows for a high spatial
resolution within a thick volume, by reducing the number of ghost particles in the sep-
arate reconstructed volumes. Recently, tomographic LIF was introduced by Halls et al.
[78]. Here however, volumetric LIF is achieved by scanning thin light sheets through the
measurement volume. Combining PIV and LIF measurements provides the opportunity
to quantify turbulent transport [79]. For instance, Westerweel et al. [29] used the com-
bined PIF/LIF technique to study turbulent entrainment at the turbulent/non-turbulent

This chapter is an extended version of: J. Eisma, J. Westerweel, and G. E. Elsinga, “Simultaneous scanning
tomo-PIV and LIF in a turbulent boundary layer: The role of internal shear layers in the dispersion of a
passive scalar,” in 11th Int. Symp. Part. Image Velocim., Santa Barbara, 2015, pp. 1–10

23
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interface of a jet. A more sophisticated approach was used by Hishida and Sakakibara
[80], who employed a two-color planar LIF measurement combined with planar PIV,
which enabled them to study the mechanism of turbulent heat transfer of an impinging
jet on a heated plate.

The present experiment considers the dispersion of a passive scalar from a point
source in a TBL. Specifically, the objectives of this study are to explore the properties of
uniform momentum zones and uniform concentration zones [22, 73] in terms of occur-
rence, geometrical characteristics (e.g. size), and conditional statistics around the edges
of these zones. The conditional statistics show that both uniform momentum zones
(UMZ) and uniform concentration zones (UCZ) are distinct zones separated by regions
of increased shear [26], which basically act as barriers to concentration fluxes. Further-
more, the geometrical overlap between UCZs and UMZs is identified [81], indicating
the relevance of UMZs to passive scalar dispersion.

This chapter is organized as follows. First of all the experimental setup is discussed
in Section 3.2.1. Basic velocity and passive scalar concentration statistics are given in
Section 3.2.2. Details of the TPIV reconstruction and an assessment of the measurement
accuracy are given in Section 3.2.3. The filtering, calibration, and reconstruction proce-
dure regarding the LIF images are given in Section 3.2.4. An extensive discussion on
the characteristics of UCZs and UMZs is given in Section 3.3. Finally, conclusions are
drawn in Section 3.4.

3.2 materials and methods

3.2.1 experimental setup

The experiment was performed in the same water tunnel facility that was used for
the measurements described in Chapter 2. The boundary layer under consideration
developed over one of the side walls of the test section. Measurements were performed
approximately 3.5 m downstream of the boundary layer trip (a spanwise zig-zag tape).
The passive scalar (a dye) was injected as a point source at the wall, nearly 750 mm
upstream of the measurement volume, corresponding to 18δ99, where δ99 is the wall
normal distance where the velocity reaches 99% of the free-stream velocity U∞ = 0.74
m/s. The spanwise location of the source was approximately halfway the tunnel depth
(see Figure 3.1). The dye was injected with a syringe pump (Hamilton ML500) at half
the free-stream velocity Ui = 0.5U∞

In order to measure the flow velocity and the scalar concentration simultaneously, a
scanning tomographic PIV system was combined with scanning LIF. An image and a
sketch of the setup are given in Figure 3.1, indicating the different components. Four
high-speed CMOS cameras (Dimax, PCO) are used for tomographic PIV. Two cameras
were equipped with f = 200 mm objectives, whereas the others were equipped with f =
105 mm objectives, all operating at f# = 11. Additionally, all PIV cameras were equipped
with Scheimpflug adapters to allow for large viewing angles while keeping the particle
images in focus. The top two PIV cameras were positioned at a nominal angle of β = 30◦

with respect to the normal of the light sheet, whereas the both side viewing PIV cameras
were looking at a nominal angle of β = 45◦ with respect to the normal. In order to
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Figure 3.1: (left) Overview of the experimental setup indicating the different components: Four
PCO Dimax PIV cameras, a Photron Fastcam LIF camera, a highspeed ND:YLF laser, the syringe
pump and the injection needle. The solid green line indicates the path of the laser beam/sheet.
(right) An additional sketch of the setup indicates the same components.

minimize astigmatic aberrations, water-filled prisms were employed for all PIV cameras.
LIF is performed using a single high-speed camera (Fastcam, Photron) equipped with
a f = 105 mm objective at f# = 8. Illumination was provided using a 50 mJ double
pulsed Nd:YLF laser (Darwin Duo 80M, Quantronix) with a frequency-doubled light
wavelength of 527 nm.

A long focal length spherical lens ( f = 1500 mm) was employed in order to focus the
laser beam into a narrow beam. Subsequently, two cylindrical lenses with focal lengths
of −25 and 90 mm, respectively, were used to create a 90 mm wide collimated light
sheet with a thickness of about 1.4 mm. The light sheet spans the streamwise (x) and
the wall-nomal (y) directions of the TBL, while the scanning is performed in the span-
wise direction (z). The use of a collimated beam was mainly motivated by the fact that
the stripe removal filter (see Section 3.2.4) performs optimal when possible striations in
the LIF images were oriented either horizontally or vertically along either pixel rows
or pixel columns. Scanning of the measurement volume was performed using a gal-
vanometer (6210H, Cambridge Technology) with a small 5 mm diameter mirror. The
scanning protocol was generated via a custom written LabView script, resembling a
staircase like sawtooth wave; see Figure 3.2.

Each scan, consisting of five subvolumes, is followed by a fly back time t f (less than
130 µs). The scanning mirror is located 1660 mm away from the measurement location.
As the width of the scanned volume is at most 12 mm, the maximum deflection of the
mirror is limited well below 1 degree. Hence, the different sheets within the measure-
ment volume can be regarded as parallel, similar to Casey et al. [77]. The galvanometer
was synchronized with the camera and laser setup via the Highspeed controller (LaV-
ision GmbH). The second trigger pulse of the laser is used with a delay of 10 µs to
trigger the mirror to proceed to the next position. The scanning motion was found to be
quite stable over a dataset (see Section 3.2.3). The overall measurement volume consists
of five thin laser sheets of 1.4 mm thickness each, with an overlap of approximately
30%. A scanning frequency fs of 640 Hz results in a recording frequency of the full
measurement volume of 128 Hz.



26 the role of uniform momentum zones in the dispersion of a passive scalar

C
h

a
p
t
e
r

3

Figure 3.2: Timing sequence showing the mirror position with the laser pulses indicated by the
dashed vertical red lines. The first and second laser pulse are indicated by L1 and L2 respectively,
the time separation between the pulses by ∆t and the fly back time by t f .

The flow is seeded with 10 µm diameter tracer particles (Sphericell) that are nearly
neutrally buoyant. The seeding density in the TPIV images is around 0.025 particles
per pixel (ppp), corresponding to an equivalent source density of approximately 0.05−
0.075 [82]. Rhodamine B (Rh-B) was selected as the dye, because the current laser, op-
erating at a wavelength of 527 nm, is suitable for excitation of this dye. Separation of
the PIV and LIF signals is obtained by employing lowpass filters (PIV cameras) and a
highpass filter (LIF camera). Calibration of the distorted LIF and PIV images was per-
formed using a 3D calibration plate (Type 11, LaVision). The mapping of the distorted
images was done using 3rd order polynomials in x- and y-direction, whereas linear
interpolation is used in the z-direction. Self-calibration, as proposed by Wieneke [83],
was performed to enhance the accuracy of the particle reconstruction. After several
refinements, the remaining disparities were typically on the order of 0.1− 0.2 pixels.
Data acquisition and processing was performed with a commercial software package
(Davis 8.2, LaVision). Image pre-processing was applied on the PIV images in order to
eliminate the effect of background noise. First, a sliding minimum filter, with a filter
length of 6 pixels in both directions was applied, to remove background noise. The fil-
ter length was slightly larger than the average particle image diameter of 2− 3 pixels,
to avoid eliminating real particles. Second, a local average filter was employed with a
filter length of 150 pixels, to eliminate the reflections in the near-wall region. Finally, a
Gaussian smoothing filter with a kernel size of 3× 3 pixels was used. As a next step,
the particle volumes were reconstructed from the PIV images using five iterations of the
Fast-MART algorithm [84]. The particle volumes were 3D cross-correlated using an iter-
ative multi-grid scheme reaching a final interrogation box size of 323 voxels. This yields
a spatial resolution of about 1.1 mm, corresponding 34 wall units in each direction. The
resulting field of view is 1.50δ99, 1.65δ99, and 0.15δ99 in streamwise, wall normal and
spanwise direction respectively. Velocity and concentration gradients were obtained by
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employing a second-order spatial regression filter [85] with a filter size of 1.5 times the
dimension of the interrogation box in each direction.

Care was taken to ensure that the concentration in the LIF images is sufficiently low
for the fluid to be optically thin, resulting in no attenuation along light rays. In that case
the analysis of the LIF signal can be simplified significantly [86], avoiding a pixel wise
correction procedure. For further details on the theoretical background and the practi-
cal implementation of the LIF technique, the reader is referred to Section 4.4.4. In order
to convert the local light intensity to a local dye concentration a calibration procedure
was performed. For this purpose, a small container with a known uniform concentra-
tion is positioned inside the measurement domain, after which images were recorded.
This procedure was repeated for a few different known concentrations, resulting in a
calibration curve for each pixel. Linear interpolation was employed to obtain the dye
concentration from intensities at each pixel location. After calibration small negative
concentrations were present in the free-stream region of the flow (see Figure 3.8 and
3.11), which is a result of the finite accuracy of the LIF calibration. In order to remove
these negative concentrations, the mean value of the concentration in the free-stream
part of the flow is set to zero by subtracting it from the from the concentration field,
thereby eliminating most of the negative concentration values in this part of the flow.

3.2.2 boundary layer statistics

For the general characterization of the TBL, the top two PIV cameras shown in Figure
3.1 were used to obtain stereoscopic PIV (SPIV) data at a sampling rate of 40 Hz. A
total of 5522 samples were used to obtain the boundary layer statistics. The results were
used to compute the mean velocity profile as well as the RMS profiles of the velocity
fluctuations across the boundary layer. Furthermore, a comparison is made with the
boundary layer statistics obtained from the TPIV measurements. At the measurement
location the boundary layer thickness is δ99 = 38 mm. The resulting momentum and
displacement thicknesses are θ = 4.0 mm and δ∗ = 5.2 mm, respectively. This results
in a shape factor H = 1.32, which is a typical value for a zero-pressure gradient TBL
[56]. The Reynolds number based on the momentum thickness is Reθ = 3050, which
is well above the transitional regime [87]. The wall-friction velocity (uτ = 31 mm/s)
was determined based on the Clauser plot technique [88]. The main properties of the
TBL are summarized in Table 3.1. The velocity profiles in inner scaling as well as the
RMS profiles in outer scaling are shown in Figure 3.3. On top of these results, also the
profiles from the TPIV datasets are shown. First of all, there is a good overlap between
the stereo PIV data and the TPIV data, i.e. the difference in mean velocity profiles is
less than 3%. Furthermore, a difference between both PIV datasets and the reference
data from DeGraaff and Eaton [56] is less typically less than 2% in the mean velocity
profiles. Figure 3.3a indicates the presence of a slightly favourable pressure gradient,
as the wake is slightly suppressed compared to the reference data. Independent pitot
tube measurements by Eisma et al. [26] show that this pressure gradient is small, i.e.
the acceleration parameter (K = ν/U2

∞dU∞/dx) is on the order of O
(
10−8), and this

implies that this pressure gradient has a negligible influence on the results presented
here [55]. The turbulence intensities are presented in Figure 3.3b. The RMS values for u
are around 4% higher in the region up to y/δ99 = 0.75 for both TPIV data and SPIV data
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Figure 3.3: (a) The velocity profile in inner scaling. (b) The RMS profiles of the fluctuations of the
three velocity components compared with data from DeGraaff and Eaton [56]. (c) Mean concentra-
tion profile across the boundary layer. The maximum concentration cm is used for normalization
of the concentration statistics.

when compared to DeGraaff and Eaton [56], while in the same region the RMS values
for v are underestimated by 3% in the TPIV data and by 14% in the SPIV data compared
with data from DeGraaff and Eaton [56]. A higher turbulence level in the free-stream
(y/δ99 > 1) is present in comparison to Schröder et al. [89] who reported free-stream
turbulence levels below 0.5% for the same flow facility. Similar to Poelma et al. [52],
the noise level in the free-stream region is estimated based on the autocorrelation of
the velocity components. At y/δ99 = 1.2 the noise level in the SPIV data is 0.0024U∞,
0.0027U∞, and 0.0078U∞ for u, v, and w respectively. Hence, the real turbulence levels
are below 1% of the free-stream velocity.

Finally, the mean scalar concentration c profile across the boundary layer is shown in
Figure 3.3c. The maximum concentration is found around y/δ99 = 0.11. Please note that
the region in close vicinity (y/δ99 < 0.1) of the wall should be taken with care due to
reflections from the wall. The concentration approaches zero in the free-stream part of
the flow, as expected. The maximum value of the mean concentration profile cm = 0.074
mg/L is used to normalize concentration statistics in Section 3.3.

Table 3.1: Summary of the boundary layer properties.

U∞ 0.74 m/s θ 4.0 mm Reτ 1235

δ99 38.1 mm uτ 31 mm/s H = δ∗/θ 1.32

δ∗ 5.2 mm Reθ 3050 c f 3.4× 10−3

3.2.3 reconstruction and quality assessment of the tpiv volumes

Reconstruction of TPIV Volumes

First we assess the quality of the reconstructed particle subvolumes. Figure 3.4a presents
the light intensity profile in the depth direction (z) averaged over the two in-plane direc-
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Figure 3.4: (a) The intensity profiles of the first frame in the measurement volume at different
time instances in the dataset. (b) The intensity profiles of consecutive subvolumes composing a
single measurement volume.

tions (x and y). The different profiles correspond to the same subvolume in subsequent
scans of the full measurement volume. The results show that the scanning mirror is ac-
curate, that is, the light sheet is returned to the same position after a full scan. There is
virtually no jitter, i.e. the center of gravity of the displayed curves in Figure 3.4a varies
by less than 1%. Furthermore, the resulting intensity distribution indicates a laser sheet
thickness of about 1.4 mm, where the laser sheet thickness is defined as the full width at
half the maximum intensity. The noise level in the reconstruction is estimated from the
reconstructed intensity outside the light sheet, which is about 17% of the peak average
intensity inside the light sheet. This is considered to be a low noise level [84]. Figure
3.4b shows a graph of the intensity profiles of adjacent subvolumes that together make
up the complete measurement volume.

The volume cross-correlation analysis of each reconstructed subvolume provided the
instantaneous velocity distribution within that subvolume. The thin sliced vector sub-
volumes were then stitched together in order to obtain a single vector volume. Due
to the finite scanning frequency (i.e. fs = 640 Hz), the flow structures are convected
downstream between consecutive subvolumes. In case of a measurement volume con-
sisting of five subvolumes the shift between the first and the last recorded subvolume
in the outer region of the flow is on the order of 4.6 mm (or 150 viscous wall unit). This
corresponds to five interrogation windows, which is regarded to be non-negligible. A
complicating factor is the presence of a strong velocity gradient near the wall. Hence,
the shift depends on the height within the boundary layer. To compensate for this in-
homogeneous shift the subvolumes within the volume are shifted with respect to the
third subvolume as:

xc = x− u(y)
n
fs

, (3.1)

where u(y) is the spatially averaged streamwise velocity profile in wall normal direc-
tion obtained in an instantaneous realization of the third subvolume, and n is −2, −1, 0,
1 and 2 for subvolumes 1− 5 respectively. The first two subvolumes (1, 2) are shifted for-
ward in time, hence space, whereas the last two subvolumes (4, 5) are shifted backward
in space. The shifted velocity volumes are then interpolated onto a single grid using a
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cubic spline interpolation method, which approximates the velocity distribution at the
time of the third frame (n = 0).

Quality Assessment

In order to assess the quality of the stitched velocity volumes, a joint probability density
function (JPDF) of the velocity gradients −∂u/∂x, and (∂v/∂y + ∂w/∂z) is shown in
Figure 3.5a. From mass conservation it follows that the data in Figure 3.5a should be
along the red diagonal line, indicating the divergence free condition. The length of the
distribution along the diagonal line indicates the range of measured velocity gradients,
while the width of the distribution is indicative for the noise level. The JPDF shows that
the data is aligned with the diagonal, indicating that no systematic errors are present
in the stitched vector volumes. The correlation coefficient between the two components
−∂u/∂y and ∂v/∂y + ∂w/∂z is 0.84 (at y/δ99 = 0.3), which is comparable to the results
found by Jodai and Elsinga [90] for TPIV in the near-wall region of a TBL. Correlation
coefficients of 0.96 can be achieved for scanning TPIV measurements as shown by Casey
et al. [77]. The slightly smaller value found here is probably due to the relatively low
seeding density of 0.025 ppp in the current images, and the stitching procedure that
increases the divergence error. This is also observed from the contours shown in Figure
3.5a, which have a smaller aspect ratio compared to the data shown by Jodai and Elsinga
[90], indicative for a larger divergence error in the present results. The present RMS
divergence error is 7.9 s−1. This error is found to be acceptable as it is less than 20% of
the threshold used to identify the shear layers in Figure 3.7. Despite this slightly higher
divergence error, the influence on the observations in the current chapter is believed
to be small as none of the structure detection presented in Section 3.3 is based on the
velocity gradients.

Furthermore, two probability density functions (PDF) are calculated. Figure 3.5b
shows the PDFs of the quantity ∇ ·U normalized with the 2-norm of the velocity gradi-
ent tensor similar to Casey et al. [77]. The PDFs have been obtained in the outer layer of
the TBL, i.e. between 0.3 < y/δ99 < 0.4. The mean value turns out to be approximately
zero, whereas the RMS value is 0.27. This is consistent with values reported by Casey
et al. [77] (and references therein). Typical values are found in the range of 0.07 [77] up
to 0.3 [91]. Following Zhang et al. [92], Figure 3.5c indicates the parameter ζ which is
given by:

ζ =
(∇ ·U)2

trace (∇U · ∇U)
(3.2)

This parameter captures the deviation of the divergence of the velocity field with respect
to the divergence free condition (ζ = 0). For the current case, a mean value ζ = 0.21 is
found, which is in the same range as Casey et al. [77] found for a scanning tomographic
PIV experiment on a turbulent jet (ζ = 0.09− 0.36), and channel flow experiments with
holographic PIV (ζ = 0.07− 0.74) by Zhang et al. [92].

Based on these three indicators it is shown that the divergence of the velocity field is
regarded to be within acceptable limits.
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Figure 3.5: (a) JPDF of −∂u/∂x and ∂v/∂y + ∂w/∂z. The contours are in log scale. (b) PDF of the
divergence of the vector field U normalized with the 2-norm of the velocity gradient tensor. (c)
PDF of the divergence error ζ as defined by Zhang et al. [92].

3.2.4 reconstruction of the lif volumes

The raw LIF images are processed in a number of steps. The first step is to map the
LIF data onto the correct spanwise location. The spanwise location of the LIF image
is determined from the intensity profiles of the reconstructed intensity volumes from
the PIV images (see Figure 3.4b). The spanwise location of the peak in the mean in-
tensity is taken as the position where the LIF image is positioned. Next, a background
image is subtracted from the LIF images, eliminating the uniform background that is
present in the images. Second, due to scratches and other imperfections in the light
sheet, the raw LIF images show the presence of striations or stripes. Following Krug et
al. [93] these stripes are effectively removed by employing a combined Fourier/wavelet
filter approach developed by Münch et al. [94]. Occasionally the scattered light by the
particles passes the high pass filter of the LIF images [93]. In order to eliminate the
contributions of those particles, a median filter is applied with kernel size of 9× 9 pix-
els, which proves to be an effective filter to remove this type of noise. A sample image
of an unfiltered field and the filtered versions is given in Figure 3.6. Similarly as for
the PIV subvolumes, the average streamwise velocity profile determined in the third
PIV subvolume is used to properly shift the LIF images. However, an additional shift
is required to position the LIF images at the same time instance at which the velocity
fields are obtained, i.e. halfway between the double-exposure LIF images that were si-
multaneous recorded with the double frame PIV images. Hence the total shift for the
LIF images reads:

xc = x− u(y)
(

n
fs
+ m∆t

)
(3.3)

where fs = 640 Hz is the scanning frequency, n is −2, −1, 0, 1 and 2 for subvolumes
1− 5 respectively, ∆t = 780 µs is the time separation between the exposures, and m is
−1/2,1/2 for the first and second frame respectively. Instead of using one of the two
LIF images, the average of both images after the shift correction is used to obtain the
LIF realization at the same time instance as the velocity fields. This yields the most
accurate representation of the LIF image at the time instance at which the PIV results
are obtained.
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Figure 3.6: An example of a raw concentration field (a), (b) and (c) show the detail of (a) before
and after applying the median filter. (d) and (e) show the detail of (a) before and after employing
the combined wavelet-Fourier filtering approach. Particles and striations are indicated with red
arrows in (b) and (d), whereas the same locations are indicated with gray arrows in (c) and (e).

3.2.5 shear layer detection

For completeness this section discusses briefly the method by which shear layers are
detected. For more details the reader is referred to Section 2.3.2 and Maciel et al. [60].
The shear layers that separate the uniform momentum zones reported by Meinhart and
Adrian [22] are detected using a triple decomposition method as proposed by Kolár
[59]. Originally, this method was developed in order to provide a better description of
vortices in turbulent flows, i.e. vortices that are not contaminated by shear. The key of
this method is to split the velocity gradient tensor ∇u into three different parts:

∇u = (∇u)RR + (∇u)SH + (∇u)EL , (3.4)

where RR, SH, and EL denote the rigid-body rotation, shear and elongation parts of the
velocity gradient tensor. This decomposition only holds in a suitable reference frame,
the so called basic reference frame (BRF). For detecting cross-sections of vortices in a
2D plane there exists a closed form solution to find this BRF. However, as far as the
authors are aware, no closed form solution exists for the 3D case. Kolár [59] provides
an extensive procedure to find this BRF in the 3D case, which is a very computation-
ally intensive operation. Hence, currently shear layers are detected in the 2D slices in
the streamwise-wall-normal plane of the measurement volume. In order to delineate
regions of high shear from measurement noise and background shear, a threshold is
used based on vorticity ωSH related to the shear component of the velocity gradient
tensor (∇ũ)SH :

ωSH = (∇ũ)SH,21 − (∇ũ)SH,12 (3.5)

An example of a combined PIV/LIF volume with the detected shear layers and vor-
tices (based on the Q-criterion) is shown in Figure 3.7.
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Figure 3.7: An example of a combined TPIV/LIF volume. Iso-surfaces of ωSH according to Equa-
tion 3.5 are shown in green (ωSH = 2.8U∞/δ99), whereas vortical structures are shown by the
blue iso-surfaces of constant Q = 0.95U2

∞/δ2
99). A contourplot of the concentration is shown in

the (x,y) plane. On top of the LIF slice, inplane velocity vectors (u, v) are plotted viewed in a
frame-of-reference convecting at Uc = 0.9U∞.

3.3 uniform momentum and uniform concentration zones

in a tbl

Meinhart and Adrian [22] and Adrian et al. [43] delineated different uniform momen-
tum zones (UMZ) in a TBL based on snapshots of the velocity fields. By subtracting a
constant reference velocity from the streamwise velocity component in instantaneous
flow fields, large scale zones with approximately uniform momentum became visible. It
turns out that these zones are separated by thin layers that contain high shear (∂u/∂y),
i.e. a significant jump in velocity across the edges of these zones is observed. As a result,
these zones appear as distinct peaks in the PDFs of the streamwise velocity component,
within a given snapshot. Three snapshots of the present dataset are shown in Figures 3.8-
3.10. The contourplots of streamwise velocity clearly depict the aforementioned UMZs,
which also appear as distinct peaks in the PDFs of the streamwise velocity (Figures
3.8c-3.10c). Note that these peaks are not a result of the so-called pixel-locking effect as
the particle displacement range is between 0 and 18 pixels, and no tendency is found to-
wards integer displacements (not shown). Furthermore, regions of high ωSH are found
at the edges of these zones, fully in line with Eisma et al. [26] and Adrian et al. [43].
The velocity profiles at the different streamwise locations clearly show the presence of
a jump when crossing a region of high shear.

The PDF of the concentration also depicts distinct peaks (Figures 3.8d-3.10d). Instead
of being uniformly mixed throughout the boundary layer, the passive scalar is orga-
nized in distinct uniform concentration zones (UCZ). Visual inspection of the concen-



34 the role of uniform momentum zones in the dispersion of a passive scalar

C
h

a
p
t
e
r

3

Figure 3.8: (a) An instantaneous contourplot of the streamwise velocity. (b) snapshot of the con-
centration. Red isocontours show regions where ωSH is larger than five times the noise level. On
top of the contour plots the streamwise velocity and concentration profiles over the boundary
layer height are plotted at x/δ99 = 0.1, 0.45, and 0.75 respectively. The black contour lines give
the edges of the detected zones based on the PDFs of streamwise velocity (c) or the concentration
(d). Additionally, the dashed blue lines in (c,d) depict the fitted Gaussian curves to local peaks
in the PDFs, while the black lines indicate the theshold values used to detect the edges of the
different zones shown in (a,b). This snapshot corresponds to the snapshot shown in Figure 3.7.

tration PDFs reveals strong support for the presence of these UCZs. However, the edges
of the UCZs in the corresponding contourplots in Figures 3.8-3.10b appear to be more
contorted compared to the edges of the UMZ. The overlap between the edges of UCZs
and region high shear is less apparent. The edges of the UCZs appear slightly above the
regions of high shear, i.e. they are at larger wall-normal distance. Furthermore, the con-
centration reaches an approximately constant value in the zones near the wall, while
the concentration profiles of the UCZs in the outer region appear more irregular, i.e.
larger concentration fluctuations are visible. This behaviour is ascribed to an increased
level of turbulent mixing in the near-wall region.

Statistical analysis reveals that in at least 75% of the snapshots more than two con-
centration zones can be identified inside the TBL, i.e. the free-stream region excluded.
The overlap between the different zones in concentration and streamwise velocity in the
sample shown on the top row in Figure 3.8a,b reveals that the zones in the streamwise
velocity and the concentration roughly overlap, i.e. 70% of the uniform concentration
zone II resides in the uniform momentum zone II. Similarly, concentration zones I over-
laps fully with the momentum zone I. Zones III in this example corresponds to the
free-stream in which the streamwise velocit and scalar concentration are nearly con-
stant as expected. These results suggest a connection between UMZs and UCZs, which
is examined below.

3.3.1 overlap of uniform zones

Visual inspection of the contour plots of the instantaneous streamwise velocity u and
the scalar concentration c, as shown in Figures 3.8-3.10, reveals a clear overlap between
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Figure 3.9: For caption see Figure 3.8

Figure 3.10: For caption see Figure 3.8
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UCZs and UMZs. To further quantify this overlap a zone detection algorithm is devel-
oped, which extracts the different zones. These zones are associated with local maxima
in the instantaneous PDF of u and c. First of all, the PDFs of u and c are determined
for each snapshot, in which 50 bins are used for both velocity and concentration fields
to ensure a sufficient number of vectors in each bin [95]. The streamwise extent of the
analysis domain is taken as δ99 [43]. As mentioned by Silva et al. [95] this is a reasonable
choice as a longer streamwise domain would inevitably smear out local maxima in the
PDF. As a second step the highest peak in the PDF is detected. Next, a Gaussian curve
is fitted to this peak (see red curves in Figure 3.11a,c) and the contribution of this peak
is subtracted from the original PDF. Then, the next peak is found and the previous fit-
ting and subtraction procedure is repeated. This step is repeated ten times. Threshold
values, which are used to detect edges of the different zones, are then determined by
the intersection between the fitted Gaussian curves (see black dashed lines in Figure
3.11a,c). Furthermore, a merging procedure is employed to remove zones that occupy
only a small area in space. For robustness, the minimum area of a zone is set to 0.05δ2

99.
Zones smaller than this threshold are removed from the list of detected zones and the
contour levels between the different zones are re-determined as described before. This
results in a smaller number of detected zones. Only these larger zones away from the
wall are of interest here. Finally, small patches of a different zone inside another one are
removed from the zones. Examples of the detected zones based on the PDFs and the
resulting contours after the described procedure has been applied is given in Figures
3.8-3.11.

The overlap between the different zones is quantified based on three different criteria.
First of all, Figure 3.12a shows the PDF of the non-dimensional overlap parameter Π
between UCZs and UMZs. The overlap Π is calculated as the total shared area of the
respective UCZ (AUCZ) and UMZ (AUMZ) (i.e. the intersection of both areas) divided
by the total area that the UCZ and UMZ occupy (i.e. the union of both zones). This is
written as:

Π =
AUMZ ∩ AUCZ

AUMZ ∪ AUCZ
(3.6)

The other two overlap indicators are given by Πu and Πc which are defined as:

Πu =
AUMZ ∩ AUCZ

AUMZ
(3.7)

Πc =
AUMZ ∩ AUCZ

AUCZ
, (3.8)

where Πu and Πc represent the overlap with either a UMZ or a UCZ instead of the
total area that both UMZ and UCZ occupy. To eliminate the zones that do not overlap
(e.g. a near wall UCZ with the free-stream UMZ), in each snapshot only the UCZs and
UMZs that most likely belong to each other (i.e. the ones that maximally overlap) are
taken into account in the overlap statistics. Furthermore, the statistics are calculated
for the cases including or excluding the free-stream region. The overlap Π shown in
Figure 3.12a indicates a mean overlap of about 0.42 (no free-stream) up to 0.49 (with
free-stream). To test the significance of these results, the procedure is performed on
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Figure 3.11: (a) and (c) show the PDFs for the streamwise velocity and the concentration of
the combined TPIV/LIF volume as shown in Figure 9. The black dashed lines in (a,c) indicate
the position of the intersections of the different Gaussian fits, delineating different uniform mo-
mentum/concentration zones. (b) and (d) show the contour plots for streamwise velocity and
concentration respectively, coloured by the modal concentration/velocity as indicated by the red
circles in (a,c). Regions of high shear are shown by the red patches in (b,d)
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randomly distributed data, i.e. no systematic connection between the UCZs and UMZs.
For both UMZs and UCZs, 1D profiles are generated in which the number of zones
and the height distribution are randomly drawn from a uniform distribution. Here it is
assumed that this 1D situation is representative of the 2D case. The number of zones is
allowed to randomly vary between 1 and 6, while this amount of zones is distributed
with a random length distribution between 0 and 1. This procedure is repeated 1× 105

times, which results in a mean overlap of this randomly distributed data of 0.44. Note
that the overlap Π increases to 0.65 for the free-stream regions in velocity and concen-
tration, indicating that the edge of the TBL largely corresponds with the edge of the
free-stream concentration zone. Hence, despite the fact that the qualitative observation
from the previous section indicates a substantial overlap, it does not seem to be relevant
in a statistical average sense. However, it should be taken into mind that actually there
is no specific reason to expect such a significant overlap, as the degree of overlap is
dependent upon time history of the scalar concentration field, i.e. the passive scalar is
introduced at a specific location that is not necessarily related to the location where also
the UMZs are formed. These results are in contrast with the suggestions of Vanderwel
and Tavoularis [81], who conjectured that in a TBL the overlapping UCZs and UMZs
are more likely to occur compared to uniform shear flow, as the tracer was released
close to the wall, i.e. the location at which UMZs are formed [81]. This explanation is
based on the idea that UMZs are generated at the location of the dye injection. Eisma et
al. [26] provides evidence for the relatively slow growth of shear layers that bound these
UMZs. Therefore, we conjecture that it is unlikely that the observed overlap between
UCZs and UMZs stems from fact that UMZs are generated at the location of the dye
injection.

The overlap parameters Πu and Πc (shown in Figure 3.12b-c) provide additional
information on whether (on average) UMZs encapsulate UCZs or vice versa. A high
value for Πu and a low value for Πc shows that UMZs on average encapsulate one (or
more) UCZs, whereas a low value for Πu and a high value for Πc indicates the opposite.
The mean value for both overlap parameters is found as Πu = 0.84 and Πc = 0.51.
Hence, UCZs are on average (slightly) bigger than UMZs and typically encapsulate one
or more UMZs. Both PDFs that include the free-stream region in Figure 3.12b, c show
a peak near 0.9, which is a result of the high overlap in free-stream region (see Figure
3.12d).

3.3.2 geometrical characteristics of zones

This section presents the geometrical characteristics of the zones detected by employing
the zone extraction algorithm described in the previous section. Figure 3.13 shows the
PDF of the number of zones detected in each snapshot. Note that the free-stream region
is excluded from the analysis. The average number of zones in the real measurements
is 2.3 for the UMZs and 2.2 for the UCZs. This is consistent with the value of 2.3 that
Silva et al. [95] found at a similar Reynolds number.

In more than 85% of all detected UMZs the streamwise extent is larger than the
streamwise extent of the field of view, in line with the observations from Adrian et al.
[43], while 85% of the UCZs have a streamwise extent larger than 0.95δ99. The distribu-
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Figure 3.12: PDF of the overlap parameter Π defined in Equation 3.6 (a), Πu defined in Equation
3.7 (b), Πc defined in Equation 3.8 (c), and Π for the free-stream regions in u and c (d). The
dashed lines show the results for the analysis with the free-stream region included whereas the
solid lines depict the results without the free-stream region included.
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Figure 3.13: PDF of the number of UMZ (a) and UCZ (b).
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Figure 3.14: PDF of the height of UMZ (a) and UCZ (b).

tion of the wall-normal height of the zones is shown in Figure 3.14. The mean height of
UMZs (Lu,y) and UCZs (Lc,y) is calculated to be 0.37 and 0.46 respectively.

3.3.3 conditional statistics over the edges of uniform zones

As suggested by several authors [26, 43, 95], the edges of UMZs are occupied by regions
of high shear. To verify this qualitative observation, we perform conditional sampling
at fixed wall-normal distances with respect to the location of the edges of UMZs and
UCZs. The conditional sampling technique is described in detail in Bisset et al. [57].
As shown in the previous section, there is no clear evidence for a significant overlap
of the UMZs and the UCZs in the statistical average sense. This behaviour is likely to
show up in the conditional statistics as a smearing of the mean conditional statistics.
Nevertheless, the conditional wall-normal scalar concentration flux 〈vc〉 is expected to
be more distinct over the interface, even in case of this non-perfect overlapping. This
behaviour is schematically explained in Figure 3.15. At time t a shear layer is present
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Figure 3.15: Sketch of a control volume around the edge of a UMZ at two different time instances
(t, t + ∆t). (a) Control volume depicting two velocity regions 1,2 with different mean u veloci-
ties and turbulence intensities u′ separated by a moving interface (solid/dashed blue lines). (b)
Control volume depicting two scalar concentration fields 1,2 with mean concentration c and con-
centration fluctuations c′ separated by a moving interface (solid/dashed blue lines); (b) A perfect
alignment with velocity interface, (c) non-aligned case. The shaded area in (b) and (c) indicates
the region that contributes to the jump in 〈c〉.

that separates the velocity regions 1 and 2, each having a different mean velocity u(y),
turbulence intensity, and with a jump in u at the interface. As a result of the momentum
flux into the interface it will move from time t (indicated by solid line) a different
position at time t + ∆t (indicated by dashed line) [29]. Similarly, the control volume for
c at time t and t + ∆t is given in Figure 3.15b,c. For clarity, the two cases are considered:
(1) the concentration interface is aligned with the velocity interface (Figure 3.15b), (2) no
alignment with the velocity interface (Figure 3.15c). Conditional statistics over the shear
layer in wall-normal direction y and averaged in streamwise direction x will clearly
depict a jump in the conditional streamwise velocity profile 〈u〉 (see also Chapter 2).
Furthermore, in case of a perfect alignment of the interfaces (Figure 3.15b), also a clear
jump in 〈c〉 will be visible. However, the situation sketched in Figure 3.15c results in a
weak jump in the conditional scalar concentration profile. The reason is that only part of
the streamwise domain (the shaded area) in Figure 3.15b adds to the jump in 〈c〉, as 〈c〉
is constant in wall-normal direction in the rest of the domain. Nevertheless, the 〈v′c′〉
is still expected to show a jump as v′ still varies in wall-normal direction, independent
of the orientation of concentration interface, as indicated by the red arrows in Figure
3.15b,c.

First, the conditional statistics around the edges of UMZs are described. The edges
of the zones are binned according to the contour level that separates the different zones
(see Figure 3.11a-b). A bin-width of 0.1U∞ is used for this purpose. Figure 3.16 presents
the conditional profiles of the streamwise velocity (a), magnitude of the vorticity vector
(b), magnitude of the shear vorticity according to Equation 3.5 (c), scalar concentration
(d), the wall-normal gradient of the scalar concentration (e), and the wall-normal con-
centration flux. Note that regions overlapping with the wall are excluded from Figure
3.16.

Figure 3.16a shows a finite jump in streamwise velocity present near the edges of
the UMZs. The magnitude of the jump of the 0.9− 1U∞ curve, is about 5% of U∞ that
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corresponds to the jump magnitude found for the turbulent/non-turbulent interface in
a TBL [26, 39]. This jump increases in height for zones closer to the wall, i.e. zones with
a lower contour level. This behaviour is consistent with the results presented on the
conditional statistics of regions of high shear inside a TBL as observed in Eisma et al.
[26] (see also Chapter 2).

Both the magnitude of the vorticity and the shear vorticity (Figure 3.16b,c) show
a peak at the location of the UMZ edge, increasing in magnitude for edges of lower
streamwise velocity. This implies that indeed the edges of UMZs are occupied by re-
gions of high shear, in agreement with the qualitative observations in TBLs by Eisma et
al. [26], Adrian et al. [43], and Silva et al. [95].

The conditional concentration profiles are shown in Figure 3.16d. Because the UMZs
do not overlap perfectly with the UCZs, the jump in concentration is not clearly ob-
served. However, the wall-normal gradient (∂c/∂y)2, representative of the dissipation
of scalar concentration fluctuations, (Figure 3.16e), indicates a moderate peak near the
edges of UMZs, indicative for a high scalar dissipation at the UMZ edges. Furthermore
the total flux vc over the edges of UMZs is shown in Figure 3.16f. A clear jump is present
in the conditional profile of vc indicating that wall-normal transport is prohibited by
the presence of shear layers that occupy the edges of the UMZs. Therefore, pollutants re-
main largely inside a UMZ. This observation bears resemblance to the results obtained
by Michioka et al. [24]. Large scale low momentum regions above an urban canopy were
found to largely overlap with regions of high concentration. The large overlap in sev-
eral instantaneous realizations suggested that pollutants were kept inside these regions,
without significant pollutant transport to other flow regions, similar to the present ob-
servations on UMZs.

Conditional sampling was also performed around the edges of UCZs. Figure 3.17 de-
picts the conditional profiles around the edges of these UCZs for the same quantities as
shown in Figure 3.16. First of all, smoothing of the conditional velocity statistics is ob-
served as a result of the non-perfect overlapping between UCZs and UMZs. In contrast
to the edges of UMZs, no distinct jump is observed in the streamwise velocity (Figure
3.17a). Additionally no peak in vorticity magnitude (Figure 3.17b) is present, though
the shear vorticity shows the presence of a moderate peak on the lower side of the UCZ
edge (Figure 3.17c). UCZs are distinct zones which are characterized by distinct jumps
in scalar concentrations across their boundaries (Figure 3.17d). Furthermore, a signifi-
cant peak is observed in (∂c/∂y)2 (Figure 3.17e), which indicates that most of the scalar
dissipation occurs at the edges of the UCZs. Finally, Figure 3.17f shows that the scalar
flux significantly decreases over the edge of a UCZ, even changing sign for the higher
contour levels. This behaviour indicates that the scalar concentration flux is directed
into the shear layer on both sides of the edge. As observed before by Eisma et al. [26],
this is indicative for vortex stretching that occurs in the vortices that populate the edges
of these zones. Instead of being transported vertically across the shear layer the passive
scalar is transported into the spanwise direction along the edge of a UMZ/UCZ, and
as such the passive scalar largely remains inside a uniform zone.
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Figure 3.16: Conditionally sampled profiles across the edges of UMZs. (a) Streamwise velocity
〈U〉, (b) Vorticity magnitude 〈Ω〉magn, (c) Shear vorticity 〈ωSH〉 according to Maciel et al. [60], (d)

Scalar concentration 〈c〉, (e) Wall-normal scalar concentration gradient
〈
(∂c/∂y)2

〉
representative

of the dissipation of scalar concentration fluctuations, (f) Wall-normal concentration flux 〈vc〉.
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Figure 3.17: Conditionally sampled profiles across the edges of UCZs. (a) Streamwise velocity
〈U〉, (b) Vorticity magnitude 〈Ω〉magn, (c) Shear vorticity 〈ωSH〉 according to Maciel et al. [60],

(d) Scalar concentration 〈c〉, (e) Dissipation of scalar concentration fluctuations
〈
(∂c/∂y)2

〉
, (f)

Wall-normal concentration flux 〈vc〉.
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3.4 conclusions

In this chapter a combined scanning TPIV and LIF measurement is described. The
scanning procedure is found to be robust, i.e. no significant drift in light sheet position
is observed during the measurement. An inhomogeneous shift of the velocity and the
scalar concentration over the height of the measurement volume is used to correct for
convection during the volume scan. PDFs of the divergence indicate no systematic error
in the velocity gradients evaluated from these reconstructed volumes.

Analysis of the PDFs of instantaneous velocity fields reveals the presence of UMZs
[22]. The PDF of instantaneous concentration fields shows the presence of distinct UCZs.
These UCZs are observed in more than 75% of the snapshots. An automated zone
extraction algorithm was developed, which allowed to quantify the overlap between the
UMZs and the UCZs statistically. The overlapping parameters, as defined in Equations
3.6-3.8, indicate a significant overlap between the UMZs and UCZs. Furthermore, UCZs
turn out to be slightly larger compared to UMZs, and consequently UCZs typically
span multiple UMZs. The detected UMZs and UCZs are zones with a large streamwise
extent, with the vast majority spanning the complete analysis domain, i.e. their length
is larger than δ99.

Conditional statistics around the edges of UMZs indicates that the edges of these
zones are characterized as regions of high vorticity and shear. However, due to the non-
perfect overlapping of UMZs and UCZs no distinct scalar jump is observed around
the edges of UMZs. Conditional statistics around the edges of UCZs also suffers from
this non-perfect overlap, resulting in no distinct peak in vorticity magnitude or shear
vorticity. Conditional statistics around UCZs and UMZs both show that the wall-normal
concentration flux vc is significantly reduced, demonstrating that shear layers at the
edges of these uniform zones reduce concentration transport across the layers.
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4
D I S P E R S I O N O F A PA S S I V E S C A L A R I N A N
I D E A L I Z E D U R B A N G E O M E T RY

4.1 introduction

Because there is a worldwide increase of urban population, more pollutant emission
sources, such as from power generation, households and traffic, are present near pop-
ulated areas. As a consequence, the demand for accurate urban air quality predictions
is rising, which requires proper understanding of the dispersion of pollutants in ur-
ban environments. Investigations of the urban boundary layer are often done for fully-
developed flow over areas with uniform properties. For example Cheng and Castro [98]
performed experiments on turbulent boundary layers where the complete bottom wall
of the wind tunnel was covered with cubical roughness elements, which represented the
flow over an urban area. In multiple numerical simulation studies the fully-developed
character of the flow is implicitly assumed by employing periodic boundary conditions
in the horizontal directions (e.g., [24, 99, 100]). However, in reality the surface rough-
ness changes, e.g. from rural to urban regions, which means the boundary layer has
to adapt to this roughness transition. There are only a few recent numerical studies on
turbulent flow over an explicitly resolved roughness transition [101, 102], where mostly
cubical roughness elements or riblets are considered. In addition, experimental inves-
tigations with results up to the roughness elements are scarce, and when a roughness
transition is considered it is often done to find out when the boundary layer retains an
equilibrium state, without investigating pollutant dispersion [103].

In order to obtain insight in pollutant dispersion mechanisms, Michioka et al. [24]
performed large-eddy simulations (LES) on fully-developed flow over an array of ob-
stacles with various aspect ratios l/h, where l is the spanwise obstacle length and h is
the obstacle height. They conclude that for fully-developed conditions the turbulent pol-
lutant flux is the main contributor to street canyon ventilation, although the ratio of the
turbulent to the advective pollutant flux does change slightly for different aspect ratios
[104]. Tomas et al. [104] show that up to 14h downstream of a rural-to-urban roughness
transition the advective pollutant flux remains significant. Furthermore, Michioka et al.
[105] and Michioka et al. [24] conclude that street canyon ventilation mostly takes place
when low momentum regions pass over the canyon, and they suggest that these regions

Part of this chapter is published in: J. M. Tomas, H. Eisma, M. J. B. M. Pourquie, G. E. Elsinga, H. J. J. Jonker,
and J. Westerweel, “Pollutant Dispersion in Boundary Layers Exposed to Rural-to-Urban Transitions : Varying
the Spanwise Length Scale of the Roughness,” Boundary-Layer Meteorol., vol. submitted, 2016 and H. E. Eisma,
J. M. Tomas, M. B. J. M. Pourquie, G. E. Elsinga, H. J. J. Jonker, and J. Westerweel, “Effects of a 2D fence on
Pollutant Dispersion in Boundary Layers Exposed to Rural-to-Urban Transitions,” (in Prep.,
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are of small scale compared to the the coherent structures in the outer region and are
generated close to the top of the canopy.

Currently, there are only few experimental investigations on urban geometries in
which concentration fields and velocity fields are measured simultaneously, such that
these dispersion mechanisms can be investigated [106]. To the authors knowledge there
is no such experimental data available for regions containing multiple street canyons
that allow a study on the streamwise development. Therefore, in the current study
both LES and experimental measurements were performed to investigate pollutant dis-
persion mechanisms after a rural-to-urban roughness transition in neutrally buoyant
conditions. The set-up is similar to Tomas et al. [107], where the urban canopy consists
of cubical obstacles in an in-line arrangement. In addition, in the current study various
urban canopies are considered by varying the spanwise aspect ratio of the obstacles
and by positioning a fence with different heights upstream of the urban canopy. The
experiments were done in the water tunnel at the Laboratory for Aero- and Hydrody-
namics at the Delft University of Technology using simultaneous stereoscopic particle
image velocimetry (PIV) and laser-induced fluorescence (LIF) techniques in order to
investigate instantaneous pollutant dispersion mechanisms. The objectives of the study
are (1) to set up a well-validated data-set for flow and pollutant dispersion and (2) to
answer the following questions:

• What is the influence of the aspect ratio l/h on flow over a rural-to-urban tran-
sition, in terms of velocity statistics, internal boundary-layer depth and pollutant
dispersion?

• What is the influence of the Reynolds number based on obstacle height h+ on the
velocity and pollutant dispersion statistics?

• What is the influence of a fence with different heights mounted upstream of the
urban canopy on the flow and dispersion characteristics above/inside the urban
canopy?

• What are the dominant mechanisms of pollutant removal from street canyons
and how do these mechanisms change in the transition region for the different
variables given above?

This chapter is organized as follows. First of all, the considered cases in the current
setup are discussed in section 4.2. Second, a short overview of the numerical setup is
given in Section 4.3. Third, Section 4.4 discusses the experimental setup that is used,
including an extensive discussion on the processing of the LIF images. The results on
the comparison between the LES and the experimental results regarding the aspect ra-
tio variation is discussed in Section 4.5. The effect of the Reynolds number is discussed
in Section 4.6. The influence of a fence on the mean flow field and the pollutant re-
moval mechanisms is discussed in detail in Section 4.7. Finally, a summary of the most
important conclusions from this chapter are given in Section 4.8.

4.2 considered cases

In both the experiments and the simulations a smooth wall turbulent boundary layer
is generated that approaches an urban roughness geometry consisting of an array of
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obstacles. The Reynolds number of the approaching flow, Reτ = uτδ99/ν, based on the
friction velocity uτ =

√
ν∂u/∂z and the boundary-layer depth δ99, is around 2.0× 103

for the lowest Reynolds number case considered. Additionally, in the experiments the
Reynolds number Reτ is varied between 2.4 × 103 and 5.7 × 103. Figure 4.1a shows
the top view and the side view of both the experimental set-up (black lines) and the
domain used in the LES (blue lines). The coordinate axes are as follows: x denotes the
streamwise direction, y the spanwise direction and z is in the wall-normal direction.
Please note that we do adopt a different coordinate system in this chapter compared
to the previous chapters. The location x = 0 corresponds to the upstream walls of the
first row of obstacles, while the plane y = 0 lies in the middle of the domain at the
symmetry plane of the obstacles. A uniform street layout of obstacles placed in an in-
line arrangement is considered to capture the basic characteristics of urban areas. The
first parameter that is varied is the obstacle aspect ratio l/h; aspect ratios of 1, 2, 3.5, 5,
8 and ∞ are simulated by LES, while aspect ratios of 1, 5 and 8 are investigated in the
experiments. The urban model in the experiments was made from Plexiglas blocks with
cross-sectional dimensions of 2.0× 2.0 cm2 and lengths of 2.0, 10.0, and 16.0 cm for the
different aspect ratio cases. Figure 4.1b shows the top view of the different cases, which
are indicated by AR1, AR2, AR3.5, AR5, AR8 and 2D. The second parameter that is
changed is the addition of a fence 1h upstream of the first row of obstacles (not shown),
i.e. just in between the line source and the first row of obstacles. The fence height in the
experiments is varied between 0h and 1.5h, whereas in the LES the 0h case and the 1h
case is simulated. The different fence cases are indicated by C00, C05, C10, and C15.

For each aspect ratio case two ‘streets’ are shown in Figure 4.1b that consist of an
obstacle row and a ‘street canyon’. In all cases the width of the obstacles as well as
the width of all street canyons is equal to h. Consequently, the plan area density λp =
Ap/At is equal to the frontal area density λf = Af/At, where At is the total area viewed
from the top, Ap is the total area covered with obstacles and Af is the total frontal area
of the obstacles. λ = λf = λp is between 0.25 (AR1) and 0.5 (2D) and all cases are in
the skimming flow regime [108]. In addition, a line source of passive tracer is placed
in front of the urban environment to simulate an emission from a highway as is often
found near urban regions. Its location is 2h upstream of the first row of obstacles. In the
experiments the tracer is released from the ground surface, while in the simulations the
source is located at z/h = 0.2.

4.3 numerical setup

The set-up of the LES is the same as in Tomas et al. [107] except that in the current study
only neutrally buoyant conditions are considered and that several obstacle aspect ratios
and the addition of a fence are studied. Here, the main characteristics of the simulations
are given, while further details can be found in Tomas et al. [107].
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Figure 4.1: A schematic overview of the experimental and numerical set-up (a) and an overview
of the cases that are considered in the experiments and in the simulations (b). The experimental
set-up is shown by black lines and dark grey obstacles, while the numerical domain is shown by
blue lines and light grey obstacles. The green line represents the laser sheet.

4.3.1 governing equations and numerical method

The filtered continuity equation and the filtered Navier-Stokes equations for incom-
pressible flow are

∂ũi
∂xi

= 0, (4.1)

∂ũi
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(
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where (̃..) denotes filtered quantities, ( p̃ + τkk/3) /ρ is the modified pressure, τkk is the
trace of the subgrid-scale (SGS) stress tensor, ν is the fluid kinematic viscosity, νsgs is the

SGS viscosity, Scsgs is the SGS Schmidt number, Sij =
1
2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
is the rate of strain

tensor and S is a source term. The eddy-viscosity SGS model, τij/ρ = ũiuj − ũiũj =
−2νsgsSij, where τ is the SGS stress tensor, is already incorporated in Equation 4.2 and
Equation 4.3. Equation 4.3 describes the transport equation for the pollutant concentra-
tion c∗. Hereafter the (̃..) symbol is omitted for clarity, while the (..) symbol represents
temporal averaging, and the 〈..〉 symbol represents spatial averaging. Furthermore, fluc-
tuating quantities are represented by (..)′.
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The code developed for this study is based on the Dutch Atmospheric Large-Eddy
Simulation (DALES) code [109], where the main modifications are the addition of an
immersed boundary method [110], the implementation of inflow/outflow boundary
conditions and the application of the eddy-viscosity SGS model of Vreman [111]. This
model has the advantage over the standard Smagorinsky-Lilly model [112, 113] that
no wall-damping is required to reduce the SGS viscosity near walls. The equations of
motion are solved using second-order central differencing for the spatial derivatives
and an explicit third-order Runge-Kutta method for time integration. For the scalar
concentration field the second-order κ scheme is used to ensure monotonicity [114]. The
simulations are wall-resolved, so no use is made of wall functions. The Schmidt number
Sc was 0.71, and Scsgs was set to 0.9, equal to the turbulent Prandtl number found in
the major part of the turbulent boundary layer in direct numerical simulation (DNS)
studies by Jonker et al. [115]. The code has been used previously to simulate turbulent
flow over a surface-mounted fence, showing good agreement with experimental data
[104, 116].

4.3.2 domain and boundary conditions

Figure 4.1 shows the LES domain in blue together with the applied number of grid
cells in each direction. At the ground and the obstacle walls no-slip conditions were
applied. The velocity and the concentration fields were assumed to be periodic in the
spanwise direction. Furthermore, the smooth-wall turbulent boundary layer imposed
at the inlet was generated in a separate ‘driver’ simulation using the rescaling method
proposed by Lund et al. [117]. At the outlet a convective outflow boundary conditions
was applied for both velocity and concentration. Furthermore, at the top wall free-
slip conditions were assumed for the horizontal velocity components. In addition, a
small vertical outflow velocity was applied that corresponds to the outflow velocity
used in the driver simulation to achieve a zero pressure-gradient boundary layer. The
computational grid, boundary conditions, as well as the inflow turbulent boundary
layer are the same as for the neutrally buoyant case described by Tomas et al. [107], in
which further details are given.

4.3.3 statistics

The simulations with a turbulent inflow started from a statistically steady solution gen-
erated with a steady mean inflow profile. A constant timestep of 0.0156T was used,
where T = h/Uh. The simulations ran for at least 780T before statistics were computed,
which was long enough to assure a steady state. Statistics were computed for a duration
of at least 780T with a sampling interval of 0.31T resulting in converged results. This
duration corresponds to approximately 125 uncorrelated samples in the experiment.
The simulations were well-resolved, such that the average subgrid stress −2νsgsS13 did
not exceed 6% of the total Reynolds stress, as shown by Tomas et al. [107]. Therefore,
only the resolved statistics are shown in the subsequent sections.
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4.4 experimental setup

In this section an overview of the different components of the experimental setup and
their characteristics are given. The method of generating an appropriate approach flow
boundary layer is discussed. Furthermore, the line source design and its lateral ho-
mogeneity are discussed. Next, the PIV and LIF setup are discussed. The theoretical
background, the calibration, and the correction procedure are discussed in detail to
show the validity of the concentration measurements.

4.4.1 approach flow boundary layer

The characteristics of the approaching flow boundary layer affect the flow develop-
ment over obstacles [118, 119]. Therefore, in this section a comparison is given of the
approaching flow boundary layer in the experiments and in the simulations. The ex-
periment was performed in the same water tunnel facility that was used in Chapter 2

and 3. A false floor, with dimensions 4.5× 0.6 m2, is mounted 0.17 m above the bottom
wall to limit the influence of remaining flow disturbances emanating from the contrac-
tion upstream of the measurement section, as well as to allow the placement of the
scalar line source. An artificially thickened smooth wall boundary layer is generated
with spires. To generate a scaled atmospheric boundary layer (ABL) there are several
methods available in literature, as for example spires [120, 121], an active grid [105,
122], or a naturally developing ABL over surface mounted roughness [123, 124]. Due
to the relatively short length of the test section of the water tunnel the third option is
not feasible. The flexibility of an active grid is quite appealing, however from a pro-
duction/development perspective quite elaborate as it requires a significant amount
of time before such an active grid is developed and build. The use of spires has been
a very attractive way of generating a properly scaled ABL in windtunnels with a rela-
tively short length. Counihan [121] proposed the use of a combination of spires, barriers
and surface mounted roughness elements, with which he was able to obtain properly
scaled versions of ABLs. Cook [123] refined this method by considering different types
and arrangments of roughness elements. Another simple but powerful approach is pro-
vided by Irwin [120] who proposes an easy design method for spires and subsequent
roughness elements to simulate an ABL for different types of terrain. As the 3D shape
of the Counihan vortex generators is more complicated to produce, the Irwin method
is chosen to generate a scaled ABL. A schematic overview of the experimental setup is
given in Figure 4.2.

The spires are mounted 0.5 m downstream of the sharp leading edge of the ground
plate. An additional fence with a height of 2.0 cm is placed 12 cm upstream of the spires
in order to generate an additional momentum deficit at the start of the boundary layer
development. As input parameters for the design of these spires the boundary layer
thickness δ99 = 200 mm and the exponent of the power-law velocity profile α = 0.1
(corresponding to smooth terrain) are used. The power-law profile is defined as:

U/U∞ = (z/δ99)
α (4.4)
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Figure 4.2: Schematic overview of the experimental setup indicating the different components

As flat terrain is considered as the upstream fetch, no additional roughness elements
are mounted downstream of the spires. The resulting design of the spires including the
dimensions is summarized in Figure 4.3.

Figure 4.3: Sketch of the spire layout. (a) Side view. (b) Front view

The boundary layer characteristics at the model location (approximately 3.9 m down-
stream of the spires) are characterized by a planar PIV setup in both the streamwise -
wall-normal plane as well as the streamwise - spanwise plane (at z/δ99 ≈ 0.25), where
the latter was used to characterize the spanwise uniformity of the boundary layer. In
order to optimize the boundary layer characteristics at the measurement location (i.e.
the velocity profile, Reynolds stress distribution and the spanwise flow uniformity), the
number of spires and the spanwise spacing of the spires were varied (see Figure 4.3). It
is found that a standard uniform spacing implicitly assumed by Irwin [120] generates
a significant inhomogeneity in the mean streamwise velocity u in spanwise direction y
of about 16%, see Figure 4.4. By adopting a non-uniform spacing this inhomogeneity
reduces to 7.5%, which is regarded to be acceptable for the present investigation. After a
few iterations the optimum configuration consists of four spires that are non-uniformly
positioned in spanwise direction, i.e. the first and fourth spire are positioned at 105 mm
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from the side-walls, while the second and third spire are positioned 110 mm away from
the first or fourth spire respectively.

Figure 4.6 depicts the velocity profile, the profiles of the root mean square (RMS) of
the velocity fluctuations and the mean Reynolds stress distribution in the wall-normal
direction for the experiments and the LES. These profiles are normalized with the ve-
locity at obstacle height. Uh ≡ u|z=h, which proved to be the best scaling for the rural-
to-urban flows discussed in the subsequent sections. Nevertheless, it should be kept in
mind that this velocity scale is not the preferred choice to scale the undisturbed velocity
profiles, as Uh is not the relevant velocity scale for the velocity statistics in a turbulent
boundary layer. Furthermore, small changes in the location at which Uh is determined
has a considerable effect upon the scaled velocity statistics. Finally, Figure 4.5 shows the
velocity profile in inner scaling compared with reference data from Osterlund [125].

Despite the different ways of generating the approaching boundary layer there is a
satisfactory agreement between the results of the two methods; a good match is found
for the mean velocity profile in the range 0 ≤ z/h ≤ 3 (Figure 4.6a). In the LES a zero
pressure-gradient boundary layer was generated, while in the experiment a slightly
favourable pressure gradient was present due to the boundary-layer growth and the
constant cross-sectional area of the tunnel. With the normalization with Uh this differ-
ence is reflected in a lower streamwise velocity in the outer region (above z/h = 3) of
the experimental boundary layer (see Figure 4.6a). Moreover, it is reflected as a sup-
pressed wake in the velocity profile in inner scaling in Figure 4.5. Furthermore, Figure
4.5 indicates a small dimple in the wake region of the current experimental result, which
is attributed to the design and arrangement of the spires. Note, that the LES in Figure
4.5 depict a slightly suppressed log layer. This manifests itself as a mismatch in the
outer layer of the mean streamwise velocity as shown in Figure 4.6a.

As observed in Figure 4.6b the profiles of uRMS and wRMS are similar in shape when
comparing the experimental data with the LES simulations. The main differences are
attributed to the difference in predicted and measured Uh (see Table 4.1), i.e. the lower
Uh in the LES causes the scaled velocity fluctuations to be larger than in the experiments.
In addition, the slightly favourable pressure gradient reduces the velocity fluctuations
in the experimental boundary layer [55], thereby reducing the turbulence level. This
is also reflected in the shape parameter H, defined as the ratio of the displacement
thickness δ∗ to the momentum thickness θ, which is found to be 12% higher in the
experimental data. Furthermore, a reduction is observed in the mean Reynolds stress in
the experiments in the region 2 ≤ z/h ≤ 5, see Figure 4.6c. This is most likely attributed
to the design and the arrangement of the spires. Nevertheless, as will be shown in the
subsequent sections, the differences in characteristics of the approaching flow do not
cause significant discrepancies in the development of the flow over the urban canopy.

The Reynolds number (Re) based on U∞ and h is around 5.0× 103 for the numerical
simulations. In the experiments it ranges between 5.4× 103 and 16.4 × 103, which is
in the regime where Reynolds number effects are small when flow over sharp-edged
obstacles is considered [98]. In addition, the wall-friction Reynolds number (h+), based
on uτ and h, is around 200 (LES) and between 200 and 600 in the experiments, which is
in the fully rough regime [126]. A summary of the relevant boundary-layer properties
for both the experiments and the simulations can be found in Table 4.1.
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Figure 4.4: Spanwise uniformity of the streamwise velocity u at z/h ≈ 0.25 for Reθ = 5876,
The red curve corresponds to the case where the spacing S between the spires is 150 mm, and
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spanwise variation of u for optimal spacing. The numbers given in the legend correspond to the
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4.4.2 uniform line source

The fluorescent dye is injected upstream of the first row of obstacles by a uniform line
source, modelling the vehicle exhaust on a highway. A design of a line source in a wind
tunnel environment is presented by Meroney et al. [127]. To correctly represent vehicle
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Figure 4.6: Properties of the approach flow boundary layer; mean streamwise velocity u (a), RMS
of the velocity components (b) and Reynolds stress −u′w′ (c). The circle in (a) indicates the refer-
ence velocity at obstacle height Uh = ū|z=h. The errorbars in (b) and (c) represent the statistical
mean ± the standard error of the mean.

Table 4.1: Summary of the properties of the approaching boundary layer; δ∗ is the displacement
thickness, θ is the momentum thickness, and H is the shape factor.

δ99

h
θ

h
δ∗

h
H U∞

Uh

uτ

Uh

Reτ h+ Re(
δ∗
θ

) (
uτδ99

ν

) (
uτ h

ν

) (
U∞h

ν

)
Exp. 1 11.43 1.09 1.65 1.52 0.70 0.055 2.4× 103

209 5.4× 103

Exp. 2 11.35 1.10 1.62 1.47 0.72 0.052 3.5× 103
307 8.2× 103

Exp. 3 9.59 0.96 1.35 1.41 0.75 0.049 5.7× 103
598 16.4× 103

LES 10.3 1.28 1.78 1.39 1.56 0.059 2.0× 103
194 5.0× 103

exhaust, the line source is required to have low vertical momentum as the exhaust of
vehicles is predominantly directed horizontally. Furthermore, it is important to achieve
a sufficiently high pressure drop over the line source. This causes the injection to be
insensitive to local turbulent pressure fluctuations. The current design of this uniform
line source is inspired based on the work of Doorne [128], who uses a porous metal
plate to generate a uniform injection. In contrast to the trials by Meroney et al. [127] in
air, the pressure drop over such a porous plate in water is sufficiently high to generate
homogeneous dye injection.

A picture of the line source indicating the different components is given in Figure 4.7.
The line source basically consists of a homogeneous porous metal plate with dimen-
sions 1.0× 40.0 cm (Lx × Ly) on top of a small settling chamber with cross-sectional
dimensions 1.0× 2.0 cm (Lx × Lz). The porous metal plate is mounted flush with the
ground plate (see Figure 4.2). The permeability of the plate is specified by the manufac-
turer (Pall Corporation) as 23.2× 10−12 m2.



C
h

a
p
t
e
r

4

4.4 experimental setup 57

A uniform injection is critically dependent upon the pressure distribution in the set-
tling chamber below the porous plate and the homogeneity of the porous plate. To
achieve a homogenous pressure distribution below the porous plate, the dye is injected
at nine discrete points below the porous plate (see Figure 4.7). The hoses connnecting
the injection points to the syringe pump system are all of equal length, thereby ensur-
ing that the pressure drop is equal over each hose. Doorne [128] suggested to inject
the dye parallel to the porous plate thereby avoiding stagnation points on the porous
plate. However, due to geometric constraints this is not feasible in the current setup and
the dye is injected at nine discrete points in the bottom plate of the settling chamber
(i.e. perpendicular to the porous plate). After a number of design modfications, kitchen
sponge is added in the settling chamber, which breaks up the jets that are present at
each injection point and thereby homogenizes the output profile. The lateral homogene-
ity is assessed in more detail below.Based upon visual inspection this yields a sufficient
degree of lateral homogeneity of the line source.

A 4-axle syringe pump system (neMESYS, Cetoni GmbH) controlled by the neMESYS
user interface is used to inject a concentrated solution of Rh-WT (C = 10 mg/L) at
a continuous volume flow rate between 3 and 5 ml/s. At the current volume flow
rates, the average vertical injection velocity is about 0.75 mm/s or 0.3%U∞, which is
considered to be nearly momentum free.

Figure 4.7: Picture of the line source indicating the different components.

The spanwise homogeneity of the line source is evaluated by measuring the spanwise
concentration distribution with an LIF setup. The line source is mounted in ground
plate of the experimental setup without the urban model present. Next, a collimated
laser sheet is generated parallel to the line source at different downstream positions. A
camera viewing from above is employed to record the spanwise intensity distribution.
The spanwise profiles behind the line source are shown in Figure 4.8. The spanwise
inhomogeneity close to the line source is considerable. More downstream the mixing
due to turbulence decreases the inhomogeneity. Note that no buildings are present in
this setup, which otherwise would significantly decrease the spanwise inhomogeneity
downstream direction as a result of turbulent mixing due to the presence of the build-
ings.
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Figure 4.8: Intensity profiles of line source at different streamwise distances behind the source

4.4.3 piv setup

To perform simultaneous velocity and concentration measurements above and partly
inside the canopy, a stereoscopic PIV set-up was combined with a planar LIF set-up,
as shown in Figure 4.2. For the stereoscopic PIV measurements, the flow was seeded
with 10 µm buoyant-neutral tracer particles (Sphericell). The y = 0 plane was illumi-
nated with a twin-cavity double pulsed Nd:YAG laser (Spectra-Physics Quanta Ray),
resulting in a field of view of approximately 430× 250 mm2 (x × z). Dedicated optics
were used to form a thin laser sheet with an estimated thickness of approximately 1

mm. The particle images were recorded using two high resolution CCD cameras with
a 4872×3248 pixel format (Image LX 16M, LaVision). Both PIV cameras are equipped
with Micro-Nikkor F105mm objectives operating at an aperture number f# = 8. Ad-
ditionally, both cameras were equipped with Scheimpflug adapters to allow for large
viewing angles while keeping the particle images in focus [129]. The total separation
angle between the PIV cameras was set to 56◦. To enable measurements partly inside
the canopy, both cameras had a small vertical inclination of about 10◦.

Data acquisition was performed using the commercial software package Davis 8.3.
Additionally, Davis 8.3 was used to calibrate and process the PIV data. The calibration
and the self calibration procedure as proposed by Wieneke [83] was employed to remove
the perspective deformation in stereoscopic viewing and obtain the viewing angles. The
PIV images were interrogated with a multi-pass interrogation technique, where the final
interrogation windows had a size of 24× 24 pixels, corresponding to a spatial resolution
of 0.1h, with 75% overlap between the neighboring windows. The fraction of spurious
vectors was found to be less than 2%. These were reliably detected using a median
test and replaced by linear interpolation [51]. Each dataset consisted of at least 1,500

instantaneous velocity/concentration fields acquired at a temporal resolution of 1.44 Hz.
This low acquisition frequency ensured that subsequent samples could be considered
as statistically uncorrelated. As a result, reliable and accurate first and second order
statistics could be obtained.
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4.4.4 lif setup, calibration and correction procedure

A third camera (Image LX 16M, LaVision) was added to perform the planar LIF mea-
surements. This camera was also equipped with a Micro-Nikkor F105mm objective oper-
ating at an aperture number f# = 2.8. A lower aperture number was chosen to collect a
larger amount of fluorescent signal. To provide a better view into the canopy this camera
had a slight vertical inclination of just 10 degrees, which did not require a Scheimpflug
adapter. In order to separate the simultaneous measurements of velocity and concentra-
tion, shortpass filters (PIV cameras) and a longpass filter (LIF camera) were employed.
Note that both the PIV cameras and the LIF camera were operated in double frame
mode. However, the LIF results presented in this chapter are only based upon the first
frame of each snapshot as the second laser pulse turned out to be too unstable in time,
i.e. the profile of laser beam changed its shape significantly during the course of an ex-
periment, which would decrease the accuracy of the reconstructed concentration fields.
As a result, there is a small mismatch between the concentration field and the velocity
data due to convection, which is typically on the order of 4 pixel displacement. This
is regarded to be small as the shift is well below the size of a PIV interrogation area.
The effective spatial resolution of the concentration fields was 0.004h. In order to eval-
uate the concentration fluxes, the velocity field obtained by the PIV measurements was
interpolated onto the high resolution LIF grid through bicubic interpolation.

Theoretical Background

A short theoretical background on the working principles of LIF is given in this section
in order to show how the raw intensity images are converted to concentration images.
In conjunction, also the important criteria for valid LIF measurements are discussed.
Planar LIF is a popular and powerful technique to measure concentrations in aqueous
environments. The origins of this technique possibly go back to the time that Osbourne
Reynolds started his famous visualization experiments by injecting a dye into a round
pipe to visualize the laminar to turbulent transition [130]. As noted by Crimaldi [86] it
took over a century before this visualization technique was extended to a more quan-
titative measurement technique. Without going into great detail, the basics of LIF are
explained in this section. The fundamental relation that underlies the LIF theory is
given by the fact that the local fluorescence F, the local dye concentration c∗ and the
local excitation intensity I are related as:

F ∝
I

1 + I/Isat
c∗, (4.5)

where Isat is the saturation intensity of the specific chosen dye. As long as I � Isat
the excitation is weak and Equation 4.5 is linear to a good approximation. Melton and
Lipp [131] estimated the Isat of Rh-WT to be in the order 1010 W/m2. For the current
experiments, a pulsed ND:YAG laser is employed (400 mJ/pulse), resulting in peak
intensities to be of the order 8× 1010 W/m2, which is in the same range the saturation
intensity limit of Rh-WT. However, Melton and Lipp [131] pointed out that reliable
measurements can be obtained by operating under so-called optical thin conditions.
Under that condition, Equation 4.5 is still valid, while F is found to remain linear in
c∗. The term ’optically thin’ originates from the analysis of the Beer-Lambert law. This
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law states that a light ray with intensity I passing trough a medium with thickness dr,
extinction coefficient ε and concentration c∗ experiences an intensity change dI as:

dI
I

= −εc∗dr (4.6)

A light ray traveling over a distance dz = z0 − z1through a medium with spatially
varying concentration C(x, z), then experiences an intensity change equal to:

I(x, z) = I0(x, z)e−ε
∫ z1

z0
c∗(x,z)dz (4.7)

As long as ε
∫ z1

z0
c∗(x, z)dz� 1, attenuation of the laser sheet intensity due the presence

of the dye can be neglected (i.e. I(z1) ≈ I(z0)) and the system is called optically thin [86].
In case attenuation would become significant, the integral given in Equation 4.7 needs
to be evaluated for each end every pixel. Therefore, many researches have performed
their experiments under these conditions, circumventing such a tedious pixel-by-pixel
integration procedure [93, 131, 132]. Note that I0 is still dependent upon x and z as the
laser sheet intensity changes because the laser sheet is radially expanding and there is
an intensity profile in streamwise direction. The next section shows that the calibration
curves are linear (see Figure 4.10), indicating that the current experiments are indeed
performed under these optical thin conditions. In accordance with Krug et al. [93], the
imaged fluorescence intensity IF for each pixel can be written as:

IF(i, j) = α(i, j)I(x, z)c∗(x, z), (4.8)

where α(i, j) is an efficiency prefactor that comprises for instance the fraction of re-
ceived fluorescence or the quantum efficiency of the dye, c∗(x, z) denotes the local con-
centration imaged onto pixel (i, j) and I(x, z) is the local laser light intensity as given
by Equation 4.7. Substituting Equation 4.7 into Equation 4.8 by assuming optical thin
conditions yields:

IF(i, j) = α(i, j)I0(x, z)c∗(x, z) (4.9)

Equation 4.9 is the basis to determine a calibration curve for each pixel in the mea-
surement domain. Equation 4.9 is evaluated at different known concentration levels by
positioning a container with a known uniform concentration in the field of view. The
value of the coefficient α(i, j)I0(x, z) is then obtained by a linear least squares fit for
each individual pixel.

Dye Selection and Schmidt Number Effects

The fluorescent dye used in the experiments is Rhodamine WT (Rh-WT). The main rea-
son to select this dye is that the present laser is able to excite Rh-WT [131].This dye
has spectral characteristics similar to the more commonly used Rhodamine B (Rh-B),
however it is much less toxic [86]. Although Rh-WT is a temperature sensitive fluores-
cent tracer [133], the effect of temperature variations is found to be negligible, because
the water temperature varies less than 1◦C over the course of a measurement day. The
Schmidt number (Sc = ν/D, where ν is the kinematic viscosity and D is the mass
diffusivity) of Rh-WT in the experiments is estimated to be about 2,500. However, the
finite thickness of the laser sheet and the camera resolution both act as a low pass filter,
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resulting a in lower ‘effective’Schmidt number Sce f f . In order to provide an estimate
for this effective Schmidt number, the Schmidt number can also be written as the ratio
between the Kolmogorov length scale η and the Batchelor length scale λB as [134]:

Sc =
(

η

λB

)2
(4.10)

When looking at the spatial spectrum of the concentration fluctuations, Obukhov [135]
and Corrsin [136] showed that for wavenumbers 1/L < k < 1/η (where L is the inte-
gral length scale) the scalar spectrum obeys a −5/3 power scaling in accordance with
the classical Kolmogorov-Richardson cascade. However, for large Schmidt numbers, as
presently the case, the Batchelor scale is much smaller than the Kolmogorov length
scale and another scaling regime in the range 1/η < k ≤ 1/λB is observed, the so
called viscous-convective range. Batchelor [137] hypothesized that the spectrum in this
wavenumber range obeys a −1 scaling law. Amongst many others Donzis et al. [134]
show evidence of this −1 power scaling in DNS. Figure 4.9 shows the spectrum of the
scalar concentration fluctuations in the present AR5 case at a friction Reynolds num-
ber of about 2.4× 103. The data is taken at z/h = 2 near the downstream edge of the
measurement domain (15.5 < x/h < 17). Figure 4.9 indicates clearly the two different
scaling regimes. The relatively low Reynolds number results in a small range of wave
numbers over which the the −5/3 scaling law is observed, as pointed out previously
by Warhaft [138]. Additionally, the strong inhomogeneity of the concentration field in
streamwise direction further suppresses the appearance of the −5/3 part in the spec-
trum.

Returning back to Equation 4.10, an effective Schmidt number can now be obtained.
First of all, η is estimated from the non-dimensional wavenumber kh at which the −1
scaling law starts (i.e. η ≈ 0.75 mm). Second, an effective Batchelor scale is obtained
by determining the highest wave number that can be resolved, i.e. λB ≈ 0.17 mm. This
results in an effective Schmidt number of Sc ≈ 20. Additionally, Equation 4.10 is used
to provide an estimate for the real Batchelor scale as λB = 1/50η ≈ 0.015 mm, where
Sc = 2500 and η = 0.75 mm was used. This is well below the current resolution of the
LIF camera. Therefore, the low resolution of the camera reduces the Schmidt number
considerably.

Calibration Procedure

The calibration of the LIF images, i.e. the conversion of raw intensity images to con-
centration fields according to Equation 4.9, is performed by positioning a small Plexi-
glas container (with a size of 45.0× 12.0× 4.0 cm) in the measurement domain. This
container is filled with different known uniform concentrations. Then the calibration
procedure is as follows. First, 10 liter of tap water is degassed in a vacuum chamber,
to remove most of the dissolved air from the water. This greatly limits the presence of
unwanted air bubbles in the calibration container, which will otherwise spoil the calibra-
tion images. This water is then circulated through the plexiglass container by means of a
circulation pump. The reason to circulate the calibration fluid is to avoid any unwanted
photobleaching effects, that will become noticable once the same Rhodamine molecules
are excited too often with a high power laser (as discussed later). A second motivation
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Figure 4.9: Spectrum of the scalar concentration fluctuation determined at z/h = 2 averaged
in horizontal direction at over a streamwise distance of 1.5h. The data is taken from the AR5

dataset at a friction Reynolds number of 2.4× 103. Additionally, the thickness of the light sheet
is indicated by the green line.

is the fact that there is no need to touch the container during the calibration process
while increasing the concentration in the container. This lowers the risk of changing the
laser sheet shape and position during the calibration phase. A syringe pump (Hamilton
ML500) is used to add 0.25 ml of a concentrated Rh-WT solution (1 g/L) in between
each calibration step. As a result, the concentration in the plexiglass container is varied
in seven step between 0 and 150 µg/L. This range of concentrations covers most of the
instantaneous concentrations that are observed in the actual experiments. After adding
this concentrated Rh-WT solution to the calibration setup, we wait approximately two
minutes to ensure a homogeneous mixed calibration fluid, after which 50 calibration
images are recorded. As suggested by Krug et al. [93] the effects of PIV seeding on the
concentration images cannot be neglected. A different opinion is given by Vanderwel
and Tavoularis [132] who basically assume this effect to be negligible. In the current
experiments it is found that the effect of particles on the LIF measurements becomes
noticeable once the particle concentration is far above typical seeding levels encoun-
tered in the actual experiments. Still, in the current experiments seeding particles are
introduced into the calibration container before starting the calibration procedure and
there is no need to perform an additional attenuation correction as proposed by Krug et
al. [93]. Seeding is added in small steps until a seeding concentration is reached which
is comparable with seeding levels found in the actual experiments. The additional ben-
efit of the circulating flow in the calibration container is that it ensures that the particles
remain homogeneously distributed within the calibration container during the course
of the calibration procedure.

The result of this procedure is a calibration curve for each pixel in the measurement
domain. After subtraction of the zero-concentration image, a least squares fit is per-
formed for each and every pixel to obtain a pixel-wise calibration relation between the
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concentration and intensity according to Equation 4.9. A few examples of such cali-
bration curves are shown in Figure 4.10. The calculated R2 value of this least squares
fit is on average 0.9985 for the calibration curves, indicating that these least squares
approximation fits the data.

As mentioned before, the current experiments are performed under optical thin con-
ditions. This means that there exists a linear relationship between the measured inten-
sity and the concentration. This behavior is nicely reflected in the calibration curve.
Even at the highest concentrations, the calibration curves are linear [139]. Furthermore,
it is noticed that almost the complete dynamic range of the camera is used, i.e. 4095

gray scales in case of the 12-bit camera, which is beneficial in terms of the signal to
noise ratio of the signal [86], i.e. the measured concentrations have an intensity that is
much higher than the dark image response of the camera.
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Figure 4.10: Calibration curves for different pixels inside the field of view. Values at each concen-
tration are obtained by averaging over 50 images. The errorbars indicate the standard deviation
of the signal. The solid lines indicate the linear least squares fit through the measurement points.
The R2 value of these fit is on average 0.9985. The inset shows the plexiglas calibration container
and the locations at which the displayed calibration curves are taken.

Background Subtraction and Pulse-to-Pulse Variation

Before the raw images are converted to a concentration, first of all the raw digital im-
ages are rescaled (with a factor γ) to compensate for the pulse to pulse variations that
are inherently present in the laser beam of a Nd:YAG laser. It is found that the standard
deviation of this fluctuation is about 3% of the mean intensity, which is comparable with
previous results by Vanderwel and Tavoularis [132]. In addition, a proper background
is subtracted. Because the water tunnel is a recirculating flow facility, the background
concentration slowly builds up during an experiment. To account for this change in
background concentration, the background image Bn(i, j) is a linear interpolated im-
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age obtained from background images taken before and after each experiment. The
instantaneous concentration c∗n(i, j) of snapshot n is obtained by:

c∗n(i, j) = γ
IF(i, j)− Bn(i, j)

α(i, j)I0(x, z)
, (4.11)

where the coefficient α(i, j)I0(x, z) is determined from the calibration procedure as de-
scribed before.

On the Validity of the LIF Measurements

As a result of the used laser, several problems are likely to occur; e.g. photo bleaching
and dye saturation [86]. To prevent photobleaching effects, the calibration fluid is cir-
culated during the calibration phase. During the experiments, photo bleaching is not
a problem as the dye passes the laser beam only once. Figure 4.11 shows the intensity
variation in time. The first average is taken in a small area in the background part (red
square and line), which is the area in which non-circulating fluid is present. The second
averaging area is taken inside the calibration container, in which the calibration fluid
is circulated (blue square and line). The solid lines represent the least squares fit to the
data. It is clear that the non-circulating fluid is subject to more pronounced photobleach-
ing effects compared to the circulating fluid inside the calibration container, reflected
in a larger drop-off of the least squares fit.
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Figure 4.11: Photobleaching effects over the course of a dataset. Averages in the non-circulating
background (red) and in the circulating calibration container (blue) are shown, normalized by the
intensity value of the first snapshot (from least squares fit). The average intensity in each sample
is given by crosses and the solid lines correspond with the least squares fit to the data. The inset
shows the calibration tank and the areas over which average intensities are determined.

Next to photobleaching effects, also dye saturation might become a problem because
of the high peak intensities of the laser [86]. To test for this behavior, the laser power is
systematically varied at a known uniform concentration. The laser power is measured
using a laser power meter (Ophir 30A-P-SH). The result of this experiment is shown in
Figure 4.12. Up to P ≈ 2.5 W the fluorescence is approximately linear with the incident
laser power, indicating no dye saturation effects. However, the last measurement point
indicates a significant higher fluorescence intensity compared to the expected value
from the linear trend upto 2.5 W.
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Figure 4.12: Fluorescence intensity versus laser power. The errorbars indicate the standard de-
viation of the signal. The inset shows the calibration container and the locations at which the
displayed curves are taken.

4.5 results : varying the spanwise length scale of the rough-
ness

4.5.1 the flow over the urban canopy

In this section the acquired rural-to-urban flow fields are compared for the first eight
streets in the y = 0 plane, see Figure 4.1. All velocity statistics are normalized with
the undisturbed velocity at obstacle height Uh. A snapshot of the spanwise velocity
component is shown in Figure 4.13 for case AR5 comparing the experiment and the
simulation. The results show similar large turbulent structures arising from the top of
the obstacles, that grow in downstream direction and that have a larger magnitude
than the velocity fluctuations in the approaching flow. Figure 4.14 visualizes the effect
of the roughness transition on the mean flow. It shows the contour plots of the mean
streamwise velocity component u as well as the mean vertical velocity component w
for case AR5. As the results were averaged over a duration of the order of 103T, the
statistics were converged to within a few percent. The differences in u and w between
the simulations and the experiments are mostly smaller, indicating that the agreement
is very good. The only significant difference is the size of the mean recirculation areas at
the top of the first three rows of obstacles. The LES predicts a negative vertical velocity
close to the downstream walls of the first two street canyons, while in the experiment
the flow is solely directed out of the street canyons. This difference can be caused by
a limitation of the employed methods; especially at the top of the first obstacle the
PIV/LIF results should be interpreted with care, because due to high spatial gradients
of the velocity and reflections from the obstacle, the PIV results in this region are prone
to errors. In this region, too, the numerical errors in the LES can be expected to be largest
due to the high velocity near the singularity at the obstacle corners and the large change
in velocity gradients. However, these differences could also be purely physical, since the
slightly different turbulence characteristics in the approaching flow (see Section 4.4.1)
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Figure 4.13: Contours of instantaneous spanwise velocity component v/Uh in the midplane of
case AR5; (a) experiment and (b) simulation. Areas that could not be illuminated or seen in the
experiments have been masked in grey and the obstacles are shown in white.

can influence the development of the shear layer emanating from the first obstacle [118,
119]. Nevertheless, downstream of the third row the results of the two methods are
nearly indistinguishable.

Figure 4.15 shows the mean Reynolds stresses u′u′ and −u′w′ for the same case. The
strong shear layer emanating from the upstream corner of the first obstacle generates
large turbulent fluctuations resulting in a peak in u′u′ above the first obstacle and a peak
in −u′w′ above the first street canyon. The flow appears to be also strongly affected
by the presence of the second obstacle, above which another peak in u′u′ is present,
while a peak in −u′w′ is located above the second street canyon. The intensity of the
turbulent plume decreases in downstream direction, while weaker plumes of −u′w′ are
produced by the shear layers above the street canyons. Just as for u and w there are
some discrepancies between the experiments and the simulations above the first three
obstacle rows due to the aforementioned reasons.

The contour plots in Figure 4.14 and Figure 4.15 give an overview of the flow and
can be used for a qualitative comparison of the two methods. Figure 4.16 allows for a
quantitative comparison of cases AR1, AR2, AR5, AR8 and 2D, by showing the vertical
profiles of the mean streamwise velocity component 0.5h in front of the first obstacle
row and in the middle of each subsequent street canyon. The LES data are shown by
continuous lines, while, if available, the experimental data are shown by dashed lines.
In all cases backflow occurs inside the canopy, while above the canopy an internal
boundary layer developed, shown in Figure 4.16 by open symbols for the experiment
and by solid symbols for the LES. The internal boundary layer depth δi is found by
subtracting the smooth-wall inlet velocity profile from the mean velocity field for the
roughness transition: ∆ 〈ū〉 = 〈ū〉RT − 〈ū〉inlet. δi is defined as the height at which the
vertical gradient of ∆ 〈ū〉 reaches zero. The threshold |d∆ 〈ū〉 /dz| < 0.005Uh/h is used
to determine this location. In all cases the flow profiles in the street canyon changes
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Figure 4.14: Contours of mean streamwise velocity component u/Uh (a, b) and mean vertical
velocity component w/Uh (c, d) in the midplane of case AR5; experiment (a, c) and simulation
(b, d). Areas that could not be illuminated or seen in the experiments have been masked in grey
and the obstacles are shown in white.
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Figure 4.15: Contours of u′u′/U2
h (a, b) and u′w′/U2

h (c, d) in the midplane of case AR5; experi-
ment (a, c) and simulation (b, d). Areas that could not be illuminated or seen in the experiments
have been masked in grey and the obstacles are shown in white.
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Figure 4.16: Profiles of mean streamwise velocity component u/Uh in the middle of each street
canyon for cases AR1 (a), AR2 (b), AR5 (c), AR8 (d) and 2D (e). The internal boundary-layer
depth, δi, is shown by solid markers for the LES and by open markers for the experiment (if
available).
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Figure 4.17: Profiles of mean Reynolds stress −u′w′/U2
h in the middle of each street canyon for

cases AR1 (a), AR2 (b), AR5 (c), AR8 (d) and 2D (e). The internal boundary-layer depth, δi, is
shown by solid markers for the LES and by open markers for the experiment (if available).
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significantly over the first three to four rows of obstacles while only minor changes are
observed from street canyon 4 onwards. For case AR1, and especialy case AR2, u is
mostly negative at this location in the street canyon, while for cases AR5, AR8 and 2D a
‘canyon vortex’ arises that is most apparent in case 2D. Figure 4.17 shows the profiles of
the mean Reynolds stress −u′w′ at the same locations. The differences between the LES
and the experiments are minor with the maximum differences occurring in the region
with large gradients just above the canopy in the first street canyon. In this region the
finite resolution of the PIV acts as a lowpass filter, which results in an underestimation
of the peak value of the Reynolds stresses. The fraction of resolved Reynolds stresses
can be estimated from the ratio between the PIV resolution and the length scale Λ of
the dominating flow structures [140]. Λ is estimated using the distance required for the
streamwise two-point correlation of u to decrease to 0.5. Above the first street canyon
in case AR8 (Figure 4.17d) Λ is 0.3h, resulting in approximately 83% of the Reynolds
stress being resolved at that location.

With increasing aspect ratio l/h the blockage of the incoming flow increases, which
results in an increase of the peak in −u′w′ behind the first row of obstacles. Further
downstream this peak diffuses and eventually the largest value of −u′w′ occurs near
the top of the canopy, where the rooftop shear layers are the largest sources of tur-
bulence production. In view of blockage of the flow case AR8 approximates the 2D
case, which is reflected in a similar peak in −u′w′ behind the first row. Furthermore,
since the Reynolds stress induced by the first row of obstacles is more than ten times
larger than the Reynolds stress in the approaching flow boundary layer, the influence
of the slight difference in approaching flow characteristics between experiments and
simulations is marginal. However, in the eighth street canyon the depth of the region
with increased Reynolds stress is larger for case AR8 than case 2D. This is because the
three-dimensional roughness arrays (all cases other than 2D) induce a secondary flow
that causes the internal boundary layer to grow more rapidly in case AR8 than in case
2D. This behavior is shown in Figure 4.18. There is a satisfactory agreement between
the simulations and the experiments. Initially, δi grows more rapidly for larger aspect
ratios, suggesting that δi increases with increasing blockage. However, δi does not solely
depend on the blockage of the flow. This is indicated by the fact that δi is slightly larger
for case AR8 than for case 2D, while the blockage of the flow is less. Hence, there the
three-dimensional nature of the roughness results in secondary flows that also affect
the internal boundary layer growth.

4.5.2 pollutant dispersion

Pollutant dispersion is investigated by considering concentrations of a passive tracer
released from a line source 2h upstream of the urban canopy. The concentrations c∗, re-
trieved both from measurements and from simulations, are non-dimensionalized using
the reference velocity Uh, obstacle height h, source width Ly, source concentration cs
and source volume flow rate φs (see Section 4.4.2):

c =
c∗UhhLy

csφs
(4.12)
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Figure 4.18: Internal boundary-layer depth δi at different streamwise locations. LES results are
given by the solid symbols, while the open symbols represent the experimental results.

Figure 4.19 shows the contours of c for case AR5 corresponding to the instantaneous
velocity field shown in Figure 4.13. The experimental results exhibit more distinctive
layers than the simulations due to the larger Schmidt number (Sc). Nevertheless, there
is a high degree of similarity when the larger structures are considered. This is reflected
in a turbulent Schmidt number of 1.21 in the experiments and 0.77 in the LES, which
was estimated by deriving the turbulent viscosity and the turbulent diffusivity using
the Boussinesq approximation.

Mean Concentration Fields

Figure 4.20a-d shows the vertical distribution of mean concentration starting 0.5h up-
stream of the first row of obstacles and in the middle of each subsequent street canyon
for cases AR1, AR5, AR8 and 2D. The LES data are shown by continuous lines, while, if
available, the experimental results are shown by the dashed lines. The internal boundary-
layer depth δi is plotted by solid markers for the LES and by open markers for the
experiment. Clearly, the vertical profiles for c are largely controlled by δi as high con-
centrations remain inside the internal boundary layer. The most pronounced differences
between the numerical and experimental results are observed inside and just above the
street canyons (i.e. z/h < 1.5), where the experiments indicate a significantly higher
concentration. Additional tests revealed that the line source was slightly non-uniform
in spanwise direction with a higher than average flow rate at the location of the mea-
surement plane. Nevertheless, the flow rate through the line source was kept constant in
time. The influence of the spanwise non-uniformity decreases in downstream direction
as turbulence decreases this lateral inhomogeneity, leading to a closer match between
the two methods further downstream. This behaviour is also reflected in Figure 4.20e,
where the average street canyon concentration is shown. Since the street canyon is only
partially visible in the experimental results, the average street canyon concentration is
determined only in the upper part of the street canyon. From the LES results it is con-
cluded that this is a good approximation, as the street canyon concentration is quite
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Figure 4.19: Contours of instantaneous concentration c (defined in Equation 4.12) in the midplane
of case AR5; (a) experiment and (b) simulation. The snapshots correspond to the velocity fields
shown in Figure 4.13. Areas that could not be illuminated or seen in the experiments have been
masked in grey and the obstacles are shown in white.

uniform (especially in the more downstream street canyons). Considering the different
aspect ratios it is clear that cases AR5, AR8 and 2D predict qualitatively similar be-
haviour: the maximum average concentration occurs in the first street and the average
concentration decreases slowly in subsequent streets. Different behaviour is found in
the AR1 case, where the street canyon concentration is lower in the first street and sub-
sequently reaches its maximum in the third street canyon. This is because for case AR1

a large part of the concentration is advected with high velocity through the streamwise
streets, thereby passing the first two street canyons. As the flow velocity has decreased
after two streets, the concentration in the wakes of the cubes increases.

Pollutant Dispersion Mechanisms

The geometry of the urban canopy has an influence on the dispersion of pollutants
[13]; e.g. in the currently considered geometries pollutants can travel with the mean
flow through streamwise streets or above the urban canopy. Sometimes pollutants get
trapped inside the wakes of the obstacles and since the considered cases are in the
skimming flow regime these wakes form street canyon flows. Pollutants leave the street
canyons mostly through the top of the canopy either by being advected with the mean
flow or by turbulent velocity fluctuations. Therefore, the average total pollutant flux in
the midplane of each street canyon can be separated into an advective and a turbulent
contribution:

total︷ ︸︸ ︷
〈wc〉z=h =

advection︷ ︸︸ ︷
〈wc〉z=h +

turbulence︷ ︸︸ ︷
〈w′c′〉z=h (4.13)

where 〈..〉|z=h represent the average over the region (0.05 < x′/h < 0.95, 0.95 < z/h <
1.05), with x′ = 0 corresponding to the location of the upstream wall of the street
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Figure 4.20: Profiles of mean concentration c in the middle of each street canyon for cases AR1

(a), AR5 (b), AR8 (c), 2D (d) and spatially-averaged street canyon concentration 〈c〉 (e). In Figures
4.20a-d the internal boundary-layer depth, δi, is shown by solid markers for the LES and by open
markers for the experiment (if available).
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Figure 4.21: Streamwise variation of the advective and turbulent pollutant fluxes for different
aspect ratios (a) and spatial variation of advective and turbulent pollutant fluxes for the 5th street
of case AR8 (b). Red, green and blue lines/symbols correspond to case AR1, AR5 and AR8,
respectively; x′ = 0 corresponds to the upstream street canyon wall.

canyon. Figure 4.21a shows the streamwise development of both contributions. Clearly,
in the first three streets the advective pollutant flux is significant. Remarkably, case AR1

shows a negative advective pollutant flux both in the experiment and in the LES, in con-
trast to the spanwise-averaged result (as in Tomas et al. [107]). This indicates that the
three-dimensionality of the flow causes the advective pollutant flux in the midplane of
the obstacles to be opposite to the spanwise-averaged result, which is positive because
the mean spanwise-averaged vertical velocity is positive. Furthermore, the experimental
and LES results for the average advective flux are approximately the same, except for
case AR5, where the experimental results show a much larger average advective flux
from the first three street canyons. This is mostly related to the difference in vertical
velocity at these locations (as was discussed in Section 4.5.1 and shown in Figure 4.14)
and partly due to the larger mean concentration. Furthermore, Figure 4.21b shows the
spatial distribution of w c and w′c′ at the top of street 5 of case AR8. The shapes of
these profiles are similar from street 4 and onwards. The agreement between the exper-
iment and the LES is good; for the simulation w c shows wiggles that are characteristic
for simulations of flow near sharp obstacle corners when using central-differencing
for the advection terms in the momentum equations. However, the local values of w
are relatively small and the agreement with the experiment is satisfactory. It is found
that, similar to Michioka et al. [24], w′c′ is always positive at the top of the canopy, i.e.
turbulence always acts to remove pollutants from the street canyons.

To investigate under which conditions pollutants are ventilated from street canyons,
the joint probability density function (JPDF) of streamwise velocity fluctuation u′ and in-
stantaneous vertical pollutant flux wc was computed in each street in the region (0.05 <
x′/h < 0.95, 0.95 < z/h < 1.05), where x′ = 0 represents the location of the upstream
wall of the street canyon. The shape of the JPDF does not vary significantly inside this
region. Therefore, the JPDF is averaged over this region and shown for street 6 for cases
AR1, AR5, AR8 and 2D in Figure 4.22, where the JPDF has been multiplied with the
associated value of wc to visualize the contribution to the total average pollutant flux
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Figure 4.22: Joint probability density function (JPDF) of streamwise velocity fluctuation u′ and
instantaneous vertical pollutant flux wc multiplied with the associated value of wc; the results are
averaged over the region (0.05 < x′/h < 0.95, 0.95 < z/h < 1.05) for street 6; (a) AR1 (b) AR5 (c)
AR8 (d) 2D; the line contours show the experimental results and the coloured contours show the
LES results.

wc. For all cases the pollutant flux wc is mainly negative when u′ > 0 , i.e. pollutants
enter the street canyon from above, while for u′ < 0 the pollutant flux wc can be either
positive or negative. It is found that after three streets the JPDFs have the same shape as
shown in Figure 4.22, which suggests the dominating mechanism responsible for pol-
lutant removal has developed after three streets. Accordingly, in (periodic) simulations
of fully-developed flow over street canyons qualitatively similar JPDFs are found [24].
From the results presented here it can be concluded that ventilation of street canyons is
associated with low momentum regions passing the street canyons.

The Average Fluctuating Velocity Field for Street Canyon Ventilation

Apart from the knowledge that low momentum regions are responsible for street canyon
ventilation, details about the associated flow structure are unknown. Reynolds and Cas-
tro [141] and Michioka et al. [142] investigated the occurrence of sweeps and ejections in
the urban canopy by computing two-point correlations of u. However, the direct corre-
lation between street canyon ventilation and the flow was not made. Here, use is made
of linear stochastic estimation (LSE) [143] to approximate the conditional mean velocity
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fluctuation for the event of a pollutant flux 〈wc〉e out of the street canyon: u′i(x)|〈wc〉e,
where x = (x, y, z) and 〈..〉 represents the spatial average over the region (0.05 < x′/h
< 0.95, 0.95 < z/h < 1.05) in the midplane of the obstacles. Analogously to Christensen
and Adrian [47] this conditional mean is approximated by:

u′i
e = u′i(x)|〈wc〉e ≈

〈wc〉u′i(x)

〈wc〉2
〈wc〉e (4.14)

which shows that the mean fluctuating velocity field associated with a given value of
〈wc〉e can be reconstructed using unconditional two-point correlation data. LSE is more
practical than the conventional conditional-averaging procedure, because all available
samples are used in reconstructing the conditional fluctuating velocity field, so that less
samples are required for converged results. As the amplitude of u′i

e depends (linearly)
on the chosen magnitude of 〈wc〉e a realistic event value is chosen to compare with.
Figure 4.22 shows that the event of 〈wc〉e = 0.1Uh〈c〉 occurs frequently in all considered
cases. Therefore, this will be the event for which the considered roughness geometries
are compared.

Figure 4.23 shows for cases AR1 and AR8 the vector field of the fluctuating velocity
u′i

e together with contours of u′ e obtained using Equation 4.14. The experimental data
is shown for street 6, but from street 5 and onwards the structure does not change signif-
icantly. Therefore, for the LES the data has been averaged over streets 6 to 21 for statis-
tical convergence. As expected from the JPDFs, low momentum flow is indeed present
above the canopy. The agreement between the results from the experiment and the LES
is good; in the proximity of the top of the street canyon the contours are very simi-
lar, while the contours further away have a slightly different shape. Nevertheless, both
methods predict a flow structure of greater length and height for case AR8 than for case
AR1. To indicate the influence of the aspect ratio on the size of these regions the stream-
wise length scale Lx and the vertical length scale Lz of the contour u′ e = −0.04Uh are
plotted in Figure 4.24, where Lx is the length of the contour just above the canopy and
Lz is the maximum height of the contour above the canopy. Using a different value for
the contourlevel did not show significantly different behaviour. Figure 4.24 indicates
that increasing the aspect ratio mostly affects Lz, which increases linearly. The relative
increase is significant, which is evident from Figure 4.23. Surprisingly, Lz is lower for
the 2D case. The results for the streamwise length scale Lx (Figure 4.24a) do not show
a clear trend, because there is less agreement between the experimental and numerical
results, and because the relative differences in Lx are smaller than for Lz.

Although the contours of u′ e in Figure 4.23 indicate that the correlation of u′i
e with

〈wc〉e decreases significantly when considering locations inside the street canyon, w′ e

inside the street canyon does correlate with 〈wc〉e (as is evident from the length of
the vectors). From the simulations u′i

e can also be retrieved in the horizontal plane
inside the urban canopy, which is shown in Figure 4.25 for the plane z/h = 0.5. Cases
AR1 and AR2 clearly show a horizontal inflow from the adjacent streamwise streets
and even from the neighbouring street canyons to balance the outflow at the top the
street canyon. For these cases the vertical velocity fluctuation even extends around the
obstacle. In the other cases (AR3.5, AR5, AR8 and 2D) outflux in the middle of the top
of the street canyon is balanced by inflow within the region of the street canyon itself,
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Figure 4.23: Mean fluctuating velocity field u′i
e associated with 〈wc〉e = 0.1Uh〈c〉 from linear

stochastic estimation for case AR1 (a, b) and case AR8 (b, c). Contours of u′ e/Uh are shown
together with the vector field (u′ e, w′ e) in the y = 0 plane for the experiments in street 6 (a, c),
while for the LES the average result of street 6 to street 21 is shown (b, d). The average streamwise
location of the event is indicated by x∗.
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Figure 4.24: Length scales of the contour u′ e = −0.04Uh in the plane y = 0 for different aspect
ratios l/h; (a) streamwise length just above the canopy Lx and (b) maximum height above the
obstacles Lz.

such that the velocity fluctuation field looks similar for cases AR3.5 to 2D. The contours
of w′ e indicate that in all cases the event influences the flow in one or two upstream
street canyons.
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Figure 4.25: Mean fluctuating velocity field u′i
e/Uh associated with 〈wc〉e = 0.1Uh〈c〉 from linear

stochastic estimation for cases AR1 (a), AR2 (b), AR3.5 (c), AR5 (d), AR8 (e) and 2D (f). Contours
of w′ e/Uh are shown together with the vector field (u′ e, w′ e) in the z/h = 0.5 plane. The average
result of street 6 to street 21 is shown, while use is made of symmetry. The average streamwise
location of the event is indicated by x∗.
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4.6 results : effect of varying reynolds number

This section presents the results of the flow over an urban canopy at different Reynolds
numbers for the AR1 case. The Reynolds number used in this section is the roughness
Reynolds number h+ = uτh/ν, that varies between 200 and approximately 600 (see
Table 4.1). As noted by Castro [118], the Reynolds number dependence in the current
range, also denoted as the fully rough regime, is weak. The goal of this section is to
verify this Reynolds number dependency and to see to what extent the results presented
in Section 4.5 (e.g. JPDFs and LSEs) are influenced by a change in Reynolds number.

4.6.1 the flow over the urban canopy

Similar to the previous section, the streamwise velocity profiles ū/Uh are shown in
Figure 4.26a, starting 0.5h in front of the first row and subsequently in the middle of
each street canyon. For reference, also the LES results of AR1 are depicted by the dashed
lines. Please note that in this section and the next section the LES results are plotted as
dashed lines and the experimental results as solid lines, contrary to the convention in
Section 4.5. As noted before, the agreement between the LES and the lowest Reynolds
number (red curve) is good. Similar agreement is observed when considering the higher
Reynolds number cases. Small differences are observed especially in the outer region
(z/h ≥ 2). With increasing Reynolds number the profiles start to deviate. This is because
of small differences in the approach flow boundary layer as discussed in Section 4.4.1.
Figure 4.26b shows the Reynolds stress profiles −u′w′ at the same locations as in Figure
4.26a. The characteristic peak near the top of each obstacle after street 3 is captured
well in each different Reynolds number case. The main differences in the Reynolds
stress profiles are found in street 1, where for the two highest Reynolds number cases,
the peak amplitude around z/h ≈ 1.5 is reduced with respect to the LES results at
Reτ = 194. This is most likely due to the relative course resolution of the PIV results.
As before in Section 4.5.1, the fraction of resolved Reynolds stresses is estimated from
the ratio between the PIV resolution and the length scale Λ of the dominating flow
structures [140]. Λ is estimated using the distance required for the streamwise two-
point correlation of u to decrease to 0.5. For the current Reynolds numbers considered
the resolved parts of the Reynolds stresses is approximately 93%, 75% and 66% for
h+ = 209, h+ = 307 and h+ = 598 respectively. Despite these differences between
the different Reynolds numbers, it can safely be concluded that the Reynolds number
dependence on the mean flow fields and the Reynolds shear stresses is weak and the
turbulence in the internal boundary layer is dominated by the flow around these sharp
edged obstacles, see also Castro [118], Raupach et al. [126], and Snyder and Castro [144].

4.6.2 pollutant dispersion

Mean Concentration Fields

The mean concentration profiles starting 0.5h in front of the first row of obstacles and
subsequently in the middle of each canyon for different Reynolds numbers is shown
in Figure 4.27. The LES results for AR1 are also plotted for reference. Furthermore,
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Figure 4.26: (a) Profiles of mean streamwise velocity component u/Uh, (b) mean Reynolds stress
−u′w′/U2

h in the middle of each street canyon for the different Reynolds numbers. The internal
boundary layer depth, δi, is shown by open markers for the LES and by filled markers for the
experiment.

the internal boundary layer δi is plotted by open markers for the LES results and by
filled markers for the LES results. The profiles are non-dimensionalized using Equation
4.12. Figure 4.27 indicates that the largest differences between the experiments and the
simulations are found in and just above the canopy (0.5 ≤ z/h ≤ 2) for the first five
streets. An exception to this observation is the h+ = 307 case, which continues to predict
substantially higher concentrations even in the more downstream street canyons. It is
probable that these differences in the first few streets are linked to the inhomogeneity
of the line source. Finally, no clear Reynolds number dependence is present in the mean
concentration field.

Turbulent and Advective Fluxes

Pollutant removal from the street canyons occurs mainly via the top of the street canyon.
This pollutant flux is separated into two contributions: an advective and a turbulent con-
tribution. Figure 4.28 shows the advective and turbulent contribution to the total pol-
lutant flux according to Equation 4.13. In contrast to the larger aspect ratios as shown
in Figure 4.21, the advective part of the pollutant flux acts to introduce the pollutants
into the street canyon in the AR1 case. This behavior is observed for all Reynolds num-
bers. Note however that a certain amount of scatter is present in the advective part of
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Figure 4.27: Profiles of mean concentration c in the middle of each street canyon for the different
Reynolds numbers. The internal boundary layer depth, δi, is shown by open markers for the LES
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the total pollutant flux, which is likely a result of the finite experimental accuracy. In
accordance with previously observed behavior of the turbulent flux (see Figure 4.21),
turbulence always acts to remove pollutants from the street canyon, irrespective of the
Reynolds number.
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Figure 4.28: Streamwise variation of the advective and turbulent fluxes for different Reynolds
numbers; h+ = 209 (red), h+ = 307 (green) and h+ = 598 (blue). The errorbars represent the
statistical mean ± the standard error of the mean.

Pollutant Removal Mechanisms

The JPDF of the streamwise velocity fluctuations u′ and the instantaneous vertical pollu-
tant flux wc multiplied with the associated value of wc is computed for street six in the
region (0.05 < x′/h < 0.95, 0.95 < z/h < 1.05), where x′ = 0 denotes the upstream wall
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of street canyon six (see Figure 4.29). Low momentum fluid (u′ < 0) is responsible for
pollutant removal from the street canyon (i.e. similar to Michioka et al. [24]), irrespective
of the Reynolds numbers shown here.
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Figure 4.29: Joint probability density function (JPDF) of streamwise velocity fluctuation u′ and
instantaneous vertical pollutant flux wc multiplied with the associated value of wc; the results
are averaged over the region (0.05 < x′/h < 0.95, 0.95 < z/h < 1.05) for street 6; (a) h+ = 209
(b) h+ = 307 (c) h+ = 598; the line contours show the LES results (if available) and the colored
contours show the experimental results.

The average fluctuating velocity field obtained by LSE according to Equation 4.14

is shown for the different Reynolds numbers in Figure 4.30. The event used here is
〈wc〉e = 0.1Uh〈c̄〉. Both h+ = 209 and h+ = 307 yield almost identical contour shapes
representing a ’blob’ shape, while the h+ = 598 case reveals a more ramp like structure,
similar to LSE results in boundary layer research [47]. Additionally, the streamwise and
wall-normal length scale of the u′e = −0.04Uh contour decrease slightly with increasing
Reynolds number.
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Figure 4.30: Mean fluctuating velocity field u′i
e associated with 〈wc〉e = 0.1Uh〈c〉 from linear

stochastic estimation for case h+ = 209 (a), h+ = 307 (b) and h+ = 598 (c). Contours of u′ e/Uh
are shown together with the vector field (u′ e, w′ e) in the y = 0 plane for in street 6. The solid
black line indicates the contour u′e = −0.04Uh, while the filled black dot indicates the reference
location.
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4.7 results : influence of a fence

This section presents the results of the fence geometry. The fence in this case was an L-
shaped aluminum profile with a thickness of 0.1h and with subsequent heights of 0.5h,
1h, and 1.5h denoted by C05, C10, and C15, respectively. Additionally, the no-fence
case is also included and denoted as C00. The fence was mounted 1h upstream of, and
parallel to, the first row of obstacles (see Figure 4.1). The experiments are done at the
intermediate Reynolds number, i.e. h+ = 307.

This case is of particular practical relevance as it resembles the case in which a sound-
barrier would be placed in between a roadway and an urban area. This urban setting
is frequently encountered in The Netherlands. Surface-mounted fences have been a re-
search topic for quite some time. Castro [118] presents an experimental study of the
wake of a two-dimensional obstacle submerged in a thick rough-wall boundary layer.
His work is related to the experimental and theoretical work done by Counihan et al.
[145], who provided a theoretical model for the velocity and turbulent statistics down-
stream of a surface mounted fence. Recently, Tomas et al. [104] studied the influence of
a single 2D fence on the flow characteristics and pollutant dispersion subject to neutral
and stable boundary layers. They found that thermal stratification has a noticeable ef-
fect upon the concentration far downstream of the obstacle. However, there is no data,
either numerical or experimental, available on the specific combination of a 2D rough-
ness element, i.e. a fence, adjacent to 3D urban roughness elements. The structure of
this section is similar to that of the the previous two sections. First of all, the mean flow
fields for the different cases are shown in Section 4.7.1. Second, a quadrant analysis to
elucidate the structure of the turbulent flow field is shown in Section 4.7.2. Mean con-
centration fields and pollutant dispersion mechanisms are discussed in detail in Section
4.7.3. Finally, an updated mixing length model and a scaling of the mean concentration
field are presented in Section 4.7.4.

4.7.1 the flow over the urban canopy

The rural-to-urban flow fields (including the fence) are compared for the first eight
streets in the y = 0 plane, see Figure 4.31. All velocity statistics are normalized with
the undisturbed velocity at obstacle height Uh. A snapshot of the spanwise velocity
component v is shown in Figure 4.31 for both the experiment and the simulation. Both
snapshots indicate clearly the presence of large turbulent structures that are shed from
the fence and the roughness elements. These structures grow in size in the downstream
direction. Note that the magnitude of the velocity fluctuations associated with these
structures is significantly higher compared to the velocity fluctuations in the approach-
ing flow.

In order to make a quantitative comparison between different cases, the mean stream-
wise velocity profiles for the cases C00, C05, C10, and C15 are shown in Figure 4.32.
Wall-normal profiles are determined, starting 0.5h behind the fence and subsequently
in the middle of each street canyon. Additionally, the internal boundary layer depth
is shown for the experiments (filled symbols) and the LES (open symbols, if available).
The internal boundary layer depth δi is found by subtracting the smooth-wall inlet ve-
locity profile from the street mean velocity profiles in the roughness transition region
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Figure 4.31: Contours of instantaneous spanwise velocity component v/Uh in the midplane of
case 1h; (a) experiment and (b) simulation. Areas that could not be illuminated or seen in the
experiments have been masked in grey and the obstacles are shown in white.

as: ∆ 〈ū〉 = 〈ū〉RT − 〈ū〉inlet. δi is defined as the height at which the vertical gradient of
∆ 〈ū〉 approaches zero. A threshold of three times the RMS value of |d∆ 〈ū〉 /dz| outside
the canopy region is used to determine this location.

In Figure 4.32a the C00 cases are re-plotted. These results are the same as presented
before in Figure 4.16a. In this section, Exp. 1 and Exp. 2 refer to the different Reynolds
number cases as shown Table 4.1, corresponding to Reynolds numbers of h+ = 209, and
h+ = 307 respectively. There is a close agreement between the LES results and the exper-
imental results at the lower Reynolds number (C00 Exp. 1), as noted before in Section
4.5. Additionally, the higher Reynolds number case h+ = 307 (C00, Exp. 2) also closely
matches the other two curves. The main difference can be found in the outer region of
the flow (z/h > δi). This small difference is attributed to the difference in approach-
ing flow conditions, as observed in Figure 4.6a. Nevertheless, it is concluded that the
Reynolds number dependence is weak, which was also concluded from an experimen-
tal study by Raupach et al. [126] (see also Section 4.6). The profiles of the streamwise
velocity components change noticeable over the first three rows of obstacles, while fur-
ther downstream only minor changes are observed. The downstream influence of the
0.5h fence on the mean streamwise velocity profiles is only limited as the differences
between the C05 case and the C00 case are typically below 3%.

With increasing fence height, the downstream influence of the fence increases. Both
the C10 case (Figure 4.32c) and the C15 case (Figure 4.32d) introduce a very sharp and
distinct shear layer just behind the fence, i.e. at x/h = −0.5h. Further downstream,
this shear layer increases in thickness. From Figure 4.32c it is clear that the shear layer
generated in the C10 case smears out and the velocity profile shows similar behaviour
as the C00 case by the eighth street, i.e. the effect of the fence dampens out further
downstream. The LES results of the C10 case indicate a slightly higher streamwise
velocity above the first few street canyons (Figure 4.32c). This is attributed to the dif-
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ference in blockage in both methods, as the height of the LES domain (30h) is smaller
compared to that of the experiments (40h). The C15 case (Figure 4.32d) indicates the
presence of a larger recirculation region that starts just downstream the fence and ex-
tends downstream up to x/h ≈ 12, inducing backflow at the top of several obstacles.
Although this back flow gradually decreases in magnitude downstream, by the eighth
street there is still a considerable difference in flow structure between C00 and C15.
Finally, it is clearly visible that increasing the fence height significantly increases the
internal boundary layer height.

Figure 4.33 shows the profiles of the mean Reynolds stress −u′w′ at the same loca-
tions. Figure 4.33a shows that the experimental results at the different Reynolds num-
bers, i.e. Exp. 1 and Exp. 2, indicate a lower value of the peak in Reynolds stress than
the LES, while the location of this peak is similar to the peak location observed in the
LES results. This suggests that, as a result of the finite PIV resolution, the Reynolds
stress in the experiments is likely underestimated. An estimate for the fraction of re-
solved Reynolds stress to the total Reynolds stress is made by considering the ratio
between the PIV resolution and the length scale Λ of the dominant flow structure [140].
Similar to Tomas et al. [96], the length scale of the dominant flow structure is calculated
from the two-point correlation of u. Following this procedure, the resolved part of the
Reynolds stress in Figure 4.33a is approximately 75% and 83% of the total for Exp. 1 and
Exp. 2, respectively. The magnitude of the Reynolds stress in Fig 4.33c is smaller in the
experiments compared to the LES results, while the shape of the profile is similar. This
is a direct consequence of the presence of the fence, which introduces a length scale that
is even smaller compared to the no fence case, i.e. in the experiments only 55% of the
Reynolds stress is resolved in the peak above the first street canyon (x/h = 1.5). With
increasing fence height the peak in −u′w′ increases. In the downstream direction this
peak widens and decreases in amplitude. For the fence heights up to 1h, most of the
turbulence in street 8 is produced by the rooftop shear layers, except for the C15 case,
in which the peak emanating from the fence still dominates.

4.7.2 the structure of the urban canopy flow

One way of characterizing the structure of the turbulent flow field is to study the quad-
rants of the joint probability density function (JPDF) of u′ and w′ (see Wallace [146]).
The four quadrants of this JPDF are defined as:

Q1 : u′ > 0, w′ > 0

Q2 : u′ < 0, w′ > 0

Q3 : u′ < 0, w′ < 0

Q4 : u′ > 0, w′ < 0,

(4.15)

where Q1 events refer to outward interactions, Q2 events are known as ejections that
transport low-momentum fluid upwards, Q3 events are the inward interactions and Q4
events are referred to as sweeps that carry high momentum fluid towards the wall. Due
to its simplicity, it remains a very powerful tool in the analysis of turbulent flow fields.
For instance, Lu and Willmarth [147] provided the first results on the contribution of
the different quadrants to the Reynolds shear stress u′w′ in a turbulent boundary layer.
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Figure 4.32: Profiles of mean streamwise velocity component u/Uh in the middle of each street
canyon for cases C00 (a), C05 (b), C10 (c), and C15 (d). Additionally for 0h (a) the profiles of u/Uh
for h+ = 209 case in the experiments is shown as the dotted line. The internal boundary-layer
depth, δi, is shown by solid markers for the experiments and by open markers for the LES (if
available).

They found that ejections are the largest contributors to u′w′ throughout the boundary
layer depth, closely followed by sweeps. Reynolds and Castro [141] provided a quadrant
analysis of the flow over a staggered array of cubes in fully-developed conditions. In
contrast to smooth-wall turbulent boundary layers, sweeps are prevailing at obstacle
height while ejections become the dominant contributor to u′w′ in the outer region of
the flow.
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Figure 4.33: Profiles of mean Reynolds stress u′w′/U2
h in the middle of each street canyon for

cases C00 (a), C05 (b), C10 (c), and C15 (d). Additionally for the C00 case (a) the profiles of u/Uh
at h+ = 209 in the experiments is shown as the dotted line. The internal boundary-layer depth,
δi, is shown by solid markers for the experiments and by open markers for the LES (if available).

In Figure 4.34 the vertical distribution of the occurrence of the different quadrants
at several streamwise locations is shown for C00 and C10. Additionally, at the same
streamwise locations, the contribution of the different quadrants to the Reynolds stress
is quantified for the same cases (see Figure 4.35). The profiles are spatially averaged
over the full canyon width. Additionally, the internal boundary-layer depth δi is plotted
by the solid black markers. The effect of sweeps and ejections on the scalar pollutant
flux will be discussed later in Section 4.7.3.2.
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First we consider the C00 case (Figure 4.34a and Figure 4.35a). The profiles for the
different quadrants depict only a limited streamwise development, i.e. from x/h = 7.5
onward minor changes are observed. For 1 < z/h < δi/h, both sweeps and ejections
are the dominant flow features. The occurrence of Q1 and Q3 remains approximately
constant with height from the wall for all streamwise locations. Inside the canopy, both
Q1 and Q3 become important, indicating that the flow in that region is close to isotropic.
Above the canopy (1 < z/h < δi/h), u′w′ is dominated by strong ejections, closely
followed by frequently occurring (but weaker) sweeps, similar to the observations in
a turbulent boundary layer [147]. However, this is in contrast to fully-developed flow
over a staggered array of cubes [141, 148], where sweeps were found to dominate the
region just above the canopy, i.e. 1 < z/h < 1.25.

Secondly, the C10 case is presented in Figure 4.34b and Figure 4.35b. Similar to the
C00 case, inside the canopy region (z/h < 0.9) the turbulence is close to isotropic for
the last three streets shown in Figure 4.34b. Downstream of the fence the profiles at
x/h = 3.5 indicate isotropic conditions near roof level (z/h = 1). Further downstream
a strong shear layer is present at roof level (see also Figure 4.35b), increasing the level
of anisotropy.

There is a clear crossover point between the dominance of sweeps and ejections
around z/h = 1.5 (Figure 4.34b) for the streamwise locations x/h = 5.5− 13.5. Note
that this crossover point is slightly higher compared to the value of z/h = 1.25 found by
Coceal et al. [149]. In contrast to the C00 case, strong sweeps dominate u′w′ in the region
1 < z/h < 1.5 [149]. Krogstad et al. [150] hypothesized for 2D roughness elements that
this behaviour is a result of low-momentum fluid being trapped between the roughness
elements, thereby reducing the influence of ejections on u′w′. As a result of the fence
in the C10 case, the flow velocity along streamwise streets is greatly reduced compared
to the C00 case. Hence, low-momentum fluid is kept inside the canyons and ejections
contribute less to u′w′. This behaviour is only observed for the first six street canyons
in the C10 case. The profiles at x/h = 15.5 are similar in shape as the C00 case (Figure
4.34), i.e. sweeps become more important in the region 1 < z/h < 1.5.

The IBL (1 < z/h < δi/h) that develops over the roughness elements resemblances
a smooth-wall boundary layer. The frequency of occurence of sweeps increases with
height while the strength of the sweeps decreases. At the same time, less frequently
occurring ejections are found to dominate the Reynolds shear stress in those parts of the
flow. This behaviour is characteristic for a smooth-wall turbulent boundary layer [147].
This also confirms the observations by Krogstadt and Antonia [151] and Reynolds and
Castro [141] in the outer region of rough-wall boundary layers.
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Figure 4.34: Profiles of the occurence of the different quadrants Qi in the middle of the street
canyon for C00 (a) and C10 (b). The internal boundary layer depth δi is shown by the solid
markers.
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Figure 4.35: Profiles of the contribution of the different quadrants Qi to the mean Reynolds stress
u′w′ normalized with the total Reynolds stress in the middle of the street canyon for C00 (a) and
C10 (b). The internal boundary layer depth δi is shown by the solid markers.
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4.7.3 pollutant dispersion

This section discusses the influence of a fence on the pollutant dispersion behaviour.
All concentrations statistics shown in this section are non-dimensionalized according
to Equation 4.12. Two snapshots of the concentration fields of the C00 case for both
experiments and simulations case are shown in Figure 4.36. Both snapshots display
the strongly intermittent character of the concentration field. Slender plumes of high
concentration are visible just above the top of the fence. This behaviour is related to the
fact that the line source is positioned close to the fence, i.e. the distance between the
fence and the source is 1h (see Figure 4.1). On average a separation bubble is present
just upstream of the fence [104]. Therefore, we conjecture that the presence/absence
of this separation bubble in instantaneous snapshots, as determined by the upstream
turbulence, is responsible for the strong intermittent behavior of the concentration field.
The Schmidt number in the experiments was significantly higher compared to that used
in the simulations. However, the turbulent Schmidt number was of the same order of
magnitude (see also Section 4.5), which is also indicated by a high degree of similarity
in the large structures observed in Figure 4.36.

Figure 4.36: Contours of instantaneous concentration c (defined in Equation 4.12) in the midplane
of case AR5; (a) experiment and (b) simulation. The snapshots correspond to the velocity fields
shown in Figure 4.31. Areas that could not be illuminated or seen in the experiments have been
masked in grey and the obstacles are shown in white.

4.7.3.1 Mean Concentration Fields

Figure 4.37 shows the vertical distribution of the mean concentration starting 0.5h up-
stream of the first row of obstacles and subsequently in the middle of each street canyon
for cases C00, C05, C10, and C15. The experimental data is shown by the continuous
lines, while, if available, the LES data are shown by the dashed lines. The internal
boundary layer depth δi is indicated by the solid markers for the experiment and by
the open markers for the LES. Note that in the second street canyon (x/h = 3.5) no
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experimental data for Exp. 2 is shown in the region 0.975 < z/h < 1.13 because of a
small (dust) particle in the calibration tank rendered the LIF calibration inaccurate at
that location.

From the C00 case, it is evident that the Reynolds number effect is small in the consid-
ered Reynolds number range. The two experimental data sets at h+ = 209 and h+ = 307
are nearly on top of each other in the region z/h > 1, while minor differences are found
inside the canopy region. The most pronounced differences between the experiments
and the simulations are found inside the canopy (see Figure 4.37a), where a signifi-
cant higher concentration is found in the experiments. Separate tests on the spanwise
homogeneity of the experimental line source reveal a slightly non-uniform flow rate
distribution. As a result of the turbulent mixing in the downstream direction, this lat-
eral inhomogeneity decreases further downstream, resulting in a closer match between
both methods in the eighth street canyon. Despite this small difference, the shape of the
concentration profiles is similar for both methods. The vertical concentration profiles
are largely controlled by δi [96]. For C10 and C15 (see Figure 4.37c,d) the concentration
profile at x/h = −0.5 depicts a peak in concentration just above the fence. In down-
stream direction this peak quickly disappears and the maximum concentration is again
found inside the canopy region (i.e. z/h < 1), similar to the C00 case (Figure 4.37a).
Due to the strong mixing associated with the shear layer emanating from the fence, the
concentration above the urban canopy almost linearly decreases to zero above the IBL.
However, the recirculation zone downstream the fence induces a well-mixed region of
nearly uniform concentration above the street canyon. This behaviour is particularly
visible in the C15 case (Figure 4.37d). Furthermore, the mean concentration inside the
urban canopy reduces considerably with increasing fence height. Figure 4.38 shows the
streamwise development of the mean canyon concentration and the root-mean-square
of the concentration fluctuations. Since the street canyon is not completely visible in the
experimental results, the average street canyon concentration is determined only in the
upper part of the street canyon. This is a good approximation, as the canyon concentra-
tion is quite uniform [96]. For the C00 case the mean canyon concentration increases for
the first two streets and reaches its maximum in the third street canyon. This is because
the passive scalar is advected with high velocity through the streamwise streets, thereby
passing the first two street canyons. After a few streets the flow velocity is decreased,
which results in an increased canyon concentration. The behavior of the concentration
curve is distinctly different once a fence is introduced. Already for C05, the streamwise
development of the mean canyon concentrationreveals a continuous decrease whereas
the C00 case shows an initial increase followed by a decrease in concentration, despite
the fact that the flow fields are quite similar (Figure 4.32a,b and Figure 4.33a,b). The
reason is that a fence prohibits the transport of pollutants along streamwise streets. The
maximum canyon concentration for cases C05, C10, and C15 is found in the first street
canyon. Please note that the fence should be at least 1h high to be beneficial in terms
of lower pollutant concentration levels in the first street canyon downstream of the
fence. Furthermore, with increasing fence height, the maximum 〈c〉 decreases. Finally,
the RMS profiles of 〈c〉, depicted in Figure 4.38b, indicate a similar streamwise trend
as 〈c〉. The difference between LES and experiments is attributed to the higher Schmidt
number in the experiments, resulting in distinct layers, that significantly increase the
concentration fluctuations in the experiments.
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Figure 4.37: Profiles of mean concentration c in the middle of each street canyon for cases 0h (a),
0.5h (b), 1h (c) and 1.5h (d). Additionally for the 0h case (a) the profiles of u/Uh at h+ = 209 in
the experiments is shown as the dotted line. The internal boundary-layer depth, δi, is shown by
solid markers for the experiments and by open markers for the LES (if available).

4.7.3.2 Pollutant Removal due to Sweeps/Ejections

As mentioned by Reynolds and Castro [141] sweeps are the dominant contributors to
the Reynolds shear stress around the top of the canopy region, which is confirmed in
Section 4.7.2. Furthermore, they hypothesize that sweeps must play an important role
in the behavior of pollutant dispersion at this level. The simultaneous measurements of
velocity and concentration fields enables to elucidate the role of sweeps and ejections, as
defined in Section 4.7.2, on the pollutant dispersion. Tomas et al. [107] investigated the
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Figure 4.38: Profiles of the mean canyon concentration 〈c〉 (a) and the RMS of the canyon concen-
tration for 〈c〉rms (b) for different fence heights.

joint probability density function (JPDF) of the streamwise velocity fluctuation u′ and
the instantaneous total vertical pollutant flux wc at roof level. They concluded that ven-
tilation of street canyons is associated with low-momentum regions passing the street
canyons. Furthermore, the pollutant removal mechanism did not change significantly
after three streets.

To investigate the influence of the different quadrants of the u′ and w′ on the pollu-
tant dispersion at roof level, the JPDF of u′ and w′ (denoted by P(u′, w′)) is computed
in each street canyon in the region (0.05 < x′/h < 0.95, 0.95 < z/h < 1.05), where
x′ = 0 represents the location of the upstream wall of the street canyon. Furthermore,
the contribution of the u′ and the w′ to the instantaneous vertical pollutant flux wc, i.e.
wc P(u′, w′), is computed. Figure 4.39 shows wc P(u′, w′), normalized with the mean
concentration at roof level, for street 6 for cases C00, C05, C10 and C15. The contour
shapes in Figure 4.39 closely resemble the JPDFs of u′ and wc found in Tomas et al.
[107], indicating that wc is dominated by w′ in this region. The results reveal that low-
momentum fluid (with u′ < 0) is mainly responsible for pollutant removal from the
street canyon (wc > 0). For cases C00, C05 and C10, ejections are the dominant cause of
pollutant removal from street canyons. Similarly, sweeps contribute to the negative con-
centration flux. This confirms the suggestion of Reynolds and Castro [141], that sweeps
will play a significant role in the dispersion of scalar pollutants. An exception is the
C15 case (see Figure 4.39d). Neither sweeps nor ejections are the dominant contributors
to wc at this position. This is because the sixth street canyon in the C15 case is still in
the recirculation region of the fence (see Figure 4.32d). As a result, the flow is more
isotropic in this region.
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Figure 4.39: JPDF of u′ and w′ and its contribution to the wall-normal flux wc, i.e. wc P(u′, w′),
for C00 (a), C05 (b), C10 (c) and C15 (d) at street six. Only experimental results are shown. The
contours are normalized with the mean canyon concentration 〈c〉 and Uh.
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4.7.4 modelling considerations

4.7.4.1 The Mixing Length Model

Flows over and inside the urban canopies are commonly simulated using models based
on the Reynolds-averaged Navier-Stokes equations. However, adequate closure rela-
tions are needed to model the Reynolds stresses. One of the most basic closure models
of the Reynolds stresses, relating the time averaged Reynolds shear stress to the gradi-
ents of the mean flow, was introduced by Boussinesq [152] as:

−u′w′ = νT

(
∂u
∂z

+
∂w
∂x

)
, (4.16)

where the turbulent viscosity νT can be written according to Prandtl [153] as:

νT = l2
m

∣∣∣∣∂u
∂z

∣∣∣∣ , (4.17)

where lm is the unknown mixing length. This mixing length model is also commonly
used in 1D models of urban canopy flows [25, 154]. The model of Coceal and Belcher
[25] is basically the non-linear extension of the quasi-linear model that Belcher et al.
[155] proposed to model the adjustment of a rural boundary layer to an urban canopy.
Macdonald [154] proposed the use of a uniform mixing length inside the urban canopy,
and a value that increases linearly with height above the canopy, i.e. lm ∝ z. An alter-
native formulation of the mixing length inside the canopy is proposed by Coceal and
Belcher [25] as:

1
lm(z)

=
1
κz

+
1
lc

, (4.18)

where the spatially averaged mixing length in the canopy, lc is constant and depends
on the thickness of the shear layer emanating from the top of the obstacles, i.e. h− d.
It is computed as lm(z = h) = κ(h− d) to assure a continuous profile. Here κ denotes
the von Kármán constant. The zero-plane displacement height d is found by fitting the
streamwise velocity profile to the law of the wall which reads:

u
uτ

=
1
κ

ln
(

z− d
z0

)
(4.19)

where z0 is the roughness length. The proposed form of the mixing length by Coceal
and Belcher [25] is motivated by, on the one hand, the sparse canopy case, in which
the turbulent eddies scale with the distance from the ground, and on the other hand,
the dense canopy limit in which eddies are blocked by the strong shear layer near
roof level of the roughness elements. In the latter case the mixing length above the
canopy scales with lm(z) = κ(z− d), i.e. the displaced mixing length model [156]. Both
Macdonald [154] and Belcher et al. [155] note that their models are valid for a relatively
low packing density (i.e. λ f ≤ 0.25). Especially at higher packing densities these models
are inadequate in predicting the velocity statistics due to the recirculation regions inside
the street canyons. Because a similar simple model for dense urban canopies is not
available, in the current study the possibility to use a mixing length model for these
cases will be assessed. Cheng and Porté-Agel [102] present the mixing length profiles
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for different λ f for staggered and aligned arrays of cubical obstacles, for λ f ≤ 0.25. In
the current research λ f is 0.25 for the C00 case, which is the upper limit that Cheng and
Porté-Agel [102] considered.

In Figure 4.40 the mixing length profiles for the cases C00 and C10, calculated ac-
cording to Eqs. 4.16 and 4.17, are shown 0.5h in front of the first obstacle row and
in the middle of each subsequent street canyons. The gradients of the mean flow are
calculated using second-order spatial regression filter with a filter length of 0.3h [85].
Additionally, Figure 4.40 shows the models given by Equation 4.18 and the updated
model given by Equation 4.20, which will be derived further on in this section.

First, the C00 case is discussed. The agreement between the LES and the experimen-
tal results is satisfactory within the internal boundary layer, i.e. z < δi. For the C00

case shown in Figure 4.40a it is clear that after a few streets the shape of the mixing
length profile does not change significantly. This observation is in line with the observa-
tions made by Cheng and Porté-Agel [102]. Inside the canopy, the model of Coceal and
Belcher [25] does not capture the correct trend of lm, as is expected for dense canopies.
Figure 4.40a shows a local peak in the profiles for lm at roughly z/h = 0.5, in accor-
dance with Cheng and Porté-Agel [102] and Coceal et al. [99]. The profiles of lm have
a local minimum at roof level. This is a result of the strong shear layer at roof level,
resulting in a small mixing length at that location. In the region just above the street
canyons, i.e. 1 < z/h < 1.5, lm increases approximately linearly with height, which is
most clearly visible for x/h ≥ 5.5. This behaviour is indicative for the presence of a
log-law in the internal boundary layer in which the mixing length scales linearly with
z− d [25]. In the region 1.5 < z/h < δi/h the mixing length increases about linear, but
distinctly slower compared to the model prediction by Coceal and Belcher [25]. Finally,
the mixing length in the outer region of the flow (z > δi) again shows a linear increase,
indicating the remnants of the log-law region of the original approaching smooth-wall
boundary layer. The most important difference between the C00 and the C10 is found
in the region 1.5 < z/h < δi/h. For case C10 (Figure 4.40b) lm reaches an approximately
constant value. Furthermore, the mixing length in this region increases in size when
moving downstream.

As a result of the roughness transition a strong shear layer is present above the canopy
region that defines the IBL and appears as a well-mixed region, that shows close resem-
blance to a plane mixing layer which is characterized by a mixing length that is constant
with height and that is proportional to the mixing layer width. It is interesting to note
that Belcher et al. [155] mention the concept of the growth of a new internal boundary
layer at a roughness transition. However, this concept is not taken into account into the
model description. This is likely because relatively sparse canopies are considered for
which the strength of the shear layer at the start of the urban canopy does not dominate
the flow, and hence the mixing length.

The linear behaviour of lm, that is indicative for a log-law behaviour of the mean
flow, in the regions 1 < z/h < 1.5 and z > δi is persistent up to the streamwise extent
of the LES domain. Figure 4.41a shows the mixing length in the 23rd street of the
LES domain, while Figure 4.41b shows the linear-log plot of the streamwise velocity
profile at the same location. Both C00 and C10 indicate the presence of a so-called
double log-layer structure. The bottom log-layer in the range 1 < z/h < 1.7 belongs to
the internal boundary layer over the roughness elements, whereas the upper log-layer
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(z/h > 4.2) belongs to the remainder of the approaching flow boundary layer. These
regions are the regions in Figure 4.41a in which lm is found to increase linearly with
height according to lm = κz. As the approaching flow boundary layer has a relatively
limited depth of approximately 10h, the remainder of the original log-law from the
approaching flow boundary layer is only present in the region 3.5 < z/h < 4. Above
z/h > 4 lm becomes approximately constant, which is the outer layer of the approaching
smooth-wall boundary layer in which the scaling lm ∝ κ(z− d) does not hold anymore.

The mixing length profiles shown in Figure 4.40 and Figure 4.41a suggest the pres-
ence of different regimes, that are schematically visualized in Figure 4.42. Instead of
modelling the mixing length above the urban canopy as lm = κ(z − d) [25], an addi-
tional region is present inside the internal boundary layer that is governed by a combi-
nation of both a linear increase (according to lm = κ(z− d)) just above the canopy and
plane mixing layer like behaviour in the upper part of the internal boundary layer (lm ≈
constant in z, but increasing with x). Analogous to Equation 4.18, the mixing length in
this region (regions IIa and IIb in Figure 4.42) can be described by taking the harmonic
mean of these two behaviours:

1
lmI I − κ(h− d)

=
1

κ(z− h)
+

1
li

, (4.20)

where li is a length scale that is proportional to the internal boundary layer depth, i.e.
li = α(δi − h). A constant α = 0.2 gave the best match between the measured profiles
and the proposed model. Furthermore, this mixing length formulation was found to
give the best match in the region 1 < z/h < 0.75δi/h. The additional term in the
denominator on the left hand side of Equation 4.20 originates from the closure relation
lmII = lmI at z = h. As δi → ∞, the mixing length is dominated by the first term on the
right hand side (RHS) of Equation 4.20 and the mixing length returns to lm = κ(z− d),
which is the same expression as proposed by Coceal and Belcher [25] and others to use
above the canopy. Furthermore, for small z, lm is also dominated by the first term on
the RHS of Equation 4.20 and lm behaves again linearly, which is in accordance with the
linear behaviour of lm in region IIa. Finally, in region III, above the mixing layer, a linear
increase of the mixing length with height is applied. From Figure 4.40, it is clear that
the mixing length according to Equation 4.20 provides an accurate description of the
mixing length in the region 1 < z/h < 0.75δi/h. Especially in the C10 case (Figure 4.40b)
the match in the streets further downstream is better compared to the form proposed by
Coceal and Belcher [25]. As noted before, the current models do not provide accurate
results for dense canopies due to the recirculation regions inside the street canyons,
which is not discussed at present. However it is shown that the presence of the IBL
should be taken into account to properly model the flow over dense urban canopies.
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C10 (b). The dashed black line is the model of Coceal and Belcher [25] expressed in Equation 4.18,
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Figure 4.42: Schematic overview of the different regimes of lm in the transition region. The
obstacles are shown in blue, the canopy region is denoted by I, the roughness sublayer by II, the
mixing layer region III and the outer region by IV. The edge of the canopy region is denoted by
the black dash-dotted line, the roughness sublayer is shown by the black dashed line, and the
internal boundary layer by the solid black line.
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4.7.4.2 Scaling of the Mean Concentration Field

The rural-to-urban roughness transition is characterized by a region where the flow is
mainly governed by the strong shear layer emanating from the first row of obstacles. In
the first few streets the flow quickly adapts to the new surface roughness. Coceal and
Belcher [25] propose a ’rule of thumb’ to calculate the length of the adjustment region
(x0) as:

x0 = 3LclnK, (4.21)

where K = (Uh/uτ)/(h/Lc), and the length scale Lc is given as:

Lc =
1− λp

λ f
h, (4.22)

For the current set-up the adjustment region according to Equation 4.21 is approxi-
mately 17h, i.e. after eight streets.

The initial pollutant dispersion is governed by the local flow, which is mainly deter-
mined by the (local) geometry of the obstacles. However, further downstream the (mean)
vertical dispersion is bounded by the (mean) shear layer that characterizes the IBL. The
vertical extent of the region that bounds the mean concentration field is approximately
Li = δi − h (see Figure 4.42). Because δi increases with x, Li also depends on x. In addi-
tion, the mean advection of pollutants released inside the IBL is governed by the mean
streamwise velocity in the internal boundary layer, which can be described by the bulk
velocity of the IBL. Here, the streamwise development of the bulk velocity is estimated
by the mean streamwise velocity at half the IBL depth; Ui(x) ≡ u(x, z = 1

2 δi). With the
length scale Li and velocity scale Ui the development of the mean concentration field
can be described by:

c (x, z) =
Q

LyUi (x) Li (x)
f (z/δi) , (4.23)

where Ly is the width of the domain, and Q is the constant mass flow rate of the source.
Figure 4.43 shows the vertical profiles of the mean concentration, where the vertical
coordinate is scaled with the local δi and the concentration is scaled with the local Li
and Ui. The results are shown for cases C00, C10, and 2D. Although, Ui and δi (and
consequently Li) differ for each case, the results collapse onto a single profile using the
proposed scaling. A fit for the vertical distribution profile f (z/δi) is shown by the thick
continuous line. As expected, the profiles start to differ near the surface roughness,
where the specific geometry governs the concentration distribution. This scaling means
that the spanwise-averaged concentration field can be described by the flow parameters
Li and Ui that depend solely on x, while the dependence of z is accounted for in the
universal function f (z/δi). In addition, the flow parameters Li and Ui are most likely
related to each other, and they can be found from measurements, simulations, or self-
similarity considerations for the flow over roughness transitions.

Using the fitted profile for f (z/δi) the prediction of c (x, z) is given in Figure 4.44,
where for cases C00 (red lines) and C10 (blue lines) the LES results are shown by the
thin continuous lines, and the model results from Equation 4.23 are shown by the thick
dashed lines. Close to the start of the urban canopy the model results do not match the
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Figure 4.43: Vertical profiles of mean concentration scaled according to Equation 4.23 for street
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Figure 4.44: Vertical profiles of mean concentration for cases AR1 and AR1F at several down-
stream locations including model prediction from Equation 4.23.

LES results. This is expected, because the local velocity field has not yet reached a self-
similar state. However, from around street 8 (x = 15h) and onwards the model results
agree well the LES results, which indicates the mean pollutant dispersion is indeed
governed by the properties of the IBL.
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4.8 conclusions

This section summarizes the main conclusions this chapter.

Varying Spanwise Length Scale of the Roughness

Simultaneous PIV and LIF measurements were employed to investigate flow and pol-
lutant dispersion behaviour in regions where the surface topology changes from rural
to urban type roughness. The results were compared with LES simulations. The ap-
proaching rural boundary layer was modeled by a smooth wall boundary layer, while
the urban area consisted of obstacles of constant height h, where roughness Reynolds
number h+ was 194 for the simulations and 209 for the experiments. The aspect ratio
of the obstacles was varied between 1 and 8 in the different experiments. The results
show that the two methods independently predict similar velocity statistics. However,
minor differences in the region of the first row of obstacles were observed, which were
attributed to the accuracy of both methods and differences in the generated approach-
ing smooth-wall boundary layers. The pollution concentration statistics showed some
differences in the region due to a slight non-uniformity in the emission source in the ex-
periment. Nevertheless, qualitatively there was a good agreement between the methods,
and the same dispersion mechanisms were identified.

The effect of the roughness transition on pollutant dispersion is that the mean vertical
pollutant flux at the top of the street canyons is dominated by the advective pollutant
flux w c in the first three streets, after which the profiles of w c and w′c′ along the
streamwise extent of the street canyons become similar to those for the fully-developed
cases described by Michioka et al. [24]. Likewise, the JPDFs of streamwise velocity fluc-
tuation u′ and instantaneous vertical pollutant flux wc have a similar shape from the
fourth street onwards. In addition, it is found that, in agreement with Michioka et al.
[24], the JPDFs are qualitatively similar for all considered aspect ratios, showing that
street canyon ventilation of pollutant is mostly associated with u′ < 0.

Subsequently, the flow structure that is associated with street canyon ventilation was
identified by means of linear stochastic estimation. It was found that for larger l/h
street canyon ventilation is associated with larger regions of u′ < 0, and that their
vertical length scale increases linearly with increasing l/h. However, the result for the
2D case does not result in the largest structure. In addition, during such a ventilation
event the flow structure inside the urban canopy shows more variation in the horizontal
plane for l/h = 1 and l/h = 2 than for larger aspect ratios, for which the variation is
confined mostly to the considered street canyon.

Reynolds Number Variation

Next, the roughness Reynolds number h+ was varied from 209 up to 598. The influence
of the Reynolds number variation on both velocity statistics as well as concentration
statistics in this range is limited. None of the presented statistics shows a clear trend
with Reynolds number, consistent with observations by Castro [118] and Cheng and
Castro [98].
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Influence of a Fence

The influence of an additional fence was investigated for various fence heights at a
roughness Reynolds number, h+, of 194 for the simulations and 307 and 209 for the ex-
periments. Again, both methods predict practically the same velocity and concentration
statistics. A strong shear layer is present starting from the top of fence, which character-
izes the IBL. With increasing fence height (and thus an increased blockage), a stronger
shear layer is formed, resulting in a higher IBL. The initial disturbance generated by
this shear layer determines the downstream development of the IBL and therefore also
the concentration statistics in and above the canopy.

A quadrant analysis indicates that sweeps are the predominant flow features near
roof level, while ejections only become important farther away from the canopy. As
hypothesized by Reynolds and Castro [141] sweeps and ejections are important for
dispersion at roof level. Sweeps are mainly found to lower the total pollutant flux wc
out of the street canyon, whereas pollutant removal is mainly associated with ejections.
These results are in line with the conclusions by Michioka et al. [24] and Tomas et al.
[96].

The flow in a rural-to-urban transition for dense canopies, i.e. λ f ≥ 0.25, can be
modelled with a mixing length model by considering (1) the roughness geometry and
(2) the internal boundary-layer development. The effect of the IBL is persistent far-
ther downstream than the streamwise extent of the presently considered domain. An
improved mixing length model is proposed that is applicable to rural-to-urban transi-
tions for dense urban canopies. Moreover, when δi increases (as x/h → ∞) this model
exhibits similar characteristics as the model proposed by Coceal and Belcher [25]. In
addition, the average mean concentration field is found to attain a self-similar profile
when scaled with the characteristic velocity and length scale of the IBL, i.e. the IBL
bulk velocity and the IBL height. This means that, after an initial adjustment region,
the mean concentration field can be described by the characteristics of the IBL solely.
Hence, this result emphasizes the conclusion that accurate modelling of the flow and
dispersion over rural-to-urban transitions for dense urban canopies requires taking into
account the characteristics of the IBL.
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C O N C L U S I O N S A N D P E R S P E C T I V E S

This chapter provides the conclusions that are drawn from the different chapters. Each
chapter is based upon one or more publications, hence these chapters are self-contained.
Therefore, only the main conclusions are presented here. Moreover, perspectives on
future research and developments are given in this chapter.

5.1 conclusions

The main research objectives, as stated in Section 1.2, were twofold. Firstly, aspects
of the regions of high shear were studied including the relation with the dispersion
of a passive scalar. Secondly, the dispersion of a passive scalar in an idealized urban
geometry was studied.

shear layers , uniform momentum zones and dispersion

Thin layered structures of high shear were observed in a TBL. A conditional sampling
approach was employed to determine the conditional statistics across these layers. Next,
a first order jump model was derived based on these conditional statistics, from which
entrainment velocities of the layers could be derived. These entrainment velocities are
indicative of the growth rates of large scale regions bounded by the shear layers. This
model was validated by performing the same analysis on the T/NT interface for which
a theoretical prediction was available. This research revealed that internal shear layers
exhibit qualitatively the same statistical characteristics as the external T/NT interface.
Furthermore, the regions of high shear on average move very slowly outwards, with an
increasing wall-normal velocity away from the wall. This implies that on average large
scale regions grow very slowly.

A follow up study considered the role of these large-scale regions of nearly uniform
momentum, also referred to as UMZs, and their accompanying shear layers, on the
dispersion of a passive scalar. This research revealed for the first time the existence of
distinct UCZs. Furthermore, the conditional sampling approach illustrates the blocking
behaviour of the regions of high shear as the wall-normal concentration flux is reduced
over the edges of UMZs and UCZs. These results indicate that UMZs are important for
pollutant dispersion as observed before by Michioka et al. [24].

109
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dispersion in an idealized urban geometry

Dispersion of a passive scalar in an idealized urban geometry was studied in the second
part of this thesis. Simultaneous PIV and LIF yielded similar the same velocity and con-
centration statistics compared to the LES, despite the different methods to generate the
inflow boundary layer. The mean vertical pollutant flux at the top of the street canyons
is dominated by the advective flux in the first few streets after the roughness transition.
The profiles of the advective and turbulent fluxes become similar to previous results
by Michioka et al. [24] further downstream. Similarly, the JPDF of the vertical concen-
tration flux and the streamwise velocity fluctuations indicate that low-momentum fluid
is mainly responsible for a pollutant flux out of the street canyon. A linear stochastic
estimate is used to show that a large scale low-momentum region above the canyon is
associated with this outward flux. The present investigation reveals that with increas-
ing aspect ratio the length scales of these large scale structures increase. The influence
of the Reynolds number on the different statistics is shown to be limited, i.e. the flow
inside the canopy region is dominated by the turbulence generated off the sharp-edged
obstacles, which is in line with previous observations by Cheng and Castro [98]. Next,
a fence was introduced in between the line source and the urban geometry. A strong
shear layer is formed at the edge of this fence, which determines the characteristics of
the IBL. Increasing the fence height also increases the height of the IBL. The concen-
tration profiles indicate that the pollutants are predominantly kept inside this newly
formed IBL. A quadrant analysis reveals that sweeps and ejections are the main contrib-
utors to the concentration flux at roof level. The results from this study reveal that the
rural-to-urban transition in case of dense urban canopies can be modelled with a mod-
ified mixing length model. The strong shear layer that appears at the edge of the fence
resemblances a plane-mixing layer, as observed above vegetation canopies by Raupach
et al. [157]. Furthermore, the mean concentration field is shown to be self-similar after
the initial adjustment region and is described solely by the IBL characteristics. Hence,
the results indicate that it is crucial to take the characteristics of the IBL into account to
properly model flow and dispersion characteristics in dense urban canopies in case of
rural-to-urban transitions.

5.2 perspectives on future research

As indicated in the previous section, important insights were gained in the understand-
ing of dispersion in both flat plate TBLs as well as over idealized urban geometries.
Nevertheless, there are remaining questions and issues. Some of these remaining issues
and recommendations on how to address these are provided in this section.

a guide for future dispersion experiments

In this thesis PIV and LIF are the main experimental techniques. Both techniques pro-
duce instantaneous quantitative velocity or concentration fields in a single plane. The
combination of these methods provides a very powerful tool to study dispersion in
turbulent flows. However, there are a number of limitations accompanying this tech-
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nique. Optical access to the measurement domain is essential to succesfully perform
PIV and LIF. Unfortunately, the difference in refractive index of the obstacles made
from PMMA and water causes reflections and shadows (see Chapter 4), thereby limit-
ing the optical access inside the urban canopy. Weitzman et al. [158] shows a promising
approach to produce refractive-index-matched hydrogels models, which largely elimi-
nate these shadows and refractions, i.e. full optical access is maintained. Experiments
in our laboratory revealed that careful selection of the hydrogel ingredients is necessary
to match the refractive index and to obtain the required material stiffness. Nevertheless,
the approach is encouraging for future dispersion experiments in more complex urban
geometries.

Furthermore, the PIV and LIF experiments in Chapter 4 were performed in the sym-
metry plane of the urban geometry. In experiments, an estimation for the friction veloc-
ity uτ is commonly based on the peak values in Reynolds stress near the roof level of
the urban canopy. As shown by Tomas et al. [96] the spanwise variation of the Reynolds
stress for an aspect ratio of 2 is significant and cannot be neglected. Hence, an accurate
estimation of uτ should be based upon the spanwise averaged velocity field, and thus
spanwise velocity fields are required.

A scaled ABL was generated by means of Irwin type spires [120]; a very easy and
straightforward method. However, some clear differences between the simulations and
the experiments were observed, which might become noticeable in case of fully devel-
oped conditions [119]. Nevertheless, for the present purpose these spires generated sat-
isfactory results, because the flow and concentration statistics inside the urban canopy
appear to be rather insensitive to the approach flow conditions when a sudden and
distinct roughness transition is encountered. More flexibility and better control of the
approach flow conditions can be achieved by installing an active grid. Cekli and Water
[122] showed the benefits of such a grid for generating a properly scaled ABL. By vary-
ing the average angle and the rotation speeds of horizontally and vertically rotating
axes with attached vanes, different approach flow conditions could easily be obtained.
One of the advantages of active grids is that more realistic integral turbulent length
scales and turbulence intensities can be reproduced [159], something that is difficult to
get right with passive spires [160].

In the current thesis the approach flow boundary layer is perpendicular to the line
source and the urban geometry. Obviously, this is a very specific example, and the ex-
periments should be repeated for different flow angles. In the current setup, mean ad-
vective transport along streets is absent by definition as measurements were performed
in the symmetry plane of the obstacles. However, the advective transport along streets
becomes important once non-perpendicular approach flow conditions are considered.
The current experimental setup has been prepared to perform these experiments, al-
though the angle is limited to 30◦.

As mentioned by Tomas et al. [107] the effects of buoyancy on pollutant dispersion
in a generic urban environment cannot be neglected. In this thesis only neutral condi-
tions are considered, due to the complexity of generating an (un)stable approach flow
boundary layer in the current experimental facility. It should be noted that (near) neu-
tral conditions are commonly encountered in countries like The Netherlands in case
of moderate wind speeds and (partly) cloudy days. Furthermore, around sunrise and
sunset the boundary layer reaches near neutral conditions as it turns from unstable
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to a stable nocturnal boundary layer or vice-verse [161]. Moreover, these hours gener-
ally coincide with rush hour traffic. Stable conditions are frequently encountered during
sunset and nights whereas unstable conditions are commonly encountered during calm
sunny days. It is certainly worthwhile to study the influence of atmospheric stability in
a controlled laboratory setting.

relation to full-scale application

In Chapter 4 of this thesis an idealized urban geometry was considered in a scaled ver-
sion of the ABL. The ratio between the obstacle height and the boundary layer thickness
was set to 0.1. As such, the obstacles are fully submerged into the logarithmic region of
the ABL. However, the new IBL that develops over the canopy quickly reaches three to
four obstacle heights, i.e. the edge of the logarithmic region of the ABL is reached. In
real life applications this ratio can be of the order of 0.01. This can be achieved by either
increasing the boundary layer thickness and the Reynolds number or by decreasing the
obstacle height. The first option is not feasible as the boundary layer height is already
half of the water tunnel depth and the Reynolds number can only be increased by a
factor of two. The second option, that is to decrease the building height, appears to
be the most promising approach, although one should take care of the achievable spa-
tial resolution in the PIV and LIF experiments and assure that the flow remains in the
fully rough regime [126]. Furthermore, experiments at different Reynolds numbers con-
firmed the observation that Reynolds number influences on the flow over sharp edged
obstacles are small if Re = U∞h/ν ≥ 5× 103 [98, 118, 162]. It is recommended to verify
this also for more realistic building geometries.

future urban dispersion models

This thesis presents detailed measurements on both concentration fields as well as ve-
locity fields in turbulent flows. However, these results are by no means exhaustive in
terms of geometry, wind angles, and numerous other parameters. It is clearly unfea-
sible to perform these type of experiments for every specific situation. This motivates
the use of more low-order models that capture the essential physics, deduced from the
presented high quality experiments.

As mentioned in Chapter 1, Gaussian plume models are not suitable to predict dis-
persion characteristics in urban areas. Instead of relying on (semi) empirical or ana-
lytical models, there is a growing interest in the use of computational fluid dynamics
(CFD) methods like LES and Reynolds Averaged Navier-Stokes (RANS) methods. With
the continuously increasing computing capabilities, LES simulations became feasible
for dispersion studies on realistic urban geometries [163–166]. Still, the computational
domain is usually limited to a few kilometers in size with a resolution of typically
one meter, and the required computational power is still significant. Though this is a
promising approach there remains a need for simplified dispersion models. Based on
the results presented in this thesis two lines of thought are presented which may be
found useful for the development of future urban dispersion models.
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First of all, the results presented in Chapter 4 emphasize the importance of the IBL
formed at the roughness transition, i.e. the pollutants are mainly kept inside this IBL.
Actual urban areas are heterogeneous and continuously change in space, forming mul-
tiple IBLs in urban areas [20]. Therefore, an accurate prediction of pollutant concentra-
tions in transitional regions relies firmly upon the correct prediction of the IBL depth
as well as its streamwise development.

A second (and definitely a more sophisticated) approach is the use of coherent struc-
tures in the development of dispersion models. Reduced order modelling, such as
proper orthogonal decomposition, linear stochastic estimation, and conditional aver-
aging, are promising approaches to build models that capture the correct physics while
only a fraction of the computational power of a full simulation or experiment is re-
quired [167]. In Chapter 4, a linear stochastic estimate results in a large scale region of
low-momentum associated with street canyon ventilation. However, stronger evidence
of the importance of large scale structures lies in the fact that these structures are also
observed in instantaneous realizations of a TBL (see Chapter 2,3) and not only in a sta-
tistical average sense, i.e. from a POD or an LSE analysis. The presence of these large
scale structures has been observed by other researchers above idealized urban geome-
tries [24, 75, 149], and also in full-scale atmospheric flows [23, 73, 168, 169]. Moreover,
the simultaneous PIV and LIF experiment in Chapter 3 revealed the existence of UCZs.
A conditional sampling approach shows that the edges of these zones act as barriers
for scalar transport. A possibility for a practical dispersion model is to extent the first
order jump model (developed in Chapter 2) with a similar approach for the scalar
concentration field. As a result, the turbulent flow can be divided in multiple regions
with uniform momentum and concentration, while the momentum and scalar transport
among the different zones is governed by a simple jump model. It is recommended to
study the performance of such a model for real-life conditions.
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T H E O R E T I C A L D E R I VAT I O N O F F I R S T O R D E R J U M P
M O D E L

In this appendix the theoretical derivation of the first order jump model as proposed by
VanZanten et al. [62] and Pino et al. [63] is given with modifications for the internal shear
layers. It starts by integrating the mean streamwise momentum equation (Equation 2.3)
over the distinct regions shown in Figure 2.5.

a.1 integrate over region a

First, we integrate the conditional momentum equation 2.3 over the region A which
extends from (y1 − ε) to y1 below the layer.

∫ y1

y1−ε

∂ 〈u〉
∂t

dy = −
∫ y1

y1−ε
〈v〉 ∂ 〈u〉

∂y
dy−

∫ y1

y1−ε

∂
〈

u′v′
〉

∂y
dy (A.1)

Then we apply the Leibniz integral rule to the left hand side (LHS):∫ y1

y1−ε

∂ 〈u〉
∂t

dy =
∂

∂t

∫ y1

y1−ε
〈u〉 dy− 〈u〉y1

∂y1

∂t
+
[
〈u〉y1

− γ1ε
] ∂(y1 − ε)

∂t

=
∂

∂t

[
ε 〈u〉y1

− 1
2

ε2γ1

]
− εγ1

∂y1

∂t
(A.2)

where it is assumed that the gradient of the streamwise conditional velocity γ1 =
∂〈u〉
∂y

∣∣
y<y1

is constant in this region and ∂(y1−ε)
∂t = ∂(y1)

∂t , because ε is constant. The first
term on the right hand side (RHS) of Equation A.1 can be written as:

−
∫ y1

y1−ε
〈v〉 ∂ 〈u〉

∂y
dy = −γ1

∫ y1

y1−ε
〈v〉 dy

= −εγ1 〈v〉y1
, (A.3)

where again it is assumed that the gradient of the conditional streamwise velocity pro-
file is constant (i.e. γ1). The last term on the RHS of Equation A.1 can be written as:

−
∫ y1

y1−ε

∂
〈

u′v′
〉

∂y
dy = −εγ4, (A.4)
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where γ4 =
∂〈u′v′〉

∂y

∣∣
y<y1

is the gradient in the Reynolds stress in the turbulent region
below the interface. Combining these results yields:

∂

∂t

[
ε 〈u〉y1

− 1
2

ε2γ1

]
− εγ1

∂y1

∂t
= −εγ1 〈v〉y1

− εγ4 (A.5)

Rearranging Equation A.5, dividing by ε and taking the limit of ε→ 0 yields:

∂ 〈u〉y1

∂t
= γ1

(
∂y1

∂t
− 〈v〉y1

)
− γ4 (A.6)

a.2 integrate over region b

Next, we integrate Equation 2.3 over the jump region B (i.e. y1 < y < y2):

∫ y2

y1

∂ 〈u〉
∂t

dy = −
∫ y2

y1

〈v〉 ∂ 〈u〉
∂y

dy−
∫ y2

y1

∂
〈

u′v′
〉

∂y
dy (A.7)

Now, Leibniz rule is applied to move the partial derivative of the left hand side (LHS)
out of the integral. For the LHS of Equation A.7 this yields:

∫ y2

y1

∂ 〈u〉
∂t

dy =
∂

∂t

∫ y2

y1

〈u〉 dy− 〈u〉y2

∂y2

∂t
+ 〈u〉y1

∂y1

∂t

=
∂

∂t

[
〈u〉y1

δw +
δw

2
∆ 〈u〉

]
− ∆ 〈u〉 ∂y2

∂t
(A.8)

where the assumption ∂y2
∂t ≈

∂y1
∂t has been made. The first term on the RHS of Equation

A.7 is rewritten by using integration by parts and assuming that 〈v〉 is linear inside the

jump region. In this region 〈v〉 is approximated as
〈

v(y)
〉
= 〈v〉y1

+ γ3(y− y1), where

γ3 = ∂〈v〉
∂y

∣∣
y1<y<y2

. Substituting this relation yields:

−
∫ y2

y1

〈v〉 ∂ 〈u〉
∂y

dy = −
∫ y2

y1

(
〈v〉y1

+ γ3(y− y1)
) ∂ 〈u〉

∂y
dy

= −
[(
〈v〉y1

+ γ3(y− y1)
)
〈u〉
]y2

y1
+
∫ y2

y1

〈u〉 ∂ 〈v〉
∂y

dy

= −∆ 〈u〉 〈v〉y1
− 1

2
γ3δw∆ 〈u〉 (A.9)

where ∆ 〈u〉 is the jump in streamwise velocity over the layer and δw is the thickness of
the jump region. The second term on the RHS of Equation A.7 yields:

−
∫ y2

y1

∂
〈

u′v′
〉

∂y
dy = −

〈
u′v′

〉
y2
+
〈

u′v′
〉

y1
(A.10)

Combining the results from Equation A.8 - A.10 into Equation A.7 yields:

δw
∂

∂t

[
〈u〉y1

+
1
2

∆ 〈u〉
]
=
〈

u′v′
〉

y1
−
〈

u′v′
〉

y2
− ∆ 〈u〉 〈v〉y1

− 1
2

γ3δw∆ 〈u〉+ ∆ 〈u〉 ∂y2

∂t
(A.11)
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a.3 integrate over region c

The last integration step is performed on the non-turbulent side over region C, between
y2 and y2 + ε:

∫ y2+ε

y2

∂ 〈u〉
∂t

dy = −
∫ y2+ε

y2

〈v〉 ∂ 〈u〉
∂y

dy−
∫ y2+ε

y2

∂
〈

u′v′
〉

∂y
dy (A.12)

Using Leibniz once more for the LHS of Equation A.12 yields:

∫ y2+ε

y2

∂ 〈u〉
∂t

dy =
∂

∂t

[
〈u〉δi

ε + ∆ 〈u〉 ε +
ε2

2
γ2

]
− εγ2

∂h
∂t

, (A.13)

where the gradient of the conditional streamwise velocity is given as γ2 = ∂〈u〉
∂y

∣∣
y>y2

.

Assuming additionally that γ5 =
∂〈u′v′〉

∂y

∣∣
y>y2

is constant in the non-turbulent region,
the RHS of Equation A.12 is evaluated as:

−
∫ y2+ε

y2

〈v〉 ∂ 〈u〉
∂y

dy−
∫ y2+ε

y2

∂
〈

u′v′
〉

∂y
dy = −εγ2 〈v〉y2

− εγ5 (A.14)

Substituting A.13 and A.14 into Equation A.12, dividing by ε and taking the limit ε→ 0
finally yields:

∂

∂t

[
〈u〉y1

+ ∆ 〈u〉
]
= γ2

(
∂y2

∂t
− 〈v〉h

)
− γ5 (A.15)

a.4 calculating the growth rate of the boundary layer

In order to determine the growth rate of the boundary layer (BL) different equations
derived in the previous sections will be combined. First of all, the LHS of Equation A.11

is rewritten as:

δw
∂

∂t

[
〈u〉y1

+
1
2

∆ 〈u〉
]
=

δw

2

∂ 〈u〉y1

∂t
+

∂
(
〈u〉y1

+ ∆ 〈u〉
)

∂t

 (A.16)

Now Equation A.5 and A.15 can be substituted into Equation A.11 yielding:

δw

2

[
γ1

(
∂y1

∂t
− 〈v〉y1

)
− γ4 + γ2

(
∂y2

∂t
− 〈v〉y2

)
− γ5

]
= ...

〈
u′v′

〉
y1
−
〈

u′v′
〉

y2
− ∆ 〈u〉 〈v〉y1

− 1
2

γ3δw∆ 〈u〉+ ∆ 〈u〉 ∂y2

∂t
,

(A.17)



118 theoretical derivation of first order jump model

A
p
p
e
n

d
i
x

A

rewriting this equation to solve for ∂y2
∂t yields:

Eb =
1

∆ 〈u〉 − δw
2 (γ1 + γ2)

[
− δw

2

(
γ1 〈v〉y1

+ γ2 〈v〉y2
+ γ4 + γ5 − γ3∆ 〈u〉

)
−

〈
u′v′

〉
y1
+
〈

u′v′
〉

y2
+ ∆ 〈u〉 〈v〉y1

]
,

(A.18)

where it is assumed that Eb = ∂y2
∂t ≈

∂y1
∂t , i.e. the jump thickness does not change with

time. It is good to realize that once the jump thickness decreases to zero, the standard
0th order jump model is retrieved that was originally derived by Lilly [64].
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gemaakt heeft en nog steeds onderhoudt en regeert. Ik heb de afgelopen vier jaar iets
van Zijn schepping bestudeerd, en dat heeft mijn verwondering en ontzag voor Hem
alleen maar groter gemaakt.

Jerke Eisma
Rijnsburg, December 2016
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