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Abstract
Emerging PV technologies like Perovskite has lead to the development of Perovskite/Silicon (Pvk/c-Si)
tandem device (Multi-junction device) and has now gained a lot of momentum and attention due to
the fact that the tandem device can reach a Shockley-Quisser limit of about 44.1% efficiency. But to
speed up its development, a lot of emphasis is made on conducting tandem solar cell device simula-
tions to have get a good idea on the experiments that can be carried out. Solar cell simulations for
tandem devices are carried out in advanced 2D/3D solar cell simulators like SETFOS or Synopsys
TCAD Sentaurus. These softwares have large computational time and have complex user interface
making simulations challenging. There are 1D solar cell simulators like ASA (Advanced Semiconductor
Analysis) developed at TU Delft that has less computational time with an easy and intuitive interface.
But ASA does not have the appropriate tunnelling models to simulate the tunnel recombination junction
characteristics of perovskite silicon tandem devices.

To make ASA a complete software suite for simulating perovskite silicon tandem device, tunnelling
models proposed by Ieong et al. is used for both direct and band to band tunnelling. These tunnelling
models use basic inputs like band energy data, electrostatic potential data and electric field data for a
particular device and outputs the tunnelling generation rate that can simply be added to the continuity
equations for electrons or holes during the simulation of the device. A fully fledged algorithm was de-
signed for the automation of the direct tunnelling and the band to band tunnelling process with limited
input from the user while using the models proposed by Ieong et al. In simple terms, the algorithm takes
in the required input and scans through the device for every interface to check for tunnel contributions
and performs calculations when necessary. All necessary conditions are included inside the algorithms
to ensure that the simulation is accurately solved.

The validation of the newly developed tunnelling algorithm was commenced for PN junction, Silicon
hetero-junction and finally the Perovskite-Silicon tandem device. The JV curve for the above device
simulations with and without incorporated tunnellingmodels was extracted and a comparison wasmade
with literature results and simulation results from other software suites. The newly developed tunnelling
algorithms was concluded to be accurate. The JV curve obtained from the ASA simulation showed good
agreement with literature results and simulation results from other software suites with error percent-
ages of less than 3% for open circuit voltage, short circuit current and fill factor. With proper tuning
of the device layer thickness, texturing on multiple layers for the tandem device and enhancing the
mobility of the non-absorber layers for the perovskite top cell, further improvement can be expected
in the simulation. These methods can eventually lead to reaching the Shockley Quisser limit of about
35.7% efficiency for the perovskite silicon tandem solar cell even when general opto-electrical losses
are taken into account.
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Abbreviation Definition

PV Photovoltaics
IRENA International Renewable Energy Agency
PCE Power Conversion Efficiency
SQ Shockley Quisser
PSC Perovskite Solar Cell
PVK Perovskite
cSi Crystalline Silicon
ETL Electron Transport Layer
HTL Hole Transport Layer
ASA Advance Semiconductor Analysis
SHJ Silicon Hetero-junction
CB Conduction Band
VB Valence Band
CBT Conduction Band Tails
VBT Valence Band Tails
DOS Density of States
DB Dangling Bonds
MOSFET Metal Oxide Semiconductor Field Effect Transistor
JFET Junction-gate Field Effect Transistor
TCAD Technology Computer Aided Design
TAT Trap Assisted Tunnelling
DT Direct Tunnelling
BBT Band to Band Tunnelling
SRH Shockley Read Hall
TCO Transparent Conductive Oxide
TRJ Tunnel Recombination Junction
TJ Tunnel Junction
JV Current Density Voltage

Symbols

Symbol Definition Unit

r̃ reflection coefficient [-]
t̃ transmission coefficient [-]
n refractive index [-]
α absorption coefficient [-]
A Absorptance [-]
T Transmittance [-]
R Reflectance [-]
qxi flux at interface i approaching from x [W/m2]
εr Relative permittivity [-]
εo Permittivity of free space [Fm−1]
Evac Energy at vacuum level of the band diagram [eV]
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Symbol Definition Unit

EC /ECB Conduction band energy [eV]
EV /EV B Valence band energy [eV]
Ef /ϕf Fermi level energy [eV]
Eg/Eµ Energy band-gap / Energy band mobility gap [eV]
χ Electron affinity [eV]
NC Conduction band density of states [m−3]
NV Valence band density of states [m−3]
Nt Trap concentration [m−3]
T Temperature [K]
n Electron concentration [m−3]
p Hole concentration [m−3]
µn/µp Electron/Hole mobility [A/m2]
Jn/Jp Current density of electron/hole [A/m2]
JSC Short circuit current density [A/m2]
VOC Open circuit voltage [V]
FF Fill Factor [-]
η/PCE Power conversion efficiency [%]
G Generation rate [m−3s−1]
R Recombination rate [m−3s−1]
Γ Probability function [-]
cn/cp Electron/Hole capture coefficient [-]
en/ep Electron/Hole emission coefficient [-]
A∗ Effective richardson constant [A/m2/K2]
r Tunnelling distance [m]
q Charge constant [C]
kB /k Boltzmann constant [JK−1]
h Plank’s constant [Js]
ℏ Dirac constant [eVs]
ψ Electrostatic potential [V]
ξ/E Electric field intensity [V/m]

Constants

Symbol Value Unit

q 1.602 x 10−19 [C]
kB /k 1.381 x 10−23 [JK−1]
h 6.625 × 10−34 [Js]
ℏ 6.582 × 10−16 [eVs]
A∗ 120 [A/cm2/K2]
εo 8.854 × 10−12 [Fm−1]
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1
Introduction

1.1. Background
Even as economies sank under the weight of Covid-19 restrictions in 2020, alternative energy sources
like solar PV and wind continued to expand fast, and electric vehicles hit new sales records. The future
energy economy is predicted to be electric, efficient, networked, and environmentally friendly than the
old one [19]. Its rise is the result of a virtuous loop of legislative action and technological innovation, and
its low cost are currently sustaining its growth. Solar Photovoltaics (PV) and wind power are presently
the cheapest accessible sources of clean energy in most markets. Clean energy technology is rapidly
emerging as a major new source of investment and job creation, along with increased competitive mar-
ket environment [19].

According to International Renewable Energy Agency (IRENA) [22], Renewable energy has added
more electricity to the grid each year than fossil fuels and nuclear combined for the past seven years.
In 2020, 260 gigawatts (GW) of renewable-based power capacity was additionally built globally as can
be seen from Fig 1.1, setting a new high. This is a promising path for the rapid decarbonization of
electricity sector [22].

Figure 1.1: Global Installed Capacity of Renewable Energy by IRENA [22].

In 2021, a new high was predicted for worldwide solar PV installations, with almost 117 GW installed,

1
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up nearly 10% from 2020. This rise was attributable to a substantial rebound in utility-scale facilities
outside of China, where COVID-19 curtailed PV growth owing to the phaseout of subsidies. To meet
deadlines, utility-scale project development is also projected to pick up in India and other major EU
markets [17].

In addition to the installed capacities, the innovation and development of the Renewable energy
technologies has rapidly increased over past 20 years as seen in Fig 1.2, leading to reduced cost of
the technology itself leading to a higher learning curve. It is clear that the Solar PV technologies is
leading the evolution of the Renewable energy sector [21].

Figure 1.2: Global Patent Evolution of Renewable Energy by IRENA [21].

A semiconductor-based device known as a solar cell is one of the main sustainable energy techno-
logy for turning solar energy into electricity. When a solar cell is exposed to sunlight, it transforms the
light directly into energy via the process of Photovoltaic effect. However, not all of the light that shines
on the cell is turned into energy instead can be lost thermally or optically. The conversion efficiency of
transformed sunlight is denoted by the term power conversion efficiency (PCE). The Shockley-Quisser
(SQ) limit is the theoretical upper limit of PCE [49]. Increasing the PCE of the PV technologies has
always been the main approach in the PV community and its strategies can be briefly summarised.
Over 95% of the global installed PV is based on Silicon. The PV industry has swiftly embraced the Pas-
sive Emitter Rear Contact (PERC) technology with over 65% of the market share as of 2019 having an
20.3% average PCE and can increase to 22.5% by 2030 [49, 13]. Hetero-junction with Intrinsic Thin
layer (HIT) Silicon Solar cell (or in other words silicon hetero-junction (SHJ)) combined with Interdigi-
tated Back Contact technology (IBC) without concentrator developed by Kaneka corporation currently
holds the record PCE for silicon solar cell of 26.7% [49, 13]. The remaining 5% of the PV market in-
clude the thin film technologies like amorphous Silicon (a-Si) with a maximum PCE of 14% developed
by AIST (based on a-Si:H uc-Si:H uc-Si:H triple junction) [13], Cadmium Telluride (CdTe) with a max-
imum PCE of 22.1% developed by First Solar and finally Copper Indium Gallium Diselenide (CIGS)
with a maximum PCE of 23.4% developed by Solar Frontier [13]. However majority of the solar panels
on the market are based on single junction solar cell that have a certain SQ limit (for example 32.9%
efficiency for silicon of bandgap 1.2 eV) [11].

Extensive research has lead to the development of novel thin film technologies like the Perovskite
solar cells (PSC). The PSC technology consisting of organic metal halide has brought a lot of attention
in the PV community due to a very steep learning curve leading to a maximum PCE of 25.5% developed
by UNIST in 2021, a 21.7% increase in PCE in almost a decade making this technology very promising
[35]. Many multijunction solar cell approach has been researched that cross the SQ limitation and
substantially increase the PCE than normal single junction technologies. Emerging PV technologies like



1.2. Perovskite Silicon tandem device architecture 3

Perovskite has lead to the development of Perovskite/Silicon (Pvk/c-Si) tandem device (Multi-junction
device) and has now gained a lot of momentum and attention due to the fact that the tandem device
can reach SQ maximum of about 44.1% PCE [11]. The SQ limit with general opto-electrical losses can
reach upto 35.7% PCE which is still quite promising [11]. The trend of Pvk/c-Si tandem development
can also be seen in the Emerging PV section under the ”Best Research-Cell Efficiency Chart” from the
National Renewable Energy Laboratory (NREL) shown in Fig 1.3[35].

Figure 1.3: Best Research Cell Efficiency Chart - Emerging PV [35].

1.2. Perovskite Silicon tandem device architecture
Perovskites are hybrid organic-inorganic materials with a general chemical formula ABX3, where A and
B are cations and X is an anion, as shown in Fig 1.4. A include organic cations like Methylammonium
(MA with a chemical formula CH3NH+

3 ) or Formamidinium (FA with a chemical formula CH(NH2)+2 ).
Metal cation, such as Pb2+ or Sn2+, is represented by B, whereas halide is represented by X. (i.e
Cl−, Br−, or I−). Typical Perovskites researched are MAPbI3 and MAPbBr3 as reported by Miyasaki
et al. [29]. However high temperature and moisture resulted in stability issues and drop in PCE [2].
This was later resolved by strong encapsulation techniques and ion mixing in the PSC materials like
MAPbI3−xClx, MAPbI3−xBrx and FAxMA1−xPbIyBr1−y resulting in increased stability and high PCE.
With these, the bandgap of PSC can be varied from 1.3 eV to 2.3 eV [2].

Figure 1.4: Crystal Structure of a 3D Perovskite [53].

Researchers in the PV community are interested in PSC because of its many desirable properties,
like higher carrier mobilities, a higher absorption coefficient in the visible light range (400-700 nm) than
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c-Si, and a long charge carrier diffusion length with carrier lifetimes ranging from hundreds of nanosec-
onds to microseconds [16]. Typical PSC architectures are mesoporous, planar (NIP) and inverted
planar (PIN). These architectures depend on the deposition sequence of layers on the glass substrate
and the type of charge transport layers used. These typical architectures are shown below in Fig 1.5
[32].

Figure 1.5: Common Perovskite Architectures with the ETL marked in grey and HTL marked in yellow [32].

As seen in the Fig 1.5, the PSC layer (in light red) is sandwiched between electron transport layer
(ETL in grey) and hole transport layer (HTL in yellow). These transport layers are responsible for
the charge transport from PSC to its respective electrodes in the event of illumination and charge
generation [32]. For successful electron extraction, the conduction band (CB) of ETL should be be-
low the absorber’s lowest unoccupied molecular orbital (LUMO), while the absorber’s highest occu-
pied molecular orbital (HOMO) should be above the valence band (VB). For successful hole extrac-
tion, the conduction band (CB) of HTL should be above the absorber’s lowest unoccupied molecu-
lar orbital (LUMO), while the absorber’s highest occupied molecular orbital (HOMO) should be be-
low the valence band (VB) [3]. A perfect HTL would have high hole mobility, low electron affinity,
compatible HOMO and LUMO energy levels with Perovskite, high thermal stability, and low costs,
whereas an ideal ETL would have high electron mobility, low trap density, wider bandgap, high ther-
mal stability, high transparency, and low costs [3]. Common HTLs include PEDOT:PSS (poly(3, 4 −
ethylenedioxythio − phene) : poly(styrenesulfonicacid)), NiO (Nickel Oxide), PTAA (poly[bis(4 −
phenyl)(2, 4, 6− trimethylphenyl)amine]) [34] and Spiro-OmeTAD (2, 2′, 7, 7′−Tetrakis[N,N −di(4−
methoxyphenyl)amino]− 9, 9′− spirobifluorene) [32]. Common ETLs include TiO2 (Titanium dioxide),
SnO2 (Tin Oxide), ZnO (Zinc Oxide) and PCBM (phenyl − C61 − butyricacidmethylester). Common
Transparent conductive Oxides (TCO in blue as shown in Fig 1.5) include FTO (Fluorine doped Tin
Oxide) and ITO (Indium Tin Oxide) [32, 34].

However it is noticed that some architectures has hysteresis effect in the JV curve (for example
planar structures with Spiro-OmeTAD or PEDOT:PSS as HTL and TIO2 as ETL as shown in Fig. 1.5).
These issue are resolved with the use of mesoporous (NIP with meso-porous or mp-TiO2 nanoparticles
in the absorber) or planar inverted (PIN) structure. Furthermore, PCBM is the most often used ETL
material because it may reduce the hysteresis caused by trapped charges at the absorber-ETL interface.
This is due to the fact that this substance has an excellent interaction with Perovskite [8]. According to
a past studies, the use of fullerene (C60) as an ETL also leads in greater charge carrier extraction due
to its high mobility and conductivity. It is also studied that C60 or monolayer Chlorine also used as a
buffer layer between ETL and absorber to reduce the hysteresis effect [8]. Currently the record PCE for
a PSC single junction is 25.7%, developed by UNIST in 2022. The PSC si based on FAPbI3 absorber
layer with mesoporous structure (NIP configuration with TiO2 nanoparticles in the absorber layer) as
shown in Fig 1.6. The ETL, HTL and TCO is TiO2, Spiro-OmeTAD and FTO respectively [25].
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Figure 1.6: FAPbI3 based PSC developed by UNIST, South Korea [25].

If we look at the Pvk/c-Si tandem architecture, the top cell typically consist of a high bandgap PSC
(around the range 1.5 eV) and a low bandgap c-Si (around the range 1.12 eV) as the bottom cell.
At present, the current record certified PCE for Pvk/c-Si is 31.25% developed by CSEM and EPFL,
Switzerland [6]. The architecture is based on a fully textured Pvk/c-Si tandem device with a hybrid so-
lution/vapor processing technique for perovskite. Further details of this architecture was not disclosed
as of yet [6]. Looking at the next best tandem device is 29.8% PCE for Pvk/c-Si developed by Tock-
shorn et al. at the Helmholtz-Zentrum Berlin (HZB), Germany [46]. The architecture is similar to the
architecture by Al-Ashouri et al. [4] which shall be discussed soon. The major improvement to this
architecture is that the solar cell made up of a nanotextured front side and a dielectric reflector on the
back side that reflects infrared light back into the silicon bottom cell absorber. According to the authors,
the nanotexturing on one side not only improved light absorption and photocurrent when compared to
a reference solar cell without nanotextures, but it also improved the electronic quality of the tandem
device slightly and enabled better film formation of the perovskite layers. This is followed by the cer-
tified PCE for Pvk/c-Si is 29.5% developed by Oxford PV [36]. However there is currently no public
disclosure regarding the device architecture and parameters used. Looking at the next best Pvk/c-Si
tandem device is 29.15% efficient tandem device again developed by the Helmholtz-Zentrum Berlin
(HZB), Germany [4]. This tandem device will also be simulated in the Advanced Semiconductor Anal-
ysis Software (ASA) which is also the objective of this report.

According to Al-Ashouri et al. [4] the architecture shown in Fig 1.7 is summarised as follows. The
bottom cell is based on a silicon hetero-junction (SHJ with NIP structure) of 260 µm thick n-type
c-Si base (with a bandgap of 1.12 eV) with n-doped nc-SiOx (nano-crystalline Silicon oxide) and p-
doped a-Si (amorphous Silicon) as top and bottom layers for the c-Si base [4]. Intrinsic a-Si is used
as buffer layer between the heterojunction layer for good passivation and charge transport between
the layers [4]. The top cell is based on the Perovskite (with a bandgap of 1.68 eV) having a com-
position Cs0.05(FA0.77MA0.23)0.95Pb(I0.77Br0.23)3 with the deposition of layers on top of SHJ c-Si cell
in the order of ITO/HTL/perovskite/(LiF)/C60/SnO2/IZO/ Ag/LiF. The HTL used here is a self assem-
bled monolayer based on methyl-substituted carbazole Me-4PACz (([4-(3,6- dimethyl-9H-carbazol-9-
yl)butyl]phosphonic acid). Here ITO is used as a tunnel recombination junction between the top cell
and bottom cell allowing for holes of top cell to recombine with the electrons of the bottom cell [4]. This
resulted in the certified Open-circuit voltage (Voc), Short-circuit current (Jsc), Fill Factor (FF) to be 1.9
V, 19.26 mAcm−2 and 79.52% respectively [4].
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Figure 1.7: Pvk/c-Si architecture developed by HZB, Germany [4].

Other well known Pvk/c-Si architecture include the tandem device developed by EPFL, Switzerland
with a PCE of 25.2%. According to Sahli et al. [40], the architecture shown in Fig 1.8 can be summarised
as follows. This architecture is based on fully textured monolithic Perovskite/SHJ c-Si tandem device.
this device is almost similar to the device developed by HZB, Germany as shown in Fig 1.7. The main
difference is the HTL and the tunnel recombination junction employed along with complete texturing of
all the layers [40]. Here Spiro-OmeTAD is used as the HTL while p-doped nc-Si:H and n-doped nc-Si:H
is used collectively as a tunnel recombination junction to facilitate recombination of holes from the HTL
of PSC and the electrons of the n-doped layer from the SHJ c-Si layer and enhance charge carrier
recombination in the textured interfaces while employing light trapping techniques [40].

Figure 1.8: Pvk/c-Si architecture developed by EPFL, Switzerland [40].
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1.3. Simulation of Pvk/c-Si tandem device in literature
It is noted that many of the recorded efficiencies performance is based on lab scaled solar cells (around
1cm2). Scaling up the Perovskite top-cell manufacturing is required to increase the size of the tandem
[10]. However, getting high PCE on large-area tandems is a difficult task in and of itself, requiring
adherence to current industry standards in terms of material and process manufacture and assembly
[10]. Parallel to this, major efforts are still required to fulfill the ever-increasing reliability criteria set
by firms international electrotechnical commission (IEC) module certification tests and new ISO tests
specifically for PSC [10]. Therefore thorough theoretical research on the optical and electrical charac-
teristics is required even for lab scale PSC/c-Si tandem device before manufacturing and testing due
to its inherent expense and time involved.

However, with theoretical background on the opto-electrical characteristics of Pvk/c-Si tandem de-
vice or any solar cell technology for that matter, simulation softwares can be created to employ such
opto-electrical models in order to replicate almost similar performance results compared to the real-life
experimental results. Simulation softwares do exist make use either of the optical models, electrical
models or both in order to make near perfect simulations. Well known simulation software include
TCAD Sentaurus, ASA, Silvaco, SCAPS, DAMPS, AFORS-HET, SETFOS and others. These soft-
wares differs according to the solar cell technology it can model (c-Si, a-Si, CIGS, CdTe, III-V materials
and multijunction solar cells), the modelling method used (Finite element method or Lumped element
method), and finally the models used (Electrical models based on 1D, 2D and 3D approach and Optical
models based on GenPro 1,2,3 & 4). Throughout this thesis project, the ASA software will be used for
the opto-electrical characterization of the Pvk/c-Si tandem device.

Device simulations was frequently utilized in inorganic solar cells such as silicon for understand-
ing device physics and optimum design for efficiency increase. The exciton type is a key distinction
between organic and inorganic absorbers. Because the exciton in conventional organic absorbers is
Frenkel-type, the binding energy of the exciton must be included into carrier separation in solar cells
for correct device modelling, which is difficult [33]. The exciton in the Perovskite material, on the other
hand, is a Wannier-type exciton, therefore photo-excited carriers may be treated in the same way as
inorganic materials [33]. These two characteristics, namely structural similarity without mesoporous
structure and exciton type, allow an existing device simulator for inorganic solar cells to be used to
Perovskite solar cells [33].

There are some literatures that have conducted simulations for the Pvk/c-Si tandem device. For
instance, according to the simulation conducted by Aeberhard et al. [1], SETFOS was used in the
simulation of Pvk/c-Si tandem. A typical Pvk/c-Si tandem device based of NIP Pvk top cell and SHJ
c-Si bottom cell was chosen for the simulation and can be depicted in Fig 1.9.

Figure 1.9: Pvk/c-Si architecture used for the simulation in SETFOS. Tunnelling models for the hetero-junctions and the tunnel
recombination junctions had to be incorporated for realistic simulations [1].
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The optical simulation was based on the transfer matrix method solved along with ray-tracing for the
entire device (will be discussed in Chapter 2.1). The electrical simulations utilised standard poisson’s
equation and continuity equations for electrons and holes (will be discussed in Chapter 2.2). These
models were also extended for the hetero-junctions (ETL/Pvk, Pvk/HTL, n-a-Si/c-Si and c-Si/p-a-Si
interfaces) and the tunnel recombination junctions. The generation parameters from the optical model
were then combined with the electrical models to give a more accurate simulation of the device. The
simulations was carried out in 1D environment at STC. The simulation yielded an very good and realistic
JV curves and can be seen in Fig 1.10.

Figure 1.10: JV curve obtained for the Pvk/c-Si simulation conducted in SETFOS [1].

It can be seen in Fig 1.10 that the JV curve of the sub-cells in tandem configuration add up perfectly
to the tandem JV curve due to the use of optimized optical and electrical models along tunnelling mod-
els incorporated taking recombination losses and other losses into account.

In another literature, AFORS-HET was used in the simulation of Pvk/c-Si tandem device conducted
by Iqbal et al. [20]. The device structure was based on PIN Pvk top cell and SHJ c-Si bottom cell as
shown in Fig 1.11.

Figure 1.11: Pvk/c-Si architecture used for the simulation in AFORS-HET. [20].

For the optical modelling, simple Lambert-Beer law (will be discussed in Chapter 2.1) for each sub-
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cell separately. The electrical modelling was conducted using basic semiconductor equations (will be
discussed in Chapter 2.2). All relevant optical and electrical parameters were inserted in the AFORS-
HET interface and simulations were carried out in 1D environment at STC. The JV curves for each of
the sub-cell were then obtained and can be seen in Fig 1.12.

Figure 1.12: JV curves obtained for the Pvk/c-Si simulation conducted in AFORS-HET a)JV curve for Pvk thickness of 500nm
and c-Si thickness of 200um b)JV curve for Pvk thickness of 165nm and c-Si thickness of 200um [20].

The JV curve of the sub-cells with different thickness were then added to get the final tandem JV
curve. However, experimental validation was carried out for each sub-cell and not for the tandem de-
vice.

For the PVMD thesis [12] conducted by J.G Godoy, a simulation was carried out for the Per-
ovskite/micro crystalline Silicon tandem device which incorporated the tunnel recombination junction
as shown in the Fig 1.13 below:

Figure 1.13: Tandem Perovskite Solar Cell / μcSi solar cell layers [12].

The tunnel recombination junction was achieved by doping the TiO2 and uc-SiOx:H(p) layers. Since
appropriate tunnelling models were not included inside ASA, trap assisted tunnelling had to be used.
However, convergence in the solution was not achieved despite fitting the trap states for each of the
layers [12].
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Figure 1.14: Tandem Perovskite Solar Cell / μcSi solar cell a)JV curve and b)Band diagram [12].

As a result, the tandem JV curve was obtained from the combination of single sub-cell JV simulation
and concluded as it is [12]. In the below table, we present the current status for the multi-junction
tunnelling capabilities of solar cell simulation softwares. By the end of this project, the ASA software
may become a complete one-dimensional solar simulation suite that can produce similar solar cell
performance results as compared to advanced simulation softwares like TCAD Sentaurus.

Table 1.1: Current status of the TRJ modelling for different solar cell simulation softwares in the market

1.4. Research Gap
So far, most of the literature on simulation presented here are commenced on 1D solar cell simulators
due to inherent simplicity and fast simulation times compared to 2D or 3D simulators like TCAD Sen-
taurus or Silvaco Atlas. However, as seen in the simulation conducted by Aeberhard et al. [1], material
properties for the electrical simulations were difficult to find and had to be fitted with experimental results
in order to replicate real device performance. Also, complete opto-electrical simulation is numerically
challenging as huge difference in solar cell performance is noticed due to layer thickness modification
of Pvk/c-Si tandem leading to potential convergence issue. Also, the tunnelling models used in the
simulation is not explained clearly in this literature, so question of accuracy of the simulation arises.
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In other literatures on Pvk/c-Si simulation like the one conducted by Iqbal et al. [20] carried out the
simulations for each subcell and combined the JV curves to obtain the tandem device performance. As
a matter of fact, most of the tandem simulations in literature are based on individual sub-cell simula-
tions that were carried out in most of the 1D simulators (including ASA) and was combined to obtain
the tandem JV curve. Comparing real tandem device performance to these kind of simulations is not
realistic since tunnelling losses are not incorporated in the simulation. Furthermore, possible optical
losses and parasitic absorption can occur in the tunnelling layer with poor interface passivation that
can lower the performance of the tandem device but are not accounted for in the simulation.

Hence there is little literature on the electrical modelling of Perovskite/Silicon tandem, meaning that
there is limited information on the parameters used for simulation [33]. Since we will use ASA soft-
ware for this thesis project, single junction Perovskite or SHJ c-Si can be simulated in ASA accurately.
However no appropriate tunnelling models exist in ASA as per version 5.0. Trap Assisted Tunnelling
(or TAT) model alone cannot work with Pvk/c-Si tandem as the trap density and defects of Perovskite
HTL/ETL are low compared to the n-doped or p-doped a-Si:H leading to inefficient tunnel recombination
with very poor convergence in the solution as seen in Godoy’s thesis [12]. Instead, the trap parameters
need to be fitted to simulate real life tunnelling effects.

Because appropriate models and parameters for the entire device is limited, study of Pvk/c-Si tan-
dem device performance and its losses may be less accurate or incorrect. The parameters for the
multijunction simulation need to be user defined and the software needs more input to identify the num-
ber of junctions where tunnelling will take place making the user experience less friendly.

1.5. Objectives
We know that there is only little literature on the electrical modelling parameters of Pvk/cSi tandem. Fur-
thermore, ASA currently has TAT recombination which does not work accurately for Pvk/cSi modelling
[52]. Therefore, the main objectives of this thesis project are:

1. To understand the solar cell modelling approach in ASA and the tunnel recombination models
that can be incorporated in the source code for the simulation of multi-junction devices

2. To develop an algorithm (C++ code) that can automatically detect and process the tunnelling
models in ASA for Pvk/c-Si tandem device or any device in general.

3. To validate the algorithm (C++ code) with experimental or other simulation results.
4. To perform further simulation of the Pvk/c-Si tandem device in ASA to optimize its performance.

1.6. Report structure
The report’s structure is as follows. In Chapter 2, we will look at the typical modelling setup for a solar
cell in ASA. The existing optical and electrical models followed by the tunnelling models in existing
literature are briefly discussed in this chapter. In Chapter 3, the development of an algorithm for the
tunnelling models will be explained followed by its validation using other simulation or experimental
results in Chapter 4. In Chapter 5, further opto-electrical simulation of Pvk/cSi tandem device will
be conducted in ASA to improve its performance. This is then followed by the final Chapter 6 with
conclusion and recommendation for this project.



2
Solar Cell Modelling in ASA

In this chapter, we shall focus on the first objective of this thesis project to understand the solar cell
modelling approach in ASA and the tunnel recombination models that can be incorporated in the source
code for the simulation of multi-junction devices. The ASA software is a 1D, steady-state device simula-
tor that allows you to analyze and optimize semiconductor devices made of a variety of semiconductor
materials with different band structures [51]. A general overview of the most important optical models
models utilized in ASA is explained in Section 2.1 followed by the electrical models in Section 2.2 in-
cluding the tunnel recombination models that can be used together. A simulation approach and the
solver in ASA is then briefly explained with a use of a simulation flowchart in Section 2.3.

Figure 2.1: ASA modelling procedure [51].

As shown in Fig 2.1, the modelling in general starts with first defining the materials properties and
grid definition. Certain optical and electrical models can then be performed over the defined material
properties and mesh using a solver. Results like JV curve and other performances can be extracted
and verified.

2.1. Optical modelling
One of the main goals of any semiconductor device is to maximize the light absorption when light is
introduced to the semiconductor material. The optical generation rate Gopt is an important parameter
to obtain the generation rate profile of a solar cell device. A typical semiconductor device can have mul-
tiple layers (both thin and thick layers with a certain complex refractive indices) with or without texturing.
In this thesis project, the Genpro1 and Genpro4 optical models will be mostly used for the simulations
and validations of Pvk/cSi tandem devices. These models are explained in detail and can be referred
to in the Appendix A.2 due to the fact that these models are not directly involved in finding the tunnelling
contributions and is out of scope for this project.

12
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There are other optical models in literature and in the ASAmanual that can be used in the simulations
of tandem devices [51]. In general, The major input parameters for optical simulation with GenPro
models in ASA are the layer thicknesses, complex refractive indices of layers, scattering levels that
determine diffused components (Haze), and Angular distribution functions of scattered light (ADF). For
this project we will be using GenPro1 model for a fully flat solar cell devices like PN junction and the
silicon hetero-junction and later use the GenPro4 model for flat and textured interfaces for the Pvk/c-Si
tandem device [51].

2.2. Electrical modelling
The differential transport equations that constitute the model’s foundation are described in this section.
This comprises of mathematical description of the energy band diagram, a density of states distribution
for a-Si that includes defect states, and recombination-generation characteristic models [51]. However,
the boundary conditions, contacts and the generation recombination characteristics are not explained
here but can be referred from the Appendix A.1.

2.2.1. Semiconductor equations
Amathematical description of semiconductor device operating under non-equilibrium situations is repre-
sented by the fundamental set of semiconductor equations that is typically used by every solar simulator
[51, 43]. These include the Poisson Eq. (2.1), the continuity equations for electrons and holes (shown
in Eq. (2.2) and Eq. (2.3) respectively):

∇ · (ε∇Ψvac) = −ρ (2.1)
∂n

∂t
=

1

q
∇ · J⃗n +G−R (2.2)

∂p

∂t
= −1

q
∇ · J⃗p +G−R (2.3)

where ε is permittivity of the semiconductor, Ψvac is the potential related to the local vacuum level, ρ
is the space charge density, n and p are the electron and hole concentrations in the extended conduction
and valence bands, J⃗n and J⃗p are the electron and hole current density, t is time, G is the generation
rate, andR is the recombination rate, respectively. ∂n

∂t and
∂p
∂t are the time rate of change of the electron

and hole concentration respectively. The current density of electrons and holes given in Eq. (2.4) and
Eq. (2.5):

J⃗n = µnn∇Efn (2.4)

J⃗p = −µpp∇Efp (2.5)

where µn and µp are the electron and hole mobilities respectively, and Efn and Efp are the electron
and hole quasi-Fermi energy level. When we look at a typical energy band diagram of a typical semi-
conductor material like as shown in Fig 2.2, band properties play an important role in the performance
of the device given by the minimum energy of the conduction band (CB) Ec, the maximum energy of the
valence band (VB) Ev and the mobility gap Eµ (also called band gap for c-Si) [51, 43]. These energies
can be expressed in terms of vacuum energy Evac as shown in Eq. (2.6) and Eq. (2.7):

Ec = Evac − qψ − χ (2.6)

Ev = Evac − qψ − χ− Eµ (2.7)
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Figure 2.2: Band diagram of a-Si under equilibrium condition [51].

The Maxwell-Boltzmann approximation is then used for the carrier concentrations for electrons and
holes as a function of quasi-Fermi level and the density of states (DOS) of VB and CB [51, 43], given
by Nv and Nc respectively, resulting in the following Eq. (2.8) and Eq. (2.9) respectively:

n = Nc exp
(
Efn − Ec

kT

)
= Nc exp

(
Efn − (Evac − qχ)

kT

)
(2.8)

p = Nv exp
(
Ev − Efp

kT

)
= Nv exp

(
(Evac − qχ− Eµ)− Efp

kT

)
(2.9)

This can also be written in the form of Efn and Efp as shown below in Eq. (2.10) and Eq. (2.11).

Efn = Ec + kT ln
(
n

Nc

)
= Evac − qψ − χ+ kT ln

(
n

Nc

)
(2.10)

Efp = Ev − kT ln
(
p

Nv

)
= Evac − qψ − χ− Eµ − kT ln

(
p

Nv

)
(2.11)

2.2.2. Density of states models for a-Si
The structure of amorphous silicon differs from crystalline silicon due to its irregular lattice with random
orientation compared to c-Si as shown in Fig 2.3. In general, Silicon has a coordination number of 4,
meaning that one atom can be bonded by 4 other atoms. Due to the chaotic arrangement a-Si, some
of them can form three bonds instead of four, with a fourth valence electrons free of any bonds, in other
words known as dangling bonds [51, 43].

Figure 2.3: 2D crustal lattice of a) c-Si and b) a-Si:H [43].
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The electronic density of states is the number of states per energy level that are accessible for
electrons to occupy (DOS). It calculates the energy distribution of charge carriers in conjunction with
the probability distribution function of electrons inhabiting these states. The periodic and regular lattice
orientation of c-Si results in well-defined energy bands with a forbidden band gap in between with
almost zero DOS due to the fact that very few defect exists in c-Si [51, 43]. On the other hand, due
to irregular lattice with random orientation and bond lengths, a-Si does not have well defined or sharp
energy bands like c-Si. Due to higher defects, many band states exist over a range of energies in the
form of exponentially decaying band tails (valence band tails (VBT) and conduction band tails (CBT))
and defect states (due to dangling bonds (DB)) with non-zero DOS in between the VB and CB (also
known as extended states) and VBT and CBT [51, 43]. The band energies of a typical a-Si can be
shown below in Fig 2.4.

Figure 2.4: DOS distribution of electron in a) c-Si b) a-Si:H [43].

As seen in Fig 2.4, Due to the lack of a clearly defined band gap in a-Si:H, the gap is characterized
in by the transition from extended to localized states, also referred to as the mobility gap. The optical
gap on the other hand, which describes the least energy, a photon must have to excite an electron from
the VB to the CB, is not always equal to the mobility gap [51, 43]. Carriers in the extended states VB
and CB have similar energies and can pass into neighbouring states. Tail states, such as VBT and CBT,
and defect states, such as DB, are confined states with little or no energy overlap with neighbouring
states. As a result, carriers in these states are restricted in their movement and are effectively confined.
These carriers will eventually be re-emitted to their respective bands, or they will reunite when another
carrier of opposite charge is captured [51, 43]. The DOS distribution as a function of band energy for
the CB, CBT, VB and VBT is given below in the following equations:

NCB(E) = N0
c (E − Ec)

1/2 (2.12)

NCBT (E) = N tail
c exp

[
−
(
Etail

c − E

Etail
c0

)]
(2.13)

NV B(E) = N0
v (Ev − E)

1/2 (2.14)

NV BT (E) = N tail
v exp

[
−
(
E − Etail

v

Etail
v0

)]
(2.15)

In the above equations, N0
c and N0

v describe the parabolic distribution of DOS of CB and VB re-
spectively with Etail

c0 and Etail
v0 indicating the characteristic decay energy of CBT and VBT respectively.

N tail
c ,Etail

c , and N tail
v ,Etail

v are the DOS and band energy respectively for the edges between the ex-
tended states and the tail states for CB and VB as shown in Fig 2.5.
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Figure 2.5: Linear DOS distribution of electron a-Si:H [51].

It is important to note that unlike the c-Si, the difference in Ec and Ev correspond to the optical
bandgap. The mobility bandgap on the other hand for a-Si is given by Eq. (2.16)

Eµ = Etail
c − Etail

v = Emob
c − Emob

v (2.16)
When we look at the DB distribution, two defect groups exist, namely donor-like states (DB+/0) and

acceptor-like states (DB0/−) with its respective energy levels E+/0
DB and E0/−

DB [51, 43] represented in
the form of a Gaussian distribution as shown in band diagram of a-Si:H on a logarithmic scale in Fig
2.6. the mathematical description of the DOS of DB states is given by:

NDB+/0(E) =
N tot

DB

σdb
√
2π

exp

−
(
E − E

+/0
DB

)2
(2σ2

db)

 (2.17)

NDB0/−(E) =
N tot

DB

σdb
√
2π

exp

−
(
E − E

0/−
DB

)2
(2σ2

db)

 (2.18)

NDB0/−(E) = NDB+/0(E + U) (2.19)

E
0/−
DB = E

+/0
DB + U (2.20)

where U is the correlation energy, N tot
DB is the total density of defects, and σdb is the standard

deviation of the DOS distribution.

Figure 2.6: Logarithmic DOS distribution of electron a-Si:H [51].

However, this DB states does not have information on its origin. Defect pool model of Powell and
Deane is hence used [37]. It is based on the DB and weak bonds like Si-Si or Si-H bonds. It goes by
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the following assumption that VBT corresponds to the energy distribution of weak bonds (Si-Si or Si-H)
and the available defect sites (also called defect pool) P (E), uses a Gaussian distribution given in Eq.
(2.21):

P (E) =
1

σdp
√
2
exp

[
− (E − Edp)

2

2σ2
dp

]
(2.21)

where σdp and Edp are the standard deviation and the mean energy of the Gaussian defect pool
respectively. The energy distribution of DB defect states (for donor like states in this case) can be
rewritten as:

NDB+/0(E) = γ

[
2

F 0
eq(E)

]ρkT/Etail
v0

P

(
E +

ρσ2
pd

Etail
v0

)
(2.22)

γ =

[
N tail

v 2
(
Etail

v0

)2(
2Etail

v0 − kT
) ]ρ [ iH

2cH

]ρ−1

exp

(
−ρ
Etail

v0

[
EP − Etail

v −
ρσ2

pd

2Etail
v0

])
(2.23)

ρ =
2Etail

v0(
2Etail

v0 + iHkT
) (2.24)

where cH is the total hydrogen concentration in a-Si:H, iH the number of Si-H bonds (iH=0,1 or 2)
and ρ relates to the iH dependence. F 0

eq is the equilibrium occupation function of neutral DB and can
exist in the form of donor DB or acceptor DB given in the following equations:

F+
eq =

1

Z
(2.25)

F 0
eq =

2

Z
exp

(
Ef − E

kT

)
(2.26)

F−
eq =

1

Z
exp

(
2Ef − 2E − U

kT

)
(2.27)

Z = 1 + 2 exp
(
Ef − E

kT

)
+ exp

(
2Ef − 2E − U

kT

)
(2.28)

It is important to note that the DB distribution depends on Fermi level Ef and its profile is calculated
at the freeze-in temperature which is usually above the deposition temperature and is given by Eq.
(2.29):

Etail 2
v0 (T ) = Etail 2

v0 (T = 0) + (kT )2 (2.29)

For more information on the principle working of the density of states for a-Si:H and its defect distri-
bution, kindly refer to the latest ASA manual [51, 43]. The equations mentioned above for the density
of states models for a-Si will be used in the simulation of HIT c-Si bottom cell.

2.2.3. Mobilities for crystalline semiconductors
The mobility can be calculated from temperature and local doping concentration or can be set to a fixed
value and be described by the following Eq (2.30) [51]:

µ(x, T ) = µminTrel
β1 +

(µ0 − µmin)Trel
β2

1 +
(

ND(x)+NA(x)
NrefTrel

β3

)αTrel
β4

(2.30)

where βx and α are the empirical material constants, ND(x) and NA(x) are the donor and acceptor
doping concentration, µ0 is the mobility of the intrinsic material at 300K and Trel is equal to (T/300).
The mobility is reduced at high electric fields to account for the saturation velocity of the electrons and
is given by Eq (2.31):
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µHF =
µLF√

1 +
(

µLFE
vsat

)2 (2.31)

where vsat is the saturation velocity, µLF is the mobility at low electric fields andE is the local electric
field.

2.2.4. Band-gap narrowing for crystalline semiconductors
Due to heavy doping effects, a shift in CB and VB edge is noticed leading to band-gap narrowing [51].
The shift in the band edges is given by the following equations:

∆Ec(x) = −Ebgn.ref
ND(x)

ND(x) +NA(x)

[
ln
(
ND(x) +NA(x)

Nr e f

)
+

√
ln2
(
ND(x) +NA(x)

Nr e f

)
+

1

2

]
(2.32)

∆Ev(x) = Ebgn.ref
NA(x)

ND(x) +NA(x)

[
ln
(
ND(x) +NA(x)

Nref

)
+

√
ln2
(
ND(x) +NA(x)

Nref

)
+

1

2

]
(2.33)

where Ebgn.ref is the slope for CB and VB.

2.3. Numerical solution and simulation approach
In ASA, power conversion is regarded to be in steady state (∂n∂t and ∂p

∂t is zero) and the simulation is
done in one dimension (with respect to the depth of the device x). Also assumption that dEvac/dx = 0
and the Einstein relation Dn,p = kTµn,p/q is used [51]. The basic semiconductor equations from (2.1)
to (2.3) is manipulated further resulting in the following set of equations:

∂
∂x

(
ε0εr(x)

∂
∂xψ(x)

)
+ ρ(x) = 0

1
q

∂
∂xJn(x) +G(x)−R(x) = 0

− 1
q

∂
∂xJp(x) +G(x)−R(x) = 0

(2.34)

The above equations will then be solved with space charge density ρ and the modified equations of
(2.4) and (2.5) as shown below:

ρ(x) = q (p(x)− n(x) + ploc(x)− nloc(x) +Nd(x)−Na(x))
Jn(x) = qµn(x)E(x)n(x) + kTµn(x)

∂
∂xn(x)

Jp(x) = qµp(x)E(x)p(x)− kTµp(x)
∂
∂xp(x)

(2.35)

Here ploc(x) and nloc(x) are the localised carrier concentration. The grid points or mesh of small
units is created for the device structure in order to solve the Poisson equations and the continuity equa-
tions for each unit. Hence a spatial discretization is created for the three semiconductor equations
leading to 3×N nonlinear algebraic equations with 3×N unknowns where N is the number of gridpoints.
Boundary conditions are set for x=0 and x=L (Ohmic or Schottky contacts boundary conditions can be
referred from the Appendix A.1.1 and the ASA manual) [51].

Difference methods, interpolation methods and Gummel’s integral method can be used to create a
complete and accurate set of semiconductor equations for all the grid points. These equations are then
solved iteratively using Gummel’s method or Newton’s method. For a brief description, the Gummel’s
method solves the 3 basic semiconductor equations in one variable sets separately achieving faster
and accurate convergence to the required solution but with less precision while the Newton’s method
solves 3 basic semiconductor equations simultaneously in one single variable set with extremely pre-
cise convergence to the solutions but at a cost of increased simulation time. These methods can be
referred from the ASA manual as it’s theory is beyond the scope for this project [51]. Finally with all pa-
rameters of the device layers, the simulation of the device can be represented in the following flowchart
algorithm in Fig 2.7:
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Figure 2.7: Simulation flowchart of ASA [51].
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2.4. Tunnelling Models
The tandem performance of the Pvk/SHJ c-Si in reality is not as straightforward as simply combining
the JV as seen in Chapter 1.3. Real multi-junction devices need a so called ”Tunnel Junctions” in order
to facilitate proper charge carrier between bands of different layers and should have low optical and
electrical losses between two sub-cells of the tandem device. It was first used in 1980 by Bedair et
al. [5] on the Aluminum-Gallium-Arsenide (AlGaAs) top cell and Gallium-Arsenide (GaAs) bottom cell.
Tunnel junctions in general are PN junctions with high doping and narrow depletion regions. Without
these junctions, the p layer of the top cell and the n layer of the bottom cell would create a PN junction
in the reverse direction (reverse bias condition) significantly lowering the voltage of the tandem device.
With high doped region of the n and p layer of the tunnel junctions, the electron in the CB of the n layer
can tunnel through and recombine with the holes in the VB of the p layer. A good tunnel junction should
have high bandgap than the bottom sub-cell to prevent parasitic absorption, high mobility for effective
charge transport and good lattice matching with the top and bottom cell to reduce recombination losses.

To simulate real tandem devices, we need to incorporate appropriate tunnel recombination models
into ASA and solve them along with the basic semiconductor equations simultaneously. In literature,
there are several tunnelling models, of which most of the models were used for the simulation of transis-
tors like MOSFETS and JFETS [18], and some specifically for solar cells in the solar cell simulators like
SCAPS, AFORS-HET and TCAD Sentaurus. In general, these tunnelling models can be categorised
based on the principle of tunnelling method and are given by:

1. Trap Assisted Tunneling (TAT)
2. Direct Tunneling (DT)
3. Band to Band Tunneling (BBT)

Some of these categories may have various sub-models depending on the mathematical approxi-
mations used in these models. However for this section, we shall focus on specific models, like direct
tunnelling by Ieong et.al. [18], simple band to band tunnelling [30] and non-local band to band tunnelling
[27, 31]. Other models can be referred to from the Appendix B

2.4.1. Trap Assisted Tunneling
At the moment, the tunnelling model that is incorporated in ASA is the TAT model. This model is mainly
used for charge tunneling through defect rich layers like p or n doped a-Si. It is mainly used in the
simulation of micromorph tandem devices. The TAT model incorporated in ASA uses the Delft method,
that takes into consideration the basic TAT model by Hurkx et al. [14] and enhanced carrier transport
in the high field region of the tunnel recombination junction (TRJ) [52]. The recombination rate at the
trap is calculated using a modified SRH formula in this model. In the region of the tunnel recombination
junction, this formula is utilized to compute the recombination rate at the CBT and VBT, as well as the
DB defect states. This is given by Eq. (2.36):

Rtat =
Nt (1 + Γn) (1 + Γp) (cncpn0p0 − en.0ep.0)

(1 + Γn) (cnn0 + en.0) + (1 + Γp) (cpp0 + ep.0)
(2.36)

where n0 and p0 is the electron and hole concentration in the CB and VB respectively at the trap
position, Nt is the concentration of traps, cn and cp are the capture coefficients of the electrons and
holes respectively, en,0 and ep,0 are the emission coefficients of the electrons and holes respectively,
Γn,p are the electric field dependent factors and Rtat is the TAT recombination rate. Due to tunneling
from other positions to the trap, the field dependent parameters Γn,p relate to the electron and the hole
concentration in the CB and VB respectively to the effective electron (nt) and hole (pt) concentrations
that are available for recombination at the trap position. The analytic equations for Γn,p also takes into
consideration the local electric field and the likelihood of an electron and hole tunneling to a trap. The
same factor affects the effective emission coefficients en,t and ep,t as well [51]. These are given by the
following equations:

nt
n0

=
en.t
en.0

= 1 + Γn (2.37)

pt
p0

=
ep.t
ep.0

= 1 + Γp (2.38)
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The TAT model accommodates for greater recombination rates in high field locations, but the tun-
neling transport through localised states to recombination sites is ignored. To take this into account,
effective extended state mobility of electrons (µn,eff ) and holes (µp,eff ) in the high electric field regions
which includes all the the electron states above and below the mobility edge is used in the current
density Eq. (2.4) [51]. The modified current density which includes all the states is given by Eq. (2.39):

Jn = µn.effnext ·
dEfn

dx
(2.39)

In the area of high electric field at thermal equilibrium, the effective extended state mobility is deter-
mined by Eq. (2.40):

µeff = µext · exp
(
|ξ|
ξ0

)
(2.40)

where ξ0 = 2x105V /cm and ξ is the intensity of electric field at thermal equilibrium.

2.4.2. Direct Tunneling
In DT method (also called quantum tunneling method or intra-band tunnelling), the electrons/holes from
one semiconductor material band-edge can tunnel through the forbidden states of the insulating layer
and cross the other side of the insulating layer to the same band edge (CB-CB/VB-VB) of similar energy
states of another semiconductor material.

Direct tunneling model proposed by Ieong et al.
This DT model was used in the tunneling of electrons and holes in the MOSFET device in the Silicon
and Silicide interface as shown in Fig 2.8 and charges can be tunnelled in either direction [18].

Figure 2.8: Generation rate due to tunnelling at the contact [18].

The working of this model is such that the recombination or generation process is converted from
the tunnelling current. The local tunneling generation rate, given by GTun(r), depends on the potential
profile along the tunneling path (represented by the circular nodes in Fig 2.8) and the local Fermi level
ϕn. The tunneling integral over distance and energy may be turned into a double integral over distance
alone, making this possible [18]. The local generation rate associated with tunneling may be linked to
the local tunneling current JTun, which is provided in the Eq (2.41).

GTun(r) =
1

q
∇ · JTun =

1

q

dJTun

dψ
· ∇ψ =

dJTun

dε
· E⃗, E⃗ = −∇ψ, ϵ = −qψ (2.41)

where E⃗, ϵ and ψ are the electric field, energy level and electrostatic potential respectively. The
tunneling current from Silicon to Silicide metal and vice versa can be given in the following equation:
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JTun,S−M = A∗T 2

∫ ∞

ε

Γ(r) ln
[

1

1 + exp ((ε′ − Efn) /kBT )

]
dε′ (2.42)

JTun,M−S = A∗T 2

∫ ∞

ε

Γ(r) ln
[

1

1 + exp ((ε′ − Efm) /kBT )

]
dε′ (2.43)

where Γ(r) is the probability of the charge carrier to tunnel through the interface, Efn = −qϕn is the
electron quasi Fermi level of Silicon layer, Efm = −qϕm is the Fermi level of the Silicide metal, A∗ is
the Richardson constant and T is the temperature in Kelvin [18]. The total or the net tunnelling current
is given below in Eq. (2.44):

JTun = JTun,S−M − JTun,M−S (2.44)
With Eq. (2.44), Eq. (2.41) can then be rewritten as:

GTun(r) =
A∗T

kB
E⃗Γ(r) ln

[
1 + exp (−q (ψ − ϕn) /kBT )

1 + exp (−q (ψ − ϕm) /kBT )

]
(2.45)

The tunnelling probability is expressed by using the Wentzel-Kramers-Brillouin approximation, also
known as the WKB method [18]. The tunneling probability Γ(r) can then be given by Eq. (2.46):

Γ(r) = exp
[
−2

ℏ

∫ r

0

√
2m (ϕb/q + ϕm − ψ(x))dx

]
(2.46)

where m is the electron tunnel mass, ϕm is the metal work function of Silicide and ϕb is the barrier
height of the interface between Silicide and Silicon. Once the tunnel generation rate is found, the term
can be added to the continuity equation from the basic semiconductor equations to include tunnelling
effects [18].

2.4.3. Band to Band Tunneling
In BBT method (also called inter-band tunnelling or zener tunnelling), the electrons/holes from one
semiconductor material band-edge can tunnel through the forbidden states of the insulating layer and
cross the other side of the insulating layer to a different band edge (CB-VB/VB-CB) of similar energy
states of another semiconductor material. There are different models related to band to band tunneling
given in literature, but we shall focus on few models that are have simple and accurate expression for
the tunneling parameters [31, 45].

Simple band to band tunneling model proposed by J.J.Liou
This BBT method is based on the simplified version of Kane’s tunnelling model [27] and Keldyshs’s tun-
nelling model [28]. This model is time independent and uses Schrödinger equations in an environment
with uniform electric field. This model’s most striking flaw, when compared to sophisticated models,
is that they anticipate a non-zero generation rate due to tunnelling even in equilibrium [30]. A simple
illustration of BBT method can be shown in Fig 2.9 and its generic equation for the generation rate due
to tunnelling can be given below in Eq. (2.47):

Figure 2.9: Simple BBT method [30].
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GBBT−Simple = AEP exp
(
−B
E

)
(2.47)

whereE is the electric field strength. Depending on the type of BBT tunneling (direct BBT or phonon-
assisted BBT), the parameter P takes the values 1, 1.5 or 2. The coefficients A and B relate to the
electron concentration with its tunnelling probability and the electric field properties at the tunnelling
site and its values can be represented in the Table 2.1:

Table 2.1: Coefficients for the simple BBT model [30, 31]

P A B
1 1.1e27 cm−2s−1V −1 2.13e7 V cm−1

1.5 1.9e24 cm−1.5s−1V −1.5 2.19e7 V cm−1

2 3.4e21 cm−1s−1V −2 2.26e7 V cm−1

Non-local band to band tunneling model
The band-to-band tunnelingmodels presented so far in this section determine a recombination-generation
rate at each point purely based on the local electric field value. As a result, they are referred to as local
tunnelling models. One must account for the spatial variation of the energy bands in order to represent
the tunneling process more precisely [27, 45]. One must also consider the fact that the generation and
recombination of opposing carrier types do not occur in the same spatial location and can depicted in
Fig 2.10 for a reverse biased pn junction where the tunneling mechanism is believed to be elastic [27,
45]. Tunneling current may be obtained at forward bias for degenerately doped p-n junctions, resulting
in negative differential resistance in the forward I-V curve. Non-local BBT model can allow for modelling
of this forward and reverse tunnelling currents [27, 45].

Figure 2.10: Non-local BBT method [27, 45].

We now that energy band profile dynamically determines the tunnelling path. This model also does
not require the user to specify the non-local mesh. The tunnelling path is therefore determined with
the following assumptions. The tunnelling path starts from the VB in the non-local active region. The
path is then a straight line in the direction opposite to the VB gradient at the start point. The energy for
tunnelling is equal to the VB energy at start point and is also equal to the CB energy plus band offset
at the end point where the path ends at CB [31]. However, small modifications are made to consider
both tunnelling scenarios (i.e if the tunnelling starts from VB or CB and ends at CB or VB respectively)

Let us consider a tunnelling path of length 2r starting from position x = u and ending at position
x = l with x = 0 at the interface of tunnelling. holes are generated at the VB and electron generated
at the CB. BBT processes include direct BBT or phonon-assisted BBT. The tunnelling process uses
the same concept of Ieong’s direct tunnelling model where we have a tunnelling probability based on
WKB approximation [18, 31]. The probability of charge carriers tunnelling from conduction band CB to
valence band VB and vice versa is given by the following equations:
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ΓCV (u, ε) = TCV (l)TCV (u)

[
−2

ℏ

∫ u

0

√
2mc(r) |ε− ECB(r)|Θ [ε− ECB(r)] dr

]
(2.48)

ΓV C(u, ε) = TV C(l)TV C(u)

[
−2

ℏ

∫ u

0

√
2mv(r) |EV B(r)− ε|Θ [EV B(r)− ε] dr

]
(2.49)

where TCV (r) and TV C are the transmission coefficients of tunnelling at position r from the interface.
By default these are set to 1 when we know that tunnelling will happen. mc and mv are electron and
hole tunnelling mass respectively at position r. ε is either the CB energy or VB energy on the other
side of the barrier with respect to the CB or VB energy at position r [18, 31]. For Eq. 2.48 ε is the VB
energy on the other side of the barrier while for Eq. 2.49 it is the CB energy on the other side of the
barrier with respect to r. Θ is the heaviside function that outputs 1 if the argument is greater than 0 and
outputs 0 if the argument is less than or equal to 0. This serves as a check if tunnelling from CB to VB
or vice versa is possible or not. ℏ is the dirac constant in eV. Finally the generation of electron in the
CB or hole in the VB due to band to band tunnelling can be given from the following equations [18, 31]:
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] (2.51)

where A is the effective Richardson constant, q is the elementary charge, kB is the Boltzmann
constant, Tn(r) Tp(r) are the temperature of the layer at position r from the interface [18, 31].

2.5. Conclusion
The objective of this chapter was to understand the modelling approach used in the ASA software. The
fundamental electrical and for a typical solar cell simulation have been explained in this chapter. Addi-
tional electrical and optical models can be referred to from the ASA manual or from the Appendix A and
B. The fundamental electrical models are necessary for the processing of the band energy diagram,
electrostatic potential and electric field for a particular solar cell device.

The band energy diagram, electrostatic potential and electric field are then used for the Direct tun-
nelling model by Ieong et al [18], simple band to band tunnelling model [31] and non-local band to band
tunnelling model [18, 31] as discussed above for which the generation rate due to tunnelling can be ex-
tracted and added to the continuity equations of Eq 2.2 and Eq 2.3 for electrons and holes respectively
and achieve convergence for the final device performance (JV curve, Fill Factor etc).



3
ASA algorithm development for the

tunnelling models
This chapter will focus on the second objective which is to design an algorithm that can run the tunnelling
models as effectively as possible. Moreover, we would like to introduce a new implementation method
that can automate these algorithms with minimal input requirements from the user. If properly done,
the simulations can happen without the user having to specify the tunnelling requirements and the
computer can decide that aspect without any difficulties. In the following sections, we shall discuss
the algorithms used for the direct tunnelling process and the band to band tunnelling process (based
on the models as discussed in Section B.1 and B.2). Please note that these algorithms needs to be
processed after the poisson’s simulation and before the continuity equation simulations (see Section
2.3) for proper convergence to be achieved.

3.1. Newly developed ASA algorithm for Direct tunnelling
For any algorithm, we have an input, the process and the output. The important input parameters for
the direct tunnelling process is the layer thickness (entire device depth and thickness of each layer),
the tunnelling mass (for electrons and for holes separately), the band energy values, the electrostatic
potential values, the electric field values and finally the temperature. These inputs are directly related
to the equations we have seen in the Section 2.4.2 and are stored in certain variables.

Figure 3.1: Illustration of band diagram vs device depth for the direct tunnelling process at the interface xi.

The above figure will be used as a reference for the algorithm development. Please note that this
figure is only for illustration purpose and does not represent any real device. The first step is identify-
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ing the the interfaces (xi) along the device length (grid points from x0 to xn) and calculating the band
energy difference at ith and i+1 grid-point of CB or VB separately. It is noticed that the energy differ-
ence becomes large when moving towards the interfaces. This large energy difference constitutes to
a barrier height ϕb (as per Eq. 2.46) and its interface location along the device is stored in a separate
variable. The barrier height and its location is independent of the number of the grid-points along the
device and will give the same result regardless.

The next step is to run a scan through the entire device for n number of times (ie. for n interfaces)
with the help of two for loops as per C++ syntax. So for a sample device with 100 grid-points and 5
interfaces, the two for loops scans through all 100 grid points for 5 times resulting in the total number
of simulation steps processed by the algorithm to be 500. At each device (grid-points) scan, certain
conditions are checked to ensure smooth operation while checking for the tunnelling contributions in
the device with respect to a particular interface xi. Below are the following conditions:

1. If the current simulation grid point is before the interface grid-point xi.
2. If the current simulation grid point is after the interface grid-point xi.
3. If the current simulation grid point is exactly at the interface grid-point xi.

If the current simulation grid point is before the interface grid-point xi., the parameters related to the
current grid-point (from Eq. 2.45 and Eq. 2.46) such as the tunnelling distance r (from the current grid
point to the interface), barrier height ϕb for the interface xi, the electric field E, the tunnel mass m and
the fermi level ϕn are found and stored in separate variables. On the other hand, the fermi level ϕm is
the fermi level on the other side of the interface (ie. in this case, the right hand side of the interface xi)
at the distance r. Its grid point will be twice the tunnelling distance r from the current grid point. This
value is found and again stored in a separate variable. In addition, the electrostatic potential values
from the current grid point to the interface are stored in a vector form since it will be used in the integra-
tion term with respect to ψ(x) of the tunnelling probability Eq. 2.46. Trapezoidal integration method is
used for the integration term in Eq. 2.46 and the calculation method for the tunnelling probability is done
separately in a different function. Please note that a Richardson constant of 120 A/cm2/K2 was set as
default based on the research by C.R. Crowell [9] and it is material dependent. The value can be mod-
ified from the code as per the user’s device configuration. With all the necessary parameters available,
the generation rate due to direct tunnelling at the current grid point as per Eq. 2.45 is calculated in a
different function and the respective value is stored in a matrix for that particular grid point and interface.

If the current simulation grid point is after the interface grid-point xi (as shown in Fig. 3.1), all the
parameters discussed above (the tunnelling distance r, barrier height ϕb, electric field E, tunnel mass
m, fermi level ϕn and electrostatic potential ψ(x)) are extracted at the current grid point with respect
to the interface xi. On the other hand, the fermi level ϕm, will be the fermi level at the other side of
the interface (ie. in this case, the left hand side of the interface xi) at twice the tunnelling distance r
from the current grid point. If the current simulation grid point is exactly at the interface grid-point xi, all
the parameters including the fermi level ϕm are extracted at the current grid point. Here, the tunnelling
distance r will be zero. Tunnelling probabilities for general device configurations ranges from 0-1 where
at the interface, the maximum tunnelling probability of 1 can be achieved (as shown below in Fig. 3.2.a).
Tunnelling generations on the other hand can vary depending on the strength of electric field and the
energy of the barrier (as shown below in Fig. 3.2.b). In general, the the shape of the graphs for the
tunnelling probabilities and tunnelling generation rate will look like as shown in Fig 3.2.
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Figure 3.2: Illustration of direct a) tunnelling probability b) tunnelling generation rate as a function of device depth for a sample
PN junction device with interface xi at 30 nm depth of device without continuity in the band edges at the interface resulting in a

slanted line of the tunnelling generation rate.

It is interesting to note that in Fig 3.2.b, when there is positive generation on one side of the barrier,
there will always be negative generation (recombination) on the other side of the barrier. By the shape
of the graph, one can know the direction of charge carrier tunnelling which in this case is towards the
left hand side of the barrier.

In addition to the conditions mentioned previously, there are other conditions to consider to ensure
error free calculations of the tunnelling contributions, these are:

1. If the grid points are continuous or discontinuous.
2. If the parameter extraction goes out of bounds.

For the first condition, a check on the continuity of the grid points is carried out at the interfaces
between two layers. By continuity, we mean that the grid point at the interface will have parameters of
both the layers taken into account. At the moment, the ASA software does not taken this continuity into
consideration, hence we have a slanted shaped line in the tunnel generation rate at the interface as
seen in Fig 3.2.b. However, the newly designed algorithm also takes continuity into consideration so
that in the future if ASA is updated to take continuity into account, this algorithm will still work perfectly.
This will result in a sharp vertical line in the tunnel generation rate as seen in the below Fig 3.3.b.

Figure 3.3: Illustration of direct a) tunnelling probability b) tunnelling generation rate as a function of device depth for a sample
PN junction device with interface xi at 30 nm depth of device with continuity in the band edges at the interface resulting in a

sharp vertical line of the tunnelling generation rate.



3.1. Newly developed ASA algorithm for Direct tunnelling 28

The second condition is applied when the tunnelling parameters are extracted for the calculation of
the tunnel generation. This is especially important for the fermi level on the other side of the barrier
ϕm. There are cases where, at the current grid point, all the parameters are found except for the fermi
level ϕm, due to no grid points existing on the other side of the barrier. This can happen if twice the
tunnelling distance from the current grid point goes beyond the depth of the entire device resulting in
no energy found. In that case, the fermi level ϕm is set to zero and the rest of the calculations are
processed. This is important as the algorithm will generate an error if the fermi level ϕm is an empty
variable.

The entire parameter extraction and calculations for the tunnel generation is done for every grid point
and the process is repeated again for every interface. The reason is that each grid point has different
tunnelling contribution and interacts differently for each interface along the device. The calculation is
done for the conduction band and valence band separately since direct tunnelling is an intra-band tun-
nelling process. All the tunnel probabilities and the tunnel generation values are stored in a mxn matrix
(m grid points and n interface), one for CB and one for VB.

Finally the generation rates of all the interfaces are added together for every grid-point and stored in
a vector list which can be then printed as a final text file result with three columns (Depth x.....Generation
rate CB.....Generation rate VB) and is later added to its respective continuity equations. A C++ code
for this algorithm can be found in Appendix C for reference. A flowchart briefly explaining the algorithm
can be shown in figure below:
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3.2. Newly developed ASA algorithm for band to band tunnelling
For the band to band tunnelling algorithm, the input parameters are the layer thickness (entire device
depth and thickness of each layer), band energy values and the electric field values for the simple band
to band model. If a non-local band to band model is used, then layer thickness (entire device depth
and thickness of each layer), band energy values and the tunnelling mass for electrons and holes for
each layer is required. These inputs are again directly related to the equations we have seen in the
Section B.2 and are stored in certain variables.

Figure 3.4: Illustration of band diagram vs device depth for the band to band tunnelling process at the interface xi.

The above figure will be used as a reference for the algorithm development. Please note that this
figure is only for illustration purpose and does not represent any real device. The first step is identifying
the the interfaces (xi) along the device length(grid points from x0 to xn).

Just like the newly developed algorithm for direct tunnelling, the next step is to run a scan through
the entire device for n number of times (ie. for n interfaces) with the help of two for loops as per C++
syntax. So for a sample device with 100 grid-points and 5 interfaces, the two for loops scans through all
100 grid points for 5 times resulting in the total number of simulation steps processed by the algorithm to
be 500. At each device (grid-points) scan, certain conditions are checked to ensure smooth operation
while checking for the band to band tunnelling contributions in the device with respect to a particular
interface xi. Below are the following conditions:

1. If the current simulation grid point is before the interface grid-point xi.
2. If the current simulation grid point is after the interface grid-point xi.
3. If the current simulation grid point is exactly at the interface grid-point xi.

However unlike the direct tunnelling process (or intra-band tunnelling process), band to band tun-
nelling process involves charge carrier tunnelling from either valence band on one side of the interface
to the conduction band on the other side of the interface and vice versa. Additionally, for the band
to band tunnelling to take place, the charge carrier transport should happen at the same energy level.
Hence, the additional conditions which are taken into account are:

1. If the CB energy at the current simulation grid point from the interface xi is less than or equal to
the VB energy on the other side of the interface xi.

2. If the VB energy at the current simulation grid point from the interface xi is greater than or equal
to the CB energy on the other side of the interface xi.

If the CB energy at the current simulation grid point from the interface xi is less than or equal to the
VB energy on the other side of the interface (twice the tunnelling distance r from the current grid point),
tunnelling will happen from the CB to the VB at the same energy level. If simple band to band tunnelling
is used (see Section 2.4.3), electron generation rate will be calculated using Eq. 2.47. If non-local band
to band tunnelling model is used (see Section 2.4.3), the tunnel probability and the tunnel generation
rate from the CB to VB will be calculated using Eq. 2.48 and Eq. 2.50 respectively.

If the VB energy at the current simulation grid point from the interface xi is greater than or equal to
the CB energy on the other side of the interface, tunnelling will happen from the VB to the CB at the
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same energy level. If simple band to band tunnelling is used, hole generation rate will be calculated
using Eq. 2.47. If non-local band to band tunnelling model is used, the tunnel probability and the tunnel
generation rate from the VB to CB will be processed using Eq. 2.49 and Eq. 2.51 respectively. If none
of the conditions above are satisfied, the tunnel probability and the tunnel generation values are set to
zero.

These above additional conditions is checked after the current simulation grid point conditions are
checked. If the current simulation grid point is before the interface grid-point xi, the necessary pa-
rameters for the band to band tunnelling are extracted. For the simple band to band tunnelling model,
the electric field E at the current grid point are extracted. For the non-local band to band tunnelling,
parameters such as the band energy values, tunnelling distance r (from the current grid point to the
interface), tunnel mass m and the electron and hole fermi levels Efn(u) and Efp(u) at the current grid
point are found and stored in separate variables. The fermi levels Efn(l) and Efp(l) are the electron
and hole fermi level respectively on the other side of the interface (right hand side of the interface grid
point xi in this case) at the distance r. Its grid point will be twice the the tunnelling distance r from the
current grid point. In addition, the band energy values from the current grid point to the interface are
stored in a vector form since it will be used in the integration term with respect to E(r) of the tunnelling
probability Eq. 2.48 and Eq. 2.49. Trapezoidal integration method is used for the integration term
in Eq. 2.48 and Eq. 2.49 and the calculation method for the tunnelling probability is done separately
in a different function. Please note that a Richardson constant of 120 A/cm2/K2 was chosen again
as default based on the research by C.R. Crowell [9] and it is material dependent. The value can be
modified from the code as per the user’s device configuration. Another important term to consider is
the gradient of the band energies ∂ECB(x)

∂x and ∂EV B(x)
∂x from Eq. 2.50 and Eq. 2.51 of the non-local

tunnel generation rate where x is either the current grid point or the grid point at twice the tunnelling
distance from the current grid point. Its value is calculated based on the following equation.

∂E(x)

∂x
≈ Lim∆x→0

E (xi+1)− E (xi−1)

∆x
;∆x = xi+1 − xi−1 (3.1)

With all the necessary parameters available, the generation rate due to non-local band to band tun-
nelling at the current grid point as per Eq. 2.50 and Eq. 2.51 is calculated in a different function and
the respective value is stored in a matrix for the particular grid point and interface.

If the current simulation grid point is after the interface grid-point xi, all the parameters discussed
above that are extracted are of the current grid point with respect to the interface xi except for the
electron and hole fermi levels Efn(l) and Efp(l) and the band energy gradient ∂E(l)

∂x which is used for
the non-local band to band tunnelling model. Here, the fermi levels Efn(l) and Efp(l) and the band
energy gradient ∂E(l)

∂x values correspond to the grid point at the other side of the interface (ie. the left
hand side) at twice the tunnelling distance r from the current grid point. If the current simulation grid
point is exactly at the interface grid point xi, all the parameters extracted are of the current grid point
including the fermi levels and the band energy gradient. In this case, the tunnelling distance r will be
zero. Tunnelling probabilities for general device configuration ranges from 0-1 where at the interface,
the maximum tunnelling probability of 1 can be achieved. Tunnelling generations on the other hand
can vary depending on the strength of electric field (if simple band to band tunnelling model is used) or
the band energy gradient of the barrier (if non-local band to band tunnelling model is used). In general,
the the shape of the graphs for the tunnelling generation rate will look like as shown in Fig 3.5.

As seen in Fig 3.5, The generation rate of electron increases from the point where the CB is lower
than or equal to VB (as per Fig 3.4) towards the interface. On the other side of the interface, recombina-
tion rate of electrons (generation rate of holes) increases towards the interface where VB is greater than
or equal to CB. In between the two band edges, no generation rate is noticed as this region consists of
forbidden states resulting in no charge carrier generation or recombination. Apart from the conditions
discussed above, there are other conditions to consider to avoid unexpected errors. These are:

1. If the grid points are continuous or discontinuous.
2. If the parameter extraction goes out of bounds.
3. If the tunnelling distance is too large or unrealistic.
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4. If the fermi levels are zero.

Figure 3.5: Illustration of band to band tunnel generation rate as a function of device depth for a sample perovskite/silicon
tandem device with tunnel junction interface xi at 1.47µm depth of device. Forbidden band states are present in between the

band edges of VB and CB resulting in zero tunnel generation rate.

For the first condition, a check on the continuity of the grid points is carried out at the interfaces
between two layers. But this will not have any effect on the band to band tunnelling generation since
there are forbidden states at the tunnel junction interface as seen in Fig 3.5.

The second condition is applied when the tunnelling parameters are extracted for the calculation
of the tunnel generation. If the parameters cannot be found due to grid point going beyond the device
depth, those parameters are set to zero and the rest of the calculations are processed.

The third condition is with respect towards the band to band tunnelling distance. There are cases
where for a certain interface, the conduction band energy on one end of the device is lower than or
equal to the valence band energy on the other end of the device. In reality, these layers can not take
part in the band to band tunnelling process but the calculation for the tunnel generation will still be
carried out. the tunnelling probability will be low, but it will still result in a finite value. In this condition,
the max tunnelling distance from the interface is set to 100 nm, so that if such unexpected conditions
occur, the algorithm will set the tunnelling probabilities and the tunnelling generation rates to zero and
skip unnecessary calculations, thereby improving simulation speed.

The fourth condition is with respect towards the fermi levels Efn(x) and Efp(x) for the band to
band tunnelling generation Eq. 2.50 and Eq. 2.51. There are cases where for certain grid points, both
Efn(x) and Efp(x) of the current grid point and the grid point on the other side of the interface is zero.
This results in the tunnel generation to be zero which is not true. In reality, its value will be finitely
small. If such a condition occurs, the fermi level energies are set by the algorithm to a minimum value
of +/-7.3475918173e-16, which is chosen based on the minimum value of the fermi level seen in most
simulations in ASA.With these values all the calculations for the tunnel generations are then performed.

The entire parameter extraction and calculations for the tunnel generation is done for every grid
point and the process is repeated again for every interface. The reason is that each grid point has
different tunnelling contribution and interacts differently for each interface along the device. This is
done for the conduction band and valence band together since band to band tunnelling is an inter-band
tunnelling process. All the tunnel probabilities and the tunnel generation values are stored in a mxn
matrix (m grid points and n interface), one for CB and one for VB.

Finally the generation rates of all the interfaces are added together for every grid-point and stored in
a vector list which can be then printed as a final text file result with three columns (Depth x.....Generation
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rate CB.....Generation rate VB) and added to its respective continuity equations. A C++ code for this
algorithm can be found in Appendix D for reference. A flowchart briefly explaining the algorithm can be
shown in figure below:
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3.3. Conclusion
The objective of this chapter was to develop and automated system for the tunnelling models discussed
in the previous chapter. A fully fledged algorithmwas designed for the automation of the direct tunnelling
and the band to band tunnelling process with limited input from the user while using the models as seen
in Section 2.4. In simple terms, the algorithm takes in the required input and scans through the device
length for each interface and check for tunnel contributions and performs calculations when necessary.
All necessary conditions are included inside the algorithms to ensure that the simulation is accurately
solved.

A C++ code for the above algorithm can be found in Appendix C and D. These codes can be run
both externally and then incorporated into ASA or can be directly be included in the ASA source code.
We shall begin with the validation of the newly developed algorithms in the next chapter.



4
ASA validation of the tunnelling models

With the newly developed algorithms for the tunnelling models in the previous chapter, we shall now
focus on the third objective of this thesis project which is to validate the newly developed algorithms
for various device architectures and to verify the performance results seen in literature or simulations
performed in other software suites. A comparison is made between the JV curve obtained from the
newly developed algorithms and the JV curve obtained from other external results in literature or other
external simulations.

4.1. Validation of direct tunnelling using a PN junction
The PN junction device that we are going to validate is based on the parameters used by Cleef et.al.
[7]. The device consist of the p-doped hydrogenated amorphous silicon as the top layer and n-doped
crystalline silicon as the bottom layer sandwiched between tin oxide TCO layer and aluminium back
contact. The device diagram is given in the figure below.

Figure 4.1: Device structure of a simple PN device [7].

The necessary parameters for the device simulation can be given in the table below. The ASA input
file for this simulation can be referred to in Appendix E.1.

Table 4.1: PN junction electrical parameters [7].

Parameters SnO (TCO) a-Si:H (p type) c-Si (n type) Al (Back contact)
Thickness (m) 70e-9 30e-9 250e-6 300e-9
Bandgap (eV ) 3.5 1.98 1.124 -
Electron affinity (eV ) 4 3.62 4.05/3.95 -
Nc (m−3eV −1) 2.2e26 2e26 2e26 -
Nv (m−3eV −1) 2.2e25 2e26 2e26 -
Dielectric constant (εr) 9 11.9 11.8 -
Doping (donor/acceptor) (m−3) 1e26/0 0/1.035e25 1.0e22/0 -
Mobility (µe/µh)(m2/V s) 20e-4/10e-4 10e-4/10e-4 0.13/0.04 -
Electron/Hole Lifetime (τn/τp)(s) 1e-6/1e-5 - 10e-4/10e-4 -

35
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Since all the layers simulated are flat, the device was simulated using GenPro-1 optical model with
the front and back contact set as ohmic. It is important to note that the electron affinity values of the n-
doped crystalline silicon layer were modified from 4.05 eV (Reference case χ=4.05 eV) to 3.95 eV (1st
case χ=3.95 eV). As a result, the barrier height peak at the valence band between the p-type and the
n-type layer increases as shown in the band diagram in Fig 4.2. The electron affinity for the reference
case was chosen to be 4.05 eV since any value above or below 4.05 eV can significantly reduce the
fill factor FF due to poor charge carrier transport.

Figure 4.2: a)Band energy diagram with respect to the position of a simple PN device consisting of conduction band Ec,
valence band Ev and fermi level Ef for χ=4.05eV and χ=3.95eV b)Enlarged section of the valence band barrier height at the

interface of the PN junction (marked with dotted lines) resulting in tunnelling effects.

An increase in barrier height means that the charge accumulates more at the interface with less
movement across resulting in a lower JV curve (χ=3.95 w/o DT tunn) as seen in Fig 4.3. However,
with sufficient energy, the charge carriers can tunnel through the PN junction and the reference case
JV curve can be mostly recovered. The DT algorithm was then processed for this device configuration.
The tunnel generations were added to the continuity equations and the JV curve and other performance
results were extracted. Please note that all comparison of the JV curves are made with respect to the
reference case since this gives the maximum FF . The logic follows that any change in the electron
affinity will change the barrier height affecting the charge transport and eventually resulting in a different
JV curve. But due to charge carrier tunnelling and thermionic emission, the charge carrier transport is
not hindered as compared to the reference case.

Figure 4.3: JV curve of the PN junction with and without direct tunnelling for the first case of χ=3.95 eV. The newly developed
automated DT model shows good agreement with the reference case χ=4.05 eV and the external DT model resulting in similar

current voltage characteristics.
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As seen in the Fig 4.3, the JV curve including the newly developed DT model for the first case
(χ=3.95 eV) follows the reference case scenario (χ=4.05 eV) almost perfectly with the similar short
circuit current density JSC and open circuit voltage VOC . There is however a 2% difference between the
reference case fill factor FF and the first case with DT fill factor (with slightly higher FF than the former).
This is considering the fact that tunnelling for the reference case was not considered initially and in
reality, slightly more charges can tunnel through the barrier of the reference case scenario. However,
the algorithm is accurate and the result is very close to the realistic values. This is also validated using
external result obtained from a direct tunnelling subroutine made by PVMD group member C.M Ruiz in
which the tunnelling contributions were fitted to the experimental results as reported by Cleef et al. via
a Gaussian function [7]. Its tunnelling contribution was then manually added to the continuity equations.
Its respective JV curve was then obtained given under χ - 3.95 with DT external in Fig. 4.3. A good
agreement is shown with the algorithm generated tunnel generation and the external subroutine made
by the PVMD group member C.M Ruiz. The table below summarizes the performance results for each
of the cases presented.

Table 4.2: PN junction performance with and without direct tunnelling.

Parameters Voc (V ) Isc (mA/cm2) FF Efficiency (%)
Reference case χ=4.05 eV 0.534 33.70 0.789 14.2
First case χ=3.95 eV without DT 0.536 33.88 0.676 12.2
First case χ=3.95 eV with DT 0.534 33.93 0.801 14.5
First case χ=3.95 eV with external DT 0.533 33.92 0.78 14.1

4.2. Validation of direct tunnelling using a Silicon hetero-junction
Another validation for the direct tunnelling was commenced for the silicon heterojunction device (or
SHJ device). The device architecture is based on a PIN configuration where the crystalline silicon
is sandwiched between p-doped hydrogenated amorphous silicon and n-doped hydrogenated amor-
phous silicon. Intrinsic hydrogenated amorphous silicon is added in between the doped amorphous
and crystalline silicon layer for improved surface passivation. The device also includes silicon nitride
as anti-reflective coating, tin oxide and TCO layer and aluminium as back contact. The device archi-
tecture is based on the parameters used by Varache et al. [38, 48]. The device diagram is given in the
figure below.

Figure 4.4: Device structure of a simple SHJ device [38].

The necessary parameters for the device simulation can be given in the table 4.3. The ASA input
file for this simulation can be referred to in Appendix E.2.
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Table 4.3: SHJ junction electrical parameters [48, 38].

Parameters SnO (TCO) a-Si:H (p type) i-a-Si:H a-Si:H (n type) c-Si (n type) Al (Back contact)
Thickness (m) 80e-9 20e-9 5e-9 20e-9 170e-6 300e-9
Bandgap (eV ) 3.5 1.7 1.7 1.7 1.124 -
Electron affinity (eV ) 4 3.9 4.0 3.0 4.0 -
Nc (m−3eV −1) 2.2e26 2e26 2e26 2e26 2.8e25 -
Nv (m−3eV −1) 2.2e25 2e26 2e26 2e26 2.8e25 -
Dielectric constant (εr) 9 11.9 11.9 11.9 11.8 -
Activation doping energy (eV ) - 0.3 - 0.15 - -
Doping (m−3) 1e26/0 - - - 5e21 -
Mobility (µe/µh)(m2/V s) 20e-4/10e-4 1e-3/5e-4 2e-3/1e-3 1e-3/5e-4 0.13/0.04 -
CBT slope (meV) - 20 20 20 - -
VBT slope (meV) - 15 15 15 - -
Electron/Hole Lifetime (τn/τp)(s) 1e-6/1e-5 - - - 10e-3/10e-3 -
Auger coefficients (electons/holes) (m6s−1) - - - - 2.2e-43/9.9e-43 -

The device architecture is entirely flat, hence GenPro-1 optical model is used for the simulation of
the device with the front and back contact set to ohmic. Glass (0.1 mm) and SiN (70 nm) are purely
optical layers so we do not include the electrical parameters in the simulation. The simulation for these
parameters is carried out and a band diagram is extracted as shown in Fig 4.5. As seen in Fig 4.5,
potential barriers or spikes can be noticed at the interfaces for both CB and VB. These barriers can
result in potential direct tunnelling effect of charge carriers across the interfaces.

Figure 4.5: Band energy diagram with respect to the position of a simple simple SHJ device consisting of conduction band Ec,
valence band Ev and fermi level Ef for each of the layers given in text. Visible barrier heights in the bands leads to tunnelling

effects in the device [48, 38].

Presented below are the JV curves for three cases, first being the base case of the simulation of the
SHJ without direct tunnelling effect taken into account. In the second case, we present the JV curve
where the newly developed direct tunnelling algorithm is applied to the SHJ simulation. To verify the
algorithm, an external direct tunnelling subroutine created by PVMD group member C.M Ruiz in which
the tunnelling contributions were fitted to the experimental results as reported by Varache et al. [48] via
a Gaussian function. Its tunnelling contribution was then manually added to the continuity equations
and the JV curve obtained is presented in the third case. Please note that all comparison of the JV
curves are made with respect to the third case since the JV curve in the third case directly correlates
with the experimental results.
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Figure 4.6: JV curve of the Silicon hetero-junction with and without direct tunnelling. The newly developed DT algorithm applied
on the base case is in good agreement with the external DT subroutine resulting in similar current voltage characteristics.

As seen in Fig 4.6, the automated direct tunnelling algorithm is in good agreement with the external
direct tunnelling subroutines ensuring accuracy of the model and algorithm for the direct tunnelling. The
short circuit current density JSC and open circuit voltage VOC is almost the same for the base cases
with DT. The difference in the FF noticed is about 1% which is considered acceptable for validation.
The table below summarizes the performance results for each of the cases presented.

Table 4.4: Silicon hetero-junction performance with and without direct tunnelling.

Parameters Voc (V ) Isc (mA/cm2) FF Efficiency (%)
Base case without DT 0.7512 37.74 0.7806 22.13
Base case with DT 0.7499 37.74 0.8422 23.83
Base case with external DT 0.7497 37.76 0.8512 24.1

4.3. Validation of band to band tunnelling using a Pvk/cSi tandem
We shall now validate the newly developed band to band tunnelling model. We used the non-local band
to band tunnelling model for the validation purpose. The device architecture taken into account for the
validation purpose is the perovskite silicon tandem device. It is based on the nip-nip configuration
developed at HZB by Al-Ashouri et al. [4]. The perovskite top cell consist of SnO2 and PTAA as ETL
and HTL respectively. In between SnO2 and the perovskite absorber, C60 is used for effective surface
passivation and charge carrier transport between the layer.
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Figure 4.7: Pvk/c-Si architecture developed at HZB, Germany [4].

The device structure uses PTAA instead of SAM as the hole transport layer for simulation purpose
due to the availability of the optical data (complex refractive index data) of PTAA. In addition, the device
has textured layers below the crystalline silicon layer. The rest of the layers are flat. We shall use
the GenPro-4 optical model to commence the optical simulation of the device structure and obtain
the generation profile which then is imported into the ASA software to couple optical and electrical
simulation. The input parameters for the device structure used by both GenPro-4 and ASA can be
tabulated in the table given below. Please note that this paper focuses on the experiment of the tandem
device with efficiencies greater than 29% by using the SAM layer having an overall tandem efficiency
of 29.15%. However, the paper also reports the tandem efficiency of about 26.79% when PTAA is used.
Hence data extraction and comparison is made when the PTAA layer is used.

Table 4.5: Pvk/cSi tandem electrical parameters by Al Ashouri et al. [4]

Parameters IZO
(TCO)

SnO_{2}
(ETL)

C_{60}
(ETL) Perovskite PTAA

(HTL)
ITO
(TRJ)

nc-SiO_{x}
(n++)

i-aSi:H
(front/back)

c-Si
(n type)

p-aSi:H
(p++)

AZO
(TCO)

Thickness (m) 85e-9 5e-9 7e-9 532e-9 23e-9 63e-9 111e-9 9e-9/6e-9 300e-6 12e-9 55e-9
Bandgap (eV ) 3.5 3.5 2 1.68 3.0 3.65 1.7 1.75 1.124 1.75 3.5
Electron affinity (eV ) 4.65 4 3.9 3.9 2.5 4.8 3.9 3.8 4.05 3.8 4.65
Nc (m−3eV −1) 2.2e24 2.2e24 8e25 4.42e23 2.2e24 5.8e24 2e26 2e26 2.86e25 2e26 2.2e24
Nv (m−3eV −1) 1.8e25 1.8e25 8e25 8.47e24 1.8e25 1e24 2e26 2e26 3.1e25 2e26 1.8e25
Dielectric constant (εr) 9 9 4.2 6.5 3 8.9 11.9 11.9 11.8 11.9 9
Doping (m−3) 0 2e25 2.6e24 2e16 3e24 1e26 2.5e26 0 1e22 2e26 1e26

Mobility (µe/µh)(m2/V s) 100e-4/
25e-4

100e-4/
10e-4

0.08e-4/
0.0035e-4

1.62e-4/
1.62e-4

0.002e-4/
0.00015e-4

10e-4/
10e-4

10e-4/
2e-4

20e-4
/5e-4

1300e-4/
400e-4

10e-4/
1e-4

100e-4/
25e-4

Electron/Hole Lifetime (τn/τp)(s) - 1e-5/
1e-6

1e-9/
1e-9

2.88e-7/
2.88e-7

1e-9/
1e-9

1e-6/
1e-6

1e-6/
1e-6 - 10e-3/

10e-3
1e-6/
1e-6 -

We shall first look at the condition where all the layers are initially flat to demonstrate the effect of flat
and textured interface on the tandem photocurrent. The GenPro-4 simulations are then conducted and
the absorptance profile and the tandem photocurrent for the device can be extracted and is depicted
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in Fig. 4.8.

Figure 4.8: Absorptance profile for a entirely flat Pvk/cSi device. [4, 41].

As seen in Fig. 4.8, majority of the light absorption losses are seen in the infrared region where
the bottom cell is unable to absorb a percentage of light incident on it. As per Al-Ashouri et.al. [4], the
layers below the crystalline silicon is textured to trap light and reflect it back into the silicon sub-cell.
With textures, light absorption is improved and can be seen in the increased photo-current in the silicon
sub-cell as depicted in Fig. 4.9.

Figure 4.9: Absorptance profile for a bottom textured Pvk/cSi device. As compared to the flat absorptance profile as seen in
Fig. 4.8, a higher tandem photocurrent is obtained due to light trapping feature in the bottom cell which can improve the short

circuit current density when conducting electrical simulations [4, 41].

The input files for GenPro4 for the above configurations can be found in Appendix E.3.1 and E.3.2.
The generation profile for the bottom textured tandem device is extracted from theGenPro-4 simulations
and is fed into the ASA input file. The ASA input file for the perovskite/silicon tandem can be found in
Appendix E.3.3. After the simulation is carried out, The band energy values can be extracted and the
band diagram is plotted as shown in the figure below.
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Figure 4.10: a)Band energy diagram with respect to the position of a perovskite-silicon tandem device by Al-Ashouri et al. [4]
consisting of conduction band Ec, valence band Ev and fermi level Ef for each of the layers given in text b)Enlarged section
of the tunnel recombination junction at the interface of the PTAA and ITO layer (marked with dotted lines) resulting in band to

band tunnelling effects.

The band energy values that are extracted is then fed into the newly developed direct and band
to band tunnelling algorithm and the tunnelling generation rates were extracted. This was then added
to the continuity equations. The JV curve and other performance results can then be be extracted. In
the following JV curve, we present three cases for validation purpose, the first two cases being the
JV curve from forward and reversed scanned experimental measurement respectively as reported by
Al-Ashouri et al. [4]. The third case is the JV curve obtained from the opto-electrical simulation without
using any tunnelling contribution. The fourth and fifth case include DT only and BBT only respectively.
The sixth and final case is the JV curve obtained from the opto-electrical simulation using the ASA
software along with the newly developed DT and BBT algorithm together. All comparisons are made
with respect to the experimental JV curves.

Figure 4.11: JV curves based on the perovskite-silicon tandem device by Al. Ashouri et.al. [4] with and without DT and BBT.
The newly developed DT and BBT is in good agreement with the experiments resulting in similar current voltage characteristics.

As seen in Fig. 4.11, the JV curve obtained from the final ASA simulation shows almost good agree-
ment with the forward and reverse scanned experimental JV curve from Al-Ashouri et al. [4]. There is
however a slight difference in the JV curve before the maximum power point with sightly different short
circuit current density values. One possible reason can be that the texturing used in the experimental
setup does not precisely represent the texturing features used in the GenPro4 optical simulations lead-
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ing to slight drop in the tandem photocurrent in optical simulation. Other reason can be a fact that the
electrical resistive losses were less in the experimental setup leading its higher JSC value. It can also
be a fact that the deposition of the layer was very good resulting in minimal defects and voids leading
to less charge recombination processes and improving the tandem performance of the experimental
results. Nevertheless, after the maximum power point, the JV curves follows perfectly with the experi-
mental JV curve.

When the performance of the experimental and simulation results were studied, the percentage
error were calculated for VOC , JSC and FF for the experimental and simulation results. The maximum
error percentages recorded were 1%, 2.8% and 3.4% for VOC , JSC and FF respectively. Since higher
percentage errors were noticed in the JSC and FF , further improvement of the simulation JV curve can
be made with an increase in the perovskite thickness and a slight decrease in crystalline silicon thick-
ness during the GenPro4 optical simulation. The thickness of the perovskite layer and the crystalline
silicon layer can be manipulated by -/+10% as suggested from the authors of the Al-Ashouri paper due
to the fact that the thickness after deposition sequence may not be precise from the required layer
thickness. By this slight change in the thickness, a slightly higher tandem photocurrent value can be
obtained. When coupling the GenPro4 optical simulation file to the ASA electrical simulation, this will
result in a lower JSC value than the GenPro4 tandem photocurrent but higher than the initial JSC value
(18.65 mA/cm2). It always follows the logic that the photocurrent of the GenPro4 optical simulation
(19.31 mA/cm2 from Fig. 4.9) is always higher than JSC from the combined opto-electrical simulation
in ASA (18.65mA/cm2 from Fig. 4.11) due to electrical losses incorporated in the simulation. With this
logic, the error percentages of the JSC and FF can be further reduced. Other methods of improvement
can be seen in the complex refractive index data for all the layers. As reported by Al-Ashouri et al. [4],
the complex refractive index data provided are from other literature and not from the experiment itself.
For the same material, different electronic properties like doping can have a significant impact on the
optical refractive index and can alter the photocurrent significantly. Using the complex refractive index
data for the specific experiment is essential in order to have an accurate and improved photocurrent that
is close to realistic values. Nevertheless, we can safely conclude that newly developed direct tunnelling
and band to band tunnelling algorithm provides the best possible agreement with both simulation and
experimental results with a maximum error percentage of about 3%. A good agreement can be seen
in the trend of the JV curve of both the experimental and simulation results. In the following table the
performance results of the experiment and the simulation are summarised.

Table 4.6: Perovskite-Silicon tandem performance comparison with experimental and simulation results [4].

Parameters Voc (V ) Jsc (mA/cm2) FF Efficiency (%)
First case - Forward voltage scan experimental result 1.85 19.19 0.7561 26.79
Second case - Reverse voltage scan experimental result 1.85 19.17 0.760 26.95
Third case - ASA simulation without any tunnelling 1.83 18.78 0.475 16.32
Fourth case - ASA simulation with DT only 1.83 18.74 0.560 19.2
Fifth case - ASA simulation with BBT only 1.83 18.71 0.635 21.74
Sixth case - ASA simulation with DT and BBT 1.83 18.65 0.783 26.72

4.4. Conclusion
The objective of this chapter was to validate the newly developed tunnel recombination models such as
direct tunnelling and band to band tunnelling. The validation was commenced for PN junction, Silicon
hetero-junction and finally the Perovskite-Silicon tandem device. The JV curve for the above device
simulations with and without incorporated tunnellingmodels was extracted and a comparison wasmade
with literature results and simulation results from other software suites.

The newly developed tunnelling algorithms was concluded to be accurate. The JV curve obtained
from the ASA simulation showed good agreement with literature results and simulation results from
other subroutines with error percentages of less than 3%. With proper tuning of the device layer thick-
ness, texturing and other electrical parameters, further improvement can be done on the simulation and
reduce the error percentage when compared to other simulation or literature results. Simulations and
performance analysis can now be performed for high efficiency perovskite-silicon tandem devices.
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ASA Simulations of PVK/c-Si tandem

devices
With the newly developed algorithms completely validated for the tunnelling models in the previous
chapter, we shall now focus on the fourth objective of this thesis project which is to perform further
simulation of the Pvk/c-Si tandem device in ASA to optimize its performance. A comparison is also
made between the JV curve obtained from the newly developed algorithms and the JV curve obtained
from other external results in literature. This can help in finding new ways to further increase the
performance for high efficiency perovskite-silicon tandem devices and reach the SQ limit of 35.7%
while including general opto-electrical losses [11].

5.1. Simulation of an improved version of Pvk/cSi tandem device
by Tockhorn et al.

We shall have a look at the improved version of Pvk/cSi tandem device by Tockhorn et al. It is based
on the nip-nip configuration developed at HZB [46]. The perovskite top cell consist of SnO2 and a Self-
assembled monolayer (SAM) as ETL and HTL respectively. The SAM layer used here is Me-4PACz
([4-(3,6-Dimethyl-9H-carbazol-9-yl)butyl]phosphonic Acid) for good hole carrier transport and surface
passivation. In between SnO2 and the perovskite absorber, C60 is used for effective surface passivation
and charge carrier transport between the layer. The device structure can be depicted in the figure given
below.

Figure 5.1: Improved Pvk/c-Si architecture developed at HZB, Germany [46].

44
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Since the device structure uses SAM as the hole transport layer, its electrical properties are ex-
tracted from the literature of Trinh et al. [47] for the simulation purpose. However there is no literature
on the wavelength dependant complex refractive index optical data, hence we shall use the complex
refractive data of glass instead. The optical simulation will not give bad result since the SAM layer is
very thin (1 nm) and will result in insignificant parasitic light absorption and reflection. We shall use the
GenPro-4 optical model to commence the optical simulation of the device structure and obtain the gen-
eration profile which then is imported into the ASA software to couple optical and electrical simulation.
The input parameters for the device structure used by both GenPro-4 and ASA can be tabulated in the
table given below.

Table 5.1: Improved Pvk/cSi tandem electrical parameters by Tockhorn et al. [46]

Parameters IZO
(TCO)

SnO2

(ETL)
C60
(ETL) Perovskite SAM

(HTL)
ITO
(TRJ)

nc-SiOx

(n++)
i-aSi:H
(front/back)

c-Si
(n type)

p-aSi:H
(p++)

ITO
(TCO)

Thickness (m) 85e-9 10e-9 10e-9 600e-9 1e-9 20e-9 107e-9 5e-9/5e-9 300e-6 10e-9 10e-9
Bandgap (eV ) 3.5 3.5 2 1.68 3.1 3.65 1.7 1.75 1.124 1.75 3.65
Electron affinity (eV ) 4.65 4 3.9 3.9 2.06 4.8 3.9 3.8 4.05 3.8 4.8
Nc (m−3eV −1) 2.2e24 2.2e24 8e25 4.42e23 1e27 5.8e24 2e26 2e26 2.86e25 2e26 5.8e24
Nv (m−3eV −1) 1.8e25 1.8e25 8e25 8.47e24 1e27 1e24 2e26 2e26 3.1e25 2e26 1e24
Dielectric constant (εr) 9 9 4.2 6.5 3.5 8.9 11.9 11.9 11.8 11.9 8.9
Doping (m−3) 0 2e25 2.6e24 2e16 3e27 3e27 2.5e26 0 1e22 2e26 1e26

Mobility (µe/µh)(m2/V s) 100e-4/
25e-4

100e-4/
10e-4

0.08e-4/
0.0035e-4

1.62e-4/
1.62e-4

0.001e-4/
0.001e-4

10e-4/
10e-4

10e-4/
2e-4

20e-4
/5e-4

1300e-4/
400e-4

10e-4/
1e-4

10e-4/
10e-4

Electron/Hole Lifetime (τn/τp)(s) - 1e-5/
1e-6

1e-9/
1e-9

2.88e-7/
2.88e-7

1e-9/
1e-9

1e-6/
1e-6

1e-6/
1e-6 - 10e-3/

10e-3
1e-6/
1e-6

1e-6/
1e-6

In addition to the device properties, the device has micro-sized texturing below the crystalline sili-
con layer for the light trapping and scattering of the higher wavelength photons into the silicon layer.
The device also incorporates nano-sized sinusoidal-like periodic textures for the layers between per-
ovskite and silicon for light trapping and scattering of lower wavelength photons into the perovskite
layer. According to Tockhorn et al. [46], these textures improved the deposition of layers resulting in
less voids and recombination losses thereby improving the electrical properties. The end result is an
overall higher tandem photocurrent as compared to the simulation on Pvk/cSi conducted previously
(See Section 4.3). The absorptance profile for this device architecture is depicted in Fig. 5.2.

Figure 5.2: Absorptance profile for an improved Pvk/cSi device. A higher tandem photocurrent is obtained due to micro-sized
pyramidal textures below the silicon layer and nano-sized sinusoidal-like texture below perovskite layer [41, 46].

The input files for GenPro4 for the above configurations can be found in Appendix F.1. The gene-
ration profile for the tandem device is printed from the GenPro-4 simulations and is read into the ASA
input file. The ASA input file for the perovskite/silicon tandem can be found in Appendix F.2. After the
simulation is carried out, The band energy values can be extracted and the band diagram is plotted as
shown in the figure below.
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Figure 5.3: a)Band energy diagram with respect to the position of an improved perovskite-silicon tandem device by Tockhorn
et al. [4] consisting of conduction band Ec, valence band Ev and fermi level Ef for each of the layers given in text b)Enlarged
section of the tunnel recombination junction at the interface of the SAM and ITO layer (marked with dotted lines) resulting in

band to band tunnelling effects.

The band energy values that are extracted is then used as input by the newly developed direct
and band to band tunnelling algorithm and the tunnelling generation rates were extracted. This was
then added to the continuity equations. The JV curve and other performance results can then be be
extracted. In the following JV curves, we present two cases, the first case being the JV curve obtained
from experimental measurement respectively as reported by Tockhorn et al. [46]. The second case
is the JV curve obtained from the opto-electrical simulation in ASA with the tunnelling contributions
included.

Figure 5.4: JV curves based on the improved perovskite-silicon tandem device by Tockhorn et al. [46] with DT and BBT. The
newly developed DT and BBT is in good agreement with the experiments resulting in similar current voltage characteristics.

As seen in Fig. 5.4, the current voltage characteristics of the simulation matches very well with
the experimental JV curve. The biggest difference when compared to the simulation of the Pvk/cSi
tandem device in Section 4.3 is that the hole transport layer SAM has higher hole mobility than PTAA
significantly increasing the FF of the overall JV curve. This combined with nano-sized textures below
the perovskite layer with good passivation reduced the recombination losses for the perovskite layer
increasing the JSC (VOC increases as well but slightly) for the tandem device thereby increasing the
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overall efficiency to 29.6%. It is important to note that the optical data for the layers used here is ob-
tained from other simulations and literatures and is not obtained from the experiment itself. Changing
the material doping or the material characteristics slightly can change the complex refractive indices
significantly and can change the absorption profile. This is the limiting factor towards improving the
photocurrent of the Pvk/cSi tandem or any device in general.

Another improvement that can be considered is for the non-absorber layers for the perovskite top
cell. From the Fig. 5.2, parasitic absorption is noticed for the IZO andC60 layer. Reducing the thickness
can reduce the parasitic absorption significantly but may hamper the electrical properties due to poor
uniform deposition of very thin layers as reported by Tockhorn et al. [46]. Hence there is a trade-
off that can be investigated and further optimised. Last but not the least, the type of textures affect
the scattering of wavelength dependent photons. For this device, nano-sized sinusoidal like periodic
textures for the perovskite cell not only helped with light trapping and scattering, but helped in the
deposition of the perovskite layer with less voids which would otherwise deposit poorly over pyramidal
like textures. Playing with the shape of the nano-textures and its periodicity for all the layers in the top
cell can be investigated further along with the type of deposition techniques (hybrid co-evaporation and
solution spin coating). These methods combined can easily help with reaching the SQ limit of 35.7%
efficiency mark for the Pvk/cSi tandem solar cells and that is something we can speculate from the
current world record holder of the Pvk/cSi tandem device efficiency from EPFL and CSEM [6]. In the
following table the performance results of the experiment and the simulation are summarised:

Table 5.2: Perovskite-Silicon tandem performance comparison with experimental and simulation results [46]

Parameters Voc (V ) Jsc (mA/cm2) FF Efficiency (%)
Experiment 1.918 19.48 0.792 29.597
Simulation 1.905 19.35 0.802 29.584

5.2. Conclusion
The objective of this chapter was to perform further simulation of the Pvk/c-Si tandem device in ASA to
optimize its performance. The JV curve for the above device simulation with the incorporated tunnelling
models was extracted and a comparison was made with the experimental results.

The JV curve obtained from the ASA simulation showed good agreement with the experimental
results with an efficiency of 29.6%. Several methods were proposed to help reach the SQ limit of 35.7%
efficiency mark. Methods such as proper tuning of the non-absorbing layers of the perovskite top cell
thickness, doping and mobilities was suggested. This along with the trial and error of different nano-
texturing features and periodicity for the perovskite top cell layers for investigating the light trapping
and scattering effect can increase the JSC and FF which can increase the overall efficiency.
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Conclusion and Recommendation

This chapter finally concludes this thesis project and provides insights and recommendations towards
future ASA simulation works on perovskite-silicon tandem devices. The goal of this thesis project was
to optimize the simulation of perovskite-silicon tandem device by incorporating advanced optical and
electrical models with the newly developed tunnelling algorithm to accurately simulate perovskite-silicon
tandem device or any device in general.

6.1. Conclusion
For this thesis project we focused on four main objectives:

1. To understand the solar cell modelling approach in ASA and the tunnel recombination models
that can be incorporated in the source code for the simulation of multi-junction devices

2. To develop an algorithm (C++ code) that can automatically detect and process the tunnelling
models in ASA for Pvk/c-Si tandem device or any device in general.

3. To validate the algorithm (C++ code) with experimental or other simulation results.
4. To perform further simulation of the Pvk/c-Si tandem device in ASA to optimize its performance.

For the first objective, a typical solar cell modelling approach used in the ASA software was ex-
plained. We further explained the electrical modelling approach starting with the fundamental differen-
tial transport equations like the Poisson and Continuity equations. These models are necessary for the
processing of the band energy diagram, electrostatic potential and electric field for a particular solar
cell device. In addition, the generation recombination processes and the DOS models for amorphous
silicon was touched upon. Finally the tunnelling models used in the development of an automated tun-
nelling algorithm was extensively explained. These models includes the DT model by Ieong et al [18],
simple BBT model [31] and non-local BBT model [31]. The band energy diagram, electrostatic potential
and electric field are then used for the Direct tunnelling model by Ieong et al [18], simple band to band
tunnelling model [31] and non-local band to band tunnelling models [18, 31] for which the generation
rate due to tunnelling can be extracted and added to the continuity equations of Eq 2.2 and Eq 2.3 for
electrons and holes respectively and achieve convergence for the final device performance (JV curve,
Fill Factor etc).

For the second objective, we focused on the design of a new algorithm that can run the tunnelling
models as effectively as possible. Moreover, we introduced a new implementation method that can au-
tomate these algorithms with minimal input requirements from the user with the computer deciding that
aspect without any difficulties. These algorithms need to be processed after the poisson’s simulation
and before the continuity equation simulations for proper convergence to be achieved. A fully fledged
algorithm was then designed for the automation of the direct tunnelling (by Ieong et.al. [18]) and the
band to band tunnelling process (simple and non-local BBT model [31]) with limited input from the user
while using the models as seen in Section 2.4. In simple terms, the algorithm takes in the required
input and scans through the device length for each interface and check for tunnel contributions and
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performs the tunnelling calculations when necessary. All necessary conditions are included inside the
algorithms to ensure that the simulation is accurately solved. Any unexpected errors and situations like
grid points going out of bounds, or continuity of gridpoints at the interface or an unrealistic tunnelling
length were taken into consideration and rectified within the algorithm. When running the algorithm, the
extracted tunnelling generation rate was then fed into the continuity equations the performance results
of the device simulation was extracted.

For the third objective, we focused on the validation of the newly developed tunnelling algorithms
for various device architectures and verification of the performance results as seen in literature or sim-
ulations performed in other software suites was conducted. A comparison was made between the JV
curve obtained with the developed algorithms and other external simulation results.The validation was
commenced for PN junction, Silicon hetero-junction and finally the Perovskite-Silicon tandem device.
The JV curve for the above device simulations with and without incorporated tunnelling models was ex-
tracted and a comparison was made with literature results and simulation results from other software
suites. The newly developed tunnelling algorithms was concluded to be accurate. The JV curve ob-
tained from the ASA simulation showed good agreement with literature results and simulation results
from other software suites with a maximum error percentages of about 3%. With proper tuning of the
device layer thickness, texturing and other electrical parameters, further improvement could be done on
the simulation and the error percentage when compared to other simulation or literature results could
be reduced. A fully functional opto-electrical solar cell simulator for tandem devices, simulations and
performance analysis could be performed for high efficiency perovskite-silicon tandem devices.

The objective of fourth and final chapter was to perform further simulation of the Pvk/c-Si tandem
device in ASA to optimize its performance. The JV curve for the above device simulation with the in-
corporated tunnelling models was extracted and a comparison was made with the experimental results.
The JV curve obtained from the ASA simulation showed good agreement with the experimental results
with a max efficiency of 29.6%. Several methods were proposed to help reach the SQ limit of 35.7%
efficiency mark. Methods such as proper tuning of the non-absorbing layers of the perovskite top cell
thickness, doping and mobilities was suggested. This along with the trial and error of different nano-
texturing features and periodicity for the perovskite top cell layers for investigating the light trapping
and scattering effect can increase the JSC and FF which can increase the overall efficiency.

6.2. Recommendation
During the entire thesis project, several ideas emerged that can potentially improve the simulation ex-
perience of not just Pvk/cSi tandem device, but for any kind of device architecture on the market. Below
are some of the future works that can be conducted to make this happen.

The first recommendation is with respect to the BBT and TATmodel. In all the tunnelling models (DT
and BBT) that were discussed in Section 2.4, the tunnelling of charge carriers happen at the same band
energy level. This is not always true for BBT model. There are cases were with sufficient energy, the
charge carriers can get excited to a different energy level and then tunnel through the TRJ even though
the tunnelling bands are not aligned at the same energy. In this case, BBT contribution along with TAT
contribution will be taken into consideration when simulating tunnelling effects. The newly developed
BBT algorithm does not take TAT effects into consideration and will not work if the CB is not aligned
with the VB at the TRJ. Integrating BBT and TAT together in the single algorithm is very complex and
time consuming since the existing TAT model in ASA has poor convergence and will not work perfectly
together with other tunnelling models. A recommendation is to use a different TAT model proposed by
Palma et.al. [26] (This is currently under construction by the PVMD member C.M. Ruiz). This model
has better convergency without any approximations involved as compared to the TAT model proposed
by J.A. Willemen [52] which ASA uses. This is subjected to further research and development.

The second recommendation is with respect to the integration of GenPro4 optical simulation and
ASA electrical simulation. For complex texturing features on multiple layers, the simulation time drasti-
cally increases depending on the optical model settings used in GenPro4. This is done separately on
MATLAB and the generation profile is printed. This generation profile is then read into ASA to couple
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optical and electrical simulation. This itself takes a lot of time especially when there is texturing on
multiple layers of the device. This two step approach makes the entire simulation extremely time con-
suming. An idea would be is make the entire GenPro4 model in C++ and directly incorporate the model
into the ASA source code. Making this subroutine will definitely make ASA a complete opto-electrical
simulation suite for any kind of device without additional steps or approach.

The third recommendation is with respect to the tunnelling algorithm. The algorithm checks for the
tunnelling contributions at each interface along the device. In theory, the newly developed DT and BBT
algorithm can work for n number of multi-junction devices. In this thesis project, the validation of the
tunnelling algorithm was done for Pvk/cSi tandem device. In future, more validations can be performed
for triple junction of quadruple junction devices.

The fourth recommendation is with regards to the improvement of the tandem device performance
in both simulation and experiment. It is important to note that the optical data for the layers used here is
obtained from other simulations and literatures and is not obtained from the experiment itself. Changing
the material doping or the material characteristics slightly can change the complex refractive indices
significantly and can change the absorption profile. This is the limiting factor towards improving the pho-
tocurrent of the Pvk/cSi tandem or any device in general. Another improvement that can be considered
is for the non-absorber layers for the perovskite top cell. Reducing the thickness can reduce the para-
sitic absorption significantly but may hamper the electrical properties due to poor uniform deposition of
very thin layers. Hence there is a trade-off that can be investigated and further optimised. Last but not
the least, the type of textures affect the scattering of wavelength dependent photons. Playing with the
shape of the nano-textures and its periodicity for all the layers in the top cell can be investigated further
along with the type of deposition techniques (hybrid co-evaporation and solution spin coating). These
methods combined can easily help with reaching the SQ limit of 35.7% efficiency mark for the Pvk/cSi
tandem solar cells.
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A
Solar Cell Modelling in ASA - additional

models
The fundamental modelling procedure in ASA is briefly explained in Chapter 2. However, all the models
were not touched upon due to the scope of this project. Here we explain the additional electrical and
optical models that are required for the simulation to achieve good performance results.

A.1. Electrical modelling - additional models
A.1.1. Boundary conditions for ohmic and schottky contacts
The front and back contact of the device are the two boundaries in 1-D device modeling. The boundary
conditions are determined by how a device’s contacts are modeled. In general, there are two types of
contacts: Ohmic contacts and Schottky contacts [51].

The electrostatic potential and electron and hole concentrations at the device’s boundaries (x =
0 and x = L) are either fixed or determined by surface recombination in the case of Ohmic contacts.
The majority carrier concentration is considered to be independent of the injection level. The device
thickness is denoted by the letter L. Infinite recombination and charge neutrality can be assumed for
ideal ohmic contacts resulting in the space charge for front and back contact to be zero (ρ(x = 0) =
ρ(x = L) = 0) [51]. The electrostatic potential ψ and quasi-Fermi potentials Ψfn and Ψfp at the
boundaries are subjected to the following conditions:

ψ(x = 0) = ψ0(x = 0) + Vapp (A.1)

ψ(x = L) = ψ0(x = L) (A.2)

Ψfn(x = 0) = Ψfp(x = 0) = Vapp (A.3)

Ψfn(x = L) = Ψfp(x = L) = 0 (A.4)

where ψ(x = 0) and ψ(x = L) are the solutions to the Eq. (??) and the condition that ρ(x = 0) =
ρ(x = L) = 0. The surface recombination velocities for electrons Sn and holes Sp define the carrier
concentrations at the boundaries for generic Ohmic contacts [51]. For this form of contact, the electron
and hole current densities are described as follows:

Jn(x = 0) = qSn0 [n(x = 0)− neq(x = 0)]
Jn(x = L) = qSnL [n(x = L)− neq(x = L)]

(A.5)

Jp(x = 0) = qSp0 [p(x = 0)− peq(x = 0)]
Jp(x = L) = qSpL [p(x = L)− peq(x = L)]

(A.6)

where n and p are the electron and hole concentrations at the front and back contacts, respectively,
and neq and peq are the electron and hole concentrations at the front and back contacts in thermody-
namic equilibrium. The surface recombination velocities for electrons at the front and back contacts
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are Sn0 and SnL, respectively, and the surface recombination velocities for holes at the front and back
contacts are Sp0 and SpL, respectively [51].

The position of the Fermi level at a Schottky contact is assumed to be dependent on the effective
barrier height, φB , of the metal semiconductor interface at thermal equilibrium in the case of a Schot-
tky contact. The difference between the metal’s work function, φm, and the semiconductor’s electron
affinity, χs, determines this barrier. The concentration of electrons and holes at the interface can then
be calculated once the position of the Fermi level at the interface is fixed by φB [51].

φB = φm − χs = Ec − Ef (A.7)

neq = NC exp
(
−qφB

kT

)
(A.8)

peq = n2i /neq (A.9)

where ni is the intrinsic carrier concentration of the semiconductor material.The majority carriers
dominate current transport through the Schottky barrier, which is driven by the thermionic-emission
mechanism [51]. The current density is calculated using the thermionic-emission theory as follows:

J = A∗T 2 exp
(
−qφB

kT

)[
exp

(
qVapp
kT

)
− 1

]
(A.10)

where A∗ is the Richardson constant.

A.1.2. Recombination-Generation (R-G) statistics
For c-Si, the recombination typical takes place in the band-gap consisting of a single level recombination
center. As a-Si have multiple states in the forbidden region of the energy band, the recombination rate
has to be integrated for all the states. The trapped charges are also distinguished between tails states
(donor like states and acceptor like states) and DB states. These parameters are represented by the
following equations:

Rnet =

∫ Emob
c

Emob
v

N(E)ηR(E)dE (A.11)

ρD = q

∫ Emob
v

Emob
c

ND(E)[1− f(E)]dE (A.12)

ρA = −q
∫ Emob

v

Emob
c

NA(E)f(E)dE (A.13)

ρDB = q

∫ Emob
v

Emob
c

NDB(E)
[
F+(E)− F−(E)

]
dE (A.14)

where N(E) is the DOS at the energy level in the band-gap E, ηR(E) is the recombination rate
contribution at the energy level in the band-gap E, f(E) is the occupation function, F+(E) and F−(E)
are the occupation functions of empty and doubly occupied DB respectively. The assumption that re-
combination centers are non interacting with each other and can only interact with the VB and CB, the
Shockley-Read-Hall (SRH) R-G statistics is used for VBT and CBT (for single level states) [44] while
Sah and Shockley multi-state approach is used for amphoteric DB states [39].

The SRH theory is based on four process that occur between the energy level ET in the band-gap
and the VB and CB as shown in Fig A.1 [44]:

1. Electron capture at R-G center
2. Electron emission at R-G center
3. Hole capture at R-G center
4. Hole emission at R-G center
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Figure A.1: SRH recombination process between energy level at band-gap and the extended states [44][51]

For the VBT, the recombination rate at energy ET is given by the Eq (A.15):

RV B = ND

C0
pC

+
n

(
np− n2i

)
C0

pn+ e+p + C+
n p+ e0n

(A.15)

e0n = C+
n Nc exp [(ET − Ec) /kT ] (A.16)

e+p = C0
pNv exp [(Ev − ET ) /kT ] (A.17)

where ND is the donor states at ET , C0
p and C+

n are the capture coefficient of holes and electrons
respectively, e+p and e0n are the emission coefficients of holes and electrons respectively. The occu-
pation function of donor like states is described by a Fermi-Dirac distribution function given by the Eq
(A.18):

f0 =
C+

n n+ e+p

C+
n n+ e0n + C0

pp+ e+p
(A.18)

With the above equations, The recombination and trapped hole concentration is then integrated
over all the m energy levels of the continuous density of VBT states using Eq (A.11) and Eq (A.12) to
get the total R-G statistics of the VBT as shown in the following equations:

Rtot
V B =

∑
m

RV B (A.19)

ptotV B =
∑
m

ND

(
1− f0

)
(A.20)

Analogous to the VBT, the acceptor like states is considered for CBT resulting in the following
equations for the R-G statistics:

RCB = ND

C−
p C

0
n

(
np− n2i

)
C−

p n+ e0p + C0
np+ e−n

(A.21)

e−n = C0
nNc exp [(ET − Ec) /kT ] (A.22)

e0p = C−
p Nv exp [(Ev − ET ) /kT ] (A.23)

f− =
C0

nn+ e0p

C0
nn+ e−n + C−

p p+ e0p
(A.24)

With the above equations, The recombination and trapped electron concentration is then integrated
over all the m energy levels of the continuous density of CBT states using Eq (A.11) and Eq (A.13) to
get the total R-G statistics of the VBT as shown in the following equations:

Rtot
CB =

∑
m

RCB (A.25)

ntotCB =
∑
m

NAf
− (A.26)
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For the DB states on the other hand, Sah and Shockley multi-state approach is used [39]. This
theory is based on the fact that DB states can exist as positive (D+), neutral (D0) and negative (D−).
Its band diagram is represented by two energy levels E+/0 and E0/−. The transitions of the amphoteric
DB states and the extended states (VB and CB) is similar to SRH process but takesmulti-level approach
of donor-like and acceptor-like energy level in the band diagrams. Its transitions can be illustrated in
Fig A.2.

Figure A.2: Sah and Shockley recombination process between energy levels at band-gap and the extended states [39][51]

The emission coefficients is determined from the principle of detailed balance and is given by the
equations:

e0n = C+
n Nc exp

[
(E − kT ln 2)− Ec

kT

]
(A.27)

e+p = C0
pNv exp

[
Ev − (E − kT ln 2)

kT

]
(A.28)

e−n = C0
nNc exp

[
(E + U + kT ln 2)− Ec

kT

]
(A.29)

e0p = C−
p Nv exp

[
Ev − (E + U + kT ln 2)

kT

]
(A.30)

The probability of the DB state being positive, neutral and negative is given by its occupation function
F+, F 0 and F− respectively and its sum is supposed to be unity. The occupation functions are given
by the following equations:

F+ =
P−P 0

N+P− + P 0P− +N+N0
(A.31)

F 0 =
P−N+

N+P− + P 0P− +N+N0
(A.32)

F− =
N0N+

N+P− + P 0P− +N+N0
(A.33)

where:

N+ = C+
n n+ e+p (A.34)

P 0 = C0
pp+ e0n (A.35)

N0 = C0
nn+ e0p (A.36)

P− = C−
p p+ e−n (A.37)

The R-G statistics for the DB states for energy levels E+/0 and E0/− in the band-gap is given by
Eq (A.38):

RDB = NDB

(
np− n2i

) C+
n C

0
pP

− + C0
nC

−
p N

+

N+P− + P 0P− +N+N0
(A.38)
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Just like VBT and CBT, the total R-G statistics for the DB states and the total concentration of holes
and electrons in the DB states is given by the following equations:

Rtot
DB =

∑
m

RDB (A.39)

ptotDB =
∑
m

NDBF
+ (A.40)

ntotDB =
∑
m

NDBF
− (A.41)

Finally, the total R-G statistics and the total space charge for all the localized states in the band-gap
is given by the following equations:

Rnet = Rtot
V B +Rtot

CB +Rtot
DB (A.42)

ρtotloc = q
(
ptotV B − ntotCB + ptotDB − ntotDB

)
(A.43)

It is important to not that these models do not take into account the strong dependence of carrier
mobility, minority carrier lifetime and bang-gap as a function of electric field, doping and temperature
for crystalline semiconductors and has to be included in the modelling [51].

A.1.3. Recombination-Generation (R-G) statistics for crystalline semiconductors
For crystalline materials, the SRH lifetime is included to show the strong dependence on the doping
and the temperature of the material. The following relation is used to describe the increase in the
recombination process due to the temperature and doping effects [51]:

τ(T ) = τ0

(
T

T0

)α

(A.44)

τ(N) = τ0

(
N

Nonset

)β

for N > Nonset (A.45)

here τ0 is the lifetime of holes or electrons at temperature T0 (the default value is 300K), with N and
Nonset, the impurity concentration and the impurity concentration at onset respectively.

Apart from SRH recombination, Auger recombination (also known as a three particle recombination
process) which is dominant with heavy doping and Direct recombination (also known as radiative re-
combination) are also other recombination processes that can occur in crystalline semiconductors [51].
For the Auger recombination, the recombination rate is given by Eq (A.46):

R = (Cnn+ Cpp)
(
pn− n2i

)
(A.46)

Cn = CnLI

(
ND

ND + p

)
+
CHI

2

(
p

ND + p

)
(A.47)

Cp = CpLI

(
NA

NA + n

)
+
CHI

2

(
n

NA + n

)
(A.48)

where CnLI and CpLI are the Auger capture rates for electrons and holes respectively and CHI

is the capture rate at high level injection. Direct recombination is given by Eq (A.49) where B is a
constant:

R = B
(
pn− ni

2
)

(A.49)

A.2. Optical modelling - In depth Analysis
One of the main goals of any semiconductor device is to maximize the light absorption when light
is introduced to the semiconductor material. A knowledge optical generation rate parameter Gopt is
an important to achieve accurate generation rate profile. A typical semiconductor device can have
multiple layers (both thin and thick layers) with or without texturing. Use of simple absorption formulas
like the Lambert-Beer law may need to be replaced by more complex optical models. Starting with the
Lambert-Beer approach, other optical models like the GenPro models will also be discussed.
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A.2.1. Lambert-Beer law
This law is based on the fact that photon flux density reduces after passing a certain distance into the
semiconductor device due to light absorption [51]. The photon flux density at a certain thickness into
the material for a certain wavelength (λ) of light is given by the Eq. (A.50):

Φ(x, λ) = Φ0(λ) exp(−α(λ)x) (A.50)

Φ0(λ) = P (λ)
λ

hc
(A.51)

whereΦ0 is the photon flux density for an incident light of a certain wavelength, α(λ) is the absorption
coefficient of the material for a certain wavelength of light and x is the distance into the material. As
seen in Eq. (A.51), the photon flux density can be related to irradiance. The spectral generation rate
gsp(x, λ) relates to the number of electron-hole pair generated at a certain thickness into the device at
a certain wavelength of light [51]. This is then integrated over the wavelengths of light to get the optical
generation rate Gopt. These two parameters are calculated in the following equation:

gsp(x, λ) = ηgΦ
0(λ)α(λ)e−α(λ)x (A.52)

Gopt(x) =

∫ λ2

λ1

gsp(x, λ)dλ (A.53)

where ηg is the generation quantum efficiency. This value is unity if one electron-hole pair generated
by one photon is assumed. TheGopt(x) can also be related to the absorption profileA(x) by Eq. (A.54):

Gopt(x) = ηgA(x) (A.54)

The above equations can be tuned further to include reflection losses for different layers like the
front and back layers to get a more accurate generation profile.

A.2.2. GenPro1: Optical modelling for flat interface
This is based on the coherent light analysis for flat interfaces. It is used for a multi-layer semiconductor
device and estimates the optical parameters like reflectance, transmittance and absorptance. A typical
semiconductor material is characterized by its complex refractive ñ = n− iκ, with n the refractive index
of the material and k the extinction coefficient [51]. Reflectance and Transmittance is then calculated
that describe the ratio of reflected or transmitted light to the incident light at a particular interface. This
is given by the following Fresnel amplitude coefficients for reflection and transmission for an interface
between two mediums:

r̃ =
ñ0 − ñ1
ñ0 + ñ1

(A.55)

t̃ =
2ñ0

ñ0 + ñ1
(t̃ = 1 + r̃) (A.56)

where ñ0 and ñ1 are the complex refractive index of medium 0 and 1. r̃ and t̃ are complex numbers
for the reflection and transmission. The Reflectance and Transmittance can be found by the following
equations:

R = |r̃|2 (A.57)

T = 1−R (A.58)

When the light is incident at an angle to the surface, the reflectance and transmittance will also
change as shown in Fig A.3. Snell’s law is used is indicate the ratio between incident angle (given by
θ0) and reflected angle (given by θ1) at the interface for a non-absorbing medium as given in Eq. (A.59)
[51]. If an absorbing medium is used, then complex refractive indices and angles need to be used in
Eq. (A.59) instead:

n0
n1

=
sin (θ1)
sin (θ0)

(A.59)
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Figure A.3: Reflection and Transmission of incident light on a flat interface [51].

If the polarised light is taken into consideration, the complex refractive indices will differ for s-
polarised (electric field is perpendicular to the plane of incidence given by Es in Fig A.3) and p-polarised
light (electric field is parallel to the plane of incidence given by Ep in Fig A.3) [51]. The effective complex
refractive index for s and p polarise light is given by:

ñis,eff = ñi cos θ̃i (A.60)

ñip,eff =
ñi

cos θ̃i
(A.61)

Equations from (A.55) to (A.58) can then be used to find its respective reflectance and and trans-
mittance. The final reflectance and transmittance is the mean of the polarised reflectance and trans-
mittance respectively [51].

When we take a layer with two flat surfaces into consideration, light absorption and phase shift of
light can take place for a medium with a certain thickness. Multiple reflections has to be taken into ac-
count making calculation of reflectance and transmittance complex. We will take two cases of optical
behavior with respect to a beam of light [51].

For the first case, If the thickness of a layer is substantially smaller than the coherence length of the
light incident on the system, it is said to be coherent. For a normally incident light, the reflectance R,
transmittance T and total absorption A can be calculated using the following equations from Fresnel
coefficients of reflection and transmission of interfaces 1 and 2 as shown in Fig A.4 [51]:

r̃ = r̃1 +
t̃1t̃

′
1r̃2e

−2iδ̃1

1− r̃2r̃′1e
−2iδ̃1

(A.62)

t̃ =
t̃1t̃2e

−iδ̃1

1− r̃2r̃′1e
−2iδ̃1

(A.63)

δ̃1 =
2π

λ
d1ñ1 =

2π

λ
d1 (n1 − iκ1) (A.64)

R = |r̃|2 (A.65)

T =

∣∣∣∣ ñ2ñ0
∣∣∣∣ |t̃|2 (A.66)

A = 1−R− T (A.67)

Where δ̃1 is the complex phase shift of light with the real part the phase shift of light and the imaginary
part the light absorption thoughout the layer thickness d1. Finally, the normalized absorption in the layer
is given by Eq. (A.68):

A′(x) = α1

∣∣∣∣ ñ1ñ0
∣∣∣∣ ∣∣t̃1∣∣2

∣∣∣∣∣e−iδ̃1x/d1 + r̃2e
−iδ̃1e−iδ̃1(d1−x)/d1

1− r̃2r̃′1e
−2iδ̃1

∣∣∣∣∣
2

(A.68)

where α1 is the absorption coefficient of the layer
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Figure A.4: Reflection and Transmission of incident light on a layer with two interfaces [51].

There is no interference effect in the second case of an incoherent layer where light frequency and
wavelengths are not in phase, hence the reflectance and transmittance are computed by adding the the
square of the amplitudes together rather than the amplitudes itself [51]. The reflectance, transmittance,
absorption, and normalized absorption profile are then calculated using the following equations:

R = R1 +
T1R2T

′
1e

−2α1d1

1−R2R′
1e

−2α1d1
= |r̃1|2 +

∣∣t̃1∣∣2 |r̃2|2 ∣∣t̃′1∣∣2 e−2α1d1

1− |r̃2|2 |r̃′1|
2
e−2α1d1

(A.69)

T =
T1T2e

−α1d1

1−R2R′
1e

−2α1d1
=

∣∣∣∣ ñ2ñ0
∣∣∣∣

∣∣t̃1∣∣2 ∣∣t̃2∣∣2 e−α1d1

1− |r̃2|2 |r̃′1|
2
e−2α1d1

(A.70)

A = 1−R− T (A.71)

A′(x) = α1

∣∣∣∣ ñ1ñ0
∣∣∣∣ ∣∣t̃1∣∣2 e−α1x + |r̃2|2 e−α1(2d1−x)

1− |r̃2|2 |r̃′1|
2
e−2α1d1

(A.72)

Using the Fresnel coefficients for the interfaces of a coherent or incoherent single layer, we itera-
tively use this approach of characterizing a layer as an effective interface to all subsequent layers of
the system in the case of a multi-layer structure. The entire multi-layer structure is characterized as
one effective interface at the end, and the layer’s reflectance, transmittance, and absorption can be
estimated using the equations above equations for coherent or incoherent layers [51].

A.2.3. GenPro2: Optical modelling for rough interfaces by incoherent analysis
GenPro2 model uses incoherent analysis for all multi-layer semiconductors with both flat and rough
interfaces. This model is used for devices that employ light trapping techniques with the use of texturing
that scatter light (diffuse light) in different angles [51]. By the concept of conservation of energy:

Rs + Ts +
∑

Rd +
∑

Td = 1 (A.73)

where Rs is the specular reflectance, Ts is the specular transmittance, Rd is the diffuse reflectance
and Td is the diffuse transmittance. A rough interface is defined as a flat interface with minor pertur-
bations that induce dispersion in this model. In general, the reflectance and transmittance for a rough
surface is a function of incoming and outgoing light (Ωin, Ωout), the root mean square roughness (σr)
and the root mean square slopem [51]. In a real device, the incident light on a rough surface can scatter
in all directions into the surface and can be described as a half sphere distribution of outgoing light. This
half sphere as shown in Fig A.5 is described by a solid angle Ω = (θ, ϕ) with 0 ≤ θ < π/2,−π ≤ φ ≤ π.
Assumption is made that light is distributed uniformly along ϕ and therefore independent. The light
intensity F is then given in terms of solid angle in Eq. (A.74) [51].

F (Ω) = F (2π sin θ) (A.74)
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Figure A.5: Solid angle distribution of light for a rough surface [51]

Using the solid angle distribution of intensity F , an array of NxN elements can be made for re-
flectance and transmittance of light between multiple layers for specular and diffuse light. Let us take
an example of an interface with incident lights from above and below the interface as shown in Fig A.6
[51].

Figure A.6: Reflection and transmission processes for a rough interface [51]

Let the light intensities (up/down direction) in the first and second medium be F−
1 /F

+
1 and F−

2 /F
+
2

respectively. They are given by the following equations:

F−
1 = R11F

+
1 + T21F

−
2 (A.75)

F+
2 = T12F

+
1 +R22F

−
2 (A.76)

For the multi-rough surfaces with light scattering, we use assumptions that a rough surfaces reflects
the same intensity of light as a flat surface and can be represented by total reflection of the interface
including specular and diffuse light as given in Eq. (A.77) [51]:

Rs +
∑
θout

Rd = Rtot = Rflat (A.77)

Also the relation between the diffused reflected light and the total reflected light is given by Eq.
(A.78):

Rd (λ, θin , θout ) = HR (λ, θin) fR (λ, θout )Rflat (λ, θin , θout ) (A.78)

HR (λ, θin) = CR(λ)fR (λ, θin) (A.79)

where HR (λ, θin) is the haze parameter for reflected light which defines the scattering level, CR

is the scattering coefficient which is the ratio of diffuse and total reflected light and fR (λ, θout ) is the
angular distribution function of reflected light. The similar concept can be applied for specular and
diffuse transmitted light as given by the following equations:

Ts +
∑
θout

Td = Tflat (A.80)

Td (λ, θin , θout ) = HT (λ, θin) fT (λ, θout )Tflat (λ, θin , θout ) (A.81)
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HT (λ, θin) = CT (λ)fT (λ, θin) (A.82)

Finally, similar to GenPro1 model, We iteratively apply this approach of characterizing a layer as an
effective interface to all subsequent layers of the system in the case of a multi-layer structure. Assuming
that the incoming light intensities F+

1 and F−
m , optical properties of all media, and the scattering qualities

of all interfaces are all known, the light intensity F may be computed at every interface of a multilayer
structure (with m media) [51]. The wavelength absorption profile in the j-th medium is given by Eq.
(A.82):

Aj (λ, xj) =

∫
αj

cos(θ)
F−
j,xj

(Ω)dΩ+

∫
αj

cos(θ)
F+
j,xj

(Ω)dΩ (A.83)

where F+
j,xj

and F−
j,xj

are the downwards and upwards light intensities at a device depth of xj of
the j-th medium [51]. The normalised absorption profile is found using Eq. (A.83) and the generation
rate profile is calculated by integrating the absorption profile over the wavelength spectrum as given in
(A.84):

A′
j (λ, xj) =

Aj (λ, xj)∑
Ω F

+
1 (λ,Ω)

(A.84)

Gj(x) =

∫
A′

j (λ, xj) ηg(λ)Φ
0(λ)dλ (A.85)

where Φ0(λ) is the photon flux density.

A.2.4. GenPro3: Optical modelling for rough interfaces by semi-coherent anal-
ysis

In GenPro2 model, interference effect is not included since specular light is assumed to be incoher-
ent which is not true for realistic solar cells. GenPro3 model uses the combination of GenPro1 model
for coherent analysis for specular light and GenPro2 model for incoherent analysis for diffused light [51].

The coherent analysis of specular light is conducted first where modified Fresnel coefficients r̃spec
and t̃spec for reflectance and transmittance respectively, is used for textured interface as given in the
following equations:

r̃spec = r̃ ·
√
1−HR =

ñ0 − ñ1
ñ0 + ñ1

·
√
1−HR (A.86)

t̃spec = t̃ ·
√
1−HT =

2ñ0
ñ0 + ñ1

·
√

1−HT (A.87)

whereHR andHT are the haze parameters for reflected and transmitted light as seen in Eq. (A.79)
and Eq. (A.82) respectively. For flat surface, HR = HT = 0 whereas for rough surface, HR and HT

is between 0 and 1. After this, normal GenPro1 calculations as seen in Section A.2.2 is conducted to
determine coherent specular light intensities for textured surfaces for incoming light intensities Iinc1(coh)
and Iinc2(coh) for example as shown in Fig A.7 [51].

Figure A.7: Simulation of incident light for textured surface by a)coherent analysis b)incoherent analysis [51]

Iinc1(coh) and Iinc2(coh) after reflection and transmission, a part of this light is specular while the other
other art is diffused. Calculation of diffused light requires values of Iinc1 and Iinc2 but these values
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are different for coherent and incoherent analysis. The next step is to conduct incoherent analysis
using GenPro2 model as seen in Section A.2.3 for Iinc1 and Iinc2 to get Iinc1(incoh) Iinc2(incoh) and
are multiplied with a certain correction factor c1 and c2 to achieve the same value of light intensities
calculated from coherent analysis [51]. These factors are given in the following equations:

c1 =
Iinc1(coh)

Iinc1(incoh)
(A.88)

c2 =
Iinc2(coh)

Iinc2(incoh)
(A.89)

These factors are correctly applied to reflectances and transmittances of the interfaces in GenPro2
model, rather than intensities, resulting in the same effect. Specular light can still be classified as
incoherent during the calculation of dispersed light if this correction is only applied to specular intensities.
The incoherent specular part is replaced with the one estimated in the coherent analysis in the first step
at the end of incoherent analysis. The ultimate outcome of semi-coherent analysis with the GenPro3
optical model is essentially the consequence of this substitution [51].

A.2.5. GenPro4: Optical modelling using ray and wave optics
A new generation of optical simulations in 1D can be performed using a MATLAB-based program called
GenPro4, developed by Santbergen et al. [41] at the Delft University of Technology. Reflectance (R),
transmittance (T ), and absorptance (A) spectra of each layer of a solar cell, as well as their implied
photocurrent densities (Jph), can be generated with this optical model very accurately. Here wave and
ray optics are combined in this optical model [41]. This model is based on the net-radiation flux method
with an addition of light scattering effects on textured interfaces. It accounts for interference effects in
thin layers and small textures with sizes close to the wavelength of light, as well as basic ray optics in
thick layers or large textured layers [41].

Let us take a flat multi-layer device as shown in Fig A.8 to illustrate the net radiation method. At
each interface, incoming and outgoing fluxes are defined at both sides of the interface [41]. The net
radiation (in W/m2) due to all possible photon pathways is represented by each flux by a set a of linear
equations: 

qai = τi · qdi−1

qbi = ri · qai + ti · qci
qci = τi+1 · qbi+1

qdi = ti · qai + ri · qci

(A.90)

where qxi is the flux at interface i approaching from above or below the interface (x=a,b,c,d), ri and
ti are the interface reflectance and transmittance respectively found using Fresnel equations and τi
is the layer transmittance calculated from Lambert-Beer law. All fluxes can be normalized to incident
power so that they can be written in non-dimensional form. Assuming that all light is incident from the
top and none from the bottom, qa1 = 1 and qcI = 0 are obtained, where I is the total number of interfaces
[41]. R, T and Ai (which is the sum of flux entering minus the flux leaving the interface) can then be
extracted by the following equations:

R = qb1 (A.91)

T = qdI (A.92)

Ai = qdi−1 − qci−1 + qbi − qai (A.93)
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Figure A.8: A multi-layer structure with the numbering convention for layers and interfaces. a)Optical paths contributing to R,
T and Ai b)Net-radiation fluxes.

However, this approach can only be used for thick incoherent ”layers” (thick compared to the length
of coherence of light which is approximately 1 micrometer). To simulate for thin coherent ”coatings”
(thin layers are considered to be coatings for GenPro4 simulation) and take interference into account,
wave equations (that contain complex electromagnetic wave information) is used to represent fluxes
[41].

Similar to the net radiation method for flat interfaces, textured interfaces can also simulated the
same way except that the light can be propagated towards multiple directions due to light scattering.
These directions can be represented in the form of a hemisphere subdivided with angular intervals
(representing a sub flux in the form of a cone with 30 sub fluxes in one flux) as shown in Fig A.9 [41].
Every point in the propagation can be expressed in the form of azimuth (ϕ) and zenith (θ) angle. Sub
flux equations can then be expressed in terms of angular interval in the hemisphere as shown below:

qa
i = τ i · qd

i−1

qb
i = r+i · qa

i + t−i · qc
i

qc
i = τ i+1 · qb

i+1

qd
i = t+i · qa

i + r−i · qc
i

(A.94)

Here these sub fluxes are found for all the angular intervals V (usually 30 for good accuracy) and
stored in a form of a matrix (qxi (1)....qxi (V )). Similarly ri, ti and τ i are also in the form of a VxV
matrix (here ri, ti are also referred to as scattering matrices). The superscripts ”+” and ”–” are used to
differentiate the ri and ti matrices for light incident on interface i from the top and bottom, respectively.

Figure A.9: a) Propagation of light with different angular intervals in a hemispherical form at an interface b) Sub fluxes at
interface 1 [41].

Similar to the net radiation flux for flat interfaces, R, T and Ai (which is the sum of flux entering
minus the flux leaving the interface) can then be extracted for textured interfaces by summing up all
the sub fluxes for different angular interval at a particular interface and the propagation direction [41].
This is given by the following equations:
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R =
∑

qb
1 (A.95)

T =
∑

qd
I (A.96)

Ai =
∑

qd
i−1 −

∑
qc
i−1 +

∑
qb
i −

∑
qa
i (A.97)

To summarise, each interface i is defined by four scattering matrices (r+i , t
+
i , r

−
i , t

−
i ). The ma-

trix element (u,v) is used to represent the likelihood that a photon incident from angular interval v will
end up at interval u following reflection or transmission. For flat interfaces, a simple ray-optics model
based on the Fresnel equations for reflectance and transmittance and Snell’s law for refraction angles
is utilized. Wave phenomena such as interference and diffraction must be considered for surface tex-
tures with features smaller than the wavelength. GenPro4 was used to implement the scalar scattering
model described by Jäger et al. [23, 24]. A height map of the surface morphology is used as input
for this model. Wave effects can be neglected for surface textures with large feature sizes compared
to wavelengths, and ray optics can be used instead. GenPro4 does this with the help of a built-in ray
tracing model. Incident rays from interval u are emitted onto the textured interface to calculate column
u of the interface matrix, and the angular intensity distribution of rays reflected and transmitted by the
interface is recorded. This process is repeated for every incident angular interval. More information on
the calculations that are done can be referred from [41].
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Tunnel Recombination Models -

additional models

B.1. Direct Tunneling
In DT method (also called quantum tunneling method or intra-band tunnelling), the electrons/holes from
one semiconductor material band-edge can tunnel through the forbidden states of the insulating layer
and cross the other side of the insulating layer to the same band edge (CB-CB/VB-VB) of similar energy
states of another semiconductor material. There are different models related to direct tunneling given
in literature, but we shall focus on few models that are have simple and accurate expression for the
tunneling parameters.

B.1.1. Direct tunneling model proposed by Varache et al.
The model proposed by Varache et al. [48] is based on the Yang’s direct tunneling model [50] where
tunneling through a insulating layer in either VB or CB with band discontinuities at the hetero-junction
of two semiconductors were taken into account as shown in Fig B.1.

Figure B.1: Energy band diagram for a semiconductor/insulator/semiconductor layers [50]

However Varache et al. [48] proposed a similar model that was implemented in AFORS-HET (1D
solar simulator). This model assumes a fictitious insulating layer in between two semiconductors. The
insulator layer is addressed analytically instead of directly modeling it, i.e. solving the semiconductor
equations in it. The input parameters for the analytic computation are taken from the semiconduc-
tor/semiconductor interface grid-points. To arrive at the tunnelling model, following assumptions were
made. (i) No energy was lost during the tunnelling process, (ii) the tunnelling mass was same on either
side of the barrier and (iii) a rectangular tunnel barrier was considered. The foundation of all the tun-
neling models used by Verache et al. [48] was based on the Tsu-Esaki formula that was also used for

68
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the direct tunneling model proposed by Ieong et al. [18]. This is given below in Eq. (B.1) as a function
of energy E:

Je,tun =
4πqm∗

h3

∫ +∞

Emin

T (E)N(E)dE (B.1)

whereN(E) is the number of particles likely to tunnel, T (E) is the tunnelling probability of an electron
through the barrier, Emin is the minimum CB band edge energy. T (E) can be analytically derived and
can be given in the below expressions for two cases, one if the tunneling energy of the electron is
greater than the maximum barrier energy for tunnelling of the insulator Emax and two, if the tunneling
energy of the electron is less than the maximum barrier energy for tunnelling of the insulator Emax:

Ttun (E) =
4K2k1k2

K2 (k1 + k2)
2
+ (K2 + k21) (K

2 + k22) sinh
2 (Kdox)

for E ≤ Emax (B.2)

Tres (E) =
4K2k1k2

K2 (k1 + k2)
2
+ (K2 − k21) (K

2 − k22) sin
2 (Kd0x)

for E ≥ Emax (B.3)

where wave vectors (k1, k2, K) are given by:

k1 =
√

2m∗

ℏ2 (E − Emin), k2 =
√

2m∗

ℏ2 (E − Emin +∆EC)

K =
√

2M
ℏ2 (E − Emax) for E ≥ Emax, K =

√
2M
ℏ2 (Emax − E) for E ≤ Emax

(B.4)

wherem∗ is the effective tunnelling mass of electron in the semiconductor,M is effective tunnelling
mass of electron in the insulator,Emax−Emin represents the barrier height ϕB , dox is the layer thickness
of the insulator. The tunnelling and the resonant modes are represented by Ttun and Tres respectively.
N(E) can be represented by the below Eq. (B.5):

N(E) = kBT

(
exp

(
−E − EF,1

kBT

)
− exp

(
−E − EF,2

kBT

))
(B.5)

where EF,i is the quasi-Fermi level for material i. Using Maxwell-Boltzmann approximation on the
expression for carrier density, electron tunnelling current Je,tun can be expressed in the following equa-
tion:

Je,tun =
4πqm∗

h3
kBT

∫ +∞

Emin

[
n1
Nc,1

e
−E−Ec,1

kBT T (E)− n2
Nc,2

e
−E−Ec,2

kBT T (E)

]
dE (B.6)

When Emin = Ec,2 as shown in Fig B.1 is used and Eq. (B.6) is further simplified, the expression
becomes as follows:

Je,tun = A∗T 2δ

(
n2
Nc,2

− n1
Nc,1

e
−∆Ec

kBT

)
(B.7)

where δ is the tunnelling factor and is given by:

δ =

∫ ϕB
kBT

0

e−uTTun (kBTu+ Emin) du+

∫ +∞

ϕB
kBT

e−uTTres (kBTu+ Emin) du (B.8)

When electrostatic potential drop is accounted, with large inter-facial electric fields, the band dia-
gram can be slightly changed in comparison to the scenario when there is no tunnel barrier or when the
barrier is rectangular, as shown schematically in Fig B.2. The barrier height is increased or decreased
by half the amount of the electrostatic potential drop∆V in the insulator in this approximation. The inter-
facial electric field Eint, which is believed to be constant in the insulator layer, is used to determine ∆V .
Also the effective barrier height ϕB,eff can be determined in the following equations:

∆V = −d0x
ϵ

ϵ0x
Eint (B.9)

ΦB,eff = ΦB − ∆V

2
(B.10)
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Figure B.2: Energy band diagram taking into account the electrostatic potential drop [48]

B.2. Band to Band Tunneling
In BBT method (also called inter-band tunnelling or zener tunnelling), the electrons/holes from one
semiconductor material band-edge can tunnel through the forbidden states of the insulating layer and
cross the other side of the insulating layer to a different band edge (CB-VB/VB-CB) of similar energy
states of another semiconductor material. There are different models related to band to band tunneling
given in literature, but we shall focus on few models that are have simple and accurate expression for
the tunneling parameters [31, 45].

B.2.1. Band to band tunnelling model proposed by Hurkx et al.
The BBT model by Hurkx et al. [15] is very similar to the simple BBT models by Kane and Keldyshs
as seen above. Like any other BBT method, Local band bending may be sufficient to allow electrons
to tunnel from the VB into the CB if a sufficiently strong electric field exists within the device. The
right-hand side of the continuity equations includes this additional generation/recombination process.
According to Hurkx et al. [15], this additional generation/recombination process due to BBT tunnelling
is given below in Eq. (B.11):

RBBT−Hurkx = ADEP exp
(
−

BEg(T )
3/2

Eg(300 K)3/2E

)
(B.11)

This equation is similar to Eq. (??). The additional terms include the statistical factor D and the
temperature dependence on the energy band-gap of the layer Eg(T ). The Statistical factor D is given
by Eq. (B.12):

D =
np− n2i,eff

(n+ ni,eff) (p+ ni,eff)
(1− |α|) + α (B.12)

here the original equation of Hurkx is obtained if α = 0. If α = 1 results in the recombination process
as seen in Eq. (B.11) while α = −1 results in the generation process. ni,eff is the effective intrinsic
concentration of charge carriers. In many simulation softwares like TCAD Sentaurus and Silvaco Atlas,
α = 0 by default and the original Hurkx equation is used but can be changed by the user [15, 31]. The
different values of the coefficients A, B and P can be represented in the Table B.1:

Table B.1: Coefficients for the Hurkx BBT model [15, 31, 45]

P A B
2 3.4e21 cm−1s−1V −2 2.26e7 V cm−1

2 9.66e18 cm−1s−1V −2 3e7 V cm−1

2.5 4e14 cm−1/2s−1V −5/2 1.9e7 V cm−1
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B.2.2. Band to band tunnelling model proposed by A.Schenk
A. Schenk conducted a thorough investigation on BBT model [42]. After developing a rigorous theory,
an approximation solution acceptable for device simulations was produced. He demonstrates that
phonon aided BBT is typically dominant compared to any other BBT processes (for example direct
BBT). As a result, direct band-to-band tunneling is ignored. The electric field is also assumed to be
constant throughout the tunneling length in the model. As a result, it is a local tunnelling model [42].
The generation/recombination process due to Schenk’s BBT is given by the following equations:

RBBT−Schenk = AE7/2D̃


(
E∓
C
)−3/2 exp

(
−E∓

C
E

)
exp

( ℏω
kT

)
− 1

+

(
E±
C
)−3/2 exp

(
−E±

C
E

)
1− exp

(
− ℏω

kT

)
 (B.13)

D̃ =
ñp̃− n2i, eff

(ñ+ ni, eff ) (p̃+ ni, eff )
(B.14)

E±
C = B

(
Eg,eff ± ℏω

)3/2 (B.15)

In Eq. (B.15), the upper (positive sign) symbol refers to tunnelling recombination (np < n2
i,eff ) and

the lower (negative sign) symbol refers to tunnelling generation (np > n2
i,eff ), ℏω = 18.6meV refers to

the energy of transverse acoustic phonon. ñ and p̃ in Eq. (B.14) are the modified electron and hole
densities respectively and are given by the following equation:

ñ = n

(
ni,eff
NC

) γn|∇Ef,n|
E

p̃ = p

(
ni,eff
NV

) γp|∇Ef,p|
E

(B.16)

γn = n/ (n+ nref) γp = p/ (p+ pref) (B.17)

The density correction factors for electrons and holes are given in Eq. (B.17) where nref and pref
are the reference densities of electrons and holes respectively and is 103cm−3 by default in most of the
simulation softwares [42]. The parameters A and B is given in Table B.2 [31, 45].

Table B.2: Coefficients for the Schenk’s BBT model [31, 45]

A B
8.977e20 cm2s−1V −2 2.14667e7 eV (−3/2)V cm−1

B.2.3. Non-local band to band tunneling model - version 2
The band-to-band tunnelingmodels presented so far in this section determine a recombination-generation
rate at each point purely based on the local electric field value. As a result, they are referred to as local
tunnelling models. One must account for the spatial variation of the energy bands in order to represent
the tunneling process more precisely [27, 45]. One must also consider the fact that the generation and
recombination of opposing carrier types do not occur in the same spatial location and can depicted in
Fig B.3 for a reverse biased pn junction where the tunneling mechanism is believed to be elastic [27,
45]. Tunneling current may be obtained at forward bias for degenerately doped p-n junctions, resulting
in negative differential resistance in the forward I-V curve. Non-local BBT model can allow for modelling
of this forward and reverse tunnelling currents [27, 45].
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Figure B.3: Non-local BBT method [27, 45]

We now that energy band profile dynamically determines the tunnelling path. This model also does
not require the user to specify the non-local mesh. The tunnelling path is therefore determined with
the following assumptions. The tunnelling path starts from the VB in the non-local active region. The
path is then a straight line in the direction opposite to the VB gradient at the start point. The energy for
tunnelling is equal to the VB energy at start point and is also equal to the CB energy plus band offset
at the end point where the path ends at CB [31].

Let us consider a path of length l starting from x = 0 and ending at x = l with holes generated at
the start point and electron generated at the end point. BBT processes include direct BBT or phonon-
assisted BBT. For the direct BBT, the recombination rate due to direct BBT process can be given by
the following equation followed by its parameter equations:

Rd
BBT−NL = |∇EV(0)|Cd exp

(
−2

∫ l

0

κdx

)[(
exp

[
ε− Ef,n(l)

kT (l)

]
+ 1

)−1

−
(
exp

[
ε− Ef,p(0)

kT (0)

]
+ 1

)−1
]

(B.18)

Cd =
gπ

36h

(∫ l

0

dx

κ

)−1 [
1− exp

(
−k2m

∫ l

0

dx

κ

)]
(B.19)

κ =
1

ℏ

√
mrEg,tun (1− α2) (B.20)

α = − m0

2mr
+ 2

√
m0

2mr

(
ε− EV

Eg,tun
− 1

2

)
+

m2
0

16m2
r
+

1

4
(B.21)

1

mr
=

1

mV
+

1

mC
(B.22)

where g is the degeneracy factor, ϵ = EV (0) = EC(l) +∆EC(l) is the tunnelling energy. ∆C(l) can
be positive for a CB valley where minimum energy is greater than CB energy. κ is the magnitude of
the wave-vector, Eg,tun = Eg,eff +∆EC is the effective bandgap for tunnelling, The maximum valence-
band energy ϵmax and the minimum conduction-band energy ϵmin are used to calculate km, which is
the maximum transverse momentum. This and the effective mass in the CB mC and VB mV are given
below in the following equations:

k2m = min
(
k2cm =

2mC (ε− εmin)

ℏ2
, k2vm =

2mV (εmax − ε)

ℏ2

)
(B.23)

1

mC
=

1

2mr
+

1

m0

1

mV
=

1

2mr
− 1

m0
(B.24)

The recombination rate due to phonon-assisted BBT process can be given by the following equation
followed by its parameter equations:
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Rp
BBT-NL = |∇EV(0)|Cp exp

(
−2

∫ x0

0

κVdx− 2

∫ l

x0

κCdx

)
[(

exp
[
ε− EF,n(l)

kT (l)

]
+ 1

)−1

−
(
exp

[
ε− EF,p(0)

kT (0)

]
+ 1

)−1
] (B.25)

Cp =

∫ l

0

g (1 + 2Nop)D
2
op

26π2ρεopEg,tun

√
mVmC

hl
√
2mrEg,tun

dx

(∫ x0

0

dx

κV

)−1
(∫ l

x0

dx

κC

)−1

[
1− exp

(
−k2vm

∫ x0

0

dx

κV

)][
1− exp

(
−k2cm

∫ l

x0

dx

κC

)] (B.26)

where Nop = [exp(ϵop/kT ) − 1]−1 is the number of optical phonons, ϵop is the energy of the opti-
cal phonons and Dop is the deformation potential of the optical phonon, ρ is the mass density. The
magnitude of imaginary wavevectors κV and κC can be given in the following equations:

κV =
1

ℏ
√

2mV |ε− EV|Θ(ε− EV) (B.27)

κC =
1

ℏ
√
2mC |EC +∆EC − ε|Θ(EC +∆EC − ε) (B.28)

and x0 is the location where κV = κC . The above expressions can be simplified and reduced to
simple Kane [27] and Keldysh [28] models in the presence of uniform electric field and can be given in
the equation below:

RBBT-NL = A

(
E

E0

)P

exp
(
−B
E

)
(B.29)

where E0 = 1V /cm, P = 2 for direct BBT process and P = 2.5 for phonon-assisted BBT. With no
bandgap narrowing effect at a temperature of 300K, the coefficients A and B for direct BBT process is
given in the following equations:

A =
gπm

1/2
r (qE0)

2

9h2 [Eg(300 K) + ∆EC]
1/2

(B.30)

B =
π2m

1/2
r [Eg(300 K) + ∆EC]

3/2

qh
(B.31)

Likewise, the coefficients A and B for phonon-assisted BBT process is given in the following equa-
tions:

A =
g (mVmC)

3/2
(1 + 2Nop)D

2
op (qE0)

5/2

221/4h5/2m
5/4
r ρεop [Eg(300 K) + ∆EC]

7/4
(B.32)

B =
27/2πm

1/2
r [Eg(300 K) + ∆EC]

3/2

3qh
(B.33)

The default values of the parameters A, B and ϵop used in TCAD Sentaurus is given in Table B.3
[31].

Table B.3: Coefficients for the Non-local BBT model [31]

A B ϵop
4e14 cm−3s−1 1.9e7 eV (−3/2)V cm−1 0.037 eV



C
C++ code for the direct tunnelling

algorithm
We present the C++ code that in included into the ASA source code to perform the direct tunnelling
process for any kind of solar cell device.
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D
C++ code for the band to band

tunnelling algorithm
Similarly, we present the C++ code that in included into the ASA source code to perform the band to
band tunnelling process for any kind of solar cell device.
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E
Input files for the validation of the

tunnelling algorithms

E.1. ASA input file for the PN junction
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E.2. ASA input file for the Silicon hetero-junction
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E.3. ASA input file for the Perovskite-Silicon tandem
E.3.1. Genpro input file for the flat Perovskite-Silicon tandem
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E.3.2. Genpro input file for the bottom textured Perovskite-Silicon tandem

E.3.3. ASA input file for the bottom textured Perovskite-Silicon tandem
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F
Input files for the simulation of Pvk/cSi

tandem devices

F.1. Genpro input file for the improved textured Perovskite-Silicon
tandem device

90
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F.2. ASA input file for the improved textured Perovskite-Silicon tan-
dem device
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