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Abstract

The need for proper fast charging infrastructures is one of the key challenges for the wide adoption of elec-
trical vehicles (EV). The high pulsating demand of fast charging stations (FCS) together with high demand
tariffs can cause monthly DSO demand charges to account for a significant fraction of a station’s electric bill.
Therefore, weakening the business case for stations located in these high tariff regions.

To tackle this issue, demand charge management (DCM) can be applied to suppress peak power demands
at FCSs using battery energy storage systems (BESS). This enables the reduction of cost while retaining the
station’s fast charging capabilities. However, the implementation of such systems remains a large investment
and the proper BESS sizing in fast charging applications is not well studied.

This thesis proposes a multi-objective approach for optimal BESS sizing at FCSs considering demand
charges and station performance. A BESS assisted FCS model is formulated to analyse the performance of
a station’s design based on power flow, charging delays and the expected BESS lifetime. Furthermore, based
on a worst-case demand scenario, a multi-objective optimization framework is formulated using the genetic
algorithm NSGA-II to obtain the optimal BESS and grid-tie sizing for an existing FCS. Lastly, with demand
data measured at four FCSs in the Netherlands, a set of numerical case studies has been conducted in the
Mosaik and Pymoo environments to assess the feasibility and the effectiveness of the proposed formulation.
These case studies provide new insights on the demand charge reduction and optimal sizing regarding dif-
ferent station characteristics, BESS prices, and demand tariffs. These insights show how the FCS utilization
rate and installed capacity can effect the optimal BESS sizing and how different demand tariffs or BESS cost
can result in different optimal power to energy (P/E) ratios, and thus affecting the performance of a BESS.

Keywords: battery energy storage systems, demand charge management, electrical vehicles, fast charging
stations, genetic algorithms, multi-objective optimizations, nsga-I1I
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Introduction

1.1. Energy Transition

An increasing concern for the scientific community is centered around tackling the global climate change
problem. The main contribution to climate change is the rising global CO2 emissions resulting from fossil
fuel consumption. The transportation sector accounts for approximately 25% of these global energy-related
emissions. Of these emissions, around 70% is due to the use of combustion vehicles [1]. These appalling fig-
ures have promoted people to become more aware of protecting the environment and enabled governments
around the globe to set emission goals and introduce regulatory changes that encourage the reduction of
CO2 emissions. The Netherlands is a great example of this, where the Dutch government imposed a climate
agreement that states a goal of 49% carbon emission reduction by 2030 [2].

One of the major disruptions to the transportation sector, set to tackle our carbon emission problem, is
the wide adoption of electrical vehicles (EV). Replacing the use of combustion-based vehicles with EV reduces
fossil fuel consumption, hence reducing CO2 emissions and further increases energy security. With the in-
tention being, that electrification of our current transportation would use electricity produced by renewable
energy sources as fuel and lessen our overall carbon footprint.

1.2. Electric Vehicle Trends

For the last five years electric mobility has been expanding at a rapid pace. After a rapid growth (62% annually)
between 2016 and 2018, EV sales globally amounted to 2.08 million vehicles in 2018. Despite the slow down
in 2019 (which is attributed to the shrink of the overall light vehicle market), EV sales still managed to lead a
significant market share growth that year and hit 2.3 million vehicles [3]. With China remaining the largest
market, followed by Europe and the US. This growth can be observed in the market share charts given in
Figure 1.1. With this current pace Mckinsey predicts approximately 10 to 11 million EVs in the US alone by
2030 [4].
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Figure 1.1: Global EV sales between 2016 and 2019 in million units (3]

The 3 main driving factors of this strong growth are:
¢ Policies and incentives
¢ Battery Technology
¢ Charging infrastructures

Due to geo-strategic reasons, as well as public awareness and desire for sustainability, governments on

an international level are introducing stricter CO2 regulations on the combustion engine car industry. These
policies and incentives are either imposed on the manufacturers or consumers. A great example of this is
found in the EU, where recently introduced regulation fines car manufacturers for not complying with the
set CO2 target of 95 grams per km by 2021. Similarly, the California Zero Emission Vehicle program in the
US introduces new requirements for manufacturers to increase their selling share of EVs to be permitted to
continue selling combustion engine vehicles. Both of these regulations are meant to pressure manufacturers
to make the move to EV [3].
On the consumer side, great examples of incentives can be found in Germany, where in 2020 the federal gov-
ernment increased the EV price subsidies by 50% and extended them until 2025. Consumer incentives can
also be non-monetary, an increasing number of municipalities are exempting EVs from their restriction on
vehicles entering the city center. In China for example, on top of the current tier 1 cities, 10 to 20 additional
cities are to be included to their congestion reduction plan by 2025 [3].

The Dutch government took a step further and implemented a complete ban on emission producing pas-
senger cars by 2030 [2]. This legalisation is expected to cause a surge in the number of EVs in the Netherlands.
Using these trends, Elaadnl projects the following growth figures shown in Table 1.1. This outlook is a mid-
scenario projection for the Dutch EV situation in 2035 [5].

Table 1.1: The expected EV share for different vehicle modalities in the Netherlands [5].

ElaadNL Outlook 2035 (Mid scenario)

. Current  Future Electricity demand
Vehicle Type EVshare EVshare EV Amount (TWh) pg year
Passenger vehicles  2.2% 35% 3,000,000 7.8
Public Busses 17.8% 95% 4,700 0.6
Delivery vehicles 1.7 % 61% 618,600 3.7
City logistics trucks  0.5% 83% 25,000 1.2

Freight trucks 0% 42% 48,500 49
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Although advances in battery technology and charging infrastructures have aided in the recent growth of
EV sales. They continue to be the cause of challenges for wide adoption of EVs. The batteries of EVs are still
not comparable to gas tanks of combustion vehicles today. Concerns related to charging speeds and driving
range continue to be wide spread among consumers. This fear is known as 'range anxiety’ or 'charging anx-
iety’ [6]. A study performed on consumers even suggest, that 83% of consumers who would not consider an
EV, cited battery life and charging anxiety as the reason [7]. This makes having a proper fast charging infras-
tructure essential for the wide adoption of EVs.

1.3. Fast Charging Trends and Challenges

Currently, most fast charging stations (FCS) have a single or multi-stall configuration and offer charging
speeds ranging from 50 to 175kW per stall, with some hosts already extending this power up to 350kW [8].
Worldwide, ambitious plans are in place for expanding the current fast charging infrastructures. In Europe,
five of the largest car manufacturers are collaborating under the name Ionity to build a fast-charger network
of 400 stations by 2020 [9]. In the US, one manufacturer is investing USD 2 billion in fast-charging stations
along freeways in 39 US states and public chargers in 17 metropolitan areas. In Asia, the Chinese State Grid
Corporation is constructing 120,000 charging stations in central and eastern China by 2020 [3].

Apart from the EV manufacturers, the success of fast charging hosts is becoming more prevalent. Fastned for
example in the Netherlands went from a small startup to a well established fast charging host in western Eu-
rope owning and operating already 118 stations in the Netherlands, Belgium, Germany and UK. Ultimately,
Fastned strives to expand their network to 1000 stations in Europe [8]. Additionally, also the oil and gas in-
dustry are making the move to EV by investing into their own EV charging initiatives such as, New Motion
(Shell), Ecotricity (BP) and Pitpoint (Total) [10].

Currently, fast charging is mostly only seen as a facilitator of long-distance driving for electric vehicles. For
this reason, the deployment of FCS generally occurs next to freeways. However, as EV ownership increases
in urban areas, city planners and officials are contemplating whether inner-city FCS can be the alternative
for the growing congestion of slow public chargers [11]. Additionally, other transportation methods such as
busses, taxis and trucks are also becoming electric. Such modalities will also require fast charging infrastruc-
tures to accommodate their intense usage patterns [12]. In the Netherlands alone, Elaadnl projects between
2400 to 7900 fast charging points by 2025. Even with the lowest projections this equals a doubling of the
current scenario [10]. These projections are given in Figure 1.2.
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Figure 1.2: The expected growth of fast charging points in the Netherlands [10]

The same study also analysed the challenges FCS hosts will face due to these projections. According to
their study, location issues and the high dependency on distribution system operator (DSO) tariffs are the two
major concerns. Station location is an issue because not all petrol station or points of interests for FCSs can
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provide the desired grid capacity. GVB a bus operator in the Netherlands is currently facing these issues while
transitioning to an electric bus fleet. Due to the requirement of multiple fast charging points in the inner-city
routes of Amsterdam, costly grid-enforcement’s are being performed to supply this demand [13].

The operational costs for FCSs are highly dependent on the DSO demand tariffs [10]. Demand charges is a
fee based on the highest measured peak power (in kW) during a monthly billing period. The demand tariff is
the price per kW the DSO uses to determine the monthly demand charges. In the Netherlands these demand
tariffs range between EUR 2 to 3/kW and are quite low compared to other countries. However, outside of the
Netherlands demand tariffs vary significantly between DSOs, in the US half of all DSOs have a demand tariff
of $15/kW and higher, where some states like New York have a demand tariff of more than $50/kW [14]. In
Europe, Switzerland also has high demand tariffs ranging from 4 to 14.4 €/kW [15].

Because demand charges account for a significant portion of a FCSs electric bill, the economic impact of high
demand charges can quickly weaken the business case for a FCS. For some FCS this can be up to 90% of its
electric bill [4]. Under such circumstances there is a clear incentive for FCS to limit their peak power usage
[14].

By implementing peak-shaving with battery energy storage systems (BESS) assisted power balance, both the
DSOs and FCSs can tackle these capacity and high demand charge issues. Examples of such pilot projects can
already be found in the field. Alfen a dutch BESS integrator together with Shell, are currently running such
pilot projects where a 350kWh battery is being incorporated for peak shaving at one of Shell’s ultra fast EV
charging station [16].

1.4. Battery Energy Storage Trends

In addition to the rapid growth of EV, the transition to more wind and solar in our power system also had sig-
nificant impact on energy storage trends. The amount of installed energy storage capacity around the world
is expected to see an exponential increase by 2040. BNEF predicts this to go from the current 9IGW/172GWh
to around 1095GW/2850 GWh as shown in Figure 1.3, with China and the US having the larger share of these
installations.
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Figure 1.3: Global cumulative energy storage installations projections by BNEF [17]

Having dominated the consumer electronics market and now being the dominating technology for the
EV market, lithium-ion based energy storage continues to have the largest share of 48% in the currently de-
ployed energy storage around the globe as shown in Figure 1.4 [18]. Due to this large share, the technology
experienced a 85% reduction in costs between 2010-2018 and is predicted to further halve in cost by 2030
[17]. This sharp decline in cost will aid the future energy storage growth and will add huge scale to the battery
manufacturing sector.

Because of Lithium-ion’s outstanding performance in efficiency, fast response, low self discharge and long
lifetime, the technology has also become an attractive contender for the short and medium time stationary
applications [19]. Of the different families of Li-ion technology available on the market, lithium iron phos-
phate (LFP) based batteries are seen as the key player for grid-connected applications. Praised for its long
lifetime and low self-discharge, the cost of LFP based BESS projects are also expected to drop from €490/kWh
to around €190/kWh by 2030 [20]. A significant decrease, making the business case for behind-the-meter



1.5. Thesis Motivation 5

Total MW
Deployed:
3,371

= Sodium Sulfur Battery

= Lithium-ion Battery
Lead Acid Battery
Sodium Metal Halide
Battery

= Flow Battery

= CAES

= Flywheels

® Electro-chemical Asse
Capacitor

Figure 1.4: Breakdown the energy storage deployed internationally by technology type, excluding pumped hydro storage [18].

applications such as peak-shaving at FCS even more attractive.

1.5. Thesis Motivation

1.5.1. Problem statement

To achieve wide adoption of EVs and reduce the so-called 'range anxiety’ among EV owners, major changes
would have to come to our current EV fast charging infrastructure. To assist long-range EV travel this entails
the mass deployment of FCSs along freeways and other points of interest. Additionally, urban cities would
have to facilitate public fast charging points intended for other EV modalities or inhabitants in dense living
areas where access to domestic charging is limited. With charging speeds from a single stall already ranging
from 50 to 375 kW. FCSs with a number of charging points are electrical loads that create large demand spikes
in the electricity grid during peak usage. For DSOs, this might result in grid-congestion on the distribution
grid and lead to costly grid infrastructure reinforcements. Likewise, for FCS hosts this can lead to costly grid-
connection upgrades and high demand charges.

Both issues can be deferred or mitigated by suppressing these high peak demands using peak shaving
techniques. Simplest solution is to resort to power balancing techniques to perform demand charge manage-
ment (DCM). However, this simply decreases the charging speeds during peak moments, increases charging
duration and might result into long queuing. Making this solution undesired for most FCS owners and users.
Most literature suggests BESS assisted DCM as a solution for reducing demand charges. The BESS can serve
as a buffer between the grid-tie and the EV demand. This would limit the peak power being supplied from the
grid-tie while retaining some fast charging capabilities being supplied by the BESS. However, BESS projects
remain a large investment and the FCS’s charging has to have some reliability. Therefore, making it difficult
to find the optimal sizing of such system. Furthermore, the technical feasibility and business case for such
systems are influenced by multiple factors such as the station utilization, technology prices and DSO tariffs.
Additionally, the irregular nature of FCS demand might accelerate BESS degradation due to complicated cy-
cling profiles. For this reason, multiple key performance indexes of a BESS assisted FCS should be analysed
before determining an optimal design. Recent studies suggests these to be primarily operational costs and
waiting times. Using these objectives a trade-off can be found between the grid-tie reduction and BESS sizing
in order to reduce demand charges while retaining acceptable charging speeds.

Therefore, a multi-objective optimization (MOO) framework can be constructed to find a Pareto-front
with the optimal BESS and grid-tie sizing based on reducing DCM costs and charging delays. DCM costs
comprises of the demand charges and BESS related costs. Charging delays are extra charging time users ex-
perience when both the BESS and grid-tie capacity supply the FCS demand, therefore resorting to reduced
charging speeds. In this thesis a multi-objective approach for optimal BESS sizing is proposed to perform
DCM at FCSs. Moreover, this framework uses the genetic algorithm NSGA-II to perform the design opti-
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mization. Both the FCS model and design optimization are implemented in the python based simulation
framework Mosaik and MOO framework Pymoo, respectively.

1.5.2. Previous work survey

This section gives a survey of the existing research conducted on BESS assisted FCSs. Moreover, research on
related topics such as, grid impact due to EV charging, FCS demand, BESS sizing optimizations and BESS
degradation are also given. With this survey a research gap is identified in the current literature that gives
form to the thesis objectives.

Alarge portion of the current literature on how to mitigate the impact of EV on the distribution grids are
focused on coordinated charging techniques and on integration of renewable energy sources (RES) with en-
ergy storage for slow charging applications in the distribution grid [21-24]. However, most of these studies do
not directly translate to FCS applications due to the load demand differences and the contradiction in objec-
tives the two possess.

The general impact of EV charging on the distribution grid is reviewed in study [25]. With the impact of
FCS specifically on the distribution grid being studied in paper [26]. This study performed an analysis of a FCS
located in a rural area in the US and concluded that FCSs causes higher transformer loading percentages, dis-
torted demand curves, voltage flickering above permitted limits, and voltage drop below the allowable limit
of 0,95 pu. To determine a FCS demand curve, the papers [26-28] carried out a Monte Carlo simulation using
arrival distributions of EV battery capacities and state of charge (SOC) in combination with traffic densities
to generate a load profile for a FCS. Unlike the other approaches based on the Monte Carlo procedure, paper
[29] determines the expected power requirements of a FCS with an analytical probabilistic procedure. Here
the the battery size and SOC of the EVs are assumed as input independent random variables. It should be
noted that to the author’s knowledge there is no literature that included a FCS demand profile obtained from
actual power measurements.

Due to these impacts on the distribution grid, papers [26, 27, 30] suggests the deployment of energy
storage as a necessary action to be able to keep FCSs in the distribution grid in the future. The papers
[6, 15, 28, 31-37] study the integration of energy storage in EV fast charging applications. In [34], an optimiza-
tion on the energy and power rating is studied for energy storage applications at FCSs, however, this study
was limited to a flywheel and super capacitor energy storage. Papers [31, 35, 37] all present a mixed-integer
linear programming (MILP) formulation of these systems and performs a single objective optimization based
on operational costs. In [31] and [32] the feasibility of adding frequency containment reserve (FCR) as sec-
ond function for the BESS is investigated. Both papers concluded that FCR does not impact performance on
the FCS and paper [31] obtained a 10% increase in revenues due to the additional grid services. However,
it should be mentioned that the cost analysis is performed on one case that is sized specifically for FCR in-
clusion. Furthermore, this study also contained an analysis of the BESS degradation using a thermal model
and concluded that a FCS does not have significant impact on the degradation. It should be noted, that the
amount of cycles and cycle depth were not taken into consideration in the degradation model and the EoL
criterion was set to 30%. In [15] and [6] a FCS sizing methods based on waiting times at the station is pro-
posed. Remarkable is that both study suggests these waiting times to not exceed 5 to 6 minutes. In both study
the waiting times are dependent on the stochastic EV arrival times, number of charging points available and
size of the BESS implemented. Both papers performed a simple cost analysis on the sizing calculated and
confirmed it’s economical feasibility. In [38] a more extensive study was performed on the mitigation of EV
congestion at FCSs by the amount of charging units installed based on waiting time and cost-benefit. In this
paper the FCS service is modeled in terms of queuing and uses charging records in Japan to determine the
future waiting times.

Currently to the author’s knowledge the literature does not include studies performing a multi-objective
optimization for BESS assisted FCSs. However, there are some literature studying MOOs for EV charging sta-
tion planning and extensive literature on MOOs being applied to sizing for micro-grid and distribution grid
applications. In [39] a multi-stage search strategy was implemented to realise a distribution network expan-
sion planning incorporating the impact of EV charging stations. In [40] and [41] both authors used genetic
algorithms for solving a multi-objective planning of EV charging station location challenges. Outside of EV
charging, [42] proposed the use of genetic algorithms to solve energy unit commitment challenges. In the
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studies performed in [43-49] all authors employed genetic algorithms (GA) to solve multi-objective energy
storage related challenges for the distribution grid or micro-grid applications. Where operational costs, RES
production, BESS lifetime and location were taken into consideration.

The general literature on battery degradation is also quite extensive, the following literature’s investigates
the degradation of BESS considering complex cycling profiles. In [50] the cycle-life degradation of Li-ion bat-
teries due to solar photo-voltaic variability is studied. In [51], [52] and [53] the degradation of sodium-sulfur
and Li-ion batteries respectively, are analysed for frequency regulation applications. In [54] the same assess-
ment is performed for short term wind power applications. These literature all used a cycle counting method
to determine the degradation and models based on accelerated battery ageing tests. A thermal based and
throughput based model is presented in [55] and [56], respectively, however both models are based on bat-
tery operating conditions in automotive applications.

1.5.3. Research questions and objectives

From the literature it is clear that BESS is a feasible solution for reducing the peak power demands and de-
mand charges at FCS. Currently, the literature contains mostly research on sizing optimizations based on one
objective, either costs or waiting times. Whereas research into multi-objective optimizations investigating
how both objectives impact the BESS sizing and limited grid-tie ratings is lacking. These aspects are impor-
tant to FCS owners due to the large investments of BESS projects and the limited trade-off on waiting times
(quality of service) at FCSs. Furthermore, the literature lacks studies on the effect that battery degradation
might have due to the complex cycling for FCS applications. Lastly, all literature implemented a stochastic
method based on petrol station data for estimating the FCS load profile. This gives a good example for a
scenario where the activities at FCSs resembles petrol station activities. However, as suggested in [11] and
[57], even in a fully adopted EV scenario this would never be the case since EV possesses multiple charging
(tanking) options compared to conventional combustion vehicles (which only possesses one). This implies
that the future scenario for FCSs are likely not to resemble current petrol station activities. With this thesis
project energy measurement data are acquired from a set FCSs located in the Netherlands, from these data
demand profiles are generated to perform the design optimizations and assess the feasibility of the proposed
framework. In short the goal of this thesis is to develop a MOO framework using genetic algorithms for opti-
mal BESS and grid-tie sizing at FCSs in order to reduce demand charges and charging delays.

To accomplish this goal the following research objectives serve as a guideline for the thesis.

Methodology

* A literature review is performed on EV fast charging, demand charge management, BESS and multi-
objective optimizations.

* An analytical model was developed in Mosaik to asses the performance of a BESS assisted FCS based
on power flow, charging delays and BESS lifetime.

* A genetic multi-objective optimization framework is formulated to optimize the design of the system
with the objective of minimizing demand charges and charging delays. This optimization model is
implemented in Pymoo and is scripted in python to communicate between the FCS model.

* The optimization results are compared against DCM without BESS for different study cases and the FCS
performance assessed for a set of optimal solutions. All result plots are generated using Matplotlib in

python.

Research Questions
¢ How to formulate a multi-objective optimization framework for optimal BESS and grid-tie sizing in
order to minimize demand charges and charging delays at FCS?
How is the BESS modeled in the system?
How are the charging delays modeled in the system?

What objective functions are required for the proposed optimization strategy?
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¢ How do FCS demand influences the optimal design?
¢ How do demand tariffs and BESS costs influence the optimal design parameters?

e What impact do the sizing framework have on the BESS lifetime?

1.5.4. Thesis Outline

Chapter 1: Introduction

This chapter gives a brief introduction to the current trends and developments of the main research domains
of this thesis: electrical vehicles, fast charging and battery energy storage systems. Furthermore, the thesis
description is given, a survey is performed on the related literature, the research gap is analysed, and research
questions for this thesis defined.

Chapter 2: Literature Review

This chapter gives an extensive literature review on knowledge required to perform this research. This reviews
EV fast charging state of the art, demand charge management, grid connected BESS and multi-objective op-
timizations.

Chapter 3: Fast Charging Station Model

This chapter gives a detailed description of the design choices for the proposed FCS model. This model
comprises of 5 modules, EV demand, EMS, BESS, Lifetime model and quality of service model, and is imple-
mented in a python based simulation framework Mosaik.

Chapter 4: Design Optimization Problem Formulation

This chapter presents the formulation for the design optimization problem. The objective functions and de-
sign constraints are given. Using the FCS model, a heuristic approach based on NSGA-II is proposed to solve
this multi-objective design problem.

Chapter 5: Optimization & Simulation Results

In this chapter the proposed sizing framework is assessed using a set of numerical case studies. These case
studies are presented, the optimization results are shown and analysed, and the performance of a set of opti-
mal solution is studied.

Chapter 6: Conclusion and Recommendations
This chapter gives answers to the research questions, summarizes the main contributions of this thesis and
gives recommendations on further research in this domain.



Literature Review

This chapter gives a review of the state of the art on the related topics. First, the most recent and forthcoming
fast charging technologies and standards are discussed, as well as the most recent research on the demand
and the challenges these face to the grid. Secondly, DSO related topics are discussed centered around the
most recent developments in demand charges and DCM. Then, a number of grid-connected energy storage
technologies are compared, applications, sizing considerations, and modeling concerns elaborated. Lastly,
the focus is shifted to multi-objective optimizations, where genetic algorithms are explained and compared.

2.1. EV Fast Charging

In general EV charging stations are comprised of the following components, a charging cord, charging stand,
plug attachment, power outlet, vehicle connector and protection system. There are two ways an EV can
charge at these stations, either with an on-board or off-board charger.

On-board chargers are power electronics located inside these vehicles that permits owners to charge their
vehicle everywhere where a standard AC connection is available. Nonetheless, these on-board chargers are
limited by their power ratings due to the weight, space and cost constraints associated with EVs. Charging
infrastructures that includes off-board chargers seek to extend these limitations by placing the power elec-
tronics outside the vehicle.

The IEC 61851-1 standard describes 3 modes for AC charging and one mode for DC charging. These modes
are categorized by their connection types and charging speeds. Mode 1 chargers are standard one phase
AC connections with charging powers up to 3.7 kW and are mostly used in domestic situations. Mode 2 are
medium power AC connections between 3.7 kW and 22 kW and can be mostly found in semi-public locations.
Mode 3 are high power AC connections larger than 22kW and are mostly only available in public locations.
Lastly, mode 4 are high power DC connections larger than 22 kW and are located only in public locations such
as FCSs [58]. An overview of these modes are presented in Table 2.1.

2.1.1. FCS configurations

Typically, FCSs are either installed as a single-stall unit or multi-stall stations. Each stall includes an off-
board charger with a rating between 50 to 350 kW. Due to these high power ratings multi-stall stations can
easily reach a total power rating of above 1MW per station. Examples of these high-power multi-stalls config-
urations are seen at Tesla supercharger stations [59] or Fastned stations in Europe|[8].

Currently, there are two types oflocal distribution configurations for state of the art stations, the AC-connected

Table 2.1: IEC 61851-1 Charging Modes [58]

IEC 61851-1 Charging Modes
Model AC <3.7kW
Mode2 AC 3.7-22kW
Mode3 AC >22kW
Mode4 DC >22kW
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and the DC-connected configurations. Both has its advantages and disadvantages, however due to the matu-
rity of AC distribution technology paired with well established standards, the AC-connected variant is more
widely implemented [60]. The AC-connected systems compromises of a step-down transformer and a three
phase AC bus feeding multiple charging stalls. Each stall having it's own two stage AC/DC and DC/DC con-
verters. Additionally, a RES or BESS can also be connected to the AC feeder via the same procedure, increas-
ing the number of total converters required. However, employing AC-connected configurations increases
system complexity and cost, while at the same time also decreasing the systems efficiency. In contrast to AC-
connected systems, DC-connected configurations include one central front-end AC/DC converter followed
by a LV rectifier stage or solid state transformer (SST) (that provides the rectification), a voltage step-down and
isolation [60]. This combination introduces a DC bus where each stall, RES and BESS can be interfaced using
only a DC/DC converter. This reduces the number of converters in the system and increases efficiency. Fur-
thermore, replacing bulky line-frequency transformers with smaller high frequency SSTs reduces the compo-
nent sizes significantly. This introduces better utilization of station site and further increases power efficiency.
Despite it's advantages, DC-connected systems possesses unique challenges in DC metering, protection and
it’s lack of established standards [60]. A diagram of both configurations is presented in Figure 2.1.
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Figure 2.1: Electrical configuration for FCSs [60]

2.1.2. State of the art technology and standards

The IEC-62196 standard defines four different EV plug configurations developed by various governing bodies
related to EV fast charging. These standards are, GB/T (120 kW), CHAdeMo (400kW), CCS Type 1 (120kW) and
CCS type 2 (175 kW) [61]. In addition to these four standards, Tesla also posses it's own proprietary charging
standard with charging capabilities up to 135kW. However, most Tesla EVs in Europe comes included with the
CCS type 2 charger to provide 175kW charging [62]. Figure 2.2 gives an overview of these five charging stan-
dards, a diagram of their respective socket and electrical ratings. From this it can be seen that the CHAdeMo
standard enables the highest power rating of 350kW.

Standard CHAdeMo GB/T CCS Type 1 CCS Type 2 Tesla
1IEEE 2030.1.1 GB/T 202343 SAE J1772 IEC 62196-3
1IEC 62196-3 IEC 62196-3 1IEC 62196-3 (Configuration FF)

(Configuration AA) (Configuration BB) (Configuration EE)

Brex

@ ogo Y O
Coupler Inlet Q@Q 00 OO, o
000,
(00) 55/
Maximum Voltage 1000 V 1000 V 600 V 1000 V 410 vV
Maximum Current 400 A 250 A 200 A 200 A 330 A
Available Power 400 kW 120 kW 150 kW 175 kW 135 kW

Figure 2.2: An overview of the standardized EV sockets capable of DC charging [61] [62]

The limitations on obtaining higher charging speeds are primarily due to physical limitations on cables
weight and thermal stresses [63]. Ongoing research are investigating methods on overcoming these con-
straints, the most promising candidates are cable liquid cooling and wireless charging.

Wireless charging or contact-less charging uses inductive power transfer (IPT) technology to transfer energy
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between loosely coupled charging-pads. Although still in the research phase, this technology is becoming
increasingly more accepted and can make great contributions to autonomous charging or help lift physical
cable limitations. [63].

Another EV development accelerating research on higher charging speeds are electric trucks. Due to this
demanding modality, en-route FCSs capable of charging above 1MW are needed to make regional trans-
portation and long distance travel for electric trucks feasible [5]. Charin is a collaboration concern between
multiple parties within the EV industry and is currently developing this charging standard of IMW for EVs.
The standard is called high power charging for commercial vehicles (HPCCV) and is expected to be delivered
by 2021 [64].

2.1.3. Load demand

In addition to the number of stalls, FCS demands on a session scale are highly dependent on the distribution
of EV arrival times, SOC and model type. Various vehicle models posses different charging power capabili-
ties, time of arrival influences the daily distribution of charging sessions and the SOC of EVs at arrival impacts
the power and duration of each individual session [15]. Figure 2.3 displays how the charging speed capabil-
ities varies for different EV manufacturers at 175kW chargers. Moreover, it is visible how the vehicle SOC
significantly impacts the charging speeds. As the SOC increases during charging the speed decreases, with a
safety limit included around 80%, indicating the end of the charging session. This limit is imposed to avoid
overcharging and accelerated battery degradation of the EV [65].
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Figure 2.3: Charging speed curves at 175kW chargers for different EV models [65]

In contrast to domestic charging, the FCS demand on a daily scale differs significantly. A greater portion
of FCS activities are mainly concentrated around the center of the day and at the end of the working hours on
weekdays [66]. This is contrary to domestic slow charging that occurs overnight when owners are at home.
Figure 2.4 displays an example of the daily charge session distribution at a Fastned FCS, which gives us an
idea of the shape of daily demand profiles.
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% of charge sessions per hour

Figure 2.4: Distribution of fast charging sessions throughout the day (24 hours) at Fastned stations [66]

Due to the lack of actual FCS demand data various studies in literature resort to stochastic methods such
as Monte Carlo simulations to generate a FCS demand profile from petrol station data [67]. These methods
generate good approximations of the power demand in a scenario where FCS activities would resemble petrol
station activities. Figure 2.5 shows an example of a daily demand profile generated for weekdays and week-
ends. Nevertheless, various studies comparing the use patterns at FCS versus petrol stations opposes this
scenario [57]. Despite the longer charging (tanking) duration of EVs, the activities at FCSs will most certainly
not resemble petrol stations in the future. This due to the additional charging options EVs posses (such as
home and workplace charging) compared to conventional combustion vehicles (with only one) [11].
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Figure 2.5: A weekday (left) and weekend (right) FCS demand profile generated from petrol station data [37].

On a yearly basis, factors such as seasonal differences in usage and temperature primarily influences the
demand. During vacation periods for example, freeways are more occupied due to traveling and likewise,
during the wintertime people tend to travel more by car instead of using other transportation methods. Fur-
thermore, extreme temperatures also impact charging speeds and storage capacities [8]. Further introducing
complexities to predicting a proper FCS’s demand profile. Regardless of this, the period with the highest
charging activities at FCSs is around Christmas (December and January) [68]. This is due to a combination of
cold weather and increase in holiday travels.

For other fast charging applications, the load demand can be completely different. These demands will
likely correlate with the usage patterns of the station’s intended EV modality [11]. Electric busses for example,
to their traveling schedules and taxis to the distance between various points of interest within a city such as
airports, city center, tourist attractions etc.

2.1.4. Impact to the distribution grid

Compared to slow domestic charging, FCS loads has less detrimental effects on the distribution grid. This
is due to the fact that FCSs or fast charging points are mostly connected on a robust section of the MV dis-
tribution grid [8]. However, in weaker (rural areas) or highly congested areas of the grid, the high pulsating
demand of large FCS loads can still pose negative effects to the grid. This high pulsating effect can cause dis-
torted and increased peak demand of the distribution transformer loading. Moreover, in addition to voltage
drops, voltage flickering can be introduced to the system, affecting sensitive loads further down the grid [26].
Figure 2.6 shows an example of these effects on the distribution grid being caused by a 3SMW FCS located in
a rural area inside the US. It shows an increase of 9% in peak transformer loading and an additional voltage
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drop of 2%, exceeding the allowable limit set by the national electrical code in the US (0.95 pu).
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Figure 2.6: Impact of large FCS on distribution transformer loading (left), and system bus voltage (right) [26].

Furthermore, FCS also introduces challenges to the grid-planning of DSO’s. In areas farther from a busi-
ness district, including rural areas, finding sufficient transformer capacity for FCSs is a frequent issue [69].
Likewise, even in dense urban areas a connection to the MV grid is not always directly available [5]. Both can
result in costly network upgrades for the DSOs and FCS owners.
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2.2. Demand Charge Management

The main objectives of a distribution system operators (DSO) is to deliver reliable and low cost grid operation
to it’s customers. To achieve these objectives the following value drivers can be defined:

¢ Grid component investments

¢ Capacity utilization factor

¢ Component lifetime

¢ Operation cost (incl. resistive losses)

¢ Instrumentation and automation efforts

In most cases capacity on the grid is sufficient, this is attributed due to fact that in practice the grid ca-

pacity is usually oversized with safety margins taken into design. However, with the rapid growth of EV and
RES, capacity might not stay sufficient anymore and congestion can occur in the distribution grid. Grid con-
gestion refers to a situation where the demand active power transfer exceed the transfer capability of the grid
(design parameters). This transfer capability is limited by the following constraints, voltage limits, thermal
limits of cables and transformers, MVar bands or protection settings [70]. With the FCS impact analysed in
section 2.1.4, these constraints are also relevant for FCS applications.
Congestion mitigation is generally associated with two strategy types, type 1 is the increase transfer capac-
ity, type 2 is the use of coordinated throughput deferral or curtailment strategies [70]. Type 1, can be imple-
mented by simply upgrading the distribution infrastructure with a larger capacity and type 2 with coordinated
EV charging, active power curtailment, peak shaving, congestion markets etc. Due to the large investments
associated with type 1 strategies, type 2 is usually first investigated.

2.2.1. Demand charges

DSO tariffs have significant impact on operational costs of FCSs. The electricity pricing of a DSO consists of 2
main variables, the consumption charges and demand charges. The consumption charges is a kWh fee for the
amount of energy transported by the grid-connection over the monthly billing cycle. The demand charges
is the fee for the maximum peak power measured (in kW) within a monthly billing cycle. These demand
charges can account for more than 90% of a monthly electric bill of a FCS [4]. Depending on the geographical
location and utility jurisdictions, commercial customers are subject to different demand charges by their
DSO. For example, in the US half of the utilities have a demand tariff above $15/kW. These rates ranges from
$2/kW all the way up to $90/kW. States where EVs are more common (such as New York and California) tend
to have high demand charges, in the extreme case of New York City (NYC) demand tariffs can be up to $50/kW
[14]. Figure 2.7 depicts the differences of demand charge rates by utility service territories in the US.

Maximum Demand
Charge ($)
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Figure 2.7: Maximum demand charge rates by utility service territory in the US [14]
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Similarly to the US, the demand tariffs in Europe also differs per region. With countries such as the Nether-
lands having rather a low demand tariff of around €3/kW, while Switzerland can have demand tariffs of up
to €14.4/kW. To avert the resulting high demand charges in these regions, DCM can be performed in order to
decrease the peak demand.

DCM is a frequently used method at commercial and industrial facilities to reduce monthly demand
charges [71]. This can occur in different ways, the simplest method is to simply perform demand side man-
agement. Demand side management entails the rescheduling of consumption or curtailment of demand.
However, this is not desirable in commercial applications since customers comfort is interrupted [72]. An-
other method is to perform BESS assisted peak-shaving. In this behind the meter application the BESS serves
as a buffer between the grid and load, shifting the demand during peak times to un-peak times [73]. Even
with the large investment costs of BESS, the study in [74] suggested a break-even demand tariff of around
$9/kW for most BESS supported peak-shaving projects in North-America before 2016. Moreover, based on
the cost reduction of Li-ion batteries, this could fall to $4 to $5 per kW by 2020.

For FCSs DCM can be performed to either reduce the demand charges at a under-utilized station or to extend
the capacities at highly-utilized stations. Consequently, DCM also reduces the impact FCSs can have on the
distribution grid.
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2.3. Grid-connected Energy Storage Systems

This section gives a literature review on grid-connected energy storage systems. The focus is laid on the
lithium-ion technology where the performance and degradation modeling are reviewed along with various
sizing methods.

In general grid connected energy storage systems are energy storage’s coupled to the grid with the pur-
pose of providing ancillary services such as peak-shaving, voltage control, frequency response, controlled
islanding, day ahead optimization etc. [75]. The energy storage component of these systems can be catego-
rized into 3 storage classes, electrical, electrochemical and mechanical. Figure 2.8 gives an overview of these
storage classes with their corresponding subgroup of technologies.

Electrical energy storage technologies
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Figure 2.8: Various Energy storage technologies [73]

Mechanical

The 3 most common mechanical storage types are flywheels , pumped hydro storage (PHS) and compressed
air energy storage (CAES).

Flywheels stores energy by speeding up a low friction rotor. This way the energy is stored into motion. Fly-
wheels are normally used for short period discharges and are good for power quality improvement. However,
they have low life expectancy [73].

PHS has the highest number of installed capacity around the world. This type of energy storage stores energy
by pumping water from a lower basin to an upper basin. when the energy is required, the water is released
and flows back down through turbines producing electricity. Although PHS can store large amounts of energy,
the costs tend to be high and large spaces and specific geographical locations are required for PHS projects
[73].

CAES technology uses an electrical motor to store energy in the form of compressed air inside a volume. How-
ever, this technology requires a large amount of space for high energy amounts. Similarly, liquid air energy
storage (LAES) stores energy by liquefying air into tanks and releases this stored energy by expanding the lig-
uefied air in a turbine. In contrast to CAES, LAES does not have geographical constraints [73].

Electrical
Electrical energy storage types utilizes either electric or magnetic fields for storing energy. Capacitors stores
energy in the form of electric fields between two oppositely charged plates and superconductors stores en-
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ergy in the form of a magnetic field around a superconducting coil. Both has fast responding characteristics
and are good for power quality and suppression of intermittency of RES. However, they have low energy den-
sities and are prone to fire explosions [73].

Electrochemical

Electrochemical type storage stores energy by converting electricity into a chemical form and the reverse pro-
cess when the stored energy is discharged. Electrically charging occurs when an externally applied voltage is
higher than the open circuit voltage of the battery. The most common technologies available are lead acid,
nickel cadmium (NiCd), sodium sulphur (NaS), lithium-ion (Li-ion) and many more. Due to this class’s fast
response time, fast discharge time, high power capability, high efficiency, cost and scalability, they are con-
sidered the most versatile technology for grid applications [75].

A recent development in the electrochemical class, are Redox flow batteries. These batteries uses two elec-
trolytes as energy carriers. The two electrolytes are divided by an ion-selective membrane separator, which
allows selected ions to pass and complete the chemical reaction during charging and discharging. This pro-
cess allows for the decoupling of the energy capacity and power capability of flow batteries. The capacity
correlates with the volumes of active materials, while the power capability determined by the membrane sur-
face area. [75]

A grid connected BESS utilizes a electrochemical energy storage technology. In addition to the energy
storage component, a grid-connected BESS includes a system coupling and grid integration section as de-
picted in Figure 2.9. Battery & storage systems are defined as the parallel connection of several packs (or
racks) and these packs contain cells which are grouped into modules. These modules are then connected
in a particular series/parallel configuration depending on the systems electrical specifications. Included in
this, a thermal management system (TMS), energy management system (EMS) and depending on the grid
type a DC/AC power converter. The TMS regulates the modules temperature within the safety margins and
the EMS performs energy management for the battery system based on a dispatch program. Both of these
components receives an aggregated module level information from the battery management system (BMS).
In addition to module state information, the BMS are essential to avoid energy unbalances between modules
and provide protection against hazardous and inefficient operating conditions such as under or over-voltages
[75]. In most cases the battery & storage system block receives it’s power from a DC/AC converter that sup-
port bi-directional power flow between the bus bar and the battery. Depending on the voltage rating and
current type of the bus bar, a DC/DC stage is present. Together these components are usually grouped inside
a container housing, equipped with fire safety protection systems and cooling systems [73].

Furthermore, a system coupling is present in the form of a step-down/up transformer between the grid and
power converter to integrate other loads and RES connected to the grid. For micro-grid applications these
grid integration components are mostly located before the system coupling.

Battery & Storage System System Coupling Grid Integration

TMS EMS e @
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Cell Module TPack

Figure 2.9: Simplified schematic of a BESS, power electronics coupling and grid integration [19].
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2.3.1. Lithium-ion based batteries

Analysing the core energy storing technology is essential to understanding the performance and degradation
characteristics of the complete energy storage system. Lithium-ion batteries (LIB) are rechargeable batteries
where the electrodes are composed of lithium intercalation materials, in which the lithium ions are interca-
lated between layers of the electrode material, e.g cobalt oxide or graphite. This yield to a reversible process
[75]. The family of LIB chemistries are broad and each of them has it’s own characteristics and limitations.
For grid applications of LIB there are 3 dominant chemistry’s frequently considered, NMC, NCA, LFP and LTO
chemistries.

Lithium Nickel Manganese Cobalt oxide batteries also referred as NMC batteries provides a good trade
off between lifetime, safety and energy density when compared to the other chemistry’s. Due to this, NMC
batteries are among the most used chemistrys in automotive and portable applications which also drive down
it's cost. The automotive NMC batteries are expected to be used in grid applications as second life batteries
coming from the automotive industry.

The nickel cobalt aluminum oxide (NCA) chemistry offers a high volumetric energy density at the cost of
cycle life performance and safety. However, due to it’s high energy density this chemistry is also attractive for
automotive applications attributing to a competitive cost compared to NMC [75].

The lithium iron phosphate (LFP) chemistry is highly suitable for grid services. This due to it’s long lifetime,
relatively low cost, high safety and high power capabilities. Moreover, the low voltage swing of LFP batteries
allows for cheaper and efficient power electronics converter design. The drawbacks of LFP batteries are their
reduced energy density compared to NMC and NCA. This is also explain why this chemistry is less frequently
found in automotive applications [52].

The lithium titanate oxide (LTO) chemistryis seen as good candidate for future grid applications. The material
further outperforms LFP in high lifetime and safety. However, due to it's recent entrance in the battery market,
the chemistry remains costly compared to the other types. Table 2.2 shows an overview of the characteristics
comparison between these chemistries.

Table 2.2: Performance comparison of lithium-ion chemistries found in stationary applications [19]

Characteristic NMC NCA LFP LTO

Cost ++ + - --
Safety - -- + ++
Lifetime - - + ++
Energy Density + ++ - --

2.3.2. Ageing and lifetime

The ageing of batteries lead to capacity decrease and power fading. Regardless of the chemistry, the ageing
mechanism of lithium-ion batteries are complex, highly dependent on the operating conditions and origi-
nates from multiple processes. In general these complex process are divided into two ageing mechanisms,
the calendar-life degradation and cycle-life degradation.

The calendar-life degradation occurs when the battery storage is idle and is mainly driven by side reactions
resulting from thermodynamic instabilities of the applied storage chemistry [19]. Moreover, the rate of this
degradation is dependent by the idle time, SOC and ambient temperature. This degradation accelerates when
the SOC and temperature values are high [52].

The cycle-life degradation are kinetically induced effects such as volume or concentration variations result-
ing from usage of the battery storage. This can be either characterised in the form of energy throughput or
more commonly in the total number and depth of discharge (DOD) of cycles being performed by the battery.
In general, the cycle-lifetime is not constant, but increases as the DOD decreases. The total amount of cycles
a BESS can perform might be several times higher for a DOD of 10% than for 80%. This aspect is important for
applications with high amount of micro-cycles, making multiple micro-cycles that are super positioned over
a main cycle to degrade the battery much less than one main cycle [75]. Moreover, the rate of degradation
is dependent on operating conditions such as average SOC-level and the ambient temperature during each
cycle [52]. Where once more, high average SOC-levels and high temperatures accelerates this degradation.
It should be also noted, that some literature might mention high C-rates as a possible culprit for accelerated
cycle degradation, however studies has shown, these accelerated degradation to be indirectly caused by high
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ohmic heating, and therefore caused by temperature rise [56].

By summing up these two degradation factors together one can determine the expected lifetime of the BESS
during design. Because the capacity fade occurs significantly faster than the power capability fade, the life-
time of a BESS is defined as the time it takes for it'’s capacity fade to reach the end of life (EoL) criteria [76].
This EoL criteria can be different for each application. However, the most commonly used EoL is 80% taken
from reliability standard IEC62660-1 for li-ion batteries in EV applications. For this reason when a BESS being
dimensioned, it is essential to determine the lifetime of the BESS for the specific application [73].

2.3.3. Grid-connected Applications

In the modern grids, BESS can interact with the grid and load in various ways to perform it’s intended task.
These tasks can be categorized into several grid-connected application families, the ancillary services, the
behind-the-meter, the energy trade and the grid-support families [19].

Ancillary services uses grid-connected BESS to retain the balance between the power generation and load at
all times. This is mostly applied in frequency regulation, black start and droop control. Furthermore, these
applications usually posses regulatory constraints (such as market profit schemes or frequency regulations)
that should be well analysed in order to achieve profitable BESS operation.

Behind-the-meter applications are frequently found at commercial and industrial users and are mostly cen-
tered around either reducing the electrical bill or comply to a particular DSO regulation. Examples of such
applications are, PV-BESS systems, peak-shaving and ramping control.

The energy trade applications are mostly performed by enterprises and aims at buying/selling of electricity
according to market fluctuations. Lastly, the grid-support family entails applications that serves to defer or
completely avoid costly grid reinforcement measures. Herein falls, voltage support, EV-grid integration and
balance management [19]. An overview of these application families is given in Table 2.3.

Table 2.3: Various BESS tasks classified into application families

Application Family Application Stakeholder
Frequency Regulation Enterprise
Ancillary Service Black-start Electric Utility
Droop control All feeders
PV-BESS Private sector
Behind-the-meter = Peak-shaving Industry
Ramping control RES feeders
Energy Trade Arbitrage Enterprise
Voltage Support DSO/Enterprise
Grid Support EV-Grid integration DSO/Enterprise

Balance Management DSO

2.3.4. Sizing
To design and size a grid-connected BESS to perform a desired task, a study done in [75] lists the following
key performance indicators (KPIs) as the most important ones to consider:

* Cost per total energy throughput [€/kWh]
¢ Cost per power capability [€/kW]

* Energy capacity [KWh]

* Power capability [kW]

¢ Discharge time [min]

¢ Charge time [min]

* Energy efficiency [%]

 Lifetime (in the specified application) [year]
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Noticeably, volume, weight and thermal characteristics are omitted from this list. This because in most
grid-connected applications these omitted characteristics do not pose challenges to the design. Space is of-
ten not an issue and ambient temperature conditions are typically regulated at around 25 °C with the TMS.

The typical sizing method for a BESS occurs with the help of a so-called duty cycle analysis [75]. Firstly,
the use cases need to be identified and corresponding power profiles either obtained from experimental data
or formed based on estimations. One use-case or several use-cases are then selected to represent the average
usage or worst case usage over an average day, week or month. This average will be the baseline for the
performance evaluation and lifetime prediction. From this analysis the following important components are
determined:

 Energy requirement

From the energy profile the largest energy content should act as a baseline for the minimum re-
quirements for the energy capacity

¢ Power requirement

From the power profile continuous and peak (dis)charge power can be extracted as well as other
measures related to the electrical ratings of the storage and interfaced power electronics.

* Expected degradation

For a simple duty cycle analysis only the number of cycles for a certain period is extracted. How-
ever, the idle time and temperature can also be determined to get a better estimate of the lifetime.

These values are then used as a starting point for the iterative process of evaluating different commer-
cially available solutions in terms of performance, lifetime and cost. For applications with simple duty-cycles
this method can be done by hand calculations. However, for complex duty-cycles model based-dimensioning
tools are required. Model based-dimensioning and validation of BESS utilizes BESS models to simulate the
duty cycle to obtain the performance, lifetime and cost [75]. This method is often used by battery manufac-
turers and battery system integrators to validate their battery designs.

2.3.5. Modeling

Depending on the required level of detail a BESS can be modeled in different ways. In general a battery
model consists of 3 sub parts, the battery management model, the battery performance model and the battery
lifetime model as shown in Figure 2.10.

/ Battery Modeling \

Battery Management Model
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maximization, risk-averse etc.)

!

Battery Performance Model
(Power, SOC, Voltage etc.)
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Figure 2.10: A generic battery modeling framework for economical assessments [77].

The battery management model aims to generate the dispatch signals than can manipulate the battery
performance based on the desired task. This block usually includes the EMS, which follows a dispatch algo-
rithm that charges or discharges the BESS at the desired moments.

The performance model describes the technical performance and the physical limitations of the battery
system. This can be measured by the state variables like SOC, (dis)charge power, voltages etc. Depending on
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the complexity level and objective there is a variety of ways to model the performance of a battery. Models
often used to determine physical aspects and properties of batteries are, the electrochemical models or elec-
trical model. These models mimic the batteries behavior by simulating the chemical processes that occur
inside the battery or uses electrical circuits, respectively. In terms of long-term economic analysis of battery
systems, analytical models which describes the battery at a higher level of abstraction are good enough. In
such cases only several variables like SOC, charging/discharging power, efficiency and energy capacity are
required in the performance model [77].

The battery lifetime model predicts the capacity decrease and power capability fade for a certain duty
cycle. This way either the expected lifetime or state of health (SOH) of a battery can be simulated. Lifetime
modeling is of high importance for a reliable BESS sizing and cost estimation. Moreover, modeling the per-
formance degradation during it’s lifetime can aid in the selection of the optimal EMS scheme. There are two
approaches to lifetime modelling, the post-processing and online approach.

The online approach combines the performance model with a lifetime model by updating the performance
parameters as the ageing processes progresses in time. Typically post-processing models are very accurate,
however, they require complex performance model types such as electrochemical or electrical models that
increases computational time [76].

The post-processing approach provides only information about the remaining lifetime after a certain pe-
riod without updating the performance model. This approach is based on the concept of incremental loss
of lifetime caused by the operating conditions and can also be divided into two sub-groups, the throughput
counting models and cycle counting models. The throughput counting models simply counts the amount
of charge (Ah) or energy (Wh) that passed through the battery and compare this to the maximum through-
put value the battery can handle before reaching the EOL criterion. The cycle counting models are more
commonly used and are based on the assumption that the magnitude and number the cycles determines the
fraction of consumed lifetime. Henceforth, the total battery degradation is modeled as a sum of degrada-
tion from all cycles [78]. The higher the magnitude and the number of cycles the faster the battery reaches
the EOL criterion. This way cycle counting models obtain higher accuracy than throughput models. Never-
theless, both post-processing models significantly reduces the complexity and computational time required
when compared to the online approach [76].

A commonly used cycle counting model for applications with complex cycles is the Rain-flow cycle count-
ing method. The algorithm is a generic cycle counting technique that can extract the cycle and range infor-
mation from an irregular time series data. Originally used in mechanical engineering for the estimation of
material failure by counting fatigue cycles [79]. A slightly modified algorithm can be implemented to extract
the frequency and DOD of cycles that a BESS has gone through within a given SOC profile [50]. One impor-
tant assumption that the algorithm adopts from the Palmgren-miner rule, is that the sequence of cycles does
not influence the lifetime of the battery. For example, a high DOD cycle followed by a low DOD cycle has the
same impact on the lifetime as a low DOD cycle followed by a high DOD cycle [53]. Utilizing the rain-flow
cycle algorithm together with a cycle-life curve, the expected lifetime of a BESS can be estimated using the
flow-chart in Figure 2.11. This cycle-life curve can be either obtained from models available in literature such
as [53] or obtained from empirical cycle-life curves or calendar-life curves available from battery manufactur-
ers. Figure 2.12 shows an example of a cycle-life curve and calendar-life curve generated from the LFP lifetime
model proposed in [53]. A more detailed explanation of the rain-flow cycle counting algorithm procedure is
included in appendix A.
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2.4. Multi-objective optimizations

This section contains a literature review on multi-objective optimizations. The definition to multi-objective
problems is presented and the different solving methods reviewed. Due to the scope of this thesis, the focus
is further laid on genetic algorithms, with the attention specifically to the NSGA-II algorithm.

2.4.1. Multi-objective problems

In general terms, the optimization process seeks to minimize or maximize the value of a function by finding
the values of the variables from a given domain. The goal is to find values of the variables which are optimal
with respect to one or more objectives while respecting all the constraints.

Multi-objective problems (MOPs) are optimization problems that involves more than one competing or con-
flicting objective functions subject to equality and inequality constraints. Most real-world problem searches
and optimization problems involves multi-objectives. The problem formulation in it’s simplest form is given
by equation (2.1).

mini}nize ), f2(x),..., fmu(x)

subjectto g;(x) <0, j=12,...,],
hr(x) =0, k=12,...,K,

xr sxisx?, i=12,...,N

(2.1)

This formulation represents a MOP with M objectives, N variables, ] inequality constraints and K equality
constrains. Additionally, the lower and upper boundaries (xiL and xly) for each variable x; are also defined.

There are two types of methods available to solve MOPs, the preference based procedure and the ideal
procedure. The preference based procedure can be implemented using both the conventional weighted for-
mula approach (user-defined parameters) or the lexicographic approach (ranks in order of priority) [80]. Both
approach formulates the MOP into a single objective problem, giving the possibility of solving these problems
using the more classical single objective optimizers such as linear programming, dynamic programming or
non-linear programming. However, high-level decision information is required prior to the optimization in
order to determine the weighing factor of each objective. In most real life MOPs these high level information
are not usually known beforehand.

The preference based procedure can be explained in the 3 steps depicted in Figure 2.13:

* Step 1: Using high level information a weighing factor vector w is determined for every objective func-
tion.

» Step 2: The preference vector w is then used to formulate the MOP into a single objective problem.

¢ Step 3: This single objective problem can then be optimized using a single objective optimizer to find
the optimal solution.

The ideal method is implemented using the Pareto approach. Named after the 19th century engineer,
economist and sociologist Vilfredo Pareto, this approach searches for as many feasible solutions as possible
and returns with a ranking procedure a set of non-dominated solutions to the user. Non-dominated solu-
tions contains a set optimal solutions where there are no one solution better than the other [81]. However
this method requires the use of the more unorthodox metaheruristic optimizers such as evolutionary algo-
rithms, particle swarming optimization (PSO), simulated annealing, and ant colony optimizations [82]. These
optimizers solve MOPs by efficiently exploring the search space with the goal of finding near-optimal solu-
tions using less computational effort. Hence, they do not guarantee that a global optimum can found, but
rather give a good approximation of this.

Figure 2.14 gives a depiction of the two steps procedure for the ideal method:

e Step 1: Calculate multiple trade-off optimal solutions with a wide range of values for the objective
functions using a MOO algorithms. These wide range of optimal solutions is a Pareto front.

¢ Step 2: Once the Pareto front is obtained, choose one of the solutions using high-level information.



24 2. Literature Review

Multi-objective

Problem
) Estimate a relative
min fl Higher-Level importance vector
min i
f2 Information (w1, ws ..., wy)
min fy
One optimum \ 4
solution
A Single-objective
- Single-objective | Problem
] optimizer F=wfi+wafo+...
+wn fn
A
>
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2.4.2. Genetic algorithms

Evolutionary algorithms (EAs) are a set of algorithms that can solve multi-objective problems by applying
nature’s evolutionary principles to search for a set of Pareto solutions. What makes EAs unique, is its ability
to find multiple optimal solutions in one single run [80]. These algorithms all start by initializing a set of
solutions (defined as a population) and proceeds by preforming an iterative loop. In each iteration the EAs,
firstly, evaluate the current population of solutions and selects a new population based on a certain selection
criteria. Secondly, it determines whether a set of optimum solutions are found based on an ending criterion.
Lastly, if this ending criterion is not met, the existing population are then combined to generate a new set of
solutions and the process is repeated.

Genetic Algorithms (GAs) are a subset of EAs that construct it’s population using genetic like operators
such as selection, crossover and mutation [80]. In general the process of a GA can be described in 5 steps:

¢ Encoding: In this step the points in the parameters space get transformed into bit stream representa-
tions called chromosomes.

* Fitness evaluation: The fitness of each members are evaluated according to the objective functions.

* Selection: Depending on the fitness evaluation of the solutions the proper solutions are selected for
the next generation.

* Crossover: This step is unique to genetic algorithms, since it exploits the potential of a gene pool by
swapping two bits of the parent solution to generate two new offspring solutions using methods such
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as simulated binary crossover [83].

¢ Mutation: This step mimics mutation on a chromosome by flipping a bit with a probability equal to a
given mutation probability. This rate of mutation is often very low, just like in nature.

The last four steps are repeated until either the Pareto front has been reached or the termination criterion
is met. Figure 2.15 displays an abstraction of this iterative process.
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Figure 2.15: An abstraction of the procedure in genetic algorithms

Commonly used GAs are:

¢ Non-dominated sorting GA (NSGA): Uses a fitness assignment scheme which prefers non-dominated
solutions and by using sharing strategy diversity among solutions of each non-dominated front. This
method progresses to the pareto optimal region front-wise.

* Vector-evaluated genetic algorithm (VEGA): Permits crossover between any two solutions in the entire
population. This because a crossover between any two good solutions each corresponding to different
objective may produce offspring with good compromised solutions. Mutation is applied on each indi-
vidual a usual.

¢ Niched Pareto GA (NPGA): Uses a binary tournament selection procedure and may be found to be
computationally efficient in solving problems having many objectives.

When comparing GAs to other stochastic optimization techniques such as particle swarm, ant colony and
annealing etc., GAs often posses better accuracy in it’s solutions, while the other techniques often only give a
good approximation [80]. However, this makes GAs more computational intensive than the other techniques,
and thus depending on the computational speed requirement of an application the correct approach can be
selected. For design optimizations, obtaining accurate optimal solutions is more crucial than speed, hence
the popularity of GAs for these applications.

2.4.3. NSGA-II

Proposed by Deb et al. in [84], the elitist non-dominated sorting GA or NSGA-II is an improvement algorithm
to the early version of NSGA. In addition to diversity preserving and emphasis on non-dominated solutions,
NSGA-II ensures elitism by comparing the parent and offspring populations collectively. The algorithm works
as follows. Initially, using random sampling, a random parent population Py of size N is generated and the
first generation is initiated. At any generation t, an offspring population Q; is generated from the parent
population P; employing the typical genetic operators. Afterwards, P; and Q; are combined into population
R; of size 2N and sorted based on the rank of the non-dominating fronts (Fj, F>, ....). From these sorted fronts
the new parent population P;;; of size N is filled one at the time with highest rank fronts first and so on. All
fronts that cannot be accommodated will be rejected. However, in the situation when the last allowed front
consists of more points than the remaining slots available, as shown in Figure 2.16.
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Figure 2.16: The NSGA-II procedure [84].

The points within that front are then sorted based on diversity and the highest are included. The diversity
ranking or crowded-sorting is achieved based on the crowding distance d; of any solution i. Here, d; is simply
the perimeter of the cuboid formed by using the nearest neighbors in the objective space as the vertices
depicted in Figure 2.17. This algorithm can be implemented using the python based MOO environment
Pymoo which is further reviewed in detail in appendix C.

Figure 2.17: The crowding distance calculation [84].



Fast Charging Station Model Design

This chapter presents the proposed BESS assisted FCS model that can simulate the performance of a FCS.
This model includes several modules: EV demand, EMS, BESS, lifetime, and QoS. For each module the input
and output signals are addressed, the function of the module given, and the design choices explained.

3.1. Fast Charging Station Model

In general the FCS model simulates the power flows inside a BESS assisted FCS. The configuration being
modeled is the AC configuration FCS shown in Figure 3.1. This FCS includes a N number of DC fast charging
stalls, a BESS and a MV/LV transformer that couples the station to the MV grid. The AC configuration is
selected due to it’s maturity and standard of application at most FCS [60]. Furthermore, the task intended for
the BESS is to perform peak-shaving on the demand in order to restrict the grid-tie power to a set limit, and
thus reducing the stations demand charges.

BESS
DC/DC

Mv I
Grid MV/LV AC/DC

o

Demand profile
measurement point

DC Fast
Charging stalls

Stall 1 LI | Stall N

Figure 3.1: A system diagram of a BESS assisted AC connected FCS

From this system the following electrical components are modeled, the grid-tie demand, the FCS demand
profile, the EMS and stationary BESS. Moreover, the model includes the performance parameters BESS life-
time and charging delays. The BESS lifetime helps to asses the costs associated to the BESS and the charging
delays give an assessment of the quality of service being provided by the FCS design.

Furthermore, an important assumption made regarding the charging delays, is that when both the restricted
grid-tie and BESS reaches their designed power limits, it is assumed that a simple power balancing technique
is being employed by the charging stalls. This results in equally divided charging delays among active stalls.

27
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The main goal of this model is to assess the performance of a BESS assisted FCS design based on 3 design
parameters and a FCS demand profile. The input and output parameters associated with the model are given
in Table 3.1.

Table 3.1: Input and output parameters for the FCS models.

Input Unit
BESS Capacity kwh
BESS Power Rating kw

Maximum Grid-tie Power kW
FCS Demand (1 minres.) kW

Output Unit
BESS SoC %
Power Flow kw
Charging Delays minutes
BESS Lifetime years

Since charging sessions at FCSs can range from 10-30 minutes and the maximum permissible charging
delays are between 0-6 minutes, a model resolution (simulation step #) of 1 minute is selected. This will
ensures the capture of the session scale characteristics in the FCS demand profile and give a close approxi-
mation of the charging delays. It should be noted however, that due to the post-processing nature of the BESS
lifetime model, this parameter is calculated at the end of each simulation. All other parameters are calculated
each simulation step t.

3.2. Model Diagram

Figure 3.2 depicts every module within the FCS model including their corresponding inter-connection and
data exchange. The blue lines represents the physical power flows, the red dotted lines the signal exchange
between each modules and the green lines the performance related results. During the simulation only the
red signals are exchanged between modules and the blue and green lines are represented as output results
from these modules. In total the model consist of 5 modules, the EV demand, EMS, BESS, lifetime and QoS.
Furthermore, the complete model is implemented inside the python based Mosaik simulation environment,
which is reviewed in detail in appendix B.
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\ Pems.disit :
Pb,ch,t Pb,dis,t : SOCb’t
Y
' [ > '
: . Lifetime
------------ | F-----@---»
_______________ > BESS Model
Pb,dis,t ‘ Lexp

Figure 3.2: System diagram of the complete FCS model.
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3.3. Station Demand

The module "EV demand" models the total power demand of all EVs charging at the FCS. For each simu-
lation interval ¢, this module generates the EV power demand Pgy,; in kW for a defined station. For this
a pre-defined minute scale power demand profile of a FCS is required for the initialization. As previously
mentioned in section 2.1.3, these profiles can either be estimated from stochastic models or obtained from
measurement data. This module is implemented in Mosaik using a csv wrapper that include the discrete val-
ues of the demand profile. Moreover, physically this module receives the available FCS charging power Prcs, s
which later is explained together with the QoS module.

This project uses energy measurements in kWh (1 minute samples) from January obtained at four FCSs
in the Netherlands. Using these measurements a demand profile can be generated. The power demand pro-
file in kW is obtained by simply differentiating the kWh measurements over the sampled time. Using actual
demand data has it’s advantages of giving a more realistic view of the current power demands at FCSs. Fur-
thermore, it will make session level power variations and differences in station utilization rates visible in the
simulation. However, because the complex effects of the EV growth on the demand profile falls outside the
scope of this project. The measurements obtained from January are assumed to be worst case demand for
each data set. Figure 3.3 shows an example of a FCS demand for a week in January at a station with 450 kW
of installed charging capacity. It should be also mentioned that in order to comply with data sharing agree-
ments, the date-time and station names included in this thesis are made fictitious on purpose.

Station D
500 :F _________________________________________ —— FCS Power Demand i
Peak Demand
400 1 — = Installed Capacity
== Avg. Demand
£ 3001 i
= \ i
1}
2 ]
5 200 ‘ ‘ ‘ ‘
1001 o il
‘ \ I ﬁl\ _ ] \ _ X\ \m’ _ .I‘ [T k i\‘ ‘ _ 'W
o SCHA™ AT TR0 AN N T~ St T T il
o o o NS o o SN A0
1011,0\ 101"”0 10”:"0\, 1011'0\’ Qﬂ,o\ 011,03 cﬂ,o\ Qﬁ,o\
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Datetime [yy-mm-dd]

v 2

Figure 3.3: Example of a FCS demand for a week in January.

3.4. Energy Management System

As explained in section 2.3, the EMS performs power controls for the battery system according to a dispatch
program. In this model the EMS is regarded as the central unit of the system. This model performs the correct
power flow controls for the FCS in order to dispatch the BESS correctly for peak-shaving purposes, and thus
avoid exceeding the designed grid-tie values.
The objectives of the EMS module are the following:

» Limit the grid-tie power to an assigned value.

¢ Determine the required charge and discharge power from the BESS.

» Apply typical SOC constraints to the BESS in order to avoid accelerated degradation.

¢ Determine the system’s power capability to supply the stalls.

Initialization parameters: maximum grid-tie capacity (Pg'“*) [kW]

Inputs: EV power demand (Pgy,;) [kW], BESS SoC (SoCy, ;) [%]

Outputs: EMS discharge power signal (Pe;s,qis,r) [KW], EMS charge power signal (Pe;s,cn,;) [kW] and BESS
mode signal (B;;04¢), grid-tie power (Pg,;) [kW]
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These objectives are achieved by performing the following control flow chart shown in Figure 3.4 for every
simulation step ¢. The control can be described in two general paths, a charging path and discharging path.

Charging of the BESS occurs when the demand of the station (denoted as Py ;) is smaller than the max-
imum grid-tie capacity (denoted as PZ'“*). When this is the case, first the BESS SOC are checked, if this
is within the upper constraints, the EMS signals the BESS to charge with the remaining power available
(Pems,ch,r) from the grid-tie. However, if the BESS is full (above 90%), the grid-tie Pg ; will continue to fol-
low the demand and the BESS will go into idle mode. The power values for the EMS charge signal during
BESS charging are defined by (3.1).

Pems,ch,tngmx_Pev,t 3.1)

For the discharging path, when the FCS demand is larger than the grid-tie capacity, the lower SOC con-
straints are checked, if within limits the EMS commands the BESS to discharge the remainder of the power
above the grid-tie capacity. However, this occurs within the BESS ratings which are constrained in the BESS
module. Likewise, if the BESS is empty (below 5%), the BESS will enter idle mode. When in idle mode in
the discharge situation the demand cannot be met and the FCS will resort to power balancing decreasing
it's charging speeds, thus resulting into charging delays. Additionally, at end of each path the dispatch sig-
nal B4 is defined according to the followed path. This signal ensures that the BESS cannot discharge and
charge at the same time. Equation (3.2) describes the EMS power signal during discharge and (3.3) the upper
and lower SOC constraints. Furthermore, (3.4) describes the the power values for the grid-tie during both
conditions.

Pems,dis,t:Pev,t_P(,;nax 3.2)
5% = SoCp,; =90% (3.3)
p Pev,i +Ppcnt,  Ppve < PG (3.4)
Gt = .
Pénax’ PEVJZP?&X
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y

Pgyy > PRe®
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Pems,dis,t =0 Pems,ch,i =0
Binode = charge Biode = discharge

Figure 3.4: Control Flowchart for the EMS model

3.5. BESS Model

Because only energy content and power flows are being analysed by our model, the analytical BESS modeling
approach suffices. These models are simple and describes the BESS at a higher level of abstraction [77]. In
analytical models the SOC, charging/discharging power, efficiency and energy capacity are required to model
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it's performance.

The objectives of the BESS module are the following:
* Dispatch the BESS in the correct mode according to the EMS signals.
* Model the inverter efficiency curve.
* Model the physical power and energy constraints.
¢ Model the charge and discharge of energy.

Initialization parameters: BESS capacity (Eg‘ax) [kWh] and BESS power rating (Pgm) (kW]

Inputs: EMS discharge power signal (Pess,4i5,:) [kW], EMS charge power signal (Peps,ch,:) [kW] and BESS
mode (Bj,0de)

Outputs: SOC (SoCy,;) [%], BESS discharge power (Py, 4;5,;) [kW] and BESS discharge power (Pp,¢p,,;) [kW]

3.5.1. Operation and controls

For each simulation step ¢ the control flowchart in Figure 3.5 is executed. According to the battery mode
signal received from the EMS, the battery either goes into charge, discharge or idle mode. In both charge and
discharge mode, the power constraints are applied to the power signal, the inverter efficiency determined
and energy added or removed from the previous BESS energy content (Ep ;). To convert the power into
energy (kW to kWh) the power is multiplied by the factor 1/60. Furthermore, in idle mode the BESS does not
charge nor discharge any energy. (3.5) describes this charging, discharging and idling procedure, and (3.6) the
energy constraint applied to the BESS. This constraint ensures that the BESS cannot be charged or discharged
outside of the physical boundaries. Lastly, at the end of each step the SOC is determined by (3.7).

INPUT DATA:

- Mode Signal

- Charge Demand

- Discharge Demand

Broge == Cha?“ge Birode == discharg
Power Power
constraints constraints
Inverter Inverter
efficiency efficiency
v v v
Charge Discharge Idle
Ey; Ey; Eyy = Ep;
\i \i \i
SOC
SOC},

Figure 3.5: Control flowchart for the BESS model
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Ppcn,t
Epi1+ 62) ‘n (Pb,ch,t) » Bmode = Charge
_ Py ai 1
Epi=1E,, - —2dist, ,  Bmode = Discharge 3.5)
’ 60  1(Ppais)
Ept-1, Bode = 1dle

0<Ep,<E" (3.6)
Ep:

S0Cy,; = —z5 - 100% 3.7)
Eb

3.5.2. Power capability

To ensure the BESS model (dis)charges within it's power capabilities, power constraints are applied according
the BESS’s rating and physical limitations. The following constraints, (3.8) and (3.9) limits the charging and
discharging power of the battery to its maximum power rating found in the battery’s data sheet. For sim-
plicity this model assumes that both the charging and discharging ratings are equal, meanwhile in real life
depending on the technology this can differ.

0< Ppep; < PO (3.8)

0< Pb,dis,t < Plr]nax 3.9)

As previously explained in section 2.1.3, the charge/discharge power of a battery is not fully constant over
the full range of SOCs, at low (around 15%) levels and high (around 80%) levels the power linearly decreases
[73]. This linear decrease during discharging and charging can be described by the following constraints
(3.10) and (3.11). Here Sy, and Sy, 4 are defined as the upper and lower SOC limits for maximum power
delivery, these equals 80% and 15%, respectively. Figure (3.6) gives a plot of the four different constraints
applied to the BESS model.

max
Phons < B Enf;x -1 (3.10)
1-Spcn \ E
max
p Ep,
Ppais,e = pmax (3.11)
Spais \ £},
0 \
0.8 1
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Figure 3.6: Power capability curve obtained with the BESS power constraints
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3.5.3. Inverter efficiency

The efficiency of a BESS is a combination of the battery efficiency and invert efficiency. Inverter efficiencies
are normally very high (= 98%), however at low power this weakens allot. These losses are caused by con-
verter losses. The battery efficiencies on the other hand are caused by ohmic losses and are very high at low
power (almost 100% efficiency) and linearly weakens up to around 96% as the power increases to full power
[85].

The charging and discharging power flows between the battery and inverter are depicted in Figure 3.7a.
In this figure, the AC side power flows (P%) are assumed to represent the BESS power (P}, cj,; O Pp gis,¢)
including their constraints. Furthermore, the DC side power flows (P%°) represents the actual energy being
charged or discharged from the battery after the efficiencies are applied. From (3.5), it is clear that the inverter
efficiency 1,5, (P) is a function of these AC side power flows.
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Figure 3.7: (a) Power flows between the BESS and inverter, (b) Piece-wise inverter efficiency curve model

The easiest approach to model an inverter efficiency function 7;,, (P) is as constant of 96% which can
be seen as an average. However, this will result in large errors at low power ranges in applications where full
range of power is required such as in peak-shaving. Another approach is to model the complete non-linear
efficiency curve using piece-wise linear segments. This approach increases model accuracy while still retain-
ing computational simplicity [85].

In this BESS module a 3 segment piece-wise linear approximation of an inverter curve model found in
[86] is implemented. This efficiency curve 7;,, start from 5%, linearly increases to 93% at 0.1 pu (P%‘) and
further increases to 97% after 0.5 pu (P%“). This piece-wise linear segments are plotted in Figure 3.7b and
depicts the efficiency function (3.12) for the complete BESS power range.

8.8- P% +0.05, P% <0.1pu
n= 0.93+(0.1-(P**-0.1)), P* <0.5pu (3.12)
0.97, P* <1pu

3.5.4. Model Verification

The BESS module is verified using a procedure proposed in [87]. The models SOC estimations are compared
to physical test values performed using the IEC 62660-1 dynamic stress test (DST) [88]. The IEC standard ap-
plies to the performance testing of Li-ion batteries in EVs rather than stationary applications. Nevertheless,
the DST power profile resembles the BESS power profiles that would be expected for peak-shaving in the FCS
domain. This test will allow the BESS model to perform a DOD of almost 100% with a power profile ranging
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Figure 3.8: Top: IEC 62660-1 DST power set-points. Bottom: BESS model simulation results in SOC

from -125 to 250 kW.

Using the IEC 62660-1 DST power set-points the model was simulated against the test data and results are
compared in Figure 3.8 and Table 3.2. In both the test data and simulation a BESS capacity and power rating
of 570 kWh and 250 kW, respectively were employed. It should be also mentioned, that for this verification a
simple EMS was used to convert the minus power values to the corresponding discharge power for our BESS
model. Additionally, the upper SOC constraint was extended to 95% during the verification test.

From these results it can be concluded that our model underestimates the SOC by 3.78% and lies within
the accepted error range. The complete verification process of the BESS model is continued in appendix D.

Table 3.2: Verification IEC 62660-1 performance test summary

Test data

Initial SOC [%] 92.80
Final SOC [%] 15.75
BESS model performance
Initial SOC [%] 92.80

Estimated final SOC [%] 11.97
esoc [%] -3.78
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3.6. Lifetime Model

The goal of the lifetime module is to estimate the expected lifetime of the BESS using it's SOC profile. As ex-
plained in section 2.3.5, battery ageing is due to a combination of two components, the cycle-life degradation
and calendar-life degradation. This module uses the post-processing lifetime model (3.13) proposed in [52]
to determine the capacity fade being induced by these two degradation factors on LFP/C batteries. By know-
ing the degradation for a certain SOC profile, one can estimate the time it takes for the battery to reach it’s
EOL criterion of 80% [50]. This is taking the assumption that the battery will repeat this SOC profile during
the entirety of its lifetime. Here the SOC profile is defined as the complete SOC history the BESS experienced
during a simulated time. Due to this post-processing nature, this module performs it’s simulation step at the
end of the simulation time. The diagram of the complete lifetime module presented in Figure 3.10 is imple-
mented in Mosaik.

Ceyete =0.021- o~0:01943-S0Cavg . [ ) p0-7162 . 1, 0.5

Coq1 = 0.1723 - £0-007388:50C1y1 (08 (3.13)
car — Y-

Cycle-life degradation

Using (3.13) the cycle-life degradation (D) can be determined by the number of cycles being performed
nc, the DOD, and the average SOC during each cycle [76]. Due to the irregular demand profile for FCS ap-
plications, these 3 parameters can vary significantly on a daily basis and can be different depending on the
station’s usage. For this reason, this module uses a slightly modified version of the rain-flow cycle counting
algorithm found in [50], this algorithm is further explained in detail in section 2.3.5 and appendix A. In ad-
dition to the frequency and range of cycles this modified version also extracts the average SOC from each
cycle. Once these values are obtained, the cycles are counted based on a discrete n segments of DOD ranges
and average SOCs. These discrete segments are used in order to obtain computational simplicity, however, to

preserve model accuracy a minimum of 20 discrete segments are selected [89]. An example of the results that
can be obtained from this cycle count method is shown in Figure 3.9.

Cycles to DOD
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40
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Figure 3.9: Example of a cycle count obtained from the modified rain-flow cycle counting algorithm

Lastly, the cycle lifetime consumed is calculated with (3.14) by comparing the obtained count for each n
segments against the maximum cycles defined from the cycle lifetime model (3.13) at 80% EoL. Here n equals
the number of segments, N, the consumed cycles by the BESS at a given DOD and average SOC range, Nmax
and maximum number of cycles at a given DOD and SOC range obtained by the cycle-life model.
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DOD=100% NC (dOd,SOC)
Deyele= Y, (3.14)

pobD=1/n Nmax (dod, soc)
Calendar-Life degradation
Calendar degradation (D,,;) occurs when the battery is idle. From the same SOC profile a total idle time
to SOC level range data can be extracted. Using the calendar-life model (3.13), one can obtain the calendar
lifetime consumed in the same procedure using (3.15). Where n equals the number of SOC segments, T;:(SoC)
the time consumed at a given SOC range and Tihax(SOC) the maximum calendar lifetime at a given SOC level

obtained from the lifetime model. soc
0C=100% T.(SoC)
Deat= Y, —_-— (3.15)
soC=1/n Tmax(S0C)
Both degradation’s are then summed together to find the total lifetime consumed LC. Assuming the BESS
continues the same operation, the expected lifetime (Leyp) can be estimated with (3.17). Where T p represents
the length of the degradation period, which in this case is equal to the FCS simulation length.

LC = Deyete + Deal (3.16)
1
Lexp= 75" TP (3.17)
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Figure 3.10: Diagram of the BESS lifetime model
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3.7. Quality of Service

The QoS module determines the performance of a BESS assisted FCS design in terms of charging delays.
Charging delays would be experienced at times when the power delivered from both the grid-tie and BESS
cannot meet the EV demand, and thus resulting in a longer charging session due to the reduced charging
speeds. These periods with power differences between the EV demand Pgy ; and the FCS power capability
P, are called power mismatch periods, where Py ; is defined by (3.18)

Pfcs,t = PGt + Ppaist (3.18)

At each simulation step the following flow-chart shown in Figure 3.13 is performed to give an estimate
of the charging delays caused during power mismatch periods. The module starts by identifying power mis-
match moments, if a power mismatch moment is identified (AP; > 0), then the extra time (At,) it takes to
charge the missed energy (3.19) at the available FCS power is given by (3.20). This is then summed up until a
mismatch period ends.

When a mismatch period ends (AP, < 0), an estimate of the total charging delay (Taetay,) for the ending
power mismatch period is obtained by equally dividing the summed Az; over the number of charging EVs
(NEv,:) as shown in (3.21). This delay then represents the total extra time a connected EV would have ex-
perienced after the power mismatch period if it had continued to charge at the available power. Figure 3.11
depicts an example of such power mismatch periods and its resulting charging delays. The red shading rep-
resents the missed energy during these mismatch periods.

AE; = (PEV,Z - Pfcs,t) *Istep (3.19)
AE
Atg=—— (3.20)
Pfcs,t
Aty
Tdelay,t = Z (3.21)
Ngv,t
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Figure 3.11: Charging delay concept

The number of EV’s that experienced a power mismatch can be either obtained from data (if available) or
be estimated using additional station information such as number of charging stalls Ng;,;;s and total rated
power Psrf;fi‘fm s~ Due to the absence of EV data for this project, the module estimates the number of EVs
connected during a power mismatch period using (3.22).

max (Pyecr)
NEv,: = PTJJC *Nitalls (3.22)

station
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Here P,..; contains the history of the EV.demand during a power mismatch period. This vector is used to
output the maximum EV demand at the end of the mismatch period. The procedure is performed in parallel
to the summation of A, as shown in figure 3.13. By finding the ratio between this max(P,¢.) and the installed
rated power of the station the percentage of stalls in use during the mismatch period can be calculated. This
would give an indication of how many stalls were actively charging, and thus how many EV’s were connected.
It should be noted, that this estimation assumes that every charging stalls at the station posses equal power
ratings. Figure 3.12 shows an EV profile generated for the above example using this estimation. Furthermore,
at the end of each power mismatch period the values are reset before continuing to the next mismatch. Lastly,
for all situations outside a power mismatch period the delay is equal to zero.
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Figure 3.12: The number of charging EVs during mismatch periods for a station with 450kW installed capacity and - stalls
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Figure 3.13: Quality of Service implementation flowchart



Multi-Objective Design Problem
Formulation

This chapter introduces the challenges faced when designing a BESS integrated FCS for DCM purposes. The
main challenge for the design is to determine the optimal grid-tie and BESS sizing. The ratio between these
two components introduces a trade-off between the DCM costs and the performance of a FCS station. This
trade-off is then formulated into a multi-objective design problem and a framework using genetic algorithms
is proposed to find the Pareto front for a specific station. The Pareto front can then be used by a FCS owners
as a sizing guide to optimally apply DCM to an existing station.

4.1. FCS Design Problem

The main objective for this thesis is to study the optimal BESS sizing for DCM in FCS applications. In gen-
eral this translates to a trade off between the grid-tie power reduction and BESS sizing. As stated in section
2.3.4, sizing of a battery for grid-connected applications can be a complicated process. This complexity is
found in the irregular demand profiles of FCSs, which lead to complex cycling of the BESS in peak-shaving
applications. The framework being proposed in this thesis considers 2 contradicting design objectives, the as-
sociated DCM costs and the station performance. The DCM cost component consists of the annual (reduced)
demand charges and the annual BESS investments required to perform the peak-shaving. The performance
is measured in the charging delays customers experience when there is not sufficient power capacity avail-
able from both the grid-tie and BESS to meet the EV demand. Moreover, both objectives are evaluated using
the FCS model proposed in chapter 3.1. This model requires as input the station’s demand profile and 3 de-
sign parameters, maximum grid-tie power P/'**, BESS capacity E;"™ and BESS power rating P,

To determine the demand charges, this framework will assume P(’“* to be equal the the maximum peak
demand during a billing cycle. Moreover, another assumption made is that the BESS will be in service for
the duration of its expected lifetime. This way the initial BESS investments are spread over its lifetime to be
included in the annual DCM cost.

To properly asses a stations performance, two KPIs are derived from the charging delays, the maximum

charging delay and the increase in station utilization. The maximum charging delay is the maximum extra
time an EV might experience to complete it’s charging session. This primarily affects the EV customers and
should not surpass 6 minutes in order to avoid poor customer satisfaction [6].
The utilization time T,;;;; of a station is the total amount of time the station is being occupied for charging.
Increase in utilization is here defined as the percentage increase in station utilization caused by the total
amount of extra charging time. This KPI gives an indication on how frequent delays occur, and thus affecting
the owner’s sales potential due to increased station occupation. Using Tye1qy,, from the FCS model, the two
KPIs can be obtained using (4.1) and (4.2).

Trax = max(Taeray,:) 4.1)
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> Tger
Ttreq. = T—”” -100% 4.2)

util

4.2. Objective Functions

This multi-objective design problem can be considered a two contradicting objective problem. However,
due to the subtle differences in dependencies between (4.1) and (4.2) the performance objective is separated
into a two separate objective functions (4.4) and (4.5). This ensures separate minimization of the maximum
charging delays and frequency of charging delays, hence avoid resulting with solutions with low maximum
delays but frequent delays.

Objective function (4.3) represents the DCM cost function, this function describes the BESS related in-
vestments associated to the DCM design and the reduced demand charges. This is calculated on an annual
basis. The annual BESS costs compromises of energy capacity investments in [€/kWh] and the power con-
verter investment in [€/kW] divided by the expected BESS lifetime in years. An additional over-sizing factor
Beap and Bpoy are included to take into consideration the capacity and power fade due to degradation. Fac-
tor Bqp takes into account the EoL criterion of 20% capacity fade and therefore equals 1.2. Factor .., takes
into account the power fade, which according to literature can result in the worst-case for LEP batteries in 7%
power capability fade when the capacity reaches it’s EoL criterion and therefore §,,,, equals 1.07 [76]. Fur-
thermore, The demand charges compromises of monthly demand tariffs C%¢™ in [€/kW] times the maximum
grid-tie power and are annualized using the factor a which is 1/12. Additionally, the costs related to perform
power balance are not considered in this framework. It is assumed here that the initial software investments
for this technology will be divided among a complete network of stations, hence making the costs irrelevant
when compared to the large BESS investments and demand charges.

The second objective is the maximum charging delay, this objective is obtained by simply extracting the

maximum delay peak from the series Tje;qy,; using 4.1. Whereas, the third objective is the delay frequency,
this is defined as the worst total charging delay as a percentage of the total charging time at the station.

b da
C essEzna.Xﬁcap + CconVPznaXﬁpow . C emPénax

min fj (x) = CPM = 4.3
3 fl( ) Lexp p” ( )
min f5(x) = Tmax = max(Taeray,:) (4.4)
> Taelay,
min f3(x) = Tfreq = =l .100% (4.5)
x util
5.0 XM ppar < prapP < xmax pnax (4.6)
Pfcs—aug = Pgmx + P{,Wx = Pfcs—max (4.7)
Tmax =10 (4.8)

4.3. Design Constraints

Apart from the constraints included inside the FCS model, a set of design constraints are applied to restrict
our search during the optimization using previous knowledge and technological constraints obtained from
literature.

Equation (4.6) represents the P/E ratio constraint related to the BESS chemistry being considered in the
design. In this thesis the Lithium LFP/C chemistry is considered, which has a P/E ratio at 1C of X™" = 1 and
X™max =g [37]. Depending on the charge/discharge times of an application, a BESS can charge/discharge at
higher C-rates. The constraint can be extended for situations where 2C is possible. However, discharging at
2C can only be done continuously for 20min which falls exactly on the boundaries of our systems require-
ments. Nevertheless, at 2C the P/E constraints are X™" = 1.3 and X™ = 8 [90].
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Equations (4.7) and (4.8) are constraints that restricts the optimization search with knowledge from liter-
ature. Where (4.7) constraints the optimization from selecting solutions with a combined grid-tie and BESS
power below the average power of a station’s demand and above the maximum stations peak power. Further-
more, constraint (4.8) restricts the optimization from selecting solutions with maximum delays longer than
10 minutes. This constraint is applied due to the fact that FCS customers are highly likely to leave for delays
longer than 6 minutes [6, 15].

4.4. Optimal Sizing Framework

Using the FCS model proposed in section 3.1, a framework shown in Figure 4.1 is set up to solve the design
optimization problem. The framework comprises of the FCS model using a worst case demand profile, and a
optimization model using the NSGA-II algorithm.

In general FCSs and BESSs are designed to endure usage during worst case scenarios [68], hence the se-
lection of a worst case demand profile as input for the FCS model. The notion is that if the design performs
to specifications in the worst case scenarios, it will also perform correctly in all other scenarios. Furthermore,
as explained in section 2.1.3, a FCS demand has a repeating daily pattern (24-hours) and the worst case usage
period is around the Christmas holidays. For this reason the demand profile comprises of two worst 24-hour
periods extracted from this worst case scenario. A 24-hour period with the worst peak demand and a 24-hour
period with the worst energy density. Consequently, following the sizing principles of the duty cycle analy-
sis explained in section 2.3.4. The worst peak demand day ensures the proper power requirements, and the
worst energy density day ensures the BESS energy requirements.

Note that because two worst 24 hours periods are used, the increase in utilization and expected BESS life-
time is assessed separately for each 24 hour period, where then the worst from these two 24 hour periods are
selected. The total charging delay is analysed for both 24 hour worst case load and the day with the worst
total charging delay is inserted into the objective.

4.4.1. Optimization Model

Due to the modeling complexities and some non-linearity within the FCS model, the optimization model uses
a meta-heuristic optimization approach based on the genetic algorithm NSGA-II. Using the formulated ob-
jective functions and design constraints this is implemented in the Pymoo environment. Pymoo is a Python
based environment that offers the modular implementation of genetic algorithms, a detailed introduction
of this is included in appendix C. The modular aspects of Pymoo grants the possibility to tailor the genetic
operators of the NSGA-II algorithm to a specific problem. In the proposed framework the population size and
termination criterion is modified. For reasonable computational time the population size is set to a fixed size
of nyop= 50 and the termination criterion is defined by a design space tolerance of 1%. The design space tol-
erance tracks the change in design space per generation and terminate the optimization when the tolerance
is reached. Since for FCS applications the design space will be in the range of 10 to 1000 kWh/kW a Pareto
front in the precision of 1% is sufficient to give an accurate indication of the sizing.

4.4.2. Sizing Procedure
The following steps describes the procedure that is executed with this optimization framework.

* Step 1: An initial population consisting of the 3 design parameters (P/'**, P;"* and E;'®) are generated
using the NSGA-II operators.

» Step 2: The population is then simulated by the FCS model, to extract the performance parameters,
Lexp» Tinax and Tfreq-

¢ Step 3: The design parameters together with the simulation results are evaluated using the objective
functions subject to the design constraints.

e Step 4: Using the NSGA-II operators, a new parent population is selected for the next generation.

¢ Step 5: Step 2-4 are then repeated until the termination criterion is met and the Pareto front is found.
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¢ Step 6: Lastly, once the optimization terminates, the design space and objective space of the final gen-
eration is stored and visualized.

Using this objective space and design space data, the FCS host can use higher level information to select
the optimal station design. Such higher level information can be for example investment budgets or location

specific QoS requirements.
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Figure 4.1: A schematic overview of the proposed design optimization framework



Optimization and Simulation Results

This chapter is dedicated to present the results obtained from the optimizations and simulations. Several
numerical case studies are conducted on four FCS station worst case demand profiles to analyse how the
Pareto front and optimal designs are impacted. These 4 stations differ in station’s utilization and installed
charging capacity. First, the four stations are analysed performing DCM with only power balance. Second,
the difference in station types are analysed in the scenario where BESS assisted DCM is being performed in
a country with mid range demand tariffs. Third, the impact of different demand tariffs, reduced BESS costs
and increased C-rate on the optimal design are all individually investigated. Fourth, the impact of DCM on
the optimal BESS lifetime is analysed. Lastly, several solutions are selected and simulated on a weekly load to
asses the performance of the proposed optimization. The tabulation of all results presented are included in
appendix E.

5.1. Stations and Case Studies description

To asses the proposed optimization framework and give answers to the research questions, the optimization
is performed for five case studies on four different station demands.

As previously mentioned, for this thesis the optimizations are performed using demand profiles extracted
from energy measurements taken at four FCS stations in the Netherlands. These measurements were per-
formed for a month during the worst case use period at a sampling frequency of 1 minute. Table 5.1 shows
the additional station information and performance metrics extracted from the measurement data for sta-
tions A to D.

Using these station information, the stations are categorized based on their utilization and installed ca-
pacity. Here the utilization is considered the total average daily minutes the station is occupied charging and
the installed capacity is total charging stall capacity installed at the station. Station A, is considered an under
utilized station with a large installed capacity (U+L), station B a highly utilized station with a large installed
capacity (H+L), station C an under utilized station with a small installed capacity (U+S) and station D a highly

Table 5.1: FCS station details in worst-case usage period (some data are excluded in this version)

Station Name A B C D
Installed Capacity 625 kW 600 kW 450 kW 450 kW
Peak Demand 288 kW 421 kW 325 kW 384 kW
Average Demand 29 kW 63 kW 40 kW 60 kW
Total Energy _MWh - MWh _MWh - MWh
Charged

Stalls - - - -

Average Daily Utilization

533 min (37 %)

821 min (57 %)

533 min (37 %)

734 min (51 %)

Category

U+L

H+L

43

U+S

H+S
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utilized station with a small installed capacity (H+S). Furthermore, the peak demand is the actual power de-
mand reached within the measured period. This together with the average demand are used for the design
constraints (4.7). The installed capacity and the number of stalls (excluded from the public thesis due to data
sharing compliance) are used to estimate the number of charging EVs with (3.22). In this estimate the as-
sumption is made that all charging stalls posses equal power rating.

For each station it’'s worst case demand profile described in section 4.4 is extracted form the measurement
data. The worst case demand profile for station A to D is shown in Figure 5.1. These worst case demand pro-
files consists of a 24 hour with the worst peak demand followed by a 24 hour with the worst energy density.
From analyzing these profiles it is directly evident that stations with larger installed capacity carries larger
and more isolated demand peaks than the stations with smaller installed capacity. Furthermore, under uti-
lized stations tend to posses lower average demand than highly utilized stations, and the difference between
the average demand and peak demand seems to be larger for highly utilized stations. On the basis of these
difference in station characteristics, conclusions can be drawn based on the optimization results.

Station A Station B
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Figure 5.1: Worst case demand profile for all stations

In order to asses the DCM costs, the BESS project costs and monthly demand tariffs are required. As
explained in section 4, the BESS project cost compromises of the energy capacity cost C?¢s* and the power
capability costs C°°"Y. The energy capacity cost is dependent on the energy storage chemistry and the power
capability cost are associated with the cost of the power electronic converter. The project costs found in
literature for the LFP battery chemistry is shown in table 5.2. Included in this Table is also the expected price
drop for LFP batteries in 2030.

To calculate the total demand charges, the demand tariff per kW from the station’s region is required. To
properly asses the effects of different demand tariffs on our optimization 3 regions are selected, the Nether-
lands which posses a low demand tariff, Switzerland which has an upper mid range tariff and NYC which is
an extreme case with high demand tariff. Table 5.3 includes the monthly demand tariffs for these regions.
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Table 5.2: BESS project costs for LFP chemistry and associated power converter.

Energy Capacity cost (CP°%) Power capability cost (C°"*")
2020 2030
€490/kWh [20]  €190/kWh [20]

€110/kW [91]

To answer the research questions of this thesis and analyse how the optimum sizing is influenced by dif-
ferent factors such as station type, demand tariffs, BESS cost and maximum power capability. The following
5 study cases described in Table 5.4 will be used to run the optimizations.

Table 5.3: DSO monthly demand tariffs per region

Region Demand Tariff

Netherlands €2.7/kW [92] Low
Switzerland €14.4/kW [15] Mid
New York City  €42.3/kW [14] High

Table 5.4: List of the study cases for the optimizaiton

Study Case Description Demand Profile BESS Demand Tariffs
Not incl.
) . (U+L), (H+L), .
Case 0: DCM without BESS (U+S), (H+S) NL, Swiss, NYC
BESS assisted DCM for (U+L), (H+L) Incl.
Case I: different station types in Switzerland (U+S)’ (H+S)’ €490 / kwh Swiss
typ ’ P/E ratio <1
. . Incl.
Case 2: BESS assisted DQM 1n.d1fferent (U+L), (H+L), €490 /KWh NL, Swiss, NYC
demand tariff regions (U+S), (H+S) .
P/E ratio <1
Incl.
Case 3: BESS assisted DCM in 2030 (UL), (H-+L), €190 /kWh  NL, Swiss
(U+S), (H+S) .
P/E ratio <1
. Incl.
Case 4: BESS assisted at 2C (H+L) €490 /kWh  NL

power capability P/E ratio <1.3

The results obtained fromt these optimizations are presented in the following way. Because the maxi-
mum charging delays has more significance for the quality of service of a station, the objective space will be
analysed om terms of annual DCM costs against maximum charging delays in minutes. The movement of
the design space will be analysed based on the grid-tie capacity, BESS energy capacity, and BESS power rat-
ing against the maximum charging delays. Lastly, the power to energy (P/E) of the BESS is analysed for the
optimum solutions.

When assessing the objective space it should be noted that the annual DCM cost is given as a percentage
of the stations annual demand charges without DCM presented in Table 5.5. The demand charges are here
based on the station’s peak demand value presented in Table 5.1. Similarly, the grid-tie size and BESS power
capability is given in per units, with the base value being the peak demand of the station also given in Table
5.1.
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Table 5.5: The annual demand charges without DCM per station in considered regions

Station: A B C D
Netherlands €9,331 €13,640 €10,530 €12,441
Switzerland €49,766 €72,749 €56,160 €66,355
New York City €146,188 €213,700 €164,970 €194,918

5.2. Case 0: DCM without BESS

Case 0 assumes that DCM is being performed on a FCS without the inclusion of a BESS. This implies that
only power balance is being employed for peak-shaving, and thus accepting delays. This reduces the design
parameters to only the grid-tie size reduction, which will correspond one to one with DCM costs. Figure 5.2a
displays the objective space results in terms of annual DCM cost and maximum charging delay and Figure
5.2b in terms of the annual DCM cost and utilization time increase in percentages.

When comparing the 3 objective functions in these results, the trend reveals that reducing the DCM costs
exponentially increases both charging delay components. However, the maximum charging delays increases
harder initially than the utilization time. Furthermore, when analyzing the different station categories, it can
be observed that regarding the maximum charging delays, both highly utilized station B and D was able to
obtain more DCM cost reduction than the underutilized stations A and C. Whereas, when considering the
utilization time increase, the stations with larger capacities A and B obtained more DCM cost reduction than
stations with smaller installed capacities C and D.

These results concludes that maximum charging delays correlates with the peak-demand to average de-
mand differences found in the station’s characteristics. This difference is larger in highly utilized stations than
in under utilized stations. While increase in utilization time is caused more by energy dense peaks, which are
more commonly found in stations with smaller capacities. The isolated peaks found in highly utilized stations
allow for more grid-tie reduction. Furthermore, it can also be concluded that power balance alone performs
surprisingly well considering no large investments are required. However, also evident from the results, this
technique should not be considered for stations where delays cannot be permitted.
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Figure 5.2: Results for Case 0: DCM without BESS

5.3. Case 1: BESS assisted DCM for different station types in Switzerland

This case demonstrates the effect different station categories can have on the optimal sizing for BESS assisted
DCM. Since prior studies suggested $9/kW to be the break-even point for most DCM applications in North
America, the demand tariffs of Switzerland is selected to ensure that a feasible BESS included solution can be
analysed [4]. Furthermore, the following optimization results will be viewed in terms of maximum charging
delay. This is done because this delay component has direct impact to charging customers, and thus more
impact on the quality of service of the FCS.
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Figure 5.3a displays the movement of the objective space in terms of annual DCM cost and maximum
delay. Figures 5.3b, 5.4a and 5.4b displays the movement of the design space in terms of the maximum de-
lay. Analysing the results for the different station categories, it becomes clear that for BESS assisted stations
with larger capacities can achieve more DCM cost reduction. Almost 10% to 15% more depending on the
delay permitted. Nevertheless, with all station categories around 40% of DCM cost reductions can be ob-
tained without any delays. With designs permitting 6 minutes delays providing a 50% to 60% in cost savings.
Moreover, relative to the peak demand the grid-tie lies between 0.2 to 0.4 p.u for every station category and
remains relatively constant as the delay time increases.
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Figure 5.4: Results for Case 1: BESS assisted DCM in Switzerland - B

As for the BESS sizing rating, this is split on the basis of station utilization, stations with high utilization
requires smaller power ratings (relative to their peak demand), than for stations with low utilization rates.
Furthermore, as the delay increases, the required BESS power capabilities exponentially decreases and BESS
capacities decreases in an almost linear trend. This off course due to the fact that maximum charging delays
are determined from the integral during power miss-match periods. Additionally, it can be concluded that

the proposed framework reduces the grid-tie to an optimal point and sizes the BESS accordingly to adhere to
the objectives.

When observing the P/E ratio of the design space given in Figure 5.5, all station categories except for
station A sits around a PE ratio of 1/2. Station A instead follows a P/E ratio much more closer to 1. This
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difference might be due to the fact that underutilized stations with large capacities tend to have large isolated
demand spikes relative to their average power as can be seen in Figure 5.1a. These demand spikes are most
likely caused at underutilized stations by chance when a large number EVs charge simultaneously. However,
since these spikes are isolated it is not as energy demanding. Thus, requiring designs with higher P/E ratios.
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Figure 5.5: BESS power rating [kW] vs BESS energy rating [kWh] (P/E ratio) in Switzerland

5.4. Case 2: BESS assisted DCM in different demand tariff regions (low,
mid, high)

These results are intended to show how the optimum sizing is influenced by different demand tariffs. In this
case we optimize for the 3 study case locations presented in Table 5.3. This illustrates how the objective and
design space moves for a certain station demand employed in different demand charge regions. Based on
previous results, station D is selected to observe since this represents a station with balanced characteristics.
Once more, Figure 5.6a displays how the objective space move in terms of DCM cost and maximum charging
delays and Figures 5.6b, 5.7a, 5.7b, and 5.8 shows how the design parameters move with respect to maximum
charging delays for the different regions. Additionally, to serve as a benchmark, the DCM solutions without
BESS are included to asses the effectiveness of the optimum solutions with BESS included.

The results in Figure 5.6a show that a significant DCM cost reduction can be obtained in high demand
tariff regions relative to applying only power balance. However, this is not the case for regions with low de-
mand tariffs. In the Netherlands case, BESS assisted DCM performs worse than power balancing in terms of
costs. Making power balancing the preferred option for DCM in the Netherlands assuming cost is the driving
factor. In contrast to the Netherlands, in Switzerland and NYC, DCM reductions between 41-61% and 60-
71%, respectively can be obtained depending on the delays. Furthermore, observing how the grid-tie moves
in Figure 5.6b with respect to the different regions, a dramatic 80% of grid-tie reduction can be achieved in
NYC.

Nevertheless, when the movement is analysed in terms of delays, as longer delays are permitted, the dif-
ferences in performance between power balance only and the other two regions diminishes. Where for 6
minute delays, in Switzerland the station performs almost equally and in NYC with a difference of only 10%
in terms of cost. In terms of grid-tie, a difference of 11% and 26% can be obtained with 6 minute delays, re-
spectively. When comparing these BESS included solutions to case 0, the following can be concluded. First,
in the Netherlands BESS assisted DCM is not feasible in terms of costs. Second, in Switzerland BESS assisted
DCM can always be beneficial for grid-tie reduction at FCSs. However, in terms of cost, a BESS should only
be considered for FCSs where the charging delays need to remain low. Third, in NYC BESS assisted DCM can
always be always beneficial for FCS applications.
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Figure 5.7: Results for Case 2: BESS assisted DCM in different regions - B

Regarding the BESS sizing shown in Figure 5.7a and 5.7b, except for some expensive solutions around
zero delays, in the Netherlands the BESS is excluded for most of the solutions and the power balance curve is
given as the optimal solution. For the NYC case, the BESS sizing behaves similarly to the Swiss case in terms
of delays. However, it also evident that high demand tariffs directly impact the feasible BESS capacities, a 3x
difference in demand tariff between Switzerland and NYC is reflected in the BESS capacity increase. Further-
more, the same is observed between the two power parameters, the additional 20% decrease in the grid-tie
can found in the increase of the BESS power capabilities.

Figure 5.8 illustrates how the different demand tariffs influence the optimal BESS P/E ratios for each sta-
tion. For the dutch case, except for some expensive outliers, the optimal solutions concentrate around the
origin, due to either a really small BESS is suggested or none at all. As previously shown, for the Swiss case, the
PE ratio of the optimal solutions for this region (highlighted in orange) concentrates between 1 and 1/2. As
for the NYC case, larger BESS capacities are introduced, making the optimal solutions (highlighted in green)
concentrate between 1/2 and 1/8. To conclude, due to the almost direct correlation between the demand
tariffs and BESS capacities, FCSs located in regions with high demand tariffs optimally should posses larger
capacities, and thus lower PE ratios than for stations in regions with mid demand tariffs.
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Figure 5.8: BESS P/E ratio in regions with different demand tariffs for all stations.

5.5. Case 3: BESS assisted DCM with expected BESS price drop in 2030

In this case study, the impact of the expected BESS cost reduction for 2030 will be taken into consideration.
Estimates obtained from literature projects a capacity price drop from €490/kWh to €190/kWh for LFP type
batteries by 2030 [20]. This price is inserted into the optimization and the results are presented in this section.

Figure 5.9a compares the objective space from the 2020 situation against the expected 2030 situation.

From this graph is can be seen that an extra 14% reduction in DCM costs can be obtained in 2030 for stations
with small delays. However, as the delays increases this 14% diminishes. As for the grid-tie shown in Figure
5.9b, almost the same reduction is obtained for 2030 between 15-17%.
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Figure 5.9: Results for Case 3: BESS assisted DCM for Switzerland in 2030
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Figure 5.10: PE ratio in countries for Switzerland in 2030 for all stations

Regarding the P/E ratio differences shown in Figure 5.10, similarly is observed for BESS price reduction.
Due to cheaper prices in 2030, the PE ratio for the optimal solutions (highlighted in pink) include larger BESS
capacities and lower PE ratios than the current case. For most solution these concentrate between 1/2 and
1/4.

Furthermore, the results for the dutch case is plotted in Figures 5.11b and 5.11b. From these results it
can be seen that by 2030 in the Netherlands the BESS assisted DCM, begins to perform equally well as power
balance. Another interesting finding is a grid-tie reduction of almost 60% can be obtained for designs below
2 minutes. Increasing the potential for other objectives.
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Figure 5.11: Results for Case 3: BESS assisted DCM for the Netherlands in 2030

5.6. Case 4: BESS assisted DCM with BESS power capability of 2C

Lastly, case 4 analyses the influence of increased discharging capabilities on the optimal sizing. A BESS can
discharge at 2C for about 20minutes, this case takes the assumption that 2C C-rates can be implemented at
FCSs via a smart charging algorithms. To make our optimization include designs with 2C discharge rates,
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the P/E ratio constraints are extended from 1 to 1.3 [90]. Since this extension in our constraints only impact
situations that requires higher P/E ratios such as stations with large capacities, station B is analysed in the
Netherlands. From the results shown in Figure 5.12 we can see that due to the introduction of solutions with
higher P/E ratio, the DCM cost is further reduced where the case in the Netherlands performs equally as
well as case 0. Leaving us to the conclusion that higher P/E ratios can be beneficial for stations with large
capacities.
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Figure 5.12: Results for Case 4: BESS assisted DCM for the Netherlands with 2C power capability

5.7. Impact of DCM on BESS Lifetime

in this section we want to assess the impact our optimization has on the BESS lifetime. The results in figure
5.13 show the expected lifetime of each optimal solution for every stations in a Swiss demand charge region.
It can be seen that there is no direct correlation between the expected lifetime and any other objective func-
tions. However, it is noticeable that the lifetime concentrates between 10 to 14 years, with station C having
some solutions around 8 years. Since most battery integrator assumes a 10 year lifetime for most lithium ion
chemistries. It can be concluded that the proposed sizing optimization in this thesis does not pose detrimen-
tal concerns related to BESS lifetime.
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Figure 5.13: Expected BESS lifetime in Switzerland for all stations
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5.8. Impact on performance

In this section the performance of the FCS is assessed by selecting a number of optimally sized solutions and
simulate this on an entire week demand. The week demand selected is the week wherein the peak demand
occurs. The results include the charging delays, the SOC profile of the BESS and the power flows. The power
flows displayed is the grid-tie power, the BESS discharge power and the EV demand. Furthermore, it should
be noted, that the optimal solutions are rounded up to the nearest 5 kWh/kW. In real-life this rounding is
dependent on the options available to the designer on the battery market.

The simulation results of an optimal 2 minute delay design without BESS is shown in Figure 5.14 and
in Figure 5.15 an optimal 2 minute BESS included solution. Both are simulated using demand D and with
solutions for the Switzerland demand tariff case. When these results are compared, it becomes clear that
in the BESS included design the BESS power and grid-tie combined are slightly larger than the grid-tie size
in the non-BESS solution. This small difference in rating and maximum delay are due to the fact that the
BESS reaches below it’s 15% SOC threshold, causing the power capabilities of the to BESS decreases, and thus
causing additional power mismatch. This is also visible in the way the delay peaks differ during this period.
Nevertheless, the BESS included solution will result in a 12.3% lower DCM cost compared to the DCM solution
without BESS and a total of 53.7% reduction in demand charges.
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Figure 5.14: Station: D - Ej=0, Py=0, Pg = 225 - - Annual DCM Cost = €38,880 (-41.4%)
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Figure 5.15: Performance of a 2 minute delay optimal FCS design with demand D in Switzerland using E}'®* = 135, P =100, P'%* =
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Figure 5.16: Performance of a 2 minute delay optimal FCS design with demand A in Switzerland using E}'®*=140, P,"®=110, P(}%* = 85
, Crw = 14/kW, Lexp: 14 Years - Annual DCM Cost = €21,492 (-56.8%)

To asses the performance with different characteristics, a station demand with the opposite characteris-
tics (Station A) is simulated. The results from this simulation is displayed in figure 5.16. From this solution
there is a significant difference in the frequency of charging delays. This again infers our previous conclu-
sion that that charging stations with larger installed capacities can obtain better performances in terms of
how frequent delays occur. However, it is also evident that there are significant differences in the use of the
BESS. For the underutilized station the cycle depths are low and as expected the battery is not being used as
frequent. This can give under utilized stations more opportunity to employ their BESS for other ancillary ser-
vices, such as frequency containment reserve even during peak-shaving operation. Further improving their
business case. The lifetime for the BESS at these under utilized station is slightly better due to less cycling,
however, these gains are overshadowed by the increased calendar degradation due to high SOC idling.

Figure 5.17 shows the results of a 2-minute optimal solution for D demand FCS located in NYC. These re-
sults show that even with different design ratios, the optimal charging delay performances do not differ much
per region. However, as observed from the optimizations, the P/E ratios are reduced, and thus larger BESS
capacities are introduced to the optimal design space. Additionally, because of these larger BESS capacities,
the discharging and charging periods are longer, causing longer cycles.
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Figure 5.17: Performance of a 2 minute delay optimal FCS design with demand D in NYC using E;*®*=600, P;'®= 155, P{'** =75 Cyy =
14/KW - Lexp: 14 years - Annual DCM Cost = €64,573 (-66.9%)
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This reduces the opportunity to dispatch the BESS for other ancillary services. However, these longer cycle
periods are more shallow and the high SOC idling periods are shorter, resulting in improved BESS lifetimes.
The cycle counting comparison between the two designs are shown in 5.18. In the NYC case it is evident that
less micro-cycles are occurring at high average soc levels and that the large cycles has lower DOD ranges.
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Figure 5.18: Comparison of the performed BESS cycles at a 2 minute delay FCS located in Switzerland and one in NYC

5.9. Key Results

¢ The maximum charging delays correlates with the utilization of a station and the increase in utilization
time with the installed capacities of a station.

¢ Power balance alone performs surprisingly well for stations where delays can be accepted.

* In the Swiss demand tariff case, all station categories 40% of demand charge reduction can be obtained
without any delays. Designs permitting 6 minutes delays a 50 - 60% in demand charge reduction can

be obtained.
¢ In the Swiss case, the grid-tie reduction ranges from 0.4 to 0.2 pu for every station category and the

sizing trend remain constant as the delay length increases. It can also be concluded that stations with
larger installed capacities can profit more from demand charge reduction than stations with smaller

installed capacities.

* BESS assisted DCM in the Netherlands performs worse than power balancing alone in terms of cost.
Meanwhile, in Switzerland and NYC, demand charge reductions can be between 41-61% and 60-71%,
respectively depending on the delays.

¢ Due to the almost direct correlation between the demand tariffs and BESS capacities, FCSs located in
regions with high demand tariffs optimally should posses larger energy capacities. Hence lower P/E
ratios than for stations in regions with lower demand tariffs.

¢ For the Swiss case, an extra 17% reduction in DCM costs can be obtained in 2030 for stations with short
delays.

» Extending the BESS discharging constraints to higher C-rates can be beneficial for stations with large
installed capacities in regions with low demand tariffs.

e There does not seem to be any correlation between the objectives and lifetime, however this ranges
between 10-14 years. Hence, the optimal results do not pose detrimental concerns related to BESS

lifetime.
* For the underutilized stations the BESS cycle depths are shallow and consequently, the BESS is not

utilized as frequent. This can give under utilized stations more opportunity to employ their BESS for
other ancillary services that furthers improve their business case.
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 Lastly, because the optimal P/E ratio is lower for regions with high demand tariffs, the discharging
and charging periods also becomes longer and causes longer cycles. This reduces the opportunity to
dispatch the BESS for secondary ancillary services. However these longer cycle depths are more shallow
and introduces less micro-cycles at high average SOC. Hence, improving BESS lifetime.



Conclusion

This chapter concludes this thesis by firstly, giving answers to the research questions. Secondly, give a review
of the main contributions of this thesis and lastly, recommendations are provided on the suggested further
research in the studied domain.

6.1. Answers to research questions

In section 1.5.3 the four main research questions are defined. These questions are intended to help fill the
literature gap identified in the previous work survey. Using the results obtained in this thesis, these questions
are answered below.

6.1.1. How to formulate a multi-objective optimization framework for optimal BESS and
grid-tie sizing in order to minimize demand charges and charging delays at FCS?
Using the following 3 sub-questions an answer is given to this main question.

¢ How is the BESS modeled in the system?
From the literature it is clear that an analytical BESS model suffices. However, these studies lack the
usage of power capability curves. Which in the results of this thesis has shown to cause additional
delays when the BESS is below its maximum power capability threshold. Leading us to the conclusion
that including these power capabilities in the model is essential when analysing delays caused by power
differences.

¢ How are the charging delays modeled in the system?
Most literature used stochastic simulations to generate a demand profile, where the SOC, number of
connected EVs ect. are known and estimated the waiting times based on queuing. The challenge in this
thesis was to estimate these delays from energy measurements. By identifying power miss-matches
between the demand and the modeled FCS’s capabilities included with knowing the number of EVs
charging. The delays can be determined under the assumption that power balance is applied and the
EVs continued to charge at the available speed.

¢ What objective functions are required for the proposed optimization strategy?

In literature only single objective optimizations were found on FCSs and this mostly cost related. This
thesis incorporates charging delays as a contradicting objective to cost. The cost is analysed based on
the annual demand charges and BESS investment. The charging delay objective gives an assessment of
the performance of the station. Furthermore, it was also concluded that this delay objective, includes
two deviating aspects. The frequency of delays and maximum length of delays that can be experienced.
The first affects the charging host and the second gives an indication of the quality of service provided
to the FCS customers. In the proposed framework these are separated and minimized individually. The
results show that station with different characteristics perform better in terms of cost depending on
which objective is being observed.
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6.1.2. How do FCS demand influences the optimal design?

In this thesis the optimization was performed on demand data from stations that differ in utilization and
installed capacity. This combination introduces noticeable differences in the power demand profiles. When
considering DCM without BESS we can conclude that highly utilized stations retrieves more cost reductions
than under-utilized stations in terms of maximum charging delays. Moreover, when observing the increase in
utilization (frequency of delays), stations with larger capacities will retrieve more cost reduction than stations
with smaller capacities. When considering BESS assisted DCM, the stations with larger capacities obtain
more cost reduction than stations with smaller capacities. Furthermore, when the design space is observed,
stations with high utilization requires less BESS power (relative to the station’s peak demand) than stations
with lower utilization. Therefore, this leads to larger BESS capacities being suggested due to the P/E ratio
constraints.

6.1.3. How do demand tariffs and BESS costs influence the optimal design parameters?
The demand tariffs can vary significantly per region. In this research we investigated tariffs in the Netherlands
(€2.7), Switzerland (€14.4) and NYC (€42.3). From the optimizations we can conclude that for the Netherlands
nowadays the BESS costs are too high for profitability. This causes the optimization to roughly follow the
power balance without BESS solutions. For Switzerland the optimization results in feasible solutions with
BESS. Where a 41% DCM reductions can be obtained without delays and a maximum of 61% reduction per-
mitting 6 minutes delay. However, this is close to the power balance curve, leading us to the conclusion that
this should only be considered for low delay solutions. For NYC a reduction between 60-71% is obtained, for
this region the grid-tie is 10% smaller and P/E ratio of the BESS design smaller than Switzerland. Leaving us
to the conclusion that in high demand tariff regions, lower PE ratio designs are optimal. Furthermore, in this
also the impact on reduced BESS prices were investigated, taking the expected prices for 2030. This resulted
in the same effect as higher demand tariffs, as the BESS prices decreases larger BESS capacities are selected
and lowers the P/E ratio of the solution.

6.1.4. What impact do the sizing framework have on the BESS lifetime?

Using a post-processing BESS lifetime model this thesis included the lifetime in the objective functions. From
the results it is shown that LFP BESS lifetime would optimally be between 10-14 years. From this we can con-
clude that for peak-shaving no significant degradation occurs. However, it is noticeable that for under utilized
stations, the BESS tend to be oversized, where the BESS would introduce large calendar degradation due to
a high resting SOC. For these stations a combination between peak-shaving and ancillary service should be
further investigated. Furthermore, for stations located in high demand tariff regions, longer BESS cycling
periods are introduced due to the low P/E ratio. This reduces the possibility of dispatching the BESS for sec-
ondary ancillary services.

6.2. Main Contributions
e The main contribution of this thesis is the proposed multi-objective BESS sizing framework. This
framework uses the genetic algorithm NSGA-II to find the Pareto front that includes a set of solutions
with the optimal trade-offs between DCM cost and charging delays for BESS assisted FCSs. This frame-
work can be employed by FCS hosts as a sizing guide to determine the BESS and grid-tie sizing that
offers an optimal trade-off between demand charges and charging delays at an existing FCS.

* Furthermore, by using station demand measurements, the numerical results from this thesis has shown
how the FCS utilization rate and installed capacity can affect the optimal BESS sizing. Additionally, the
results also present how different demand tariffs and BESS cost can result in different optimal design
P/E ratios, and thus affecting the performance of a BESS.

From the results of the thesis, a conference paper titled "Optimal Battery Energy Storage System Sizing for
Demand Charge Management in EV Fast Charging Stations" has been drafted. This can be found in appendix
F.

6.3. Further research

¢ Include RES sizing into the framework (PV): Because it is likely that FCSs have solar panels on the
rooftop. The sizing of RES can be investigated. A PV model can be incorporated to the FCS to determine
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the optimal trade-off. This also introduces the possibilities to investigate an emission related objective
[48].

* Asses the effectiveness on other fast charging applications (electric busses): This framework can be
implemented for other EV modalities where fast charging is a key objective. Electric busses are a great
example of this, where the charging speeds have consequences on the bus schedule.

¢ Perform an optimization based on DSO related objectives: Using the advantages of Mosaik, this FCS
model can be easily connected to a grid model to assess the performance based on grid-impact. With
this an optimization regarding objectives related to DSOs can be investigated.

* Investigate additional ancillary services such as FCR using the sizing framework: The EMS algorithm
can be broaden to include FCR capabilities to a BESS assisted FCS. This can then be included in the
framework to determine the optimal BESS sizing.

¢ Study the sizing using second life batteries: This thesis investigated new LFP BESS solutions. As the EV
market matures, so does the second life battery market. Second life batteries are considered batteries
that surpassed their EoL criterion of 80% capacity. To integrate these batteries into the framework, a
lifetime model should be developed for second life batteries, associated costs should be analysed, and
technology constraints should be modified.






Rain flow Cycle-counting Algorithm

Sdoa 1s a time series that contains a SOC profile resulting from a BESS in operation for a certain period. To
determine the partial cycles the algorithm follows the following steps:

* Step 1: S4oq is reduced to a peak-valley time series denoted by Sy ;.

* Step 2: Two ranges Ry and Ry, are constructed from the first 3 points in Sy, using (A.1).

Ry =1Spk-vi1(D) = Spk—vi(i + 1|

. . A.1)
Ry =Spk—vpi(i+1) = Spg—p1 (i +2)]
e Step 3: A half (0.5) or full (1) cycle is identified using (A.2)
0.5, Ry<R, andi=1
Cycle = (A.2)
1.0, Ry<R,

» Step 4: If a cycle is identified and RX is the first range in the time series SPkV], only the first point of the
range RX is removed and the second point is considered as the beginning of SPkVI. If RX is not the first
range of SPkV], then both points of RX are removed. Steps 2 to 4 are continued until all the data points
are considered.

¢ "Step 5: Once all data points in SPkVI are considered, each of the ranges discarded before due to not
qualifying as a cycle or half-cycle, is considered as a half cycle.
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A. Rain flow Cycle-counting Algorithm
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Figure A.1: An overview on how the the rain-flow algorithm works [50]




Mosaik

Mosaik is a flexible smart grid co-simulation framework. This framework allows the reuse and com-
bination of existing simulation models and simulators to create large-scale smart grid scenarios. This
serves as a test bed for various control strategies such as multi-agent systems (MAS) or centralized con-
trol [93]. In addition Mosaik also contains a powerful ecosystem of libraries such as:

— Mosaik Web: a web visualization for mosaik simulations
— Mosaik Pypower: is an adapter for the PYPOWER load flow analysis library.

— Mosaik CSV: A simulator wrapper for CSV files that enables the simulation of collection of discrete
values (loads).

The Mosaiks core architecture consists of a simulator manager (sim-manager) and scheduler. The Sim-
Manager establishes TCP connections with the simulators to enable the exchange of data between
them. The scheduler employs a common simulation clock to exchange data between all connected
simulators in a discretely-timed manner. The overall Mosaik eco-system also includes a component-
API and a scenario-api. The component-API can be seen as a Mosaik wrapper for each simulator. It
sets up a TCP socket and organizes data exchange with Mosaik in the JSON format. This API is available
in different programming languages such as Python, MATLAB or Java. The scenario-API contains com-
mands that allows the user to employ scenario scripts where model entities from integrated simulators
can be instantiated and connections established between them. This API also contain powerful tools
that utilizes the capabilities of Python to enable the creating of large-scale scenarios with a large set of
entities [94]. An overview of this architecture is given in figure B.1.
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B. Mosaik
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Figure B.1: An overview of Mosaik’s architecture [94]

It should be noted missing in this architecture overview is a proper database or data analysis system.
For this research project the Mosaik API along with pandas library was used to integrate this inside a
monitor block. Apart from the standard in simulation data viewing included from Mosaik, this block
also outputs the bulk data to a xlIsx data-base and further plots selected data for visualisation.

In a study done at the TU Delft [94], the framework was compared against High Level Architecture
(HLA) with co-simulation experiments to asses it’s performance. The results reveal that Mosaik pro-
duces more accurate results than older versions HLA. However this accuracy difference disappears
when using current versions of HLA that provides zero look-ahead services. While HLA was more versa-
tile and powerful, the paper found Mosaik to be an easier entry into co-simulation and recommended
its use when large number of simulators and typologies needed to be tested.



Pymoo

Pymoo is a Python based framework that offers state of the art single and multi-objective optimiza-
tion algorithms and is designed to be extendable though it's modular implementation. Furthermore, it
includes visualization and decision making tools related to multi-objective optimizations. The frame-
work was developed under the supervision of Kalyanmoy Deb, one of the co-authors of NSGA-II. For
this reason this framework is primarily focused on the genetic algorithms NSGA-II and NSGA-III. How-
ever, these algorithms are highly customizable and can easily be tailored to user needs. For instance
the genetic algorithms are assembled in a plug-and-play fashion and utilizes specific sub-modules like,
initial sampling, mating selection, crossover, mutation and survival selection [95].

The architecture of Pymoo consists of 3 abstractions, Problems, Optimization and Analytics. The prob-
lems abstraction includes single, multi and many objective test problems, in this part the objective
functions and constraints are defined. Furthermore, this section also includes gradients through auto-
matic differentiation and parallelization can be achieved by a variety of techniques. The optimization
abstraction includes the genetic algorithm based sub-modules mention above, along with decompo-
sition and termination criterion tools. Lastly, the analytic abstraction supports the understanding of
the data during and after an optimization with tools that visualises the design space, objective space,
Pareto-front and more. In addition performance indicator can also be visualized to asses the perfor-
mance of the algorithm [96]. Figure C.1 gives an overview of these Pymoo architecture abstractions.

Architecture
pymoo

Problems Optimization Analytics
single- multi- many- ! Sampli @ T
objective  objective  objective mpling ossover i

Gradients Mating Selection Survival Repair 4 frad Perfi nce Decisi
i £ P : Elenalizztion Indicator Making
Parallelization (s Bammerifon Termination
Handling Criterion

Figure C.1: An overview of Pymoo’s architecture [96]

In [96] a short review was performed on some existing Python compatible MOO frameworks. From this
it can be concluded that based on the following criteria shown in figure C.2, Pymoo provides a rather
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C. Pymoo

complete package when solving multi-objective problems.

Name License Focus Pure Visu- Decision
on Python| aliza- | Making
multi- tion
objective
jMetalPy MIT v v v X
PyGMO GPL-3.0 v X X X
Platypus GPL-3.0 v v X X
DEAP LGPL-3.0 X v X X
Inspyred MIT X v X X
pymoo Apache 2.0 v v v v

Figure C.2: An overview of some existing multi-objective frameworks in Python [96]



BESS Model Verification

This procedure prevents the possibility of error during coding and verify that the model is simulating
the system with proper accuracy on the coverage of the proposed operating conditions. This include
different power demands to the BESS (in the kW range) and all SOC conditions (0% - 100%).

D.1. BESS constraints

This test validates the operating coverage of the power constraints. This will cover the min/max SOC
range of the battery and display the min/max discharge/charging power coverage. Also, the power
constraint curves should be visible for discharging at low SOC and charging at high SOC. To achieve
this test a full BESS is discharged from 100% SOC to 0% and charged again from 0% to 100%. This
is achieved by applying a constant power set point to the battery long enough for the battery to fully
discharge and charge as shown in Figure D.1. Furthermore, the charge and discharge power is set to 0.2
p-u above the rated power in order to validate the BESS power rating constraints.

Power setpoints for BESS Power constraints

1.0 A
0.5 4
=)
g
5 0.0
=
[=]
o
_05 -
_1.0 -
T T T T T T T T T
0 50 100 150 200 250 300 350 400
Time [min]

Figure D.1: Power set-points for the BESS power constraints

From the results shown in Figure D.2, it can be seen that the power constraints are according to the
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D. BESS Model Verification

desired design. The maximum rated power of 1.0 p.u is met within the SOC limits and outside these a
linear decrease in power is observed at the correct SoC points.

BESS Power Capability

s0¢ (%]

Figure D.2: Power constraints verification results

D.2. BESS efficiencies

This test is to validate the BESS efficiency curve. By injecting the full range of power, the efficiency
curve can be plotted. The efficiency curve is achieved by applying a load profile where both the charge
and discharge power climbs/decent form 0 [pu] up to 1[pu] with steps of 0.05 [pu]. These set-points
observes the full range of the inverter power characteristics. The power set points related to this test is

shown in Figure D.3.
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Figure D.3: power set-points for the BESS efficiency verification

After performing a simulation with this profile the following results shown in Figure D.3 were obtained.
From this curve it is evident that the inverter characteristics of our model correspond with the piece-

wise curves defined in the design.

Inverter curve verification

Figure D.4: Initial efficiency verification results



Result Tables

Table E.1: Case 0 results DCM without BESS - DCM Cost [%]

Case 0 - Results DCM without BESS - DCM Cost [%]

Delay [min] Station A Station B Station C Station D
Max Delay Utilization MaxDelay Utilization MaxDelay Utilization MaxDelay Utilization

0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

1 74.0 50.5 56.4 42.3 74.7 64.7 67.2 55.4

2 62.4 43.8 48.6 37.1 65.6 56.5 56.7 48.7

3 54.4 40.8 43.5 33.2 57.0 51.6 50.0 44.2

4 50.5 38.0 39.2 30.9 53.1 47.7 46.8 41.2

5 46.0 36.2 36.0 28.7 49.4 44.5 443 39.0

6 43.1 34.2 34.7 27.7 46.7 41.8 42.0 37.7

Table E.2: Case 1 results - BESS assisted DCM in Swiss - Station A

Case 1 - Results BESS Assisted DCM in Swiss - Station A
Delay [min] Annual DCM cost [%] E;"“x [kWh] Pl’]”“x (kW] P2 [kW]

0 48.2 219.0 210.2 60.7
1 43.8 147.6 142.8 70.3
2 41.4 136.6 105.3 77.9
3 39.8 102.6 86.0 82.4
4 38.0 102.6 67.5 79.0
5 37.7 56.6 44.3 89.8
6 35.0 56.6 43.9 80.7

Table E.3: Case 1 results - BESS assisted DCM in Swiss - Station B

Case 1 - Results BESS Assisted DCM in Swiss - Station B
Delay [min] Annual DCM cost [%] E Zl“x [kWh] PZ’“’C [kW] Pg?“x [kW]

0 58.4 177.0 130.0 117.0
1 43.0 129.4 101.9 138.1
2 39.6 129.5 81.5 122.9
3 36.5 143.0 67.1 114.0
4 35.6 56.0 32.8 130.1
5 33.6 59.6 26.6 124.0
6 33.2 59.6 22.8 124.0
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E. Result Tables

Table E.4: Case 1 results - BESS assisted DCM in Swiss - Station C

Case 1 - Results BESS Assisted DCM in Swiss - Station C

Delay [min] Annual DCM cost [%] E}’j””x [kWh] Pl’]”“x [kW] PGm“x [kW]
0 66.6 250.1 2177 65.9

1 56.1 228.8 163.4 89.8

2 50.9 173.0 104.5 103.9

3 48.1 190.7 88.7 95.5

4 445 208.7 95.0 74.6

5 42.9 190.7 77.6 83.1

6 41.0 178.3 77.5 73.9

Table E.5: Case 1 results - BESS assisted DCM in Swiss - Station D

Case 1 - Results BESS Assisted DCM in Swiss - Station D

Delay [min] Annual DCM cost [%]  E}"“* [kWh]  P;"“* [kW]  Pp“" [kW]
0 59.3 318.0 238.0 138.2
1 51.3 166.8 118.6 140.4
2 47.9 131.7 95.0 123.6
3 43.5 111.7 58.8 132.0
4 41.8 94.6 48.4 131.3
5 40.5 92.8 48.8 121.4
6 38.7 100.0 41.3 120.5
Table E.6: Case 2 results - DCM without BESS
Case 2 - Results DCM without BESS - Station D

Delay [min] Annual DCMcost E Z’“x PZ“” Pg“”

0 100.0 0.0 0.0 384.0

1 67.2 0.0 0.0 258.2

2 56.7 0.0 0.0 217.7

3 50.0 0.0 0.0 192.0

4 46.8 0.0 0.0 179.7

5 44.3 0.0 0.0 170.2

6 42.0 0.0 0.0 161.5

Table E.7: Case 2 results - BESS assisted DCM in NL
Case 2 - Results BESS Assisted DCM in NL - Station D

Delay [min] Annual DCM cost [%]  E;"“* [kWh]  P;"** [kW] PG [kW]
0 100.8 63 49.9 284
1 70.9 124 8.4 252.7
2 59.1 5.7 3.6 217.8
3 51.6 6.7 4.7 183.9
4 51.3 13.0 8.6 171.3
5 47.7 7.7 5.9 166.1
6 46.9 10.7 2.3 166.1




Table E.8: Case 2 results - BESS assisted DCM in NYC

Case 2 - Results BESS Assisted DCM in NYC

Delay [min] Annual DCM cost [%] E;y"“x [KkWh] Pl’]”“x [kW] Pgmx [kW]

0 40.2 804.1 288.9 76.8
1 35.8 738.7 198.8 68.3
2 33.6 596.4 148.8 70.2
3 31.9 551.7 125.2 67.5
4 314 533.4 116.3 63.4
5 29.7 533.3 111.8 60.4
6 29.1 525.2 106.3 60.3

Table E.9: Case 3 results - BESS assisted DCM in Swiss - Station D - 2030

Case 3 - Results BESS Assisted DCM in Swiss - Station D - 2030

Delay [min] Annual DCM cost [%]  E}"“* [kWh]  P;"“* [kW] P [kW]

0 44.8 717.0 288.9 72.9
1 40.3 772.9 204.3 65.8
2 37.5 693.2 157.6 61.9
3 34.9 498.5 112.6 75.7
4 33.6 628.5 119.8 60.1
5 32.6 514.9 108.3 61.0
6 31.8 514.9 104.2 60.2

Table E.10: Case 3 results - BESS assisted DCM in NL - Station F - 2030

Case 3 - Results BESS Assisted DCM in NL - Station F - 2030

Delay [min] Annual DCM cost [%] E’b"“x [kWh] Pgmx [kw] Pgmx [kW]

0 94.8 142.6 119.4 253.4
1 71.4 134.1 114.9 146.9
2 59.6 50.6 28.7 192.5
3 51.6 33.3 23.5 166.2
4 49.1 33.3 235 154.2
5 47.0 41.7 18.8 152.2
6 44.7 41.7 14.3 147.1

Table E.11: Case 4 results - BESS assisted DCM in NL - Station F - 2C

Case 4 - Results BESS Assisted DCM in NL - Station F - 2C

Delay [min] Annual DCM cost [%] E’bm”‘ [kWh] PZ“”‘ [kw] P(";mx [kW]

0 100.0 21.3 25.3 374.6
1 59.6 35.7 43.2 199.4
2 50.9 9.0 4.1 200.9
3 44 .4 3.3 1.1 182.5
4 40.9 3.8 2.5 165.4
5 39.0 6.3 3.8 152.9
6 35.6 3.5 1.0 145.0







Conference Paper Draft

Included in this appendix is a paper that is written in the IEEE conference format on the main contri-
butions of this thesis with the focus laid on the results obtained for the different demand tariff regions.
The goal of this paper is to submit this work to the IEEE Transportation Electrification Conference and
Expo (ITEC) 2021.
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Abstract—The need for proper fast charging infrastructures
is one of the key challenges for the wide adoption of electrical
vehicles (EV). The high pulsating demand of fast charging
stations (FCS) together with high demand tariffs can cause
monthly DSO demand charges to account for a significant
fraction of a station’s electric bill. Therefore, weakening the
business case for stations located in these high tariff regions.
To tackle this issue, demand charge management (DCM)
can be applied to suppress peak power demands at FCSs
using battery energy storage systems (BESS). This enables the
reduction of cost while retaining the station’s fast charging
capabilities. However, the implementation of such systems
remains a large investment and the proper BESS sizing in fast
charging applications is not well studied. This paper proposes
a multi-objective approach for optimal BESS sizing at FCSs
considering demand charges and station performance. A BESS
assisted FCS model is formulated to analyse the performance
of a station’s design based on power flow, charging delays and
the expected BESS lifetime. Furthermore, based on a worst-case
demand scenario, a multi-objective optimization framework is
formulated using the genetic algorithm NSGA-II to obtain the
optimal BESS and grid-tie sizing for an existing FCS. Lastly,
with demand data measured at four FCSs in the Netherlands,
a set of numerical case studies has been conducted in the
Mosaik and Pymoo environments to assess the feasibility and
the effectiveness of the proposed formulation.

Index Terms—battery energy storage systems, demand charge
management, electrical vehicles, fast charging stations, genetic
algorithms, multi-objective optimizations, NSGA-II

I. INTRODUCTION

The transportation sector accounts for approximately 25%
of these global energy-related emissions. Of these emissions,
around 70% is due to the use of combustion vehicles [1].
These appalling figures have promoted people to become more
aware of protecting the environment and enabled governments
around the globe to set emission goals and introduce regulatory
changes that encourage the reduction of CO2 emissions.

One of the major disruptions to the transportation sector, set
to tackle our carbon emission problem, is the wide adoption of
electrical vehicles (EV). However, concerns related to charging

This research was done in collaboration with Royal HaskoningDHV

2™ Pavol Bauer
Dept. of Electrical Sustainable Energy
Delft University of Technology
Delft, Netherlands
p-bauer @tudelft.nl

speeds and driving range continue to be wide spread among
consumers. This fear is known as ’range anxiety’ or ’charging
anxiety’ [2]. 83% of consumers who would not consider an
EV, cites this fear as the reason [3].

Therefore, worldwide, ambitious plans are in place for expand-
ing the current fast charging infrastructures. In Europe, five of
the largest car manufacturers are collaborating under the name
Tonity to build a fast-charger network of 400 stations by 2020
[4]. In the US, one manufacturer is investing USD 2 billion
in fast-charging stations along freeways in 39 US states and
public chargers in 17 metropolitan areas [5].

Currently, fast charging is mostly only seen as a facilitator
of long-distance driving for electric vehicles. For this reason,
the deployment of FCS generally occurs next to freeways.
However, as EV ownership increases in urban areas, city
planners and officials are contemplating whether inner-city
FCS can be the alternative for the growing congestion of slow
public chargers [6].

ElaadNl list location issues and demand charges as the two
major concerns related to installing FCSs [7]. Demand charges
is a fee based on the highest measured peak power (in kW)
during a monthly billing period. The demand tariff is the
price per kW the DSO uses to determine these monthly fees.
These tariffs can vary significantly between regions, where
e.g. the Netherlands this can be around 3 €/kW and in places
such as NYC, around 50 $/kW [8]. These demand charges
can therefore account for a significant portion (up to 90%)
of a FCSs electric bill, consequently weakening the business
case for a FCS [9]. Under such circumstances there is a clear
incentive for FCS owners to limit their peak power usage by
implementing BESS assisted DCM at their stations [8].

The papers [2], [10]-[14] study the integration of energy
storage in EV fast charging applications. Papers [10], [12],
[14] all present a mixed-integer linear programming (MILP)
formulation of these systems and performs a single objective
optimization based on operational costs. In [10] and [11] the
feasibility of adding frequency containment reserve (FCR) as
second function for the BESS is investigated. Both papers
concluded that FCR does not impact performance on the



FCS. However, it should be mentioned that the cost analysis
is performed on one case that is sized specifically for FCR
inclusion. Furthermore, this study also contained an analysis
of the BESS degradation using a thermal model and concluded
that a FCS does not have significant impact on the degradation.
It should be noted, that the amount of cycles and cycle depth
were not taken into consideration in the degradation model and
the EoL criterion was set to 30%. In [13] and [2] a FCS sizing
methods based on waiting times at the station is proposed.
Remarkable is that both study suggests these waiting times to
not exceed 5 to 6 minutes. In both study the waiting times
are dependent on the stochastic EV arrival times, number of
charging points available and size of the BESS implemented.
Both papers performed a simple cost analysis on the sizing
calculated and confirmed it’s economical feasibility.
Currently to the author’s knowledge the literature does not
include studies performing a multi-objective optimization for
BESS assisted FCSs. However, there is extensive literature on
MOOs being applied to sizing for micro-grid and distribution
grid applications. In the studies performed in [15]-[21] all
authors employed genetic algorithms (GA) to solve multi-
objective energy storage related challenges for the distribution
grid or micro-grid applications. Where operational costs, RES
production, BESS lifetime and location were taken into con-
sideration.

From the literature it is clear that BESS is a feasible solution
for reducing the peak power demands and demand charges
at FCS. Currently, the literature contains mostly research on
sizing optimizations based on one objective, either costs or
waiting times. Whereas research into multi-objective opti-
mizations investigating how both objectives impact the BESS
sizing and limited grid-tie ratings is lacking. These aspects are
important to FCS owners due to the large investments of BESS
projects and the limited trade-off on waiting times (quality of
service) at FCSs. Furthermore, all literature implemented a
stochastic method based on petrol station data for estimating
the FCS load profile. This gives a good example for a scenario
where the activities at FCSs resembles petrol station activities.
However, as suggested in [6] and [22], even in a fully adopted
EV scenario this would never be the case since EV possesses
multiple charging (tanking) options compared to conventional
combustion vehicles (which only possesses one).

With this paper energy measurement data are acquired from a
normally utilized FCS located in the Netherlands, from this
data, demand profiles are generated to perform the design
optimizations. This truly assesses the feasibility and effec-
tiveness of BESS assisted FCSs for the current situation.
In short this paper proposes a multi-objective optimization
(MOO) framework using GAs for the optimal BESS and grid-
tie sizing at FCSs in order to reduce demand charges and
charging delays.

The remainder of this paper is structured as follows. In Section
II the BESS assisted FCS modeling approach is presented. The
multi-objective problem is formulated and the proposed sizing
framework is presented in Section III. Section V describes the
case studies and the optimization, and the numerical simulation
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Fig. 1: A system diagram of a BESS integrated AC connected
FCS

results are presented. Lastly, the paper is concluded in Section
VL

II. FCS MODELING

In general this model simulates the power flows inside a
BESS assisted AC configuration FCS. This FCS configuration
is shown in Fig. 1. It includes a N number of DC fast charging
stalls, a BESS and a MV/LV transformer that couples the
station to the MV grid. An AC configuration is selected due
to it’s maturity and standard of application at most FCS [23].
Furthermore, the task intended for the BESS is to perform
peak-shaving on the demand in order to restrict the grid-tie
power to a set limit, and thus reducing the stations demand
charges.

Based on 3 design parameters and a FCS demand profile,
this system models the following electrical components, the
grid-tie demand, the FCS demand profile, the energy manage-
ment system (EMS) and stationary LFP/C BESS. The lithium
LFP/C chemistry is selected due to its high suitability for grid-
connected applications [24]. Moreover, the model includes the
performance parameters BESS lifetime and charging delays.
The BESS lifetime helps to asses the costs associated to the
BESS and the charging delays give an assessment of the
quality of service being provided by the FCS design. An
important assumption made regarding the charging delays,
is that when both the restricted grid-tie and BESS reaches
their designed power limits, it is assumed that a simple power
balancing technique is being employed by the charging stalls.
This results in equally divided charging delays among active
stalls. The input and output parameters associated with the
model are given in Table I.

Charging sessions at FCSs can range from 10-30 minutes.
During these sessions the charging power varies per EV
model and is not constant for the enitre charging duration
[25]. Furthermore, the maximum permissible charging delays
can be between 0-6 minutes [2]. Hence, a model resolution
(simulation step t) of 1 minute is selected to ensure capture of
the session scale charging characteristics in the FCS demand



TABLE I: Input and output parameters for the FCS models.

Input Unit
BESS Capacity kWh
BESS Power Rating kW
Maximum Grid-tie Power kW
FCS Demand (1 min res.) kW
Output Unit
BESS SoC %
Power Flow kW
Charging Delays minutes
BESS Lifetime years
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Fig. 2: System diagram of the complete simulation model.

profile and help give a close approximation of the charging
delays. It should be noted however, that due to the post-
processing nature of the BESS lifetime model, only this
parameter is calculated at the end of the simulation.

Fig. 2 depicts the corresponding inter-connection and data
exchange between the 5 modules included in this model, the
EV demand, EMS, BESS, lifetime and QoS. The blue lines
represents the physical power flows, the red dotted lines the
signal exchange between each modules and the green lines the
performance related results. During the simulation only the red
signals are exchanged between modules and the blue and green
lines are represented as output results from these modules.
This complete model is implemented using the python based
Mosaik smart-grid simulation environment [26].

A. Station Demand

The module "EV demand” models the total power demand
of all EVs charging at the FCS. For each simulation interval ¢,
this module generates the EV power demand Pgy; in kW for
a defined station. For this a pre-defined minute scale power
demand profile of a FCS is required for the initialization.
These profiles can either be estimated from stochastic models
or obtained from measurement data. This paper uses energy
measurements in kWh (1 minute samples) from January ob-
tained at a FCS in the Netherlands. Using these measurements
a demand profile can be generated. Using actual demand

data has it’s advantages of giving a more realistic view of
the current power demands at FCSs. Furthermore, it will
make session level power variations and differences in station
utilization rates visible in the simulation.

B. Energy Management System

In this model the EMS is regarded as the central unit of the
system. This model performs the correct power flow controls
for the FCS in order to dispatch the BESS correctly for peak-
shaving purposes, and thus avoid exceeding the designed grid-
tie values.

The objectives of the EMS module are the following:

o Limit the grid-tie power to an assigned value.

o Determine the required charge and discharge power from
the BESS.

o Apply typical SOC constraints to the BESS in order to
avoid accelerated degradation.

o Determine the system’s power capability to supply the
stalls.

The control can be described by (1) and (2). Charging of
the BESS occurs when the demand of the station Pgy+ is
smaller than the maximum grid-tie capacity P2“*. On the
contrary, discharging occurs when the FCS demand is larger
than the grid-tie capacity. Both are only valid when the BESS
is within its SOC constraints given by (3). If this is not the
case the BESS will go into idle mode. For each condition a
BESS mode signal B,,,,qe is generated. Furthermore, the EMS
determines the grid-tie demand during both periods using (4).

P& — Ppvyt, Ppve < Pg™"
Pems,ch,t = (1)
0, SoCys > 90%
Pgv,e — P, Ppye > PG'**
Pems,dis,t = ' ¢ G 2)
07 SOCb’t < 5%
5% < SoC.. < 90% 3)
PEV,t + Pb,ch,t, PEV,t < pmax
PG7t = max i}ax 4)
Pg™, Py > Pg

C. Battery Energy Storage System

Because only energy content and power flows are being
analysed by our model, the analytical BESS modeling
approach suffices. This modeling approach describes the
BESS at a higher level of abstraction and requires only
the SOC, charging/discharging power, efficiency and energy
capacity to model it’s performance [27].

The objectives of the BESS module are the following:

« Dispatch the BESS in the correct mode according to the
EMS signals.

o Model the inverter efficiency curve.

« Model the physical power and energy constraints.

o Model the charge and discharge of energy.



According to the battery mode signal received from the
EMS, the battery either goes into charge, discharge or idle
mode. In both charge and discharge mode, the power con-
straints are applied to the power signal, the inverter efficiency
determined and energy added or removed from the previ-
ous BESS energy content (Ep¢—1). In idle mode the BESS
does not charge nor discharge any energy. (5) describes this
charging, discharging and idling procedure, and (6) the energy
constraint applied to the BESS. This constraint ensures that
the BESS cannot be charged or discharged outside of the
physical boundaries. Lastly, at the end of each step the SOC
is determined by (7).

Py
Eb,t—l + % - (Pb,ch,t) 3 Bmode = Charge
Eb,t = E _ Pb,dis,t . 1 B — Disch
bt—1 60 n (Pb’dis.’t) 5 mode 1scharge
Eyi_1, Binode = Idle
&)
0< Epy < B (6)
E
S0Ch; = —ob - 100% 7
Eb

To ensure the BESS model (dis)charges within it’s power ca-
pabilities, power constraints are applied according the BESS’s
rating and physical limitations. The following constraints, (8)
and (9) limits the charging and discharging power of the
battery to its maximum power rating found in the battery’s
data sheet. For simplicity, this model assumes that both the
charging and discharging ratings are equal. Furthermore, the
charge/discharge power of a battery is not fully constant over
the full range of SOCs, at low (around 15%) levels and
high (around 80%) levels the power linearly decreases [28].
This linear decrease during discharging and charging can be
described by the following constraints (10) and (11).

0< Pyeny < PO* (8)
0 < Py gise < B &)
Pmaz Eb ¢
Pyope < —b — (=2 —1 10
bieht S T Soon <Eg”‘”' ) (10)
Pmax EbAt >
Py gist < 22— ( ; (11)
bodis ¢ Sb,dis \ LpH**

To model the BESS inverter, a 3 segment piece-wise linear
approximation of an inverter curve model found in [29] is im-
plemented. This efficiency curve 7;,, start from 5%, linearly
increases to 93% at 0.1 pu (P*°) and further increases to 97%
after 0.5 pu (P*). This piece-wise linear segments represents
the efficiency function for the complete BESS power range
and is described by (12).

8.8 Py + 0.05, P, <0.1pu
7=1<0.93+(0.1- (Pt —0.1)), Py, <0.5pu (12)
0.97, P,; <1pu

D. BESS Lifetime

The lifetime module estimates the expected lifetime of
the BESS using its SOC profile. Battery ageing is due to a
combination of two components, the cycle-life degradation
and calendar-life degradation. This module uses the post-
processing lifetime model proposed in [24] to determine the
capacity fade being induced by these two degradation factors
on LFP/C batteries. By knowing the degradation for a certain
SOC profile, one can estimate the time it takes for the battery
to reach it’s EOL criterion of 80% [30]. This is taking the
assumption that the battery will repeat this SOC profile during
the entirety of it’s lifetime. Here the SOC profile is defined
as the complete SOC history the BESS experienced during a
simulation.

Due to the irregular demand profile for FCS applications,

these 3 parameters can vary significantly on a daily basis
and can be different depending on the station’s usage. For
this reason, this module uses a slightly modified version
of the rain-flow cycle counting algorithm found in [30]. In
addition to the frequency and range of cycles, this modified
version also extracts the average SOC from each cycle. Once
these values are obtained, the cycles are counted based on a
discrete n segments of DOD ranges and average SOCs. These
discrete segments are used in order to obtain computational
simplicity. However, to preserve model accuracy a minimum
of 20 discrete segments are selected [31].
Lastly, the cycle lifetime consumed is calculated using (13)
by comparing the obtained count for each n segments against
the maximum cycles defined from the cycle lifetime model at
80% EoL.

DOD=100%

2.

DOD=1/n

N, (dod, soc)

_ 1
Naz (dod, soc) (13)

Dcycle =

Calendar degradation occurs when the battery is idle. From
the same SOC profile a total idle time to SOC level range
data can be extracted. Using the calendar-life model found
in [24], one can obtain the calendar lifetime consumed in the
same procedure. Both degradation’s are then summed together
to find the total lifetime consumed LC'. Assuming the BESS
continues the same operation, the expected lifetime Ly, can
be estimated with (16). Where T'p represents the length of the
degradation period.

SoC=100%
Doas = Z M (14)
e Trnaz(SoC)
SoC=1/n
LC = Dcycle + Dcal (15)
1
chp = Tp (16)

LC



E. Charging Delay

The QoS module determines the performance of a BESS
assisted FCS design in terms of charging delays. Charging
delays would be experienced at times when the power deliv-
ered from both the grid-tie and BESS cannot meet the EV
demand, and thus resulting in a longer charging session due
to the reduced charging speeds. These periods with power
differences between the EV demand Pgy+ and the FCS power
capability Py.s; are called power mismatch periods, where
Py, is defined by (17)

Presy = Pai + Py dis,t )

At each simulation step the following flow-chart shown in
Fig. 3 is performed to give an estimate of the charging delays
caused during power mismatch periods. The module starts by
identifying power mismatch moments, if a power mismatch
moment is identified (AP; > 0), then the extra time (Aty)
it takes to charge the missed energy (18) at the available
FCS power is given by (19). This is then summed up until
a mismatch period ends.

When a mismatch period ends (AP; < 0), an estimate of the
total charging delay (Tieiqy,:) for the ending power mismatch
period is obtained by equally dividing the summed Aty over
the number of charging EVs (Ngv;) as shown in (20). This
delay then represents the total extra time a connected EV
would have experienced after the power mismatch period if
it had continued to charge at the available power.

AEt = (PEV,t - Pfcs,t) . tstep (18)
AE,
Aty = Proos (19)

Simulation
Step

INPUT DATA:
- EV Demand
- Grid-tie Power

- BESS Discharge Power
[AP = Pa + Poaiss — Povi| °

YAt
60
Prax = max(Prect)

Taetayt =

N At=A(-1)+At

Pyect ~ Ppvy Tietayt =0 Reset
Praxt =0
Tielays =0 Z Bt P
Prax =0

Fig. 3: Quality of Service implementation flowchart

Aty
Nevy

Tdelay,t = E

The number of EV’s that experienced a power mismatch can
be either obtained from data (if available) or be estimated using
additional station information such as number of charging
stalls (Vstq115) and total rated power (Prated using (21).

stations

(20)

max (Pyect)

Rated
Pstation

III. MULTI-OBJECTIVE PROBLEM FORMULATION
A. FCS Design Problem

Sizing of a battery for grid-connected applications can be a
complicated process. This complexity is found in the irregular
demand profile of FCSs, which can lead to complex cycling
of the BESS in peak-shaving applications. The framework
proposed in this paper considers 2 contradicting design objec-
tives, the associated DCM costs and the station performance.
The DCM cost component consists of the annual (reduced)
demand charges and the annual BESS investments required
to perform the peak-shaving. The performance is measured
in the charging delays customers experience when there is
not sufficient power capacity available from both the grid-tie
and BESS to meet the EV demand. Using a station’s demand
profile and the 3 design parameters, maximum grid-tie power
Pza®, BESS capacity E;*** and BESS power rating Pp»%*
both objectives can be evaluated with the FCS model proposed
in Section II.

To determine the demand charges, this framework will assume
PZ%% to be equal the the maximum peak demand during
a billing cycle. Moreover, another assumption made is that
the BESS will be in service for the duration of its expected
lifetime. This way the initial BESS investments are annualized
to be included in the annual DCM cost.

To properly asses a stations performance, two KPIs are derived
from the charging delays Tgejqy,:, the maximum charging
delay and the increase in station utilization. The maximum
charging delay is the maximum extra time an EV might
experience to complete it’s charging session.

The utilization of a station is the total amount of time the
station is being occupied for charging. Hence, increase in
utilization is here defined as the percentage increase in station
utilization caused by the total amount of extra charging time.
This KPI gives an indication on how frequent delays occur,
and thus affecting the owner’s sales potential due to increased
station occupation.

: Nstalls (21)

Ngvi =

B. Objective functions & Design Constraints

This multi-objective design problem can be considered a
two contradicting objective problem. However, due to the
subtle differences in dependencies between the maximum
charging delays and the utilization time increase, the
performance objective is separated into a two separate
objective functions (23) and (24). This avoid resulting with
solutions with low maximum delays but frequent delays.



Objective function (22) represents the DCM cost function, this
function describes the BESS related investments associated
to the DCM design and the reduced demand charges. This
is calculated on an annual basis. The annual BESS costs
compromises of BESS project costs annualized by the
expected BESS lifetime in years. An additional over-sizing
factor Beqp= 1.2 and fpow= 1.07 are included to take into
consideration the capacity and power fade due to degradation
[32]. Furthermore, The demand charges compromises of
monthly demand tariffs C9¢™ times the maximum grid-tie
power and are annualized using the factor « = 1/12 .
Additionally, the costs related to perform power balance
are not considered in this framework. It is assumed here
that the initial software investments for this technology will
be divided among a complete network of stations, hence
making the costs irrelevant when compared to the large BESS
investments and demand charges.

Apart from the constraints included inside the FCS model,
a set of design constraints are applied to restrict our search
during the optimization using previous knowledge and tech-
nological constraints obtained from literature.
Constraint (25) represents the P/E ratio constraint related to
the LFP/C chemistry considered, which has a P/E ratio at 1C
of X™® =1 and X™a* = 8 [14].
Constraint (26) restricts the optimization from selecting so-
lutions with a combined grid-tie and BESS power below the
average power of a station’s demand or above the maximum
stations peak power [13]. Furthermore, constraint (27) restricts
the optimization from selecting solutions with maximum de-
lays longer than 10 minutes. This constraints is applied due
to the fact that FCS customers are highly likely to leave for
delays longer than 6 minutes [2].

_ CDCA[ _ CbessEll;naX,Bcap + Cconvpbmaxﬂpow

min fi(z) Leap
Cdempmax
P € S (22)
@
mwin f2 (:13) = Tmax = maX(Tdelay,t) (23)
T elay,i
min f3(z) = Tfreq = 2 Ticlayi 1009, (24)
r Tcharging
st XM PT < BT < XX pres (25)
Pfcs—avg < Pémz + Pbmam < Pfcs—maz (26)
Tinaz <10 (27)

C. Sizing Framework

Using the FCS model proposed in Section II, a framework
shown in Figure 4 is set up to solve the design optimization
problem. The framework comprises of the FCS model using
a worst case demand profile, and a optimization model using
the NSGA-II algorithm.

In general FCSs and BESSs are designed to endure usage
during worst case scenarios [33], hence the selection of

a worst case demand profile as input for the FCS model.
Furthermore, FCS demands have a repeating daily pattern
(24-hours) and the worst case usage period is around the
Christmas holidays [33]. For this reason the demand profile
comprises of two worst 24-hour periods extracted from this
worst case scenario. A 24-hour period with the worst peak
demand and a 24-hour period with the worst energy density.
The worst peak demand day ensures the proper power
requirements, and the worst energy density day ensures the
BESS energy requirements.

Because two worst 24 hours periods are used, the increase in
utilization and expected BESS lifetime is assessed separately
for each 24 hour period, where then the worst from these
two 24 hour periods are selected. The total charging delay is
analysed for both 24 hour worst case load and the day with
the worst total charging delay is inserted into the objective.
Due to the modeling complexities and some non-linearity
within the FCS model, the optimization model uses a
meta-heuristic optimization approach based on the genetic
algorithm NSGA-IL. Using the formulated objective functions
and design constraints this is implemented in the Pymoo
environment [34]. The modular aspects of Pymoo grants the
possibility to tailor the genetic operators of the NSGA-II
algorithm to a specific problem. For reasonable computational
time the population size is set to a fixed size of n,,,= 50
and the termination criterion is defined by a design space
tolerance of 1%. Since for FCS applications the design space
will be in the range of 10 to 1000 kWh/kW a Pareto front in
the precision of 1% should be sufficient to give an accurate
indication of the sizing.

The following steps describes the procedure that is executed
with this optimization framework.

o Step 1: An initial population consisting of the 3 design
parameters (PZ2%%, P and E77%*) are generated using
the NSGA-II operators.

o Step 2: The population is then simulated by the FCS
model, to extract the performance parameters, Lexp, Tmax
and T'fycq.

o Step 3: The design parameters together with the simu-
lation results are evaluated using the objective functions
subject to the design constraints.

o Step 4: Using the NSGA-II operators, a new parent

Worst Case
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8 g2
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Fig. 4: A schematic overview of the proposed design optimiza-
tion framework



TABLE II

Station Name D

Installed Capacity 450 kW
Peak Demand 384 kW
Average Demand 60 kW
Total Energy
Charged 35.9 MWh
Stalls 4
Average Daily Utilization 734 min (51 %)
Category H+S
Station D
600 e
-~ Installed Capacity
500 -~ Avg. Demand
2400
g 300
200
100( _"_ |- ]
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Fig. 5: Station D: H+S

population is selected for the next generation.

e Step 5: Step 2-4 are then repeated until the termination
criterion is met and the Pareto front is found.

e Step 6: Lastly, once the optimization terminates, the
design space and objective space of the final generation
is stored and visualized.

Using this objective space and design space data, an FCS
host can use higher level information to select the optimal sta-
tion design. Such higher level information can be for example
investment budgets or location specific QoS requirements.

IV. CASE DESCRIPTION

Table II shows the additional station information and per-
formance metrics extracted from the measurement data. The
worst case demand profile for station D is shown in Fig. 5.
These worst case demand profiles consists of a 24 hour with
the worst peak demand followed by a 24 hour with the worst
energy density.

To asses the effects of different demand tariffs on our
optimization framework, the optimization is performed for
several demand tariff cases described in Table III.

When assessing the objective space the annual DCM cost is

given as a percentage of the stations annual demand charges
without DCM. Similarly, the grid-tie size and BESS power
capability is given in per units. Both are based on the station’s
peak power demand as the base value.

V. NUMERICAL RESULTS

A. Optimal design in different demand tariffs

These results are intended to show how the optimum sizing
is influenced by different demand tariffs. This illustrates
how the objective and design space moves for a certain

TABLE III: List of the study cases for the optimization

Demand Profile  BESS
Station D Excl.
Incl.
Cbes5=€490/kWh
Ceonv—€110/kW
P/E ratio < 1

Study Case Demand Tariffs

Case 1:

Description
DCM without BESS

NL = €2.7/kW
Swiss = €14.4/kW
NYC = €42.3/kW

Case 2: BESS assisted BESS Station D

station demand employed in different demand charge regions.
Fig. 6 displays how the objective space move in terms of
DCM cost and maximum charging delays and Figures 7,
8, 9, and 10 shows how the design parameters move with
respect to maximum charging delays for the different regions.
Additionally, to serve as a benchmark, the DCM solutions
without BESS are included to asses the effectiveness of the
optimum solutions with BESS included.

The results in Fig. 6 show that a significant DCM cost re-
duction can be obtained in high demand tariff regions relative
to applying only power balance. However, this is not the case
for regions with low demand tariffs. In the Netherlands case,
BESS assisted DCM performs worse than power balancing in
terms of costs. Making power balancing the preferred option
for DCM in the Netherlands assuming cost is the driving
factor. In contrast, for Switzerland and NYC, DCM reductions
between 40-60% and 60-70%, respectively can be obtained
depending on the delays. Furthermore, observing how the grid-
tie moves in Fig. 7 with respect to the different regions, a
dramatic 80% of grid-tie reduction can be achieved in NYC.

Nevertheless, as longer delays are permitted, the differences
in performance between power balance only and the other two
regions diminishes. Where for 8 minute delays, in Switzerland
the station performs equally and in NYC with a difference of
only 10% in terms of cost. In terms of grid-tie, a difference
of 10% and 20% can be obtained with 8 minute delays,
respectively. When comparing these BESS included solutions
to case 1, the following can be concluded. First, in the
Netherlands BESS assisted DCM is not feasible in terms
of costs. Second, in Switzerland BESS assisted DCM can
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Fig. 6: DCM cost vs maximum charging delay [min]
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always be beneficial for grid-tie reduction at FCSs. However,
in terms of cost, a BESS should only be considered for FCSs
where the charging delays need to remain low. Third, in NYC
BESS assisted DCM can always be always beneficial for FCS
applications.

Regarding the BESS sizing shown in Figure 8 and 9,
except for some expensive solutions around zero delays,
in the Netherlands the BESS is excluded for most of the
solutions and the power balance curve is given as the
optimal solution. For the NYC case, the BESS sizing behaves
similarly to the Swiss case in terms of delays. However,
it also evident that high demand tariffs directly impact the
feasible BESS capacities, a 3x difference in demand tariff
between Switzerland and NYC is reflected in the BESS
capacity increase. Furthermore, the same is observed between
the two power parameters, the additional 20% decrease in
the grid-tie can found in the increase of the BESS power
capabilities.

Fig. 10 illustrates how the different demand tariffs influence
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Fig. 9: BESS energy rating [kWh] vs maximum charging delay
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Fig. 10: BESS power [kW] vs energy rating [kWh]

the optimal BESS PE ratios. For the dutch case, except for
some expensive outliers, the optimal solutions concentrate
around the origin, due to either a really small BESS is
suggested or none at all. For the Swiss case, the PE ratio
(highlighted in orange) concentrates between 1 and 1/2. The
NYC case, larger BESS capacities are introduced, making the
optimal solutions (highlighted in green) concentrate between
1/2 and 1/8. Due to the almost direct correlation between
the demand tariffs and BESS capacities, FCSs located in
regions with high demand tariffs optimally should posses
larger capacities, and thus lower PE ratios than for stations
in regions with mid range demand tariffs.

B. Performance simulations

In this section the performance of the FCS is assessed by
selecting a number of optimally sized 2 minute delay solutions
(rounded to the nearest 5 kW/kWh) and simulate this on
an entire week demand. The week demand selected is the
week wherein the peak demand occurs. The results include
the charging delays, the SOC profile of the BESS and the
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power flows.

The simulation results of an optimal design without BESS is
shown in Fig. 11 and in Fig. 12 a BESS included solution.
Both are simulated for station D and with solutions for the
Swiss demand tariff case. When these results are compared, it
becomes clear that in the BESS included design the BESS
power and grid-tie combined are slightly larger than the
grid-tie size in the non-BESS solution. This small difference
in rating and maximum delay are due to the fact that the
BESS reaches below it’s 15% SOC threshold, causing the
power capabilities of the to BESS decreases, and thus causing
additional power mismatch. This is also visible in the way
the delay peaks differ during this period. Nevertheless, the
BESS included solution will result in a 10% lower DCM cost
compared to the DCM solution without BESS and a total of
53% reduction in demand charges.

Fig. 13 shows the results of a 2-minute optimal solution
for D demand FCS located in NYC. These results show that
even with different design ratios, the optimal charging delay
performances do not differ much per region. However, as
observed from the optimizations, the P/E ratios are reduced,
and thus larger BESS capacities are introduced to the optimal
design space. Because of these larger BESS capacities, the
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Fig. 13: Performance of a 2 minute delay optimal FCS design
with demand D in NYC using E};***=600, P;***= 155, PZ**
=75 Cpw = 14/kW - Loyt 14 years - Annual DCM Cost =
€64,573 (-66.9%)

discharging and charging periods are longer, causing longer
cycles.

This reduces the opportunity to dispatch the BESS for other
ancillary services. However, these longer cycle periods are
more shallow and the high SOC idling periods are shorter,
resulting in improved BESS lifetimes. Furthermore, it is
evident that less micro-cycles are occurring at high average
soc levels.

VI. CONCLUSION

By identifying power miss-matches between the demand
and the modeled FCS’s capabilities included with knowing
the number of EVs charging. The delays can be determined
under the assumption that power balance is applied and the
EVs continued to charge at the available speed.

From the literature it is clear that an analytical BESS model
suffices. However, most studies neglect the BESS power
capability curves. Results presented in this paper has to cause
additional delays when the BESS is below its maximum
power capability threshold. Leading us to the conclusion that
including these power capabilities in the model is essential
when analysing delays caused by power differences.

The proposed framework incorporates charging delays as a
contradicting objective to cost. The cost is analysed based
on the annual demand charges and BESS investment. The
charging delay objective gives an assessment of the perfor-
mance of the station. Furthermore, it was also concluded
that this delay objective, includes two deviating aspects. The
frequency of delays and maximum length of delays that can be
experienced. The first affects the charging host and the second
gives an indication of the quality of service provided to the
FCS customers. In the proposed framework these are separated
and minimized individually.

This paper investigated tariffs in the Netherlands (€2.7),
Switzerland (€14.4) and NYC (€42.3). From the optimiza-
tions we can conclude that for the Netherlands nowadays the
BESS costs are too high for profitability. This causes the op-



timization to roughly follow the power balance without BESS
solutions. For Switzerland, between 40-60% DCM reductions
can be obtained depending on the accepted delays. However,
BESS assisted DCM should only be considered for low delay
solutions. For NYC a reduction between 60-70% is obtained,
for this region the grid-tie is 10% smaller and PE ratio of
the BESS design smaller than Switzerland. Leading to the
conclusion that in high demand tariff regions introduces lower
PE ratio designs. The optimization was simulated against a
weekly demand and the effectiveness confirmed. Remarkable
is that optimal designs in different regions obtain the same
station performance but with different BESS performance.
Introducing limitations for secondary BESS grid-services.
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