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Abstract

Common sense is knowledge that most humans
have, but machines do not. Generally, computer
knowledge bases make use of positive (known)
knowledge. However, in addition to positive com-
mon sense knowledge, there is also negative. Nega-
tive knowledge represent facts that are known to be
untrue, like “a cat does not have fins”. This knowl-
edge is important in order for a machine to make
assumptions the same way a human does. This re-
search proposes ways to combine and organize the
positive and negative knowledge tuples in a unified
way. The two main ways that are looked into are
table-like and graph-like organizations. These are
analyzed based on different requirements and im-
portant queries are defined. Based on the require-
ments a recommendation is made. The research
also takes a look at a solution that makes use of
complex number space and suggest how this solu-
tion could be further researched and improved in
the future.

1 Introduction

Common sense knowledge is information that helps people
make sense of every day situations [7]. This knowledge is as-
sumed instead of being written down, therefore it isn’t trivial
to get it into a machine’s knowledge base. Common sense
knowledge is important for machine learning because with
it machines can make assumptions closely to how a human
can. Common sense knowledge is used for reasoning for ma-
chines and the necessity to have common sense knowledge is
increasing as new machine learning techniques arise [5].

Knowledge can be of many types, from generative (one
relation of a concept to another concept - cat is a mammal)
to discriminative (the distinguishing of two concepts in rela-
tion to a third concept - octopuses, unlike fish, do not have
fins) [3]. Generative knowledge can be of two types - positive
and negative [1]. Positive knowledge represents facts that are
known to be true, for example “a cat is a mammal”. Neg-
ative knowledge refers to facts that are known to be untrue,
for example “a cat does not have fins”. If all of the world’s
positive knowledge and all of the world’s negative knowledge
was combined, this would create a complete knowledge base.
However, currently existing knowledge bases only store pos-
itive knowledge [12].

In common sense research, negative knowledge is just as
important as positive knowledge [1]. A machine can only
make assumptions based on the information it has in its
knowledge base and if it lacks some information, it cannot
simply make an assumption from that, unlike humans. A hu-
man can asses if they do not have enough knowledge to make
an assumption and they know what is enough in order to make
an assumption. Machines have no way of knowing if some-
thing is actually not a fact or if it has simply not been doc-
umented [6]. From positive knowledge (a cat is a mammal)
one cannot assume anything about whether cats have fins or
not. Sure, generally mammals do not have fins, but this is

not a fact, as there are exceptions (eg. whales), so this is not
a fact a machine can simply assume, even though we as hu-
mans can. However, being explicitly told that something is
indeed not true (cats do not have fins) minimizes this issue.

Adding negative knowledge into the existing knowledge
base is not as trivial as it may seem, as it is a completely
different type of knowledge and it is used in a different way.
Negative knowledge needs to be used for negative reasoning,
which is different from positive reasoning.

The main research question to be answered is whether pos-
itive and negative knowledge can be organized in a unified
way. A unified organization for knowledge is desired for ease
and effectiveness of retrieving the knowledge, which brings
up the following subquestions:

1. What structures can be used for a unified organization of
positive and negative knowledge?

2. How can different knowledge organizations be evaluated
and how do they compare?

The first part of the research is exploring table-like orga-
nizations and how they can be applied to storing knowledge.
Then graph-like organizations are explored. The solutions
are then compared based on numerous criteria. From the four
proposed solutions, the hypergraph solution appears to be the
best fit.

This is not an exhaustive list of possible ways to orga-
nize knowledge. There are certainly many more ways to
store knowledge that this research does not go into. How-
ever, apart from the table- and graph-based solutions, the pa-
per also briefly looks into a complex number space solution
and proposes ways this can be further investigated in future
research.

A basis for combining positive and negative knowledge in
aunified way is provided in this paper. Multiple organizations
are compared and improvement possibilities for the proposed
organizations are looked into.

First, related work is discussed in Section 2, After that,
the methodology is discussed in Section 3. Section 4 dis-
cusses the different ways of organizing knowledge that were
proposed during the research. The next section, Section 5,
describes researched uses of common sense knowledge bases
and discusses important criteria when organizing knowledge.
The paper then compares the proposed knowledge organiza-
tions based on the criteria. Next a discussion is in Section 7
and a conclusion in Section 8. The paper ends with a reflec-
tion on responsible research in Section 6.

2 Related Work and Preliminary Knowledge

The majority of currently existing knowledge bases (for ex-
ample Atomic [10] or Cyc [8]) focus on positive knowledge,
whereas this research is going to focus on negative knowledge
and combining positive and negative knowledge in a unified
way. The research done for the FindItOut game [2] focuses
on acquiring both positive and negative knowledge. In their
implementation, the acquired knowledge is stored in four sep-
arate tables, one for positive generative knowledge, one for
negative generative knowledge, one for positive discrimina-
tive knowledge and one for negative discriminative knowl-



edge. Within the table about generative knowledge it is struc-
tured as a 3-tuple, with the two concepts and the relation of
the first one to the second.

During this research multiple ways to organize knowledge
are proposed. They make use of different data structures,
which are introduced in this section.

2.1 Relational Databases

First, a look into using relational databases [4] to store the
knowledge is needed. A relational database can be visualized
as interconnected tables, however in the proposed solutions
only one table is used, with connections only to itself. Each
row in a database table has to have a unique key, which is
what makes the databases more effective than a simple, array-
like, table. Each row can be represented as a tuple of the
information in the cells of the row. In databases, it is also
possible to allow null cells, in case some data is not available
or relevant or needed. This option can be enabled or disabled
for certain colums based on what is needed.

2.2 Graph Databases

Similarly to previous research, this one makes use of graphs
for knowledge storing, similar to graph databases like Neo4J
[9]. Graph databases consist of having nodes and their con-
nection via edges. The edges are directed and labeled with a
relation between the two nodes. The nodes can be of differ-
ent types and one can define rules of what can be connected to
what and in which way. It is also possible to add null nodes
or edges if necessary.

One downside of regular graphs is that only two nodes can
be connected with an edge, which is why hypergraphs [11]
may be more useful. In a hypergraph, an edge can connect as
many nodes as needed. The edge can also be a directed edge,
with a starting (head) and ending (tail) node. The edge still
has the ability to have its own label as well. This scales down
the necessary space needed to store all the information and,
if implemented correctly, makes looking up many queries in-
credibly effective.

3 Methodology

The two important parts of this research were coming up with
ways to organize knowledge and then comparing them and
finding the ideal one. This paper is therefore also divided into
two main parts - the knowledge organization methods them-
selves and the analysis of their performance in comparison
with each other.

3.1 Knowledge Organizations

The research started with reviewing existing literature about
knowledge bases. Previously done research focused primar-
ily on positive knowledge and its organization, however the
aim of this research is to add negative knowledge into the
knowledge base, or to find a new organization altogether. The
purpose is to ensure the usage of negative knowledge smooth
and effective in the proposed organization.

Based on the previously reviewed work, multiple ways of
combining positive and negative knowledge were proposed.
The different organization proposals are described in Section

4. The two main categories that were looked into are a table-
like organization and a graph-like organization. For each of
the styles, two different solutions were proposed, and a trade-
off between space and time complexity was made. A basis
for further research is proposed for a solution that makes use
of complex number space and mathematical operations that
would speed up the organization significantly, however due
to time and knowledge constraints, this was not further ex-
plored.

3.2 Evaluation Protocol

As there are many ways negative knowledge can be added
into a primarily positive knowledge base, a way to compare
these is needed. The question is, how to decide what the best
method of organizing knowledge is? And is there one? It is
important to know which criteria are important and which are
not. To know this, one needs to know what the knowledge
will be used for, as different ways of organization can work
for different applications. A part of this research consisted of
finding different applications and usages of common-sense
knowledge in computer science, and specifically ways neg-
ative knowledge can affect these applications and when it is
needed.

After finding applications of knowledge, it was explored
how exactly it is used and what operations and queries are
most important. The different ways of organizing knowledge
were then analysed and categorized based on their effective-
ness with the found applications. The criteria are described
in Section 5.1.

It was expected that not all organizations would perform
the same and that there would not be a clear “best” organiza-
tion, but rather that different styles of organization are useful
for different applications.

4 Ways to Organize Knowledge

The information that needed to be stored consists of a con-
cept, a relation and a second concept. The information about
whether the knowledge is positive or negative also needs to be
available in the organization. After researching ways positive
knowledge is organized, several methods for creating a uni-
fied organization for positive and negative knowledge were
proposed.

4.1 Table Based Organizations

The way the knowledge is currently organized is simply in
two separate tables, one with the positive knowledge and one
with the negative, each with three columns, which can be rep-
resented as a 3-tuple that looks like this: <Conceptl, Rela-
tion, Concept2>. This way, getting knowledge about a con-
cept requires one to look into two different tables, which is
why a unified structure would be preferred.

The first organization idea was to merge the tables into
one and distinguish the relations as either positive or neg-
ative. This means that, for example, the relations isA be-
comes isNotA in a negative tuple, just like in natural lan-
guage. However, in order to query the table-based database
more easily, it would be better to not use natural language
when distinguishing the positive and negative relations, so a



isSA+ B + A isA B
isA- C - A isA C
hasA+| D + hasA| D

Figure 1: In this figure the two ways to store knowledge in a table
can be seen. The capital letters represent concepts, the plus and
minus sign represent positive and negative knowledge respectively
and the remaining column in the relation between the concepts. On
the left, the knowledge is represented as a 3-tuple with a relation
that indicates whether it is positive or negative. On the right, the
distinction is in a separate column, making it a 4-tuple.

decision was made to use isA+ and s A—. This raised a sec-
ond idea, which was to add a separate column to represent the
difference between positive and negative. This is visualized
in Figure 1.

4.2 Graph Based Organizations

A significant amount of the previously done research stores
knowledge in a knowledge graph, so this was the next ex-
plored idea. In Figure 2 a graphical representation of what a
simple knowledge graph would look like can be seen. This
solution builds on top of the 3-tuple solution. The nodes in
the graph represent the concepts and the directed edges repre-
sent relations between them. This way, if a concept is present
in multiple tuples, which is should be, as a concept can have
many relations to many subjects, it only needs to be stored
once. It can then have edges connected to all the concepts it
is related to. In this solution, the relations are either positive
or negative, but the distinction is only expressed on the edge
itself, by the relation being either positive (isA) or negative
(isNotA).

VIONSI
hasA

Figure 2: In this figure, a graph representation is visualized. The
nodes represent concepts and the edges represent the relations be-
tween them.

The next idea was to express the distinction between pos-
itive and negative knowledge explicitly, so the idea of using
a hypergraph came. In a regular graph, an edge connects two
nodes, but in a hypergraph, a so-called hyperedge can con-
nect multiple nodes. A hypergraph can contain directed hy-
peredges, where the direction is indicated by having a head
node, which connects to the next node and the next. The
final node is the tail node. In the proposed knowledge hy-
pergraph, there are two types of nodes, concept nodes and
relation nodes. A directed hyperedge connects together the
first concept, the relation and the second concept. The value
of the edge represents whether the knowledge is positive or
negative. This can be seen in Figure 3.

Figure 3: In this figure, a hypergraph representation is visualized.
There are two types of nodes, concepts and relations. In blue, con-
cepts are shown and in orange relations. The hyperedges connect
two concepts and a relation. A green hyperedge (visualized as cir-
cling) represents positive knowledge and red represents negative.

4.3 Complex Space Based Solutions

Inspired by the way complex numbers are represented as A
*r 4+ B * i where r represents the real part of the number, i
represents the imaginary part and A, B € R, a solution mak-
ing use of complex number space was proposed. The research
very briefly looked into a solution that makes use of this. This
solution was not fully explored, as there was not enough time
to get the required background knowledge. However a basis
can be provided on how this idea can be developed further.
A couple ways were looked into and some were quickly dis-
missed, due to obvious flaws, but some are worth exploring
further. This section will briefly mention four of them.

The first method, which can graphically be seen in Figure
4, represents positive knowledge as the real part of the tuple
and negative knowledge as the imaginary part of the num-
ber. The connection between them, represented as a point
on a graph, can then be used to represent positive disrimina-
tive knowledge as well. In this solution, an obvious flaw is
already visible, as there is no way to represent negative dis-
criminative knowledge, and only 1/4 of the complex space
graph is in use.
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Figure 4: This figure graphically shows how positive and negative
knowledge can be represented as the real and imaginary part of a
number in complex space, with positive knowledge being on one
axis and negative on the other axis. Their connection - points on the
graph, represent positive discriminative knowledge.

The initial idea inspired the second version, which has two
identical axes, as seen in Figure 5. The axes represent posi-
tive knowledge and negative knowledge the way positive and
negative numbers are represented, so on the right positive and
on the left negative (or with a vertical axis, top and bottom re-
spectively for positive and negative). This means the axes are
not symmetrical. This implementation allows for the repre-
sentation of both positive and negative generative knowledge
(using just one axis), as well as positive and negative dis-
criminative knowledge (using two axes). There are still parts
of the space that are not used, only half is used, but this is an
improvement as compared to the first solution.

The third idea went in a slightly different direction, with
the axes representing concepts instead of full pieces of knowl-
edge and the points on the graph representing the pieces of
knowledge. The axes then has a positive concept on the right
(or top) and negative on the left (or bottom). This can be
seen in Figure 6. A connection between them, represented
as a point on the graph or a tuple, then represents a piece of
knowledge. The point on the graph is annotated by a relation,
to represent the type of relation between the two concepts.
If the first concept is positive this represents positive knowl-
edge and if it is negative it represents negative knowledge.
As in the previous solution, only half of the space is in use.
If this solution were to be expanded to include discriminative
knowledge, as third dimension could be added.

The final idea also adds the relations into the space, instead
of representing them on the points. The relations are repre-
sented as a separate dimension, as seen in Figure 7. In this
case, only the positive part of the knowledge axes is used and
knowledge is represented by a point on the graph, which com-
bines two of the concepts and the relation. The relation can
either be positive or negative (represented the same as pos-

<cat, isA, mammal> 4+

<dog, isA, animal> 4

<dog, isA, mammal> +
<dog, hasA, legs> +

<cat, capableOf, meowing> +

+ <cat, isA, mammal>
+ <dog, isA, mammal>
+ <cat, capableOf, meowing>

+ <dog, isA, animal>
+ <dog, hasA, legs>

+ <cat, isA, fish>

+ <dog, isA, cat>

<cat, isA, fish> 4
<dog, isA, cat> +
<dog, isA, fish> +

+ <dog, isA, fish>

<cat, hasA, fins> 4

+ <dog, capableOf, meowing>

+ <cat, hasA, fins>

<dog, capableOf, meowing> +

Figure 5: In this figure, positive knowledge is where positive num-
bers would be and negative knowledge is where negative numbers
would be. A point on the graph represents their connection

itive and negative numbers on a graph), and this determines
whether the piece of knowledge is positive or negative.

In this solution, positive and negative generative knowl-
edge are represented in a way that is easiest to grasp and
seems quite obvious. It also adds the possibility to expand
the representation and add generative knowledge, by adding
another dimension (or axis).

The complex space solutions require a mathematical back-
ground to be fully developed, but with an operation that
makes storing complex space tuples easy, this can be done.
This was not further researched and is only visited again in
the section about future work, as it is certainly worth explor-
ing further.

5 Organization Analysis

In order to decide which way of organizing is the best, criteria
for comparison needed to be found. This included research-
ing usage of knowledge and deciding on important ways the
knowledge base will need to be queried. The different or-
ganizations are then compared, excluding the complex space
solution as it is not mathematically finished and cannot be
analyzed at the time of writing this research.

5.1 Evaluation Protocol

There are several things to consider when comparing knowl-
edge bases, in order to accurately judge their performance.
This section describes the criteria used for comparison within
this research and their relevance to the overall conclusion.
The first thing to be considered is the space the knowledge
base will take up. This means, the amount of space needed
for a single piece of knowledge, but also the amount of times
certain things need to be stored. So, is it needed to store a
reference to a concept once? Or multiple times? This is very
important for space related reasons, but also for when new
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Figure 6: In this figure, concepts are represented on the axes, with
the positive side representing a positive concept and the negative
side a negative concept. A connection between them, or a point on
the graph, represents the piece of knowledge.

information is being added to the knowledge base and when
information is being searched for with a certain query. If a
reference is stored multiple times, all of these need to be up-
dated when something changes about the piece of knowledge
or about the concept. This might sometimes be acceptable,
but it is important to consider if this proneness to error is
worth it for the given knowledge base organizations.

This brings out the importance of querying the knowledge
base. Naturally, the knowledge base needs to be easy and
fast to query, otherwise it is kind of pointless to have it. The
worst case time complexity of executing different queries is
therefore considered. The knowledge consists of four pieces
of information - H = the concept that the knowledge is about,
R = the relation of H to T', T = the second concept and +/—
= the information about whether the knowledge is positive or
negative. A query is represented as <+/-, H, R, T>, with a *
used in place of the information being searched. With this in
mind, the following queries are the ones that are considered
important for comparing the different knowledge bases:

o <*¥ H, * *> - find all (positive and negative) knowl-
edge about concept H

e <+/-, H, * *> - find specific (positive or negative,
based on input) information about concept H

e <+4/-, H, R, *> - find which concepts T" concept H re-
lates to with relation R

e <* * R, T> - find all concepts H which relate in R to
concept 7'. Both positive and negative.

e <+4/-, ¥ R, T> - find all concepts H which relate in R
to concept 1. Only positive or only negative.

Apart from querying, the worst case time complexity of
adding new knowledge into the knowledge base or removing
knowledge from the knowledge base needs to be considered

knowledge
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Figure 7: In this figure, concepts are represented on the axes and
relations are also represented as one axis. A point on the graph rep-
resents a piece of knowledge.

as well. This is less important, as the focus is for extracting
the knowledge to be fast, however it is still something to be
considered when comparing the different knowledge bases.

The last thing to be considered is the ease to expand the
knowledge organization. This research focuses mainly on
combining positive and negative generative knowledge, how-
ever future research should also focus on combining this
representation with disriminative knowledge (which contains
two main concepts, a relation and a third concept). This abil-
ity to expand is therefore not the most important criteria, but
it is something to be considered if more types of knowledge
were to be added into the knowledge base.

5.2 Evaluation and Analysis

When comparing the knowledge, some terminology needs to
be defined first. A piece of knowledge is the combination of
a concept, relation and second concept, or <H, R, T>. The
amount of concepts (H and T) is represented by n and the
amount of knowledge is m. In a table representation, m is
the amount of entries, whereas in a graph solution this is the
amount of edges. The amount of nodes in a graph solution
is n, as they all represent concepts. In the hypergraph solu-
tion, the amount of nodes is n + k, where k is the amount of
possible relations.

Table Based Solutions

When storing knowledge in a table within relational database,
each line, or tuple, represents a piece of knowledge. If one
wants to look at all knowledge about a concept (or <H, ¥
*>), every line needs to be looked at and the correspond-
ing ones need to be returned. The same is the case for all
the other considered queries. This means the worst case time
complexity of the operation is O(m), and that a reference to



the concepts needs to be made each time they are mentioned
in a piece of knowledge. The table needs to have m entries,
for each piece of knowledge. Adding knowledge is a O(1)
operation, because it simply needs to be added to the end,
however if one wants to make sure there are no repetitions,
it is an O(m) operation, since all entries need to be checked.
When deleting knowledge, all entries need to be checked as
well, which means a worst case time complexity of O(m).

The last factor to consider is the ability to expand the
knowledge base to add different type of knowledge to it. In
order to add additional knowledge to a table style knowledge
base, an additional column could be created with the second
concept, or a separate table that contains connections of dif-
ferent knowledge. The first solution would require a lot of
repetitions in the table as well as a lot of null entries. This
is not something that has been researched further, but it could
be if the knowledge base were to be expanded.

The difference between the 3- and 4-tuple solution is in the
queries that require a distinction between positive and neg-
ative knowledge. In the 3-tuple solution the distinction be-
tween positive and negative knowledge is just within the rela-
tion and not obvious at first and can not easily be searched by.
It is possible, but the 4-tuple solution makes the distinction a
lot easier. In terms of time complexity, there is no difference,
however a query would have to be a lot more complicated in
the 3-tuple option, which could easily lead to bugs when it is
being used in an implementation. This is a fixable issue, but
it would be better to avoid it altogether.

Graph Based Solutions

In contrast to the table, the graph solution represents a piece
of knowledge as an edge, connected to two concepts. This
means each concepts is stored once, no matter if it is H or T’
and they each contain information about which concept they
are connected to with which relation (= edge). Since there are
n concepts, meaning n nodes, the worst case time complexity
for the queries is O(n). This is at least as good as O(m),
if there was one piece of knowledge per concept. However
that is not the case, as each concept has significantly more
knowledge about it than one piece. Therefore, this give that
O(n) > O(m). Adding knowledge requires looking up the
concept and then adding an edge. This means a worst case
time complexity is O(n) and same goes for deletion.

The query time complexity could be improved by storing
references to the concepts/nodes in a hash map data struc-
ture. This way, any concept look up would go down to O(1)
and a relation look up would require an average time com-
plexity of O(m/n) considering the concepts have about the
same amount of knowledge. This can not be done in the table
solution easily, but in a graph solution this is an easy improve-
ment.

In the hypergraph solution, the worst case time complexity
is O(n) when dealing with queries that include information
about a concept, and O(k) when it is about a relation. The
<* R, T> query is significantly easier in this organization,
as looking up the relation is O(k) and then just the edges
need to be looked it, which on average is O(m/k).

In a graph vs. hypergraph, looking up positive vs. negative
knowledge is quite similar, except again, just like in 3- vs. 4-

tuple, the query will get more complicated in a regular graph,
as opposed to a hypergraph. In a hypergraph, filtering needs
to be done on one parameter - the edge type, whereas in a
regular graph the filtering needs to be done by selecting all
the positive (or negative) edges.

The hypergraph has the most potential for expansion. In or-
der to expand it with disriminative knowledge, a node needs
to be connected to the hyperedge. This provides the oppor-
tunity for more types of knowledge as well, if needed, as the
hyperedge can contain as many nodes as necessary. This so-
lution also provides the ability to easily create new relations
without affecting the rest of the knowledge base. All the find-
ings are summarized in Table 1.

In order to conclude that a graph solution is better than a
table solution, m < n must hold. With n being the amount
of concepts and m being the amount of connections, one can
assume that all concepts have at least one connection to an-
other concept, otherwise the concept is irrelevant. This means
that at least m = n/2, which would make m > n. However,
this is not the case, as a knowledge base with the minimum
possible amount of knowledge would be quite useless. So,
considering there is at least one piece of information about a
concept, it can be concluded that m < n. One should make
sure of this for the knowledge base they are implementing,
and decide based on their own values which organization to
use.

3-tuple | 4-tuple | graph | hypergraph
<* H, *, *> O(m) O(m) O() | O(n)
<+/-,H, *,*> | O(m) O(m) O(n) | O(n)
<+4/-,H, R, *> | O(m) O(m) O() | O(n)
<* ¥ R, T> O(m) O(m) O(m) | O(1)
<+/-,*, R, T> | O(m) O(m) O(n) | O(n)
adding o(1) o(1) O() | O(n)
deleting O(m) O(m) O() | O(n)

Table 1: The table shows the different worst-case time complexi-
ties for various organization solutions. The n value represents the
amount of concepts and m represents the amount of knowledge, or
lines in a table based solution.

Complex Space Based Solutions

Unfortunately, due to time constraints, this method of orga-
nization could not be analyzed further, as it would require a
more extensive mathematical background. It is believed that
this solution may have great benefits if explored fully and is
therefore worth mentioning here and looking into further in
future research. If done well, this solution may significantly
improve the time complexity for the proposed queries.

6 Responsible Research

It is very important for all steps of the research to be re-
producible and this was taken into account. Since the paper
goes on to propose multiple ways common sense knowledge
can be organized, it was important for these to be properly
thought through and then documented. This was done by re-
searching peer reviewed literature about knowledge bases and
their structures. Based on these, new methods of organizing



knowledge were proposed, described in detail and reasoned
about. Then, these methods were analyzed and compared
based on criteria. These criteria came from peer reviewed
work or, for the ones made up specifically for this researched,
there is reasoning about them and their importance and rel-
evance. All the steps taken are described in full detail and
reasoned about, to ensure openness about the problem.

7 Discussion

The two main subquestions were about the different ways to
organize knowledge and about how the different organiza-
tions can be analyzed and compared. Four different solutions
were fully explored and compared. These solutions all either
perform better than or at least as good as storing all the data
in two separate tables.

In case of the table solutions, storing the data in one ta-
ble instead of two does not have obvious benefits in terms of
time complexity, but it is certainly better in terms of ease to
search and proneness to error when implementing or when
using queries.

The graph solutions, while more difficult to implement,
provide a more effective way to browse knowledge and dis-
tinguish between positive and negative knowledge. Hyper-
graphs have shown to be the best solution out of the four
proposed solutions, mainly because of its ability to expand
and store more types of knowledge as well. Both graph so-
lutions are also easier to visualize if a small sample is used,
as looking through a table is less interesting than looking at
connected nodes, but this is a purely subjective criteria.

The four fully explored solutions were compared to each
other, however they were not compared to the complex space
solutions or to other possible solutions that one could come
up with. This means that even though the hypergraph may
seem like the best solution, and it certainly is the best of the
four proposed solutions, there may be a better solution that
has not been thought of for this research.

With that in mind, it is important to remember that the four
proposed solutions are not the only way data and knowledge
can be stored. The research did not have time to look into it
fully, but there were some ideas of how to store knowledge us-
ing complex number space. These ideas were described and
visualized, but not mathematically supported as that would
require further mathematical knowledge. The complex space
solution is something that certainly needs more research,
however implementing it is not entirely trivial. It may have
great benefits in terms of time and space complexity, as well
as options for expansion to add different knowledge types.

8 Conclusions and Future Work

The research focused on combining positive and negative
common sense knowledge in different ways. This is impor-
tant, as, unlike humans, machines do not have the ability to
assume things the way people do, because people do this
based on knowledge that they have. This knowledge is so-
called negative knowledge, which, in combination with posi-
tive knowledge, creates a complete knowledge base, in which
assumptions are easily made, as all is known.

The researched looked into two main ways of storing
knowledge. Namely, it looked into table and graph solutions.
It also briefly discussed a complex number space solution,
however not in full detail and without a further analysis, due
to time and knowledge constraints.

The table and graph solutions were compared based on var-
ious criteria and it was found that a graph solution is gener-
ally better. In case the knowledge were to be expanded (like
adding discriminative knowledge, or even other types), it was
found that a hypergraph solution fits best. This research does
not represent an exhaustive look into knowledge storing, as
there are certainly many ways knowledge can be stored, but it
provides a basis for understanding how this can be done and
what could be improved. Mainly, the complex space solution
is worth researching further, as it has potential to be far more
effective than the other proposed solutions. However, it may
also be more difficult to implement, which is also a factor
when deciding what knowledge organization to use.

If one were to use any of the proposed solutions, it may
be worth looking into different queries and their complexity
as well, depending on the application of the knowledge base.
The queries discussed in this research are what was most im-
portant according to the research team, but this may be differ-
ent for each user and application of a knowledge base.

None of the organization methods were implemented, this
is just a theoretical basis for further research, so more issues
may occur while implementing the proposed solutions. This
may either lead to further development of the ideas or may
lead to completely new ideas for knowledge organization.
The question about which way to store knowledge remains
an open question, as more ways can be explored.
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