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Abstract

As machines’ autonomy increases, their capacity to learn and
adapt to humans in collaborative scenarios increases too. In
particular, machines can use artificial trust (AT) to make de-
cisions, such as task and role allocation/selection. However,
the outcome of such decisions and the way these are com-
municated can affect the human’s trust, which in turn affects
how the human collaborates too. With the goal of maintain-
ing mutual appropriate trust between the human and the ma-
chine in mind, we reflect on the requirements for having an
AT-based decision-making model on an artificial teammate.
Furthermore, we propose a user study to investigate the role
of task-based willingness (e.g. human preferences on tasks)
and its communication in AT-based decision-making.

Introduction

In a human-machine team, the trust that a human has in a
machine teammate affects their actions (Walliser et al. 2019;
Walliser, de Visser, and Shaw 2023), and, consequently, im-
pacts their teamwork and team performance. It is of the
team’s interest that the human trusts the machine teammate
appropriately. Avoiding over and under trust reduces risk
(avoiding misuse of technology), and increases efficiency
(avoiding disuse of technology) (Mehrotra et al. 2023; Lee
and See 2004). Although we usually talk about the impor-
tance of the human appropriately trusting the machine, the
machine appropriately trusting the human teammate is im-
portant too, as it allows the machine to make informed deci-
sions for the team (Centeio Jorge, Jonker, and Tielman 2023;
Griffiths 2005). We call this term artificial trust (AT) (as in
Azevedo-Sa et al. (2021)), i.e., the trust that the machine,
agent or system has in another agent. This is a concept in-
spired by, but not aiming to be the same as, natural trust
(i.e., the human trust), which is composed of several be-
liefs (as per BDI architecture of Georgeff et al. (1998)) that
help in the assessment of expectation and reliance. When
the machine has low AT in a human for a certain task, it
can, for example, offer help or suggest a different alloca-
tion which is more favorable to the human and team (Ali
et al. 2022). However, the machine’s actions and how they
are communicated affect, in turn, the human teammate’s
trust and collaboration (Verhagen et al. 2024; Centeio Jorge
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et al. 2023; Visser et al. 2020). As such, modeling AT-based
decision-making, such as task selection and allocation, and
its communication, should take into account the calibra-
tion of team trust and performance. Modeling artificial trust
may help achieve the overall goal of mutually adaptive trust
calibration in human-machine teaming (Visser et al. 2020;
de Visser et al. 2023; Okamura and Yamada 2020).

The concept of artificial trust is recent, and it is not
yet clear how such a construct should be instantiated in a
human-machine team. In this paper, we present the system
of AT-based decision-making in human-machine teams, as
in Figure 1. The development and implementation of such a
system requires research on several components, their inputs
and outputs, and their dependencies. In the next section, we
briefly reflect on each component of the system, and cover
emerging work in this area.

Furthermore, AT includes the teammate’s willingness and
competence values. In particular, Centeio Jorge, Jonker, and
Tielman (2024) suggest that besides overall characteristics
of the human (such as benevolence), willingness may be
based on the task itself (task-based willingness). Task-based
willingness can be affected by the teammate’s preferences
(e.g. preferring to do one task over another), environmen-
tal factors (e.g. going for a task that is physically closer),
or strategy (e.g. going for tasks they have seen before)
(Noormohammadi-Asl et al. 2023; Centeio Jorge, Jonker,
and Tielman 2024). Modeling task-based willingness may
allow us to better adapt the machine’s behavior towards
higher team performance and human satisfaction, e.g., by
proactively doing the tasks that the human is less willing to
do. As such, we propose the research question: how does
using task-based willingness for decision-making affect hu-
man teammate’s trust and teamwork?. In the last section of
this paper, we present a mixed design for a user study on an
online simulated search and rescue mission, to be done to
answer this research question. The related components to be
studied are highlighted in pink in the diagram of Fig. 1.

Artificial Trust for Task Selection and
Allocation: a System
The diagram in Figure 1 shows a system which includes the

artificial trust (in the human), its inputs and outputs. In par-
ticular, it shows the connection between artificial trust and
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Figure 1: This diagram shows different components that are relevant for AT-based decision-making in a team composed of
one human and one agent. It includes the different phases of information collection, the modelling of artificial trust (AT), the
decision-making based on AT, the effect of the outcome on the system, and the communication as a means of both output
and input for the different phases of the process. The diagram also shows how the outcome and communication may affect
the human teammate (which is a black box for the machine), in particular their trust, and how this may, in turn, affect their
behavior (which will then affect the AT model, etc). The components and connections in pink are to be investigated in a user

study presented in a later section.

its application through task and role allocation/selection, and
its communication to the human. It is also showed the role
of the human, which can be interpreted as a black box to the
machine, since there is no certainty regarding the human’s
mental model, i.e., the mechanisms that allow someone to
describe, explain and predict a system (Rouse and Morris
1986). However, we know that part of this mental model is
the trust in the machine and team, which can be measured
(Kohn et al. 2021). The human trust in the machine is af-
fected, among other things, by their perception of the ma-
chine’s trustworthiness (Schlicker et al. 2022), the commu-
nication between the human and machine (de Visser et al.
2014), and the overall outcomes of the machine’s decisions
(Lee and See 2004). In turn, trust affects the human behavior
and should calibrate machine’s AT and decision-making. In
this section, we examine the different parts of this system.

Artificial Trust (AT) In human-machine teamwork, we
see artificial trust as the belief of an artificial agent (ma-
chine) in another teammate’s contextual and task-based
trustworthiness (Centeio Jorge et al. 2021). This is helpful
for the agent to make decisions about which action to do
next, for example (Centeio Jorge, Jonker, and Tielman 2023;
Ali et al. 2022). Models in slightly different settings and dis-
ciplines propose that trustworthiness depends on 1) Ability,
Benevolence and Integrity (Mayer, Davis, and Schoorman
1995), in human organizations; 2) Willingness, Competence
(Castelfranchi and Falcone 2010), in multi-agent systems;
and 3) Performance, Process and Purpose (Lee and See
2004), when the human is the trustor and an artificial agent is
the trustee. All these models have usually one component re-

lated to competence/performance (more objective) aspects,
i.e. answering the question Can my teammate do that task?.
Besides performance, these models include at least one as-
pect which is more dependent on the trustee’s willingness
(such as benevolence, purpose). These aspects try to answer
the question Will my teammate do that task?. Finally, it may
be relevant to know how a teammate does a task, e.g., to
which set of values they adhere to, which is related to as-
pects of integrity and process. The last two questions are
less objective and harder to quantify.

Sometimes, people do a task based mainly on prefer-
ence or perceived effort (Centeio Jorge, Jonker, and Tiel-
man 2024). This means that besides their competence for
a task (i.e. ability), or their interest in doing a certain task
well (i.e., benevolence, integrity), the choice of executing a
task may depend on the task itself and contextual factors,
such as how stimulating the task is, the type and amount
of effort needed to complete the task, among other things
(Walton et al. 2006; Botvinick and Rosen 2009; Bhat et al.
2023; Noormohammadi-Asl et al. 2022). In this paper, we
call these factors context and task-based willingness, and we
will explore their effect in human-machine task allocation
and selection through a study presented in the next Section.

Information collection For each component chosen for
the artificial trust (AT) model, we need to choose measures
and metrics suited to the task, agent’s embodiment and envi-
ronment. Although there is limited research on how to recog-
nize specifically AT based on human’s behavior, we can find
research on detection of intentions (Vinanzi and Cangelosi
2022), natural trust (Ajenaghughrure, Sousa, and Lamas



2020; Goubard and Demiris 2023), and overall teamwork-
related metrics, such as performance, completeness of task,
etc (Verhagen et al. 2024; Centeio Jorge et al. 2023). We
can also consider explicit human preferences of role (e.g.,
leader vs follower) (Noormohammadi-Asl et al. 2023) and
tasks (Gombolay et al. 2017). What’s more, as the agent in-
teracts with the human as a team, and makes decisions based
on its AT model, there are consequences of these decisions
(for example if the task was successful or not), which then
should feed the model (Johnson and Bradshaw 2021).

AT-based decision-making One of the main goals of hav-
ing a good AT model is to use it for decision-making, such
as task selection or task allocation (Azevedo-Sa et al. 2021;
Ali et al. 2022). AT-based task selection allows a proac-
tive involvement of the agent in the teamwork, for example,
by taking up tasks below the required human trustworthi-
ness, either because they do not have the competence or be-
cause they simply do not want to do them. This can happen
when human teammates prefer other tasks instead, for ex-
ample. The nature of human teammates makes the task au-
tomatic scheduling problem more challenging, in the sense
that the machine can no longer optimize for minimal cost
(Noormohammadi-Asl et al. 2022). However, it may not be
obvious how to make these decisions. For example, we need
to decide what the threshold is to decide whether a person
should or not do a certain task. Similarly, we also have to
decide what to optimize for, if not for minimal cost; i.e., the
goal can be maximal human satisfaction, or minimal risk,
maximal team performance, which are goals that are not
necessarily aligned (Mechergui and Sreedharan 2023).

Communication module Closed-loop communication is
important to share the mental models among teammates and
to guarantee mutual trust (Salas, Sims, and Burke 2005). For
mutual and appropriate trust, the agent should be transpar-
ent, and able to explain its decisions (Winikoff 2017). Expla-
nations in human-machine teams can change human’s trust
and behavior, and consequently team performance (Verha-
gen et al. 2022). However, effective communication strate-
gies to negotiate collaborative failures (or lower values of
artificial trust) may compromise the trust relationships with
the human teammate (see e.g. der Hoorn, Neerincx, and
de Graaf 2021). Communication of AT can be as important
as developing AT itself, and requires further study.

Besides explaining to the human teammate what the agent
is doing and why, the human should be able to intervene
(Winikoff 2017), when they do not agree with the machine’s
decisions or assessments. Particularly, it may be a choice of
the team designer to designate certain decisions to the hu-
man, or doing it collaboratively, e.g. for meaningful human
control (van der Waa et al. 2021). The human input can be
used as input at different stages of the decision-making pro-
cess.

Outcome’s consequences Any decision that the agent
makes may have a consequence on the environment and
teammates, for example, leading to successful tasks or fail-
ure of the mission. This outcome, as well as the perception of
the agent’s mental model, influence the human perception of

the agent and, consecutively, alter their (natural) trust in the
agent and behavior (Tolmeijer et al. 2020). For example, we
know that malfunction of the machine in a human-machine
teamwork scenario affects human teammate’s willingness to
collaborate negatively (Centeio Jorge et al. 2023). We also
know that the way the agent justifies actions or the outcome
has an impact on the human teammate trust and behavior
(Kox et al. 2022). Modeling the artificial trust construct, the
decision-making, which is based on it, and the way this and
the outcome is communicated to the human will impact the
human, which may then impact the team (Herse et al. 2021).

Mutual adaptation As we have seen in previous subsec-
tions, artificial trust modeling, its communication, human
trust in the agent teammate and overall team performance
can affect each other, creating a system of dependent compo-
nents. From the perspective of artificial teammate develop-
ers, we need to test how the different implementations of the
different modules in the artificial teammate interact with the
human and the team goal. It is also important that the artifi-
cial agent adapts to the human and the environment through-
out time, towards an appropriate mutual trust, by sensing and
integrating the outcomes on environment and human behav-
ior after certain actions (de Visser et al. 2023).

Study on Effects of Task-based Willingness
and Its Communication

In this paper, we present the design of a user study to be done
to investigate the effect of task-based willingness for task al-
location on team performance and human trust and satisfac-
tion, in a team composed of one human and one agent. Fur-
thermore, we also want to see the effect of communicating
and including the human in the modeling of task-based will-
ingness and task allocation. We assess the task preference of
the human to infer task-based willingness, and select (for the
agent) tasks that the human prefers the least and allocate (to
the human) the ones the human prefers the most. The aspects
we are going to study can be seen in pink in Figure 1.

Experiment design We present a 3x2 mixed design ap-
proach, with three conditions and two missions in each con-
dition. The conditions are: Baseline (B), Task-Based Will-
ingness (W) and Task-Based Willingness + Communication
(W+C). The baseline allocates and selects tasks with equal
task-based willingness values for all tasks. Condition W in-
cludes the assessment of task-based willingness of the hu-
man teammate for task selection and allocation. Finally, con-
dition W+C, presents a summary of the task allocation be-
fore the first mission, besides also assessing task-based will-
ingness (same as in W). All conditions present a summary
of the task allocation explicitly after the first and before the
second mission, and allow the participant to alter the alloca-
tion by updating their task-based willingness manually.

Mission For this study, we will use an adapted version of a
simulated search and rescue (SAR) scenario', which can be
seen in Figure 2. The environment consists of multiple ar-
eas, injured victims, and obstacles blocking area entrances.

'www.github.com/rsverhagen94/TUD-Collaborative-AI-2024



Q- Carry | A - Carry Together | W - Drop | S - Drop Together | E - Remove | D - Remove Together

3

RescueBot: Moving to area 4 because it is the closest unsearched
area.

RescueBot: Moving to area 3 because it is the closest unsearched
area.

RescueBot: Found ' blocking area 3. | suggest to continue
searching instead of removing ‘ : 5/9 rescuers would decide the
same, because we found O critical victims. If we had found more than
1 critical victim, | would have suggested to remove ' . Select your
decision using the buttons "Remove" or "Continue".

Type a message..

[so L v [ e | conm | v e
I (e

1 will search in area:
(o Jor [ s o [ r
ooooooa

| have found:

1 will pick up:

Figure 2: Search and Rescue environment developed in MATRX by R. Verhagen in 2023 for testing human-machine teamwork
and communication. Can be found on www.github.com/rsverhagen94/TUD-Collaborative-AI-2024.

One artificial agent (called RescueBot) and one human agent
need to rescue these victims and deliver them to a drop-
off zone, while communicating and collaborating with each
other.

Procedure The experiment starts with a trial game (with
a different game layout) of the simulated search and res-
cue scenario. Then, the agent calculates the task allocation:
this allocation is based on task-based willingness in W and
W+C, and communicated in W+C. The participant will play
one search and rescue mission with the agent (+/- 10 min).
At the end of the first mission, the participant will be given a
questionnaire. Then, the agent proposes the task-allocation
for the second mission and the participant can edit the allo-
cation if necessary. After the participant and the agent play
a second mission, the participant is again given a question-
naire.

Agent Each agent (one per condition) plans its actions be-
fore each mission and, depending on the condition, updates
the plan depending on the participant’s input. This plan is
calculated based on overall game strategy and participant’s
task-based willingness (in the W and W+C conditions).

Measures We collect both objective and subjective mea-
sures. Objective measures are in-game measures that indi-
cate team performance, such as completeness of the task,
communication rate, successes per task, and times. The
subjective measures count with validated questionnaires on
trust and satisfaction regarding the interaction and teamwork
(Centeio Jorge et al. 2023; Gombolay et al. 2017).

Discussion

Building an AT-based decision-making system for an adap-
tive machine teammate presents several challenges (Centeio

Jorge, Jonker, and Tielman 2023). In particular, it is hard
to determine which are the best components and measures
for an AT model, and how to evaluate them. Although there
is no ground truth, meaning that we cannot evaluate whether
our AT model corresponds to human trustworthiness, we can
see how it improves team performance and human satisfac-
tion and trust in the system which, in the end, is the ultimate
goal. Similarly, the system should keep learning throughout
interaction and communication, with the goal of sustaining
the mutual appropriate trust and the long-term development
of the teamwork.

Conclusion

In this paper, we have reflected on how an interactive arti-
ficial teammate can make decisions based on artificial trust
(AT), in a team composed of one human and one machine.
We presented a diagram which includes the different com-
ponents (information collection, AT model, communication
module, decision-making) that affect the team and the hu-
man teammate. These components are dependent on each
other, influencing their design and development. One of
these components is AT, which is composed of, among other
things, the human’s willingness to do a certain task (we call
it task-based willingness). At the end of the paper, we pro-
pose a user study designed to explore the effects of task-
based willingness and its communication in task allocation
and selection.
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