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Chapter 1

Introduction

1.1 Molecular imaging and PET

Molecular imaging techniques enable the visualisation of biological processes in
living organisms. These techniques rely on synthetic biomolecules (‘tracers’) that
specifically target a physiological process of interest without significantly distur-
bing it, and that posess some property which allows them to be detected externally.
If the detectable property is radioactivity, the molecules are referred to as radio-
tracers, and the imaging technique is referred to as nuclear imaging.

Positron emission tomography (PET) is such a nuclear imaging technique.
The tracers used for this technique are labelled with radioactive isotopes emitting
positrons (anti-electrons). The word tomography is composed of the Greek words
‘tomos’, meaning ‘slice’, and ‘graphein’, meaning ‘to write’. In short, PET makes
images of slices of a subject, using emission of positrons. The positron-emitting
radiotracer is injected into the subject and accumulates in the areas of interest.
The radiation emanating from the subject is then collected and is used to calculate
an image of the activity concentration of the radionuclide.

Various molecular imaging techniques exist aside from PET, each with speci-
fic applications and possibilities. Another widely used nuclear imaging technique
is Single Photon Emission Computed Tomography (SPECT); other, non-nuclear
techniques include optical fluorescence imaging and Magnetic Resonance Ima-
ging (MRI) with molecular contrast agents. Compared to SPECT and MRI, PET
has a high sensitivity, allowing the detection of very small concentrations of the
tracer. Clinical PET systems furthermore offer a higher spatial resolution than
clinical SPECT systems.

PET studies are frequently used in oncology to identify primary tumours and

1



2 Chapter 1. Introduction

metastases. Quantitative imaging of the uptake of glucose in the tumour using the
18F-labelled glucose analogue 2-fluoro-2-deoxy-D-glucose (FDG) provides infor-
mation on tumour growth and internal structure. This information can be used to
determine a treatment strategy and to evaluate therapeutic response. In cardiology,
PET can be used for the detection of coronary artery disease by measurement of
myocardial blood flow and perfusion. Furthermore, it is an established method
for identifying recoverable myocardial tissue in damaged regions of the heart. In
neurology, PET is an important tool in the detection and diagnosis of e.g. Alzhei-
mer’s disease, Parkinson’s disease and epilepsy. In addition to these examples,
PET is routinely used in a broad diversity of other clinical applications.

PET also plays an increasingly important role in molecular biology research
and drug development. This type of research often involves laboratory animals
such as non-human primates, rats and mice. An advantage of PET in this context
is that the distribution of a radiotracer can be followed as a function of time in a
single living animal, allowing the investigation of the kinetics of biomolecules in
vivo. The same animal can furthermore be used at a later stage to follow disease
models and interventions over extended periods of time, eliminating variability
due to inter-animal differences. In contrast, more traditional invasive techniques
such as autoradiography involve killing and sectioning multiple animals. The
number of animals used in PET experiments can thus be greatly reduced compared
to such techniques. PET can be used to investigate a wide range of biological
processes, owing to the large variety of available positron-emitting radiotracers.
The same type of experiments can be performed on animals and humans using
PET, facilitating direct comparison of animal models of disease with humans.

This thesis focuses on a new type of detector for high-resolution PET.

1.1.1 Multi-modality imaging

Although PET and SPECT images provide valuable information on physiological
processes, they do not provide detailed information on the anatomy of the patient
or subject. If such information is needed also, for example in the identification
of tumour volumes, the functional PET or SPECT images need to be combined
with morphological images created by e.g. X-ray Computed Tomography (CT) or
MRI. This can be achieved by correlating the functional and the morphological
images using software registration techniques.

Excellent results can be achieved using these software registration techniques,
which are however limited by small differences in the anatomy and setup of the
subject between the different scans. These differences can be reduced using in-
tegrated multi-modality (e.g. PET-CT or SPECT-CT) imaging systems. The first
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Figure 1.1: A modern PET-CT scanner, providing access to the patient between the CT
subsystem (front) and the PET subsystem (back) (Philips Gemini TF, Philips Medical
Systems, Best, The Netherlands).

PET-CT system for clinical use was installed in 1998 [1]. A few years later, the
first PET-CT and SPECT-CT systems became commercially available, and cur-
rently the majority of PET systems sold have an integrated CT scanner. These
systems are commonly set up with one common scanner axis, permitting posi-
tioning of the patient in either scanner by a translation of the patient couch (see
Fig. 1.1). In addition to providing accurate anatomical information with the func-
tional images, the CT images can be used to apply a correction for attenuation and
scattered events in the PET images (see Section 1.2.2).

Combined small-animal PET-CT scanners have recently also become avai-
lable. Fig. 1.2a shows a PET image acquired with such a system (Siemens Inveon
Preclinical PET/CT, Siemens Medical Solutions, Erlangen, Germany), of a mouse
with a subcutaneous human colonic tumour. The image was created by injecting
the mouse with a bispecific pre-targeting antibody targeting the tumour, followed
after several days by a 68Ga-labelled peptide binding with the antibody. Fig. 1.2b
shows the corresponding CT image, and Fig. 1.2c the fused PET-CT image.

Integrated PET-MRI systems are not yet commercially available due to the
much greater technical challenges associated with this combination compared to
PET-CT. However, prototype MRI-compatible PET inserts have been developed
for small-animal imaging, and promising results have been obtained with these
systems [2–4]. One of the motivations for the development of a PET-MRI sys-
tem is the superior and flexible contrast for soft tissue of MRI compared to CT.
The combination of PET with MRI additionally permits the simultaneous acquisi-
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(a) (b) (c)

Figure 1.2: (a) PET image of a mouse with a subcutaneous tumour created using a 68Ga-
labelled peptide, (b) corresponding CT image, and (c) fused PET-CT image. Images
courtesy of P. Laverman, UMCN St. Radboud, Nijmegen, The Netherlands. Printed with
permission.

tion of dual-modality functional information, e.g. by combining PET with blood-
oxygen level dependent (BOLD) MRI or MR spectroscopic imaging (MRSI).

1.2 PET imaging

1.2.1 Imaging principles

A PET exam starts with the injection of the radiotracer into the blood stream
of the subject. The tracer is distributed within the subject, accumulating in the
targeted areas. The radionuclides disintegrate, emitting positrons. When emitted,
a positron travels a certain distance through the surrounding tissue, losing energy
along its path. When it has lost sufficient energy, the positron annihilates with an
electron, giving rise to the emission of two annihilation photons with an energy
of 511 keV, travelling in nearly opposite directions. This process is illustrated in
Fig. 1.3a. The photons are then detected by radiation detectors surrounding the
subject, see Fig. 1.3b. The coincident detection of the pair of annihilation photons
defines the line along which the annihilation must have taken place: the line of
response (LOR). A collection of many such LORs can be used to reconstruct the
spatial distribution of the radiopharmaceutical.

Most PET scanners consist of one or more rings of detector modules. The
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Figure 1.3: Imaging principles of positron emission tomography: positron emission and
annihilation (a) and a PET scanner with example lines of response (LORs) (b).

detector modules commonly consist of a 2-dimensional (2D) matrix of scintillator
crystal segments coupled to one or more – possibly position-sensitive – photosen-
sors (see also Section 2.4). The energy of the incident 511 keV photons is conver-
ted into photons in the ultraviolet (UV) and visible range of light in the scintillator.
These photons are then detected by the photosensor(s). In this common crystal-
matrix design, each ring of modules can be considered to contain several detector
rings, each consisting of many individual crystal elements. An example of such
a design is the ECAT EXACT HR scanner (CTI–Siemens, Knoxville, TN, USA),
which consists three rings of modules, where each module ring contains 8 rings
of 784 crystal elements [5].

In PET data acquisition, a distinction is made between two modes of ope-
ration: 2D mode and 3D mode. In 2D mode, coincidences are only recorded
between detector elements within the same ring or closely neighbouring rings. In
3D mode, coincidences between detector elements in any combination of rings are
recorded. Systems operating in 2D mode often use thin plates of lead or tungsten
(‘septa’) between the detector rings to reduce the effect of scattered and random
coincidences (see Section 1.2.2). Image reconstruction in 2D mode is considera-
bly simpler and faster than in 3D mode. However, 3D mode has the advantage of
a much higher sensitivity compared to 2D mode, resulting in an improved image
quality and shorter acquisition times.
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Many different methods are available for reconstructing the collected data into
an image. These methods are commonly categorised into analytical and iterative
methods. The most common analytical method in 2D mode is the filtered backpro-
jection (FBP) algorithm, and its 3D analogue is known as the 3D reprojection with
filtered backprojection (3D-RP) algorithm. To reduce the calculation times requi-
red by 3D-RP, an adapation of this method known as Fourier Rebinning (FORE)
was developed later, finding widespread use [6]. Although these analytical me-
thods are relatively simple to implement and fast, they have the drawbacks of
being based on an oversimplified model of photon transport and detection pro-
cesses and amplifying image noise.

To overcome these issues, iterative methods using models of statistics, blur-
ring and attenuation effects in the image formation process have been developed.
More accurate results can be obtained with these algorithms compared to analyti-
cal methods, at the expense of a significantly increased computation cost. Popular
examples of such algorithms are maximum likelihood expectation maximisation
(MLEM) [7] and ordered subsets expectation maximisation (OSEM) [8] and their
variations. Many other methods have been, and are continuing to be developed.

1.2.2 Image quality and scanner performance

The quality of a PET image can be described in terms of its spatial resolution and
its signal to noise ratio. This section describes the factors determining these two
parameters and the way they relate to scanner performance characteristics.

Image spatial resolution

The image spatial resolution represents the size of the spatial features that can be
distinguished. It depends on the design of the scanner and its detectors and on the
image reconstruction algorithm used. This dependence on the reconstruction algo-
rithm complicates direct comparison between different PET systems. Therefore,
reference is often made throughout this work to the ‘system resolution’, defined as
the image resolution that can be obtained using a standard filtered backprojection
(FBP) algorithm with a ramp filter with the cutoff at the Nyquist frequency.

One of the most important factors determining the image spatial resolution is
the intrinsic spatial resolution of the detectors. Most scanners currently use detec-
tors containing matrices of individual crystal segments (see Chapter 2), and the
dimensions of these segments thus play an important role in the spatial resolution
of the PET image.
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Table 1.1: Maximum energy and width of the 1-D end point distribution for positron point
sources of several commonly used PET isotopes. (Data from [9])

Isotope Emax (MeV) FWHM (mm) FWTM (mm)
18F 0.635 0.102 1.03
11C 0.970 0.188 1.86
13N 1.190 0.282 2.52
15O 1.720 0.501 4.14

The image resolution is fundamentally limited by the physics of positron
decay and annihilation. A positron emitted by a radioisotope travels a certain
distance before annihilating with an electron in the surrounding material. This
distance depends on the material in which the positron travels and on its initial
energy, which depends on the emitting isotope. The radial distribution of annihi-
lation points around the position of positron emission in a homogeneous medium
is sharply peaked and isotropic. The blurring effect caused by the positron range
in any direction of the final image can be described by the 1-dimensional (1D)
histogram of this distribution. The full width at half maximum (FWHM) and full
width at tenth maximum (FWTM) of such histograms are listed for several com-
monly used PET isotopes in water in Table 1.1 [9]. The positron range effect sets
a fundamental limit on the spatial resolution attainable in a PET image.

When a positron and an electron annihilate, their combined center of mass
may have a residual momentum with respect to the laboratory coordinate system.
As the total momentum is preserved in the annihilation process, a slight deviation
from 180◦ in the angle between the paths of the two annihilation photons may oc-
cur. The angular uncertainty in the direction of the two 511 keV photons resulting
from this effect is on the order of a few mrad, depending on the material [10, 11].
This photon non-collinearity has a blurring effect on the final image that increases
with increasing scanner diameter.

An additional degradation of the image spatial resolution occurs due to an
effect referred to as parallax error. When a 511 keV photon deposits its energy in
a detector crystal, a single point of interaction is assigned to it by the system, e.g.
the centre of the front surface of the crystal. For obliquely incident photons, this
may result in a mispositioning of the LOR, see Fig. 1.4, resulting in radial blurring
in the reconstructed image. The effect increases with increasing distance to the
central scanner axis, because more photons enter the crystals at oblique angles on
average at those positions. Parallax errors can be reduced if the detectors provide
a way of estimating the depth of interaction (DOI) inside the crystals.
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Figure 1.4: Illustration of the parallax effect. Without depth of interaction information,
errors in LOR positioning may occur at off-centre source positions.

Scanner sensitivity

The signal to noise ratio (SNR) in an image voxel determines the accuracy of the
estimate of the activity concentration in that voxel. It depends on the SNR of the
measured data and on the image reconstruction method used [12–14]. Given the
noise properties of the detectors, the SNR of the measured data can be improved
by increasing the number of detected coincident events. To obtain the highest
image SNR in the shortest amount of time, a PET scanner should therefore have
a high sensitivity, which can be defined as the ratio of the number of coincident
counts registered per second in a particular volume, to the true number of radio-
active decays per second in the same volume.

A high efficiency of the detectors is essential for a high scanner sensitivity,
because the efficiency for coincident detection is proportional to the square of
the efficiency of a single detector. Furthermore, the scanner sensitivity improves
with increasing geometric efficiency, i.e., with increasing solid angle coverage of
the field of view (FOV). This can be achieved by reducing the scanner diame-
ter and increasing its axial extent. However, reducing the scanner diameter will
also aggravate the effects of parallax errors, causing a tradeoff between scanner
sensitivity and image resolution.

Count rate performance

When an event is registered by the PET scanner’s coincidence electronics, this can
be due to any of three types of events, illustrated in Fig. 1.5. When both 511 keV
photons resulting from a single nuclear decay are detected in two opposite de-
tectors without being scattered, this is referred to as a true coincidence. When
one or both of the photons undergo Compton scattering within the subject before
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(a) True coincidence (b) Scattered coincidence (c) Random coincidence

Figure 1.5: Three possible types of coincidences in a PET scanner

being registered in the detectors, the event is classified as a scattered coincidence.
A third type of coincidence may occur when two almost simultaneous nuclear
decays take place, and one annihilation photon from each decay is registered in
a detector while the other two photons are not. If the two photons are detected
closely enough in time to appear simultaneous to the system electronics, they are
registered as a coincident event, referred to as a random coincidence.

A commonly used characteristic of PET scanner performance is the noise
equivalent count rate (NECR) [15], which describes the ability of the system to
distinguish between true, scattered and random coincidences. The rate of true,
scattered and random coincidences depends on the system, on the subject, and on
the activity within the subject. The NECR can be used to determine the maximum
useful activity for a particular subject: the highest NECR is usually obtained at
a lower activity than the one corresponding to the highest true coincidence count
rate. Furthermore, the NECR can serve as a comparsion between different scan-
ners. This can however only be done using standardised phantoms and protocols,
as the NECR is subject dependent [16].

1.3 Small animal PET imaging

PET is increasingly being used for pre-clinical studies on small animals such as
rats and mice. Development of dedicated small-animal PET systems requires fa-
cing a number of challenges related to the small size of these animals.

To obtain a similar level of detail in mice as in humans, the ratio between
the body masses of the subjects and the image volumetric resolutions (defined as
the product of the resolutions in the three orthogonal image directions) should be
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roughly equal. An average human weighs approximately 7 kg, and the image re-
solution in a typical human PET image is < 5 mm in all directions, corresponding
to a volumetric resolution of < 0.125 ml. A mouse typically weighs approxima-
tely 30 g, implying that a volumetric resolution of 0.05 µl would be desirable for
this case. This corresponds to an image resolution of approximately 0.4 mm in all
orthogonal directions. So far, such resolutions have not yet been achieved in small
animal PET. Sub-millimetre image resolutions have however been reported [17].
This was achieved both by using detectors with a very high spatial resolution, and
by using advanced iterative reconstruction methods.

To obtain a similar SNR per voxel per time frame as in human studies, the
number of events registered per unit volume per time frame in a mouse study
should be increased proportionally to the reduction in voxel volume, typically a
factor ∼1000. This can be achieved by increasing the activity per unit body mass
injected into the mouse; however, there are limitations to this approach. Firstly,
reliable data can only be obtained if the tracer concentration is low enough to
not significantly perturb the biological process under investigation. Secondly, the
maximum volume that can be safely injected is limited to only ∼1 ml, as the
blood volume of a mouse is only ∼25 ml. In spite of these limitations, activity
concentrations of more than 1000 MBq/kg body mass are used in mice (in a ty-
pical human FDG-PET scan, this is approximately 3 MBq/kg). Typically, only
a few percent of the injected activity is detected by current small-animal PET
systems (see Section 2.4). Increasing the scanner sensitivity by increasing the de-
tector efficiency and solid angle coverage of the FOV may therefore contribute
significantly to an improved image quality.

As a final challenge, a small-animal PET system should be able to process the
high count rates associated with the high activity concentrations and high sensi-
tivity needed to create high quality images. Its detectors should therefore have
good timing characteristics, and its system electronics should have a short dead
time.

1.4 Research objectives

The above discussion indicates that detectors for PET should meet a range of
different requirements in order to provide a good image quality. The research
presented in this thesis focuses on a new type of detectors, meant to provide the
highest scanner sensitivity possible while still providing a spatial resolution ade-
quate for high-resolution imaging. The detectors consist of a monolithic piece of
scintillation material, coupled on one or more sides to position sensitive avalanche
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photodiode (APD) arrays [18, 19]. The position of 511 keV photons incident on
the detector is estimated from the distribution of scintillation light on the APD
array(s) produced in their interactions with the crystal.

Most PET scanners currently use detectors consisting of matrices of scintilla-
tion crystals separated by some reflective material, coupled to photomultiplier
tubes (PMTs). The monolithic design of the detectors presented in this thesis
avoids the dead volume occupied by reflective materials, improving the detection
efficiency over segmented designs. Furthermore, the compactness of the APD ar-
rays allows placing the detectors closely together, necessary for a high scanner
sensitivity. Finally, the operation of the APD arrays is not strongly affected by the
presence of magnetic fields, providing an opportunity to combine a PET scanner
based on these devices with an MRI scanner.

The aims of the research presented in this thesis were (1) to determine expe-
rimentally the spatial resolution, energy resolution and time resolution attainable
with monlithic scintillator detectors, (2) to analyse the dependence of these detec-
tor properties on physical quantities such as the scintillator light yield, the APD
gain and the noise characteristics of the frontend electronics, and (3) to predict the
performance of a small animal PET system based on these detectors.

1.5 Thesis outline

The research presented in this thesis is primarily based on experimental work on
prototype detector modules. Simulation studies have been carried out in parallel;
these are presented elsewhere [20]. Some of the results of these simulation studies
are also used in this work.

An introduction to PET detectors is presented in Chapter 2. The performance
characteristics of such detectors and their components are discussed. Chapter 3
gives an overview of the hardware of detectors that have been used throughout
this thesis, and describes an experimental setup that has been built to characte-
rise them. It furthermore introduces the methods that have been used to measure
the energy, timing and spatial resolution of the detectors. Chapter 4 presents
an overview of the performance of the detectors. The spatial resolution obtained
with crystals in various readout geometries and with various surface finishes is
investigated, and the intrinsic spatial resolution of these detectors is estimated by
correcting the measurements for the finite width of the test beam. In addition, the
ability of the detectors to correct for the depth-of-interaction (DOI) of the 511 keV
photons is studied, and the energy and timing resolutions obtained with the detec-
tors are presented. In Chapter 5, an analysis is presented of the influence of signal
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variances on the detector energy, timing and spatial resolutions. This is done by
modelling the signal to noise ratio (SNR) applicable to each of these detector cha-
racteristics in terms of physical quantities such as the scintillator light yield, the
APD gain and the noise characteristics of the frontend electronics. Chapter 6 des-
cribes an detailed analysis of the detector spatial resolution. A model is derived for
the detector point spread function (PSF), describing the probability distribution of
estimated entry points on the detector front surface, given a true entry point. A
validation of this model is presented, and it is demonstrated how the model can
be used to estimate the PSF of the detectors in response to a zero-width pencil
beam (the intrinsic detector PSF), which describes the distribution of positioning
errors exhibited by a detector in a PET system. A pilot study using Monte-Carlo
simulations to investigate the performance of small-animal PET systems based on
monolithic scintillator detectors is presented in Chapter 7. The simulations use
experimentally determined PSFs and other detector characteristics as input. The
image resolution, point source sensitivity and count rate performance of these
systems are investigated. Finally, Chapter 8 summarises the findings of the pre-
ceding chapters, and discusses the further steps that should be taken to develop a
PET scanner prototype based on monolithic scintillator detectors.



Chapter 2

PET detectors

2.1 Introduction

As has been briefly introduced in the previous chapter, the detectors of a PET scan-
ner strongly influence the image quality that can be attained with it. To describe
the performance of PET detectors, four primary characteristics can be identified:
the detector spatial resolution, the energy resolution, the time resolution and the
detection efficiency. A high intrinsic spatial resolution of the detectors is needed
to achieve a high spatial resolution in the PET image. For a good uniformity of
the spatial resolution throughout the field of view, parallax errors should be mini-
mised, implying for most detector designs that information on the depth of inter-
action (DOI) is needed. A high energy resolution of the detectors assures efficient
discrimination between scattered events and true coincident events, and a high
time resolution is needed for an effective rejection of random coincidences. A
high efficiency for the detection of 511 keV photons is needed in order to achieve
a high scanner sensitivity to true coincidences. For the same reason, the detec-
tors should have a compact geometry, so that they can be placed closely together
leaving as little dead area between the detectors as possible. One of the primary
challenges in the advancement of PET technology lies in this wide variety of de-
tector requirements, all of which should be met if a good scanner performance is
to be obtained.

In addition to the primary requirements outlined above, a number of other
aspects that are important in the detector design can be identified. For instance,
combination of a PET system with other imaging modalities can be of great advan-
tage because of the lack of anatomical information provided by PET. Combined
PET-CT systems have recently been developed for this purpose and have quickly

13
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gained widespread use [1]. In addition, increasing effort is being put into the de-
velopment of combined PET-MRI systems, stimulated by the poor contrast for
soft tissues provided by CT [3,4,21]. For this latter application, the PET detectors
should on one hand be able to function in the strong and rapidly changing magne-
tic fields prevalent in MRI systems; on the other hand, the PET detectors should
not disturb these fields in such a way that the MRI image quality is degraded.

Finally, the cost of fabrication, operation and maintenance of the PET detector
modules should be as low as possible. They should be operable around room
temperature, easily exchangeable in case of malfunction, and their performance
should be stable in time.

Most designs investigated in the past to reach a suitable compromise between
all of these requirements have been based on scintillation detectors. In such de-
tectors, the incident radiation is absorbed and its energy converted into photons in
the visible and ultraviolet range of light using a scintillator, usually a crystalline
compound. The scintillation photons are then detected by a photosensitive device
coupled to the scintillator. The detectors investigated in this thesis also consist of a
scintillation crystal coupled to a photosensor, and the discussions in the remainder
of this chapter are therefore limited to this type of detectors. It is noted, however,
that other detector concepts have been, and are being investigated also [22–25].

In Section 2.2, the properties of scintillators relevant for their application in
PET detectors are discussed. In Section 2.3, two photodetector types are intro-
duced: photomultiplier tubes (PMTs), which are the most commonly used pho-
todetectors in PET, and avalanche photodiodes (APDs), which are increasingly
receiving attention as alternatives for PMTs. In Section 2.4, a brief outline of the
development of high resolution PET detectors over the last years is presented, by
reviewing several recent detector designs and their performance in PET systems.
Finally, monolithic scintillator detectors – the focus of this thesis – are introduced
in more detail in Section 2.5.

2.2 Scintillators

A scintllator is a material that upon interaction with a quantum of ionising radia-
tion, converts its energy into photons in the visible and ultraviolet range of light.
For a scintillation detector to provide a high signal to noise ratio (SNR), the scin-
tillator should emit a large number of photons per absorbed radiation quantum,
and the photosensor should detect a large fraction of these photons. The scintilla-
tor should thus have low self-absorption, and the wavelength range of the photons
it emits should match with the sensitivity range of the photosensor. As an illus-
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Figure 2.1: Emission spectra of LSO and LaBr3, and quantum efficiency of a PMT (Ha-
mamatsu R1791) and an APD (Advanced Photonix 630-70-72-510).

tration, X-ray excited emission spectra of two scintillators (LSO and LaBr3) and
the detection quantum efficiencies of a PMT (Hamamatsu R1791) and an APD
(Advanced Photonix 630-70-72-510) are shown as a function of the wavelength
in Fig. 2.1. For good timing properties and suitability for high count rate appli-
cations such as PET, the scintillator should furthermore have short signal rise and
decay times. For photosensors equipped with a protective window in front of the
sensitive layer, the indices of refraction of the scintillator and the window should
match as closely as possible, in order to minimise reflections at the crystal-window
interface.

The efficiency of a photon detector is determined by the detector material and
its thickness. The attenuation of a narrow photon beam in a piece of material is
approximated by:

Φ(x)
Φ(0)

= e−µx, (2.1)

where Φ(0) and Φ(x) are the photon flux at depth 0 and depth x, respectively, and
µ is the total linear attenuation coefficient, representing the sum of the attenuation
coefficients for the different possible interaction mechanisms. At 511 keV, the
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photon energy used in PET, the main interaction mechanisms are photoelectric
absorption and Compton scattering. Hence:

µ ≈ µp + µC at 511 keV, (2.2)

where µp and µC are the linear attenuation coefficients for photoelectric absorption
and Compton scattering, respectively.

The following proportionalities approximately hold for these two coefficients:

µp ∝ ρZ3−4 (2.3)

and
µC ∝ ρ, (2.4)

where ρ is the density and Z is the atomic number of the material. From these ex-
pressions, it follows that a high detection efficiency can be obtained by choosing a
scintillation material with a high density and a high atomic number. Furthermore,
they show that the fraction of total interactions that occur by photoelectric ab-
sorption (‘photo fraction’) increases with increasing Z. This is important for PET
detectors because the lower energy deposited in a Compton interaction compared
to a photoelectric absorption results in a reduced signal to noise ratio. The secon-
dary Compton photon may furthermore be detected elsewhere, e.g. in the same
or in another detector, giving rise to an uncertainty in the positioning of the event.
The relevance of this is illustrated by the observation that in Bismuth Germanate
(BGO), a widely used PET scintillator based on the element bismuth which has
an atomic number Z = 83, the photo fraction at 511 keV is only 40% [26].

In addition to the above requirements, the scintillation crystals should be re-
latively easy to grow and cut, and should preferably not be hygroscopic. Further-
more, the scintillator should not consist of elements which naturally contain ra-
dioactive isotopes in too high concentrations. Absorption of the radiation emitted
by such isotopes within the scintillator can cause a natural background of events.
An example is LSO, in which the lutetium naturally contains 2.6% of the isotope
176Lu. If the concentration of such isotopes is too high, they may give rise to a
background of random coincidences in the PET system.

Summarising, the ideal PET scintillator emits a high number of optical pho-
tons per absorbed 511 keV photon at the right wavelength in a short time, has
a high density, a high effective atomic number, no natural background radiation
and is easy to grow and handle. The development of scintillation materials that
combine as many of these properties as possible is an active field of research.
The properties of several scintillation materials used in PET are summarised in
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Table 2.1: Properties of several scintillators applied in PET. (Data from [26])

NaI:Tl BGO LSO LuAP LaBr3

Material NaI:Tl Bi4Ge3O12 Lu2SiO5:Ce LuAlO3:Ce LaBr3
Light yield (ph/MeV) 41000 9000 26000 12000 61000
λmax (nm) 365 480 420 410 358
decay time (ns) 230 300 40 18 35
ρ (g/cm3) 3.67 7.1 7.4 8.3 5.3
att. length 511 keV (cm) 29.1 10.4 11.4 10.5 21.3
Zeff 50.8 75.2 66.3 64.9 46.9
Photo-fraction 511 keV (%) 17 40 32 30 13
Hygroscopic yes no no no yes
Backgr. counts (cps/cm3) – – 2401 – –

1 Data from [27]

Table 2.2. From these data, it is clear that none of these compounds has the best
properties in every category. For example, the first PET scanners were construc-
ted using the NaI(Tl) scintillator [28]. This crystal has a very high light yield, but
its low density and effective atomic number limited the sensitivity of these scan-
ners. Later designs employed the bismuth germanate (BGO) compound, which
has a very high density and effective atomic number, resulting in detectors with a
higher detection efficiency. However, the low light yield and relatively long scin-
tillation decay time of this crystal make it less suitable for fast timing applications.
The more recently developed cerium-doped compound lutetium oxyorthosilicate
(LSO:Ce) [29] is the scintillator of choice for most modern high resolution PET
scanners because of its favourable combination of high light yield, fast scintilla-
tion decay time and high density (see also Section 2.4).

2.3 Photodetectors

2.3.1 Photomultiplier tubes

Photomultiplier tubes (PMTs) are the most widely used photodetectors in emis-
sion tomography applications. Fig. 2.2 shows a schematic representation of a
PMT. Scintillation photons incident on the PMT entrance window give rise to io-
nisations in the photocathode, causing the emission of primary electrons. These
photoelectrons are focused by an electron-optical system and accelerated towards
the first dynode by a strong electric field. Upon impact of an electron, the dynode
emits several secondary electrons (typically ≥ 6 for the first dynode, and ∼4 at the
following dynodes), which are then accelerated towards the next dynode, etcetera.
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Figure 2.2: Schematic of a photomultiplier tube (adapted from Photonis, 2002, Photo-
multiplier tubes: Principles and Applications, with permission).

The electrons emitted from the final dynode are collected at the anode, producing
the signal. The gains achieved in this way are of the order of 106–107.

The high gain of these devices can provide a good signal to noise ratio. PMTs
furthermore have a fast signal rise time of typically 0.5–3 ns, making them sui-
table for timing applications such as PET. PMTs are stable in their operation and
reliable.

A drawback of PMTs is their limited quantum efficiency (QE) of typically
∼25% (see Fig. 2.1), although PMTs with a QE of up to 43% have been develo-
ped recently [30]. Furthermore, the devices are bulky, making close packing of
detector modules based on PMTs difficult. Finally, PMTs are very sensitive to
magnetic fields, complicating their operation in close proximity to an MRI ma-
chine.

Position sensitive PMTs (PS-PMTs) are increasingly being used in high-reso-
lution biomedical imaging applications. Various types of these devices have been
developed, which have the common feature of having multiple anodes, providing
information on the position of the detected scintillation light [31–33]. Their per-
formance in terms of gain, quantum efficiency and rise time is comparable to that
of conventional PMTs. Drawbacks of PS-PMTs are the large variation in gain
between channels within the same device (typically 1:3 or 1:4) and their relati-
vely high cost [31]. Furthermore, most designs have a relatively large dead area
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Figure 2.3: Schematic of a reverse reach-through APD

around the photocathode, although more compact devices have been developed
recently [34].

2.3.2 Avalanche photodiodes

Avalanche photodiodes are increasingly being considered as photosensors for PET.
These devices have a higher quantum efficiency (up to ∼100% [35]) than PMTs,
and their compactness permits close packing of detector modules. Furthermore,
they are insensitive to magnetic fields, making them suitable for combination with
an MRI device [36]. However, their lower gain (102–103) compared to PMTs
makes them more susceptible to electronic noise. The APD signals should there-
fore be amplified as closely as possible to the diode with low-noise charge sensi-
tive preamplifiers (CSPs).

APDs consist of a pn-junction with several layers of differently doped ma-
terial. The doping concentrations are such that when a reverse bias voltage is
applied to the device, a region with a very high electric field strength is created.
Many different types of APD structures have been developed, each with specific
characteristics and applications. Fig. 2.3 shows a schematic of an APD of the
reverse reach-through type, which is assumed to be similar to the structure of the
Hamamatsu S8550 APDs used in this work [37]. The electric field strength as a
function of the depth in the device is also shown.

A photon incident in the first layer, conventionally referred to as the conver-
sion layer, can ionise the material and give rise to a primary electron-hole (e-h)
pair. The applied electric field accelerates the electron towards the anode and the
hole towards the cathode. In the structure depicted in Fig. 2.3, the electrons thus
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cross the high-field region before reaching the anode. In this region, the kinetic
energy they acquire between collisions is sufficient to allow impact ionisation of
atoms in the material, giving rise to secondary e-h pairs. The avalanche multipli-
cation created in this way results in an amplification of the measured signal.

The APD gain, commonly denoted by M, can be written as [38]:

M(x) =
exp
[
−
∫ w

x
(α−β)dx′

]
1−

∫ w

0
αexp

[
−
∫ w

x′
(α−β)dx′′

]
dx′

(2.5)

where x is the position within the depletion layer where the multiplication process
starts, and w is the width of the depletion layer. In this equation, the probabili-
ties of generating new e-h pairs within a path length dx are represented by the
ionisation coefficients for electrons and holes, α and β, respectively [38]. These
coefficients depend on the electric field strength, and therefore also on x. They
are also material dependent. In Si, the material that constitutes the Hamamatsu
S8550 APDs, α � β, so that the holes only start contributing to the avalanche
gain at much higher field strengths than the electrons. When both electrons and
holes contribute to the avalanche, the response may become strongly non-linear,
causing large signal variances, and currents of possibly destructive magnitude.

The variance associated with the stochastic multiplication process is usually
expressed in terms of the excess noise factor J, defined as:

J =
var{M}

M2 , (2.6)

where M denotes the mean number of output e-h pairs per primary e-h pair. The
excess noise factor depends on the ionisation coefficients for electrons and holes,
and can thus be minimised by appropriate choice of the diode material. At lower
field strengths, the excess noise factor is approximately linear with M, but if the
electric field is increased enough to allow multiplication by electrons as well as
holes, it increases rapidly [39, 40].

APD signals are affected by various types of electronic noise, the effect of
which depends on the preamplifier and the way it is connected to the diode. In
this work, each APD anode was DC-coupled to the gate of the FET at the input
stage of a preamplifier, as shown schematically in Fig. 2.4.

Leakage currents through the APD and the input field effect transistor (FET)
of the preamplifier give rise to shot noise. These currents may arise from ther-
mally generated e-h pairs in the diode depletion layer, e-h pairs generated at the
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Figure 2.4: Schematic of the APD connection to the charge-sensitive preamplifier.

surface of the diode by the Shockley-Read mechanism [41] and diffusion currents
between the different junctions in the diode [42]. Part of the leakage currents is
amplified in the APD avalanche layer, and is consequently also affected by the
excess noise factor.

Another important contribution to electronic noise is due to thermal noise of
the input FET channel. The extent to which this noise affects the final signal in-
creases with increasing input capacitance of the APD-preamplifier system; hence,
APDs with a low capacitance are advantageous for low-noise applications. The
way these noise sources affect the signals after further amplification and pulse
shaping is discussed in more detail in Chapter 5.

2.4 Existing animal PET systems

The following section gives an overview of several existing animal PET systems
based on scintillation detectors. Rather than a complete overview of past and
current developments in small animal PET technology, a selection of designs is
presented, meant to illustrate the strategies that have been followed in the design
of scintillation detectors in order to improve various aspects of the scanner perfor-
mance.

2.4.1 Early developments

The first animal PET scanners were designed for imaging non-human primates,
and were based on the bismuth germanate (BGO) scintillator. An example of
such a scanner is the ECAT-713 designed at CTI PET Systems Inc. (Knoxville,
TN) [43]. It consisted of a single ring of detector modules with an inner diame-
ter of 64 cm and an axial field of view (FOV) of 5.4 cm. It was equipped with
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Figure 2.5: Schematic of the classic block detector design

60 mm deep by 0.5 mm thick tungsten septa and operated in 2D mode only. The
detector modules consisted of 6×8 matrices of 3.5×6.25×30 mm deep crystals,
mounted on two dual-anode PMTs. This classic design is commonly referred to
as the ’BGO block detector design’, and is illustrated in Fig. 2.5. The position of
each event was derived using Anger-type logic, i.e., using the ratio of the signals
produced at each of the four PMT anodes with each interaction, according to:

X =
(B + D)− (A +C)

A + B +C+ D
Y =

(A + B)− (C+ D)
A + B +C+ D

, (2.7)

where A, B, C and D respectively represent the top left, top right, bottom left and
bottom right anodes.

The system resolution (i.e. the image resolution obtained using FBP recons-
truction) at the centre of the field of view (CFOV) was 3.8 mm × 3.8 mm ×
4.2 mm (radial × tangential × axial) [43]. At 12 cm radial distance from scanner
central axis, this deteriorated to 6.7 mm × 3.8 mm × 4.2 mm. The maximum
sensitivity reported was 68.6 kcps/µCi/cc at a 250 keV lower energy threshold,
measured with a ∅20 cm cylindrical phantom uniformly filled with a solution of
68Ge-68Ga at an activity concentration of 0.084 µCi/cc. The maximum NECR,
measured using a ∅10 cm cylinder filled with a homogeneous solution of 18F,
was reported to be approximately 70 kcps at an activity concentration of 6 µCi/cc.

2.4.2 MicroPET

More recent designs moved from the block-type detector design described above
to matrices of scintillator crystals coupled to position-sensitive PMTs (PS-PMTs).
An example of such a design is the MicroPET I system [44]. This system uses
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the scintillation material LSO:Ce [29], which has a much higher light yield and
a shorter scintillation decay time constant than BGO, and only a slightly longer
attenuation length at 511 keV, see Table 2.2 [26].

The MicroPET I system consists of a single ring with an inner diameter of
17.2 cm containing 30 detector modules. It has a transaxial field of view of
11.2 cm, an axial field of view of 18.0 mm and operates in 3D mode only [44].
Each detector module consists of an 8×8 matrix of 2×2×10 mm3 LSO:Ce crys-
tals at a pitch of 2.25 mm, coupled to a 64-channel PS-PMT. The scintillation light
is transmitted to the PMTs via 10 cm long optical fibres to allow closer packing
of the modules.

The system resolution obtained with a ∅0.5 mm spherical 22Na point source
at the CFOV is roughly 1.8 mm FWHM in all directions. At 50 mm radial distance
from the CFOV, this degrades to 3.8 mm × 2.5 mm × 2.3 mm radial × tangen-
tial × axial. The point source sensitivity at the CFOV is 0.56% at an energy
window setting of 250–650 keV. The maximum reported NECR obtained with a
∅50.8×108.5 mm3 phantom representing a rat body filled with a solution of 13N
at the same energy window setting is 4 kcps [45].

Several models improving upon the original MicroPET design have later been
developed [46–49]. One of these, the MicroPET II, aims for an improved spatial
resolution by using smaller crystal elements [48]. It consists of three rings of
detector modules with an inner diameter of 16 cm and a total axial length of
4.9 cm. Each module consists of a 14 × 14 array of LSO crystals measuring
0.957×0.975×12.5 mm3, at a crystal pitch of 1.15 mm.

The system resolution reported for the MicroPET II, measured with a needle
source with an outer diameter of 0.33 mm filled with 18F, is 0.86 mm × 0.83 mm
× 1.25 mm radially × tangentially × axially at the CFOV [48]. At 20 mm radial
distance from the CFOV, this degrades to 1.97 mm × 1.22 mm × 1.50 mm. The
point source sensitivity at the CFOV is 2.29% at an energy window setting of 250–
750 keV and a coincidence time window of 10 ns [17]. The maximum reported
NECR obtained with a ∅25×70 mm3 water phantom filled with a homogeneous
solution of 18F is 235 kcps at an energy window of 150–750 keV and a coincidence
time window of 10 ns.

The MicroPET II has a significantly improved system resolution compared to
the original MicroPET system, due to the smaller lateral dimensions of its crystal
elements. However, parallax effects cause a significant degradation of the ra-
dial system resolution at source positions away from the central scanner axis (see
Chapter 1). A higher scanner sensitivity is achieved due to the improved geome-
trical efficiency and the thicker layer of scintillation material.
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Another recent member of the MicroPET family, the MicroPET Focus, was
designed to improve the scanner sensitivity while maintaining a very good spatial
resolution [49]. This scanner has been made commercially available by Siemens
in the Inveon series of preclinical imaging systems. The system consists of four
rings with a diameter of 25.8 cm, each containing 42 detector modules. Each mo-
dule consists of 12×12 1.51×1.51×10 mm3 LSO crystals at a pitch of 1.59 mm.
The layer of optically reflective material used in the modules is thinner than in the
MicroPET I, significantly reducing dead space.

The system resolution at the CFOV, measured with a ∅0.5 mm 22Na-source,
is 1.3 mm radially × 1.3 mm tangentially × 1.46 mm axially. At a radial distance
of 60 mm from the scanner central axis, this degrades to 1.97 mm × 1.22 mm ×
1.50 mm. The point source sensitivity at the CFOV, measured using an energy
window of 250–750 keV and a coincidence time window of 10 ns, is 3.4%. The
NECR of this scanner was evaluated using a ∅30×70 mm3 high-density poly-
ethylene phantom simulating a mouse, containing a ∅3 mm glass capillary tube
filled with 11C at 7.5 mm radial offset from the centre. The maximum NECR
reported is 650 kcps at an activity of ∼150 MBq.

The point source sensitivity of the MicroPET Focus is increased by almost
50% compared to the MicroPET II, in spite of its larger scanner diameter and
reduced scintillator thickness. This is attributable both to the reduced dead space
in its detectors and to its larger axial scanner length.

All spatial resolutions quoted above were obtained using analytical filtered
backprojection algorithms in order to facilitate comparison between the different
systems. Considerably better results have however been achieved using iterative
algorithms that use models of statistics, blurring and attenuation effects in the
image reconstruction. For instance, the image resolution of the MicroPET I sys-
tem was improved from ∼2 mm FWHM at the CFOV to ∼1.2 mm FWHM using
a 3D Bayesian maximum a-posteriori (MAP) algorithm, also achieving a much
better resolution uniformity [50]. With the MicroPET II, an improvement of the
image resolution was reported from 1.1× 1.1 × 1.4 mm3 FWHM at the CFOV
with FBP to 0.62 × 0.62 × 1.15 mm3 FWHM at the CFOV with a MAP algo-
rithm [17].

2.4.3 ClearPET

A higher scanner sensitivity can be obtained with a thicker layer of scintillator
material and a smaller ring diameter, at the expense of increased parallax error.
To avoid these errors, several designs with different methods of depth of interac-
tion (DOI) encoding have been proposed [51–53]. One of these is the ClearPET
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system, of which several different versions have been made [54–56], including a
commercial version built by Raytest [57] and a dedicated mammography system
called ClearPEM [52]. In the ClearPET systems (except ClearPEM), DOI in-
formation is obtained by using a so-called phoswich configuration, in which two
layers of different Ce-doped lutetium-based scintillators (LSO:Ce and LuYAP:Ce)
are stacked on top of each other. Differentiation between the layers is achieved
based on the different scintillation decay times of the two materials. Each detec-
tor consist of two layers of 8× 8 matrices of 2×2×10 mm3 crystals at a pitch of
2.3 mm, coupled to position-sensitive PMTs with an 8×8 anode structure.

The commercially available Raytest ClearPET consists of four rings of 20
detector modules each. The modules can be moved radially to allow for scanner
diameters between 135 mm and 250 mm [57].

The FWHM reconstructed spatial resolution of this system at its smallest dia-
meter, measured with a ∅1 mm spherical 22Na point source, is approximately
1.25 mm radially at the CFOV using an iterative reconstruction algorithm (OS-
MAPOSL [58]). This degrades to 3.0 mm radially × 2.3 mm tangentially at a
radial distance of 40 mm from the CFOV [57], in spite of the DOI capability of
this system. The point source sensitivity at the CFOV is 3.5% at an energy win-
dow setting of 250–750 keV and a coincidence time window of 20 ns. At the time
of writing, no data on the axial spatial resolution or the counting rate performance
of this system was available.

2.4.4 APD-based systems

Before the development of detectors based on LSO and PS-PMTs, the develop-
ment of APD-based PET systems was stimulated by the limited spatial resolution
obtainable with BGO-block detectors. The low light yield of the BGO scintillator
and the inability to decode inter-crystal scattered events in these detectors led to
positioning errors that limited further improvement of the detector spatial resolu-
tion by reduction of the crystal dimensions. The compact size of APDs and their
suitability to detect the scintillation light produced by BGO enabled the indivi-
dual coupling of light sensors to small crystal elements, offering a solution to this
issue.

The first successfully built scanner using APDs instead of PMTs is the Ani-
mal PET system developed at the Université de Sherbrooke [59]. This scanner
consists of two rings with a diameter of 31 cm, each containing 256 detector ele-
ments. Each detector element consists of a 3×5×20 mm3 BGO-crystal coupled
to a single-channel APD.

The compact size of APDs was exploited in different ways in later designs, as
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exemplified by the RatCAP, developed at Brookhaven National Laboratories [60].
This very small scanner with a ring diameter of only 4 cm can be mounted directly
onto the head of a rat, permitting neurophysiological studies to be carried out on
awake animals. This avoids the need for anaesthetics which severely suppress
the animal’s brain functions and behaviour. The detector modules of the RatCAP
consist of 8×4 matrices of 2×2×2 mm3 LSO crystals, each coupled to one pixel
of a Hamamatsu S8550 APD array, the same type of APD array used in this thesis.

A member of the ClearPET family designed for positron emission mammo-
graphy (PEM), the ClearPEM, also uses this type of APD arrays [52]. This scan-
ner consists of two parallel plates of detector modules. Each module consists of a
8× 4 matrix of 2×2×20 mm3 LYSO crystals coupled to two Hamamatsu S8550
APD arrays on opposite sides. Information on the depth of interaction in a crys-
tal is extracted from the ratio of signal amplitudes measured by the two opposing
APD pixels coupled to it. In this scanner, the annihilation photons have to pass
through the APDs before reaching the scintillator. Because of the small size and
low Zeff of the APD material (Si), only a minimum of scattering and attenuation
of the 511 keV photons occurs.

A recent APD-based small-animal scanner is the MadPET II, developed at the
Technische Universität München [61]. It consists of a single ring with a diame-
ter of 7.2 cm and an axial extent of 18.1 mm, containing 18 detector modules.
Each module consists of two radially stacked detector layers, of which the in-
ner layer consists of a 8× 4 matrix of 2×2×6 mm3 LSO crystals, and the outer
layer consists of a 8× 4 matrix of 2×2×8 mm3 LSO crystals. Each crystal ma-
trix is coupled to a Hamamatsu S8550 APD array, so that the two layers can be
differentiated for DOI information. Integrated 16-channel low-noise preamplifiers
specifically designed for this application are used to amplify the APD signals [62].

At the time of writing of this thesis, only preliminary results obtained with this
scanner were available [63]. A spatial resolution of 1.25 mm FWHM is reported
using an iterative reconstruction algorithm (3D MLEM), constant throughout the
radial FOV, indicating good DOI correction. A system-wide energy resolution and
time resolution of 22% and 9 ns, respectively, are achieved. Monte Carlo simu-
lations predict a point source sensitivity of 2.8% [64]. These results indicate that
PET scanners can be designed based on APD arrays and LSO crystals, that reach
a performance similar to that of modern PMT-based high-resolution systems.
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2.5 Monolithic Scintillator Detectors

Many high-resolution PET detector designs, including those discussed in the pre-
vious section, consist of individual crystal elements optically separated by reflec-
tive material. Although these designs aim to improve resolution by preventing
light spreading, their performance is still limited by inter-crystal scattering. De-
signs which do not provide DOI correction always represent a tradeoff between
system resolution (short crystals) and sensitivity (long crystals). In designs with
DOI correction, the benefits of DOI are often gained at the expense of other per-
formance parameters such as energy resolution and/or detection efficiency. Fur-
thermore, the reflective material separating the crystals may take up a considerable
fraction of the detector volume, reducing the detection efficiency. For example,
the detectors of the MicroPET I system contain 19% of dead space due to reflec-
tive material; the detectors of the MicroPET Focus, which uses thinner reflectors,
still have 9% of dead space.

Detectors with monolithic scintillators coupled to one or several position-
sensitive light sensors can offer a solution to these issues [18, 19]. In this thesis,
we consider detectors consisting of a few cm3 of LSO:Ce or LYSO:Ce, optically
coupled to one or two Hamamatsu S8550 APD array(s), see Fig. 2.6. The distri-
butions of scintillation light that arise due to the interactions of the annihilation
photons within the crystal can be used to estimate the coordinates at which these
photons crossed the front surface of the detector (the ‘entry point’). Together with
the angle of incidence, which can be estimated from the positions of the two de-
tectors triggering in coincidence in the PET ring, the entry point defines the path
of the incident photon, and therefore the line of response.

An advantage of using unsegmented scintillators is the improved detection ef-
ficiency due to the absence of dead space in the detector modules. The compact-
ness of the APD arrays additionally permits placing the modules closely together,
further improving the scanner sensitivity. The implicit DOI correction provided
by the proposed readout method may furthermore result in a reduction of parallax
errors. This would lead to an improved image resolution at positions off the scan-
ner central axis, and would allow the use of a thicker layer of scintillation material
to further improve the scanner sensitivity. Finally, the detectors may be suitable
for combination with an MRI device because of the insensitivity of the APDs to
magnetic fields.

Implementation of these detectors requires overcoming a number of technical
challenges. Because the scintillation light is spread over all APD pixels, the ave-
rage number of photons detected per pixel is on the order of only a few hundred
per event. In addition, the APDs have an internal gain of the order of only ∼100.
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The detected signals are therefore low, making amplification of each individual
APD channel with a low-noise charge-sensitive preamplifier necessary. The sha-
ring of scintillation light among the APD pixels furthermore results in a large
signal dynamic range per channel, setting an additional requirement on the front-
end electronics. Because the preamplifiers need to be placed as closely as possible
to the APDs in order to minimise noise, limitations in space and power consump-
tion point towards an application specific integrated circuit (ASIC) solution. The
design of an ASIC that meets all the necessary requirements is a challenging task,
but several integrated front-end solutions have already been successfully deve-
loped by other groups [65–67]. When using charge sensitive preamplifiers, the
rise time of the measured signal is in general not determined by the scintillator
rise time, but by its much slower decay time. The timing accuracy obtainable
with APDs is therefore in general not as good as that obtainable with PMTs, but
it has been shown that time resolutions adequate for PET can be obtained with
LSO-APD detectors [61]. Finally, the positioning of the individual events on the
detectors requires extra data processing steps, possibly leading to a very large data
stream and increased processing time.

Achieving a significantly improved scanner sensitivity at image spatial resolu-
tions comparable to current state-of-the-art systems would represent a major step
forward in the development of dedicated high resolution PET technology. A detai-
led analysis of the performance characteristics of monolithic scintillator detectors
is therefore presented this thesis. This analysis is used to optimise the performance
of the present detectors, and may aid the design of future PET systems based on
detectors consisting of unsegmented scintillators with position-sensitive light sen-
sor readout. Furthermore, the applicability of monolithic scintillator detectors in
a high resolution PET system is investigated.
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(a) (b)

Figure 2.6: A monolithic scintillator detector (a) consisting of a 20×10×20 mm3

LYSO:Ce crystal coupled to two Hamamatsu S8550 APD arrays (b).
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Chapter 3

Materials and methods

3.1 Introduction

This chapter provides an overview of the experimental methodology used throu-
ghout this thesis. Section 3.2 describes the detector hardware and an experimental
setup designed to characterise the detectors. In Section 3.3, the methods used
for measuring the detector spatial, energy and timing resolutions are outlined. A
characterisation of the key components of the experimental setup is presented in
Appendix A.

3.2 Hardware description

The scintillator crystals investigated in this thesis consist of monolithic L(Y)SO:Ce
blocks of several cm3. The scintillation light created in the interactions with
511 keV photons is detected by one or two Hamamatsu S8550-SPL APD arrays
(Hamamatsu Photonics, Japan), coupled to the crystals using the optical coupling
fluid Meltmount (Cargille Laboratories, Cedar Grove, NJ, USA), see Fig. 2.6a.
The APD arrays consist of a 4×8 matrix of 1.6×1.6 mm2 APD pixels at a pitch
of 2.3 mm (see Fig. 2.6b). Depending on the crystal thickness, the scintillation
light is collected either with a single APD array coupled to the front or the back
surface of the crystal, or with two APD arrays coupled to opposite sides, see
Fig. 3.1. The sides of the crystals not coupled to an APD array are wrapped in
several layers of Teflon to maximise light collection.

Each bank of an APD array has a specific bias voltage V50 at which the gain
M = 50 according to the manufacturer specifications. Differences in V50 of 10–
20 V are common between banks in the same array and between different arrays.

31
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(d) (c) (b) (a) 
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Figure 3.1: Schematic representation of rectangular 10 mm thick detectors, a rectangular
20 mm thick detector and a trapezoidal 20 mm thick detector. The APD array of the
10 mm detector is placed either on the back side of the crystal (a) or on the side facing
the beam (b); the 20 mm detector have APD arrays on opposing sides (c and d). The
coordinate system defining oblique angles of incidence is indicated in (a).

Throughout this work, the APD bias voltage therefore is expressed in terms of
∆V ≡V −V50, where V is the applied bias voltage. It is shown in Appendix A that
although V50 varies significantly between the different banks of the APD arrays
used, the average gains per bank are equal within 4% when measured as a function
of ∆V .

The APD arrays are mounted onto custom made printed circuit boards (PCBs),
each containing 32 Cremat CR-110 (Cremat Inc., Watertown, MA, USA) low-
noise charge sensitive preamplifiers (CSPs) which individually preamplify the si-
gnal from each APD channel, see Fig. 3.2a. The input of each preamplifier is
fitted with a test capacitance of ∼1.8 pF; the test capacitances are connected to a
common test input on the PCB.

The detectors and PCBs are contained in a light-tight Al box, see Fig. 3.2b.
The box has outer dimensions of 160×160×160 mm3. Two perpendicular sides
of the box are fitted with 0.5 mm Al windows. The temperature of the box is re-
gulated with Peltier coolers on two opposite sides, controlled by a PID controller
connected to a temperature sensor placed fitted to the outside of the box with ther-
mal paste. The temperature on the inside of the box is homogenised using a small,
low-noise fan. Four LM35D temperature sensors inside the box monitor the tem-
perature close to the APDs, between the preamplifiers, and in the air surrounding
the PCBs. The lid of the box is fitted with two micro-switches that ensure that no
bias voltage can be applied to the APD arrays when the box is open.

All signals going in and out of the detector box pass through a signal feed-
through box, fixed to the lid of the detector box. The APD bias voltage supplies,
the power supplies for the preamplifiers and the fan, the temperature sensor leads
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Figure 3.2: (a): Monolithic scintillator detector mounted on two PCBs. (b): Detector box
and signal feed-through box. CSP: charge-sensitive preamplifier; HV: high voltage input;
MS: micro switch; PWR: preamplifier power supply; TS: temperature sensor.

and the lead for the micro-switches are filtered in the feed-through box in order to
minimise interference on the APD signals. The test input signals and the output
preamplifiers signals pass through the feed-through box unfiltered.

An illustration of the setup is presented in Fig. 3.3. A 22Na-source (MMS06,
Isotope Products, Valencia, CA, USA), consisting of a ∅0.5×1 mm3 ion exchange
bead containing 22Na embedded in a ∅2.54×5 mm3 PMMA cylinder, is used
as a source of 511 keV photons. A narrow photon beam is created by electro-
nic collimation, using a second detector in coincidence with the APD detector.
This second detector consists of a ∅19×35 mm3 BGO crystal coupled to a PMT
(XP2020) fitted with a 60 mm thick Pb collimator with a ∅5 mm aperture. The
detector box is placed on an XYΩ-stage controlled by stepper motors, with either
of its thin Al windows facing the source. This permits scanning of the detector
through the photon beam at many different orientations and incidence angles.

The diameter of the test beam can be controlled by varying the distances bet-
ween source, PMT, and APD detector. The photon fluence profile is assumed to
be circularly symmetric about the beam axis. The diameter db of the (slightly
divergent) beam is defined as the full width at half maximum (FWHM) of the
fluence profile at the front surface of the crystal. Values of db are determined by
Monte Carlo simulation of the experimental setup (see Chapter 6).

The output tail pulses from the preamplifiers are fed through twisted-pair flat-
cables to four CAEN N568BB 16-channel spectroscopy amplifiers for further am-
plification and shaping (CAEN S.p.A., Viareggio, Italy). These amplifiers have a
fast and a slow output branch for each channel. The fast output branch is a fixed-



34 Chapter 3. Materials and methods

Z

X

Ω

Crystal

Source holder

APDs PMTCollimator

Preamplifiers
RailMotorized

XZ -StageΩ

BGO/
BaF2

22Na-source

Figure 3.3: Schematic representation of the experimental setup.

gain single differentiation stage with a time constant of 100 ns. The slow branch
contains a shaping network with a response resembling that of a CR-(RC)2 shaper,
with an adjustable gain and nominal shaping times of 0.1, 0.2, 1 and 3 µs. More
details concerning the response of these amplifiers are presented in Appendix A.

A schematic representation of the front-end electronics is shown in Fig. 3.4.
The signals from the fast amplifier outputs are fed into a summing amplifier built
in-house for time pickoff. Depending on the type of measurement to be perfor-
med, the shaped output pulses from the slow branch of the spectroscopy ampli-
fiers can either be fed into a summing amplifier, or into two CAEN V785 multi-
channel analogue-to-digital converter (MC-ADC) modules, see Section 3.3. Each
MC-ADC module has 32 input channels with individual peak sensing circuits, of
which the outputs are multiplexed and converted by two fast 12-bit ADCs. The
input voltage range of the MC-ADCs is 0–4 V.

Control of the setup (stepper motors, shaping amplifiers and MC-ADCs) and
data acquisition is performed by a LabVIEW (National Instruments, Austin, TX,
USA) program running on a PC. Communication with the stepper motors and
the amplifiers is established using interfaces provided by the manufacturers, the
output signals from the MC-ADCs are read out via a VME interface (Wiener
GmbH, Burscheid, Germany).



3.3 Detector performance measurements 35

Σ TFA 
slow 

fast Ctst 
Rf 

Cf 
JFET 

APD 

HV 

SA 
CSP 

Σ
fast Ctst 

Rf 

Cf 
JFET 

APD 

HV 

SA 
slow CSP 

gate 

MC- 
ADC 

CFD 

CFD PMT 

ADC 

CC 

gate 

Figure 3.4: Schematic representation of the front-end electronics. CSP: charge-sensitive
preamplifier; SA: shaping amplifier; TFA: timing filter amplifier; MC-ADC: multichannel
ADC; CC: coincidence circuit; Σ: summing amplifier.

3.3 Detector performance measurements

3.3.1 Spatial resolution

Event positioning

The entry point of an unknown event is estimated by comparing its measured light
distribution, consisting of the 32 or 64 output values of the MC-ADCs, to a set
of reference data. These reference data are collected by irradiating the detector
with 511 keV photons at a series of known positions xi = (xi,yi), see Fig. 3.1,
and recording the light distributions of nre f events at each position. The light
distribution of each event in the reference set is then normalised such that the sum
of all detector signals equals unity.

The entry point of an unknown annihilation photon can then be estimated by
calculating the sum-of-squares difference of its (also normalised) light distribu-
tion with the light distributions of all events in the reference set. A subset of the
reference data consisting of the L closest matches (‘nearest neighbours’) is selec-
ted, and the most frequently occurring entry point within this subset is assigned to
the unknown event.

This method is known as the L-nearest neighbour method. It has the advantage
that the probability of misclassification approaches the theoretical minimum, the
Bayes error probability, for sufficiently large reference sets [68]. The algorithm is
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therefore expected to yield results close to the best achievable with the available
reference data, provided that a suitable value of L be used.

Detector point spread function

After estimating the entry points of a series of test events, a normalised, two-
dimensional (2D) histogram of the errors ∆x j = (x̂ j − xt ) can be created, where
x̂ j is the estimated entry point of the j-th test event recorded at xt = (xt ,yt ).
This histogram approaches the detector point-spread function PSF(x,y) at xt if
the number of test events is sufficiently large. The FWHM and FWTM of the
point spread function, found by linear interpolation of the histogram, are used as
measures for the detector spatial resolution.

The width of the PSF depends on the number of reference events recorded
per position, decreasing asymptotically to a minimum with increasing nref, and
on L. The optimum value of L is usually on the order of 0.5nref, but can fluc-
tuate strongly between measurements. Optimisation of the PSF was performed in
each experiment by finding the value of L minimising the width of the histogram,
expressed as 〈σ∗

PSF〉 ≡ 1/2
(

σ∗
PSF,x + σ∗

PSF,y

)
, the average of its sample standard

deviations in the x- and y- directions. The asterisk is used to indicate that PSF va-
lues below 1% of the peak amplitude are disregarded in order to reduce the effect
of outliers. An example of such an optimisation is presented in Appendix A; an
estimation of the uncertainty of the PSF FWHM and FWTM obtained with this
algorithm is presented there as well.

Parameter studies

Throughout this thesis, the influence of various parameters (such as the crystal
type, the angle of incidence, etc.) on the spatial resolution is investigated by va-
rying the parameter of interest in a series of measurements. For efficiency, this
was done in a one-dimensional (1D) form of the above experiment, in which re-
ference data were collected along one of the crystal axes, and only the coordinate
corresponding to that axis was taken into consideration. For example, reference
data were collected at a set of coordinates {xi} = ({xi},y = 0), the x-coordinates
of a set of events recorded at test position xt = (xt ,y = 0) were estimated, and a
normalised 1D histogram of errors ∆x j = (x̂ j −xt ) was derived. This histogram is
referred to as the one-dimensional point spread function 1D-PSF(x).
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Leave-one-out method

In experiments with equal parameters for the reference and the test data, the same
data set was used for both in order to reduce measurement times. This was done by
estimating the entry point of each test event j recorded at xt using the remaining
nref − 1 events recorded at xi = xt , as well as all events collected at all other
positions {xi}, as reference data. This approach is referred to as the leave-one-out
method.

3.3.2 Energy resolution

Energy resolution measurements were performed by feeding the slow output si-
gnals of the amplifiers through a summing amplifier built in-house. Pulse height
spectra were measured on the resulting analogue sum signal with an ADC (Ortec
AD413A). The spectra were then fitted with a Gaussian function, and the FWHM
of the fit divided by the peak position was used as a measure of the energy resolu-
tion.

3.3.3 Timing resolution

Timing resolution measurements were performed by replacing the BGO-PMT de-
tector with a ∅25.4×25.4 mm3 BaF2 crystal coupled to an XP2020Q PMT (see
Fig. 3.3). The PMT signal was fed directly into a constant fraction discriminator
(CFD, Ortec 934) for time pickoff. For the APD detectors, the analogue sum si-
gnal of the fast outputs was fed through a timing filter amplifier (TFA, Ortec 454)
with variable differentiation and integration time constants. The filtered signal
was fed into a CFD (Ortec 934) for time pickoff. Time spectra were measu-
red using a time-to-amplitude converter (TAC, Ortec 476) and an Ortec AD413A
ADC. A calibration of the time axis was made with an Ortec 462 time calibrator.
The time spectra were fitted with a Gaussian function, and the FWHM of the fit
was used as a measure of the detector timing resolution.
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Chapter 4

Detector performance1

Abstract

This chapter presents an overview of the performance of monolithic scintillator
detectors. A method is introduced to correct the PSF for the finite test beam dia-
meter in order to obtain the intrinsic detector spatial resolution. A comparison is
made between detectors with various crystal surface finishes and readout geome-
tries, including detectors with a trapezoidal shape. These detectors can be placed
in a PET ring with a minimum of dead space, maximising the scanner sensitivity.
The correction for depth-of-interaction (DOI) of the annihilation photons is tested
by measuring the spatial resolution as a function of the angle of incidence. Energy
and timing resolutions of the detectors are also reported.

An intrinsic detector spatial resolution of 1.05 mm FWHM is shown to be
feasible, after correction for the influence of the ∼0.9 mm FWHM measurement
beam. This is comparable to the spatial resolution of detectors in modern high-
resolution systems. The spatial resolution measured with trapezoidal detectors is
almost the same as with rectangular detectors. The spatial resolution is found to
be essentially independent of the angle of incidence, for angles up to 30◦. For a
scanner, this means that the usual tradeoff between detector thickness and spatial
resolution is removed. The scanner sensitivity can thus be maximised without
degrading the image resolution towards the edges of the field of view (FOV).
Energy resolutions of around 11% FWHM are measured, with ∼75% of the events
falling in the full-energy peak. The estimated coincidence timing resolution of

1Parts of the results presented in this chapter are to be published as M. C. Maas, D. R. Schaart,
D. J. van der Laan et al., “Monolithic Scintillator PET Detectors with Intrinsic Depth-of-Interaction
Correction”
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2.8 ns is sufficient for adequate rejection of random coincidences.

4.1 Introduction

This chapter presents an overview of the performance of monolithic scintillator
detectors based on L(Y)SO:Ce crystals and Hamamatsu S8550 APD arrays. The
energy resolution, timing resolution and spatial resolution of the detectors are
investigated. Detector designs with different geometries and crystal surface treat-
ments are compared, including detectors with a trapezoidal shape, which allow
the construction of a detector ring with almost no dead space. A method is intro-
duced to obtain the intrinsic detector spatial resolution by correcting for the finite
test beam diameter. Correction for the depth-of-interaction (DOI) is tested by
measuring the detector spatial resolution as a function of the angle of incidence.

4.2 Materials and Methods

4.2.1 Crystals

A list of the crystals investigated is presented in Table 4.1. The sample names
are comprised of the material name, the crystal thickness in mm, a code repre-
senting the surface finish, an optional code for the crystal shape, and a sample
number. The surface finish is coded as follows: crystals marked ’P’ are mechani-
cally polished, crystals marked ’E’ are treated with a chemical etching procedure
described in [69], while crystals marked ’A’ received no special surface treatment
after cutting. Most crystals have a rectangular shape, but crystals marked ’T’ are
trapezoidal, and are read out with the small surface facing the beam (see Fig. 4.1).
Their dimensions are chosen in such a way that they can form a closed ring of 32
detectors with a distance of 123.8 mm between the inner surfaces of two directly
opposing detectors. Fig. 4.1 shows a schematic representation of the detector geo-
metries investigated.

The absolute light yield of the crystals was measured on a calibrated PMT
setup, using an Ortec 627 shaping amplifier set to a shaping time of 1 µs and an
Ortec AD114 ADC. The crystals, wrapped in Teflon tape, were irradiated with
662 keV photons from a 137Cs source, and the photoelectron yield was obtained
by comparison of the position of the full-energy peak of the pulse-height spectrum
with that of the single-electron spectrum. Absolute light yields were calculated
by correcting for the effective PMT reflectivity and quantum efficiency [35].
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Figure 4.1: Schematic representation of the detector geometries investigated: (a) front-
side readout, (b) back-side readout, (c) double-sided rectangular, (d) double-sided tra-
pezoid. In (a), the coordinate system used to specify the scan directions and angles of
incidence is also indicated.

Table 4.1: Properties of the scintillation crystals investigated.

Sample Material Surface Dimensions Vendor
treatment (x×y×z mm3)

LYSO10-P1 LYSO:Ce polished 20×10×10 Photonic Materials
LYSO10-P2 LYSO:Ce polished 20×10×10 Crystal Photonics
LSO10-A LSO:Ce as-cut 20×10×10 Hilger Crystals1

LSO10-E LSO:Ce etched 20×10×10 Hilger Crystals1

LYSO20-P1 LYSO:Ce polished 20×10×20 Photonic Materials
LYSO20-P2 LYSO:Ce polished 20×10×20 Crystal Photonics
LSO20-A LSO:Ce as-cut 20×10×20 Hilger Crystals1

LSO20-E LSO:Ce etched 20×10×20 Hilger Crystals1

LYSO20T-P LYSO:Ce polished 19.5×11.2(15.4)×20 Crystal Photonics
LYSO20T-A LYSO:Ce as-cut 19.5×11.2(15.4)×20 Crystal Photonics
1 Base material provided by CTI.



42 Chapter 4. Detector performance

4.2.2 Energy resolution

Pulse height spectra of the assembled detectors were measured using a ∅5 mm
FWHM beam of 511 keV photons aimed at the detector centre. The measurements
were performed at T = 23.3±3.6 ◦C, where T refers to the temperature close to
the APD array(s). For detectors with 2 APD arrays, T was measured near the
array on the back surface of the crystal. All measurements were carried out using
a shaping time of τ = 0.2 µs. FWHM energy resolutions were obtained by fitting
the full-energy peaks with Gaussian fundtions.

4.2.3 Timing resolution

Time spectra were recorded using the procedure outlined in Section 3.3.3. The
timing filter amplifier was set to an integration time constant of 2 ns, while the
differentiation time constant was set to ‘out’. An energy threshold Eth ∼ 250 keV
was applied in all experiments. FWHM timing resolutions were obtained by fitting
the spectra with Gaussian functions.

4.2.4 Spatial resolution

Spatial resolution measurements were performed according to the procedure out-
lined in Section 3.3.1. In each measurement, all events above an energy thre-
shold Eth = 100 keV were accepted. The beam diameter db was determined for
each measurement using Monte Carlo simulations of a detailed model of the ex-
perimental setup. These simulations are described in detail in Chapter 6. All
spatial resolution measurements were performed at ∆V = 0 V, τ = 0.2 µs and
T = 23.2±3.6 ◦C.

Point spread function

The PSF of crystal LYSO20-P2 was measured by collecting nref = 500 reference
events on a regular, rectangular grid covering slightly more than half of the crys-
tal: between −10 ≤ x ≤ 10 mm and −2 ≤ y ≤ 5 mm (see Fig. 4.1 for the de-
finition of the coordinates). The grid spacing was 0.25 mm in both the x- and
the y- direction. The test data were drawn from the same data set (leave-one-out
approach), covering all x-coordinates and 0 ≤ y ≤ 5 mm. The reference data bet-
ween −2 ≤ y ≤ 0 mm were collected to avoid truncating the error histogram at
y = 0. These data were collected using a beam diameter db = 0.96 mm.
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Correction for test beam diameter

The measured PSF includes the influence of the test beam diameter db. In this
chapter, the measured result is therefore denoted as the uncorrected point spread
function PSFb(x,y) to distinguish it from the corrected result that will be written
without the subscript ‘b’. Correcting PSFb for the test beam diameter by straight-
forward deconvolution has appeared to be difficult because of the divergence of
the beam. Instead, a correction was made using a simple model of the PSF, which
is presented in detail in Chapter 6, and summarised briefly here.

The model applies to in the central part of the detector and describes the PSF
as a convolution of two 2D distributions plus a small background:

PSFb(x,y) = {γb ∗NΣ}+ B (4.1)

The first distribution in this equation, γb, describes the spatial distribution of the
energy deposited within the crystal due to interaction processes following the ab-
sorption of a 511 keV photon, such as Compton scattering and X-ray fluorescence.
The second distribution, NΣ, accounts for the positioning error resulting from the
finite signal-to-noise ratio of the detector signals (as determined by photon statis-
tics, APD dark current, excess noise factor, electronic noise, etc.). The third dis-
tribution, B, models a small background contribution which accounts for events
that scatter on materials present between the 22Na source and the crystal, such as
an APD array on the front surface of the crystal.

The 2D distribution γb is estimated by means of a Monte Carlo simulation.
This has been done both for a detailed model of the test beam used in our experi-
ments (Chapter 6), and for the case of a ‘pencil’ beam having zero diameter, the
result of which is denoted by γ0. The distribution NΣ is modelled by a 2D Gaus-
sian function with covariance matrix Σ, of which the off-diagonal elements are
assumed to be equal to zero. It is shown in Chapter 6 that this is a valid approxi-
mation at the low noise levels at which these experiments are carried out. Using
these distributions, the measured PSFb(x,y) is least-squares fitted to the model
(4.1), using the diagonal elements of Σ and the amplitude of B as fit parameters.
The corrected PSF(x,y) is subsequently estimated by convolving γ0 and NΣ, and
adding B.

Geometry and surface finish comparison

The point spread functions of the crystals listed in Table 4.1 were compared in a
series of measurements in which the APD arrays and other parameters were kept
the same. The PSFs of crystals with different surface finishes were compared,
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and the effect of the detector geometry (see Fig. 4.1) on the PSF was investigated.
These studies were performed in 1D for efficiency, see Chapter 3. It is noted that
the resulting 1D resolutions cannot be compared directly to the 2D results given in
the above sections; the 1D results tend to be a few tenths of a mm FWHM larger
than the 2D results in otherwise equal measurements. Nevertheless, the 1D-PSFs
are useful to study the variation of the spatial resolution with the parameter of
interest.

In this study, reference data were collected on a grid between −10 ≤ x ≤
10 mm at y = 0 with a grid spacing of 0.25 mm, using db = 0.84 mm FWHM.
At each beam coordinate, nref = 1500 events were collected. The x−coordinate
of each event in the reference set was estimated using the leave-one-out method,
so that the resulting 1D-PSF contained data from all coordinates. Each PSF was
calculated using the value of L that minimised σ∗

PSF. These measurements were
performed at ∆V = 0 V, T = 23.2±2.1 ◦C and Eth ≈ 100 keV

Depth of interaction correction

The depth of interaction (DOI) correction of the detectors was tested by measuring
PSFs as a function of the angle of incidence θ, at ϕ = 0◦ and ϕ = 90◦. At each
incidence angle, nref = 1500 events per position were collected over a 1D grid
covering the detector x- or y-axis, with a grid spacing of 0.25 mm. At θ 
= 0◦, the
crystal side facing the beam was included in the scans. The 1D-PSFs were again
made using the leave-one-out method, so that the coordinate of each test event
was estimated using reference data collected at the same incidence angle.

At normal incidence, the positioning errors expressed in terms of the coordi-
nates x and y defined within the plane of the crystal front surface (see Fig. 4.1)
coincide with the errors in the position of the line of response (LOR) in a PET
system. To study the PSF as a function of the angle of incidence θ, however, the
errors must be projected onto a plane perpendicular to the LOR (or the beam axis
in our test setup). We therefore define coordinates x′ and y′ within this plane such
that x′ = xcos(θ) and y′ = y at ϕ = 0◦, while x = x and y = ycos(θ) at ϕ = 90◦.

4.3 Results & Discussion

4.3.1 Energy resolution

Table 4.2 shows the energy resolution of the detectors investigated, measured at
511 keV. The absolute light yields of the crystals are also listed. Fig. 4.2 shows an



4.3 Results & Discussion 45

Table 4.2: Light yield per MeV and energy resolution at 511 keV of the crystals studied.
The light yields were measured with a calibrated PMT setup, the energy resolutions with
the APD arrays. The absolute light yields have an uncertainty of approximately 10%, the
energy resolutions have an uncertainty of approximately 0.2 % FWHM.

Sample Abs. LY APD arrays ∆E/E (%)
(103 ph/MeV)

LYSO10-P1 15.2 1 11.0
LYSO10-P2 21.2 1 10.4
LSO10-A 13.4 1 12.6
LSO10-E1 – 1 –
LYSO20-P1 14.2 2 12.0
LYSO20-P2 20.2 2 10.5
LSO20-A 13.6 2 16.5
LSO20-E 17.1 2 13.3
LYSO20T-P 22.8 2 11.0
LYSO20T-A 21.5 2 10.5
1 Measured spectra had strongly non-Gaussian photo peaks, pre-

cluding determination of light yield and energy resolution.
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Figure 4.2: Measured pulse height spectrum (circles) with Gaussian fit (solid curve) of
sample LYSO10-P2 at 511 keV, recorded at ∆V = 0 V and T = 22.2±0.2 ◦C.
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example of a pulse height spectrum, measured at 511 keV with detector LYSO10-
P2, a 20×10×10 mm3 polished LYSO crystal coupled to one APD array. The
corresponding energy resolution is 10.4±0.2% FWHM.

In Fig. 4.2, the full-energy peak contains ∼70% of the events, although the
probability of photoelectric interaction of 511 keV photons in LYSO is only ∼30%
of the total probability of interaction. With 20 mm thick detectors, the fraction of
full-energy events is ∼75%. This is due to the large fraction of Compton-scattered
photons that are re-absorbed within the relatively large crystal. In a PET system,
this has the advantage that the application of an energy threshold to reduce the
influence of intra-subject scattering has a relatively small effect on the sensitivity
to true events.

A detailed analysis of how different factors such as the scintillation photon
statistics, APD dark current, APD excess noise factor, electronic noise, etc., in-
fluence the energy resolution of the detectors is presented in Chapter 5.

4.3.2 Timing resolution

Fig. 4.3 shows a coincidence timing spectrum measured with detector LYSO20-
P2 (20×10×20 mm3 polished LYSO coupled to two APD arrays) against a BaF2-
PMT detector. A timing resolution of 2.0± 0.1 ns FWHM is obtained with this
detector. Assuming that the contribution of the BaF2-PMT detector is negligible,
the coincidence timing resolution of two of these detectors equals ∆t = 2.8 ns
FWHM. A detailed analysis of how the timing resolution depends on the various
factors determining the signal-to-noise ratio of the detector signals is presented in
Chapter 5.

4.3.3 Spatial resolution

Point spread function

Fig. 4.4 shows the uncorrected point spread function PSFb(x,y) of crystal LYSO20-
P2 measured at normal incidence. This 2D error histogram is averaged over the
central region of the detector (−3 ≤ x ≤ 3,0 ≤ y ≤ 1.5) mm, in order to minimise
the statistical fluctuations in the histogram.

Fig. 4.5 shows the FWHM of PSFb(x), the cross-section of PSFb(x,y) in the
x-direction at zero y-error (a), and PSFb(y), the cross-section of PSFb(x,y) in the y-
direction at zero x-error (b), as a function of the beam position for y ≥ 0. PSFb(x)
and PSFb(y) appear to be roughly constant in the central part of the detector,
except for statistical fluctuations arising from the limited number of data points
per histogram.
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Figure 4.3: Measured timing spectrum (circles) and Gaussian fit (solid curve) of LYSO20-
P2, recorded at ∆V = 19 V, Eth = 250 keV and T = 24.3±0.2 ◦C.
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Figure 4.5: FWHM of PSFb(x) (a) and PSFb(y) (b) of LYSO20-P2 measured at normal
incidence as a function of the test beam position. Values are derived from PSFs averaged
over 1×1 mm2 segments and are not corrected for db = 0.96 mm FWHM.

The spatial resolution in the x-direction deteriorates near the two crystal sur-
faces perpendicular to the x-axis. At a distance of about 3–4 mm from these
crystal edges, the FWHM starts to increase, up to an average value of 1.9 mm at
∼ 2 mm from the crystal edges. At still smaller distances the FWHM decreases
again, as the PSF becomes truncated on one side due to the absence of reference
data beyond the crystal edges. Similar results are observed in the y-direction: the
FWHM of PSFb(y) is best in the central part of the detector, while some deterio-
ration of the spatial resolution in the y-direction is found near the crystal edges
perpendicular to the y-axis only. These effects have been predicted by optical
simulations [70] and have also been reported for 1-D PSFs elsewhere [71].

Intrinsic detector spatial resolution

The results presented in the previous section include the influence of the finite test
beam diameter. This influence can be corrected for using the PSF model described
in Section 4.2.4. Here we illustrate the correction procedure with the PSF shown
in Fig. 4.4; a validation of the model is presented in Chapter 6.

Fig. 4.6 shows the cross-sections PSFb(x) of both the measured (closed circles)
and the model (dotted curve) PSF. Excellent agreement is observed between the
model and the measurements. The cross-section PSF(x) of the corrected detector
PSF is indicated by the solid curve in the same figure.

Table 4.3 shows the FWHM and FWTM in the x- and y-directions of cross-
sections through the measured and the corrected PSF at y = 0 and x = 0, respec-
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Figure 4.6: Cross-sections of the measured (closed circles) and modelled (dotted curve)
PSFb(x,y) at y = 0, and cross-section through the corrected PSF(x,y) (solid curve). These
results are derived from the PSF measured at the centre of crystal LYSO20-P2 which is
shown in Fig. 4.4.

tively. In the x-direction, a very good spatial resolution of 1.05 mm FWHM is
found. In the y-direction, the PSF is slightly wider. This is probably due to the
reduced number of APD pixels and the smaller dimensions of the crystal in this
direction compared to the x-direction.

Geometry and surface finish

The spatial resolutions of the 10 mm thick detectors with different surface fi-
nishes and readout geometries are compared in Table 4.4. Results for the 20 mm
thick detectors are presented in Table 4.5. The tables show the FWHM and the

Table 4.3: FWHM and FWTM of cross-sections through measured and corrected PSFs of
detector LYSO20-P2, obtained with L = 500.

PSF(x) PSF(y)
FWHM FWTM FWHM FWTM

Measured 1.54 3.33 1.61 3.80
Corrected 1.05 2.09 1.25 2.42
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Table 4.4: FWHM and FWTM of global 1D-PSFs measured along the x- and y-axis of
10 mm thick detectors with different surface finishes and readout geometries. Results are
not corrected for db = 0.85 mm FWHM. The estimated uncertainty is ∼0.05 mm for the
FWHM and ∼0.2 mm for the FWTM (2σ).

Crystal Geometry Peak position 1D-PSFb(x) (mm) 1D-PSFb(y) (mm)
(normalised) FWHM FWTM FWHM FWTM

LYSO10-P1 front 1.00 1.70 4.52 1.79 4.95
back 1.09 1.87 5.03 2.08 5.64

LYSO10-P2 front 1.30 1.66 4.54 1.70 4.69
back 1.25 1.83 5.22 1.93 5.14

LSO10-A front 0.94 1.73 4.77 1.82 5.31
back 1.02 2.00 5.56 2.26 6.93

LSO10-E front – 1.73 4.57 1.81 4.83
back – 1.91 5.20 2.06 5.75

full width at tenth maximum (FWTM) of 1D-PSFb(x) and 1D-PSFb(y), i.e. the
1-dimensional detector PSFs measured along the x- and y-axis, respectively. Each
1D-PSF is averaged over all beam positions (‘global’ PSF) and has been obtai-
ned using the value of L that minimises σ∗

PSF (typically, 100 < L < 1000). The
results are not corrected for the beam diameter, which was kept at db = 0.85 mm
FWHM in all measurements. The estimated 2σ-uncertainties of these results are
∼0.05 mm for the FWHM and ∼0.2 mm for the FWTM (see Appendix B).

For all 10 mm thick crystals, front-side readout performs better than back-side
readout, in agreement with optical simulations presented earlier [70]. Approxi-
mately 61% of all 511 keV photons that interact in a 10 mm L(Y)SO crystal do
so within the first 5 mm, because of the exponential attenuation of the photon
fluence within the scintillator. Events occurring closer to the APD array produce
a more sharply peaked light distribution and can be positioned more accurately
than events occurring further away. The differences in spatial resolution observed
between 10 mm thick crystals with different surface finishes are small compared
to the measurement uncertainties. Only the as-cut crystal in back-side readout
performs significantly worse than the other crystals.

Average resolutions in the y-direction (the short crystal axis) are slightly worse
than in the x-direction for both the 10 mm and the 20 mm thick crystals, as was
also observed in Table 4.3.

The relative position of the full-energy peak, determined from the analogue
sum of the slow outputs of the spectroscopy amplifiers (see figure 4) and norma-
lised to LYSO10-P1, is also given for each crystal in Tables 4.4 and 4.5. The
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Table 4.5: FWHM and FWTM of global 1D-PSFs measured along the x- and y-axis of
20 mm thick detectors with different surface finishes and geometries. Results are not
corrected for db = 0.85 mm FWHM. The estimated uncertainty is ∼0.05 mm for the
FWHM and ∼0.2 mm for the FWTM (2σ).

Crystal Peak position 1D-PSFb(x) (mm) 1D-PSFb(y) (mm)
(normalised) FWHM FWTM FWHM FWTM

LYSO20-P1 0.87 1.81 5.05 1.93 5.56
LYSO20-P2 1.17 1.78 5.07 1.93 5.68
LSO20-A 0.86 1.83 5.19 1.99 6.53
LSO20-E 1.01 1.85 5.27 1.88 5.69
LYSO20T-P 1.35 1.84 5.15 1.88 6.17
LYSO20T-A 1.35 1.86 5.73 1.92 7.09

two 10 mm polished crystals (LYSO10-P1 and LYSO10-P2) perform quite simi-
larly, despite the 30% difference in peak position. The same is observed for the
two 20 mm polished rectangular crystals (LYSO20-P1 and LYSO20-P2). It fol-
lows that differences in the light yield of several tens of % between the crystals
used in a PET system should not significantly affect the uniformity of the spatial
resolution of the reconstructed image.

For most 20 mm thick rectangular crystals, the spatial resolution is ∼0.2 mm
FWHM worse than for 10 mm thick detectors in front-side readout, but ∼0.05 mm
FWHM better than for the 10 mm thick detectors in back-side readout. The dif-
ferences between 20 mm thick rectangular crystals with different surface finishes
do not exceed the estimated measurement uncertainties, as was also observed with
the 10 mm thick crystals.

The trapezoidal detectors perform similarly well as the rectangular ones. The
scans in the y-direction include the oblique sides of the crystals. In this direction
the FWTM of the polished trapezoidal crystal is slightly worse than that of the
polished rectangular crystals. The same is found for the as-cut trapezoidal and
rectangular crystals. The FWHM values of the as-cut trapezoidal crystal do not
differ significantly from those of the polished trapezoidal crystal, but its FWTM
values are significantly larger.

Depth of interaction correction

The DOI correction of the detectors was studied in a series of 1D measurements.
Fig. 4.7 shows the FWHM and FWTM of 1D-PSFb(x′) and 1D-PSFb(y′) of the
polished trapezoidal crystal LYSO20T-P as a function of the incidence angle θ.
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Figure 4.7: FWHM and FWTM of measured 1D-PSFs of LYSO20T-P projected on a
plane perpendicular to the test beam, as a function of the angle of incidence θ, at (a)
ϕ = 0◦ and (b) at ϕ = 90◦. The beam diameter was db = 0.96 mm FWHM.

The results are presented in terms of the coordinates x′ and y′ perpendicular to
the beam direction, see Section 4.2.4. As in the previous section, the error histo-
grams were averaged over the crystal length to represent the overall detector per-
formance. The values are not corrected for the beam diameter, but care was taken
to keep db constant in all measurements. The source was moved some distance
away from the detector box to accommodate for its rotation, so that db = 0.96 mm
FWHM. As a result, the values presented here cannot be directly compared to
those in Table 4.5.

At ϕ = 0◦, both 1D-PSFb(x′) and 1D-PSFb(y′) are essentially independent of
θ. At ϕ = 90◦, 1D-PSFb(x′) can even be seen to slightly improve with increasing
θ. This is attributed to the fact that the beam exits the side surface of the crystal
at large values of θ, reducing the average distance of interaction from the front
APD array. Similar results were found for the rectangular crystals, although the
difference between the FWTMs of 1D-PSFb(x′) and 1D-PSFb(y′) were smaller
for these crystals, in accordance with the results given in the previous section.

The DOI correction of these detectors requires that the angle of incidence of
the unknown photon be known, so that the appropriate set of reference data can be
used to estimate its entry point coordinates. It has been shown elsewhere that this
angle can be derived from the positions of the two detectors triggering in coinci-
dence in a PET ring [72]. The excellent intrinsic DOI correction of these detectors
can therefore be expected to yield essentially parallax-free image reconstruction
for angles of incidence of up to at least 30◦.
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4.4 Conclusions

In this chapter, the performance of monolithic scintillator PET detectors has been
characterised experimentally in terms of the detector spatial, temporal and energy
resolutions. At the centre of the detector and at normal incidence, the FWHM of
the detector PSF obtained with a rectangular crystal is as good as ∼1.05 mm in
the x-direction, after correction for the ∼0.9 mm FWHM diameter test beam of
annihilation photons. Some resolution loss occurs near the edges of the detectors,
in the direction perpendicular to the crystal edge.

Trapezoidal crystals were found to perform almost as well as rectangular ones.
A trapezoidal crystal shape minimises the dead space within a detector ring, re-
sulting in a high and uniform scanner sensitivity.

No loss of spatial resolution is observed for angles of incidence of up to at
least 30◦. Hence, an excellent and highly uniform PET system resolution may be
expected using this monolithic detector design.

These promising results were obtained at Eth ≈ 100 keV, implying that a low
energy threshold can be used to maximise system sensitivity when imaging small
subjects (with low intra-subject scattering), without loss of resolution. Energy
resolutions of ∼11% FWHM are measured with ∼75% of the events in the full-
energy peak. The estimated coincidence timing resolution of ∼2.8 ns FWHM is
sufficient for adequate rejection of random coincidences [73].

The intrinsic detector spatial resolution of 1.05 mm FWHM obtained with the
20×10×20 mm3 detector is not as narrow as the smallest crystal pitch currently
reported in high-resolution PET detectors based on matrices of small scintillator
crystals [48]. However, the results presented here suggest that a high and uniform
spatial resolution of the reconstructed image at a very high scanner sensitivity may
be achievable with monolithic scintillator detectors. This makes these detectors
promising candidates for future high-resolution PET scanner designs. A Monte
Carlo simulation study of small-animal PET scanners based on these detectors,
using measured 1D-PSFs and other parameters as input, is presented in Chapter 7.
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Chapter 5

Signal to Noise Ratio1

Abstract

Monolithic scintillator detectors, consisting of several cm3 of scintillating ma-
terial coupled to one or more Hamamatsu S8550 avalanche photodiode (APD)
arrays are proposed as detectors for high resolution positron emission tomogra-
phy (PET). In this chapter, the factors contributing to the variance on the signals
are investigated, and their effects on the energy, time and spatial resolutions are
analysed.

Good agreement is found between a model of the energy resolution and ex-
periments with a 20×10×10 mm3 LYSO:Ce crystal coupled to a single channel
large-area APD (LAAPD). With the same crystal coupled to an APD array, diffe-
rences between model and experiment are observed at high APD gain.

The measured energy resolution of ∼11% FWHM is shown to be dominated
by scintillation photon statistics, with less important roles for excess noise factor
and electronic noise. On the other hand, electronic noise is an important factor
both for the time and the spatial resolutions. The timing resolution is found to
depend strongly on the APD bias voltage, and is best at the highest bias. A timing
resolution of 1.6 ns full width at half maximum (FWHM) is measured against a
BaF2-PMT detector. The best spatial resolution measured is 1.64 mm FWHM,
without correction for the ∼0.9 mm FWHM measurement beam. It is estimated
that an intrinsic spatial resolution of 1.26 mm FWHM can be achieved at the

1This chapter is adapted from M. C. Maas, D. R. Schaart, D. J. van der Laan, H. T. van Dam,
J. Huizenga, J. C. Brouwer, P. Bruyndonckx, C. Lemaı̂tre and C. W. E. van Eijk, “Signal to noise
ratio of APD-based monolithic scintillator detectors for high resolution PET,” IEEE Transactions
on Nuclear Science, vol. 55, pp. 842–852, 2008.
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centre of the detector with an infinitely narrow test beam.

5.1 Introduction

Positron emission tomography (PET) has gained a lot of interest in recent years as
a molecular imaging tool for research on small animals such as rats and mice. The
small dimensions of the organs of these animals impose stringent requirements on
the spatial resolution and sensitivity of dedicated PET systems. Many current de-
tector designs rely on small scintillation crystals to obtain the best possible spatial
resolution [48, 53, 61, 74–81]. However, the scanner sensitivity is reduced in such
designs due to the dead space between the individual crystals. Additionally, the
spatial resolution may be deteriorated by inter-crystal scatter and parallax errors
due to depth of interaction (DOI) effects.

To avoid these problems, monolithic scintillator detectors were proposed [18,
19]. These detectors consist of several cm3 of scintillating material coupled to
one or more avalanche photodiode (APD) arrays (see Fig. 5.1). The entry point
of an incoming annihilation photon on the front surface of the detector can be
derived from the distribution of the scintillation light on the APD arrays. Because
there are no individual crystal segments, sensitivity loss due to reflective material
between the crystals is avoided.

Preliminary research on these detectors yielded promising results. A detector
spatial resolution of ∼2.0 mm FWHM, not corrected for the ∼1 mm FWHM
measurement beam was achieved with a 20-mm thick detector, with only a slight
deterioration for angles of incidence up to 30◦, see Chapter 4. This indicates that
a thick layer of scintillating material can be used to maximise sensitivity, without
deterioration of the image spatial resolution by parallax errors.

The aim of the present work is to gain a better understanding of the influence
of signal variances on the detector energy, timing and spatial resolutions, and of
the factors that contribute to these signal variances. As the energy resolution re-
presents a direct measure of a detector’s signal-to-noise ratio (SNR), a model of
this quantity for scintillator-APD detectors is presented first. This model is ini-
tially verified experimentally using a single channel large-area APD (LAAPD), in
order to avoid effects such as differences in gain or excess noise factor between
the individual channels of the APD arrays. It is subsequently applied to the APD
array detectors. Furthermore, analyses of the electronic noise and the timing re-
solution of the APD array detectors are presented, and the influence of the signal
variance on the spatial resolution is investigated.
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APD array

APD array

APD array

Figure 5.1: Schematic representation of the detectors investigated. On the 10-mm thick
crystals (a), the APD array was coupled to the side facing the beam. On the 20-mm thick
crystals (b), the arrays were coupled to opposing sides.

5.2 Models

5.2.1 Energy resolution

For a scintillator coupled to an APD, the mean number of electrons Ne produced at
the APD output due to incident radiation producing an average of Nph scintillation
photons per event can be written as

Ne = η ·M ·Nph, (5.1)

where M is the APD multiplication gain, and η represents the number of primary
e-h pairs generated in the APD per scintillation photon, averaged over all photons
per scintillation event and over all events. In this formula, Nph and Ne represent
averages over many events, while M is averaged over all primary electron-hole
(e-h) pairs created in the APD conversion layer.

The energy resolution of this system, defined as the full width at half maxi-
mum (FWHM) of the full-energy peak divided by its centroid location, can be
described by four terms. The first of these represents the variance in the number
of photons generated per scintillation event, the second represents the added va-
riance due to the conversion of scintillation photons to primary e-h pairs in the
APD, the third represents the APD multiplication variance, and the fourth repre-
sents the contribution of electronic noise [82]:

∆E
E

= 2.35
(

var
{

Nph
}

N2
ph

+
1−η
ηNph

+
1

ηNph

var{M}
M2 +

ENC2

(ηMNph)2

)1/2

,

(5.2)
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where ∆E/E is the FWHM energy resolution, and ENC is the equivalent noise
charge of the detector-amplifier system referred to the preamplifier input.

Due to e.g. non-proportionality of the scintillator electron response, the va-
riance of Nph is often greater than what would be expected based on Poisson sta-
tistics. In this work, this broadening is represented by an excess variance factor
α2 describing the observed photon variance relative to the Poisson variance:

α2 =
var
{

Nph
}

Nph
. (5.3)

Assuming that this term is independent of the energy of the incident radiation in
the range of energies considered in this work (511–662 keV), the same value of α
can be used for model calculations at different energies. This assumption may be
invalid at lower energies. This approach is also followed in the Monte Carlo code
Geant4 [83] used in our simulations of monolithic scintillator detectors [70], and
is included in this experimental model for ease of comparison.

The variance associated with the multiplication process in the APD is com-
monly expressed in terms of the excess noise factor J, which is defined as:

J ≡ var{M}
M2 + 1. (5.4)

Using Eq. (5.2)–Eq. (5.4), the energy resolution may now be written as:

∆E
E

= 2.35

(
α2 −1

Nph
+

J
Ne/M

+
ENC2

N2
e

)1/2

. (5.5)

The first term in this equation represents the deviation from Poisson statistics of
the number of scintillation photons produced per event. The Poisson statistics
are contained in the second term, where the factor Ne/M = ηNph represents the
number of primary e-h pairs.

5.2.2 Equivalent noise charge

Assuming equal shaping time constants for differentiation and integration, the
squared equivalent noise charge of a radiation detector-amplifier system can be
written as [84]:

ENC2 =
1
q2

(
aC2

totA1

τ
+
[

2πafC2
tot +

bf

2π

]
A2 + bA3τ

)
, (5.6)
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where a is the spectral density of the series white noise, b is the spectral density
of the parallel white noise, af is the coefficient of the series 1/f noise, and bf is the
coefficient of parallel 1/f noise. Ctot is the total input capacitance of the detector-
preamplifier system, q is the elementary electron charge, τ is the amplifier shaping
time, and A1–A3 are dimensionless constants depending on the type of shaping
network. A mathematical frequency range is assumed in this model: −∞ < f <
+∞.

The series white noise contribution is mainly due to thermal noise of the
preamplifier input FET channel and may be written as [85]:

a = Γ
2kbT
gm

, (5.7)

where gm is the FET transconductance, kb is Boltzmann’s constant, T is the tem-
perature and Γ is the FET channel form factor, having values ranging between 0.5
and 0.7.

The parallel white noise contribution b consists mainly of shot noise related
to leakage currents through the detector and the preamplifier FET gate, and of
thermal noise of the preamplifier feedback resistor. For a detector with internal
amplification such as an APD, a distinction can be made between unamplified
(surface) leakage current Ils and amplified (bulk) leakage current Ilb, resulting in
a total detector leakage current of [86]:

Il = Ils + MIlb (5.8)

Taking into account that the amplified portion of the leakage current also expe-
riences the APD excess noise factor, the total white parallel noise contribution
may be written as:

b = q
(

Ilg + Ils + JM2Ilb

)
+

2kbT
Rf

. (5.9)

where Ilg is the FET gate leakage current and Rf is the preamplifier feedback
resistance.

5.2.3 Timing resolution

The timing resolution of a pair of detectors can be determined by measuring the
distribution of time differences between prompt coincident events. In this work,
the timing resolution of the LYSO-APD array detectors is measured against a fast
PMT detector, so that the variance of this distribution can be written as:

σ2
t = σ2

A + σ2
P, (5.10)
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where σ2
A and σ2

P are the variances introduced by the APD array detector and the
PMT detector, respectively. The variance in the time pickoff of each of these de-
tectors consists of contributions related with time variations in the interaction of
the radiation with the detectors, variations in the amplitude and shape of the scin-
tillation pulse, time variations induced by its detection and the associated electro-
nics, and the time pickoff method [87]. The first of these contributions is neglected
in this analysis in view of the small dimensions of the detectors.

When a constant fraction discriminator (CFD) is used for time-pickoff, the
uncertainty of the zero-crossing time of its output bipolar pulse can be related to
the signal fluctuations and the signal slope at the zero-crossing point, according
to [88]:

σt0 =
(

σv

dv/dt

)
t=t0

(5.11)

where σv denotes the rms signal fluctuation, dv/dt denotes the signal slope and t0
represents the zero-crossing time.

In the LYSO-APD array detector, the signal fluctuations described by σv may
be caused by statistical fluctuations in the pulse amplitude and shape, and by elec-
tronic noise. It is assumed that pulse amplitude variations are cancelled by the
CFD. Additionally, the large number of primary e-h pairs that are multiplied in the
APD and integrated on the preamplifier feedback capacitance in each scintillation
pulse, combined with the short scintillation decay time of LYSO (∼40 ns) and the
limited bandwidth of the preamplifier-fast amplifier system, result in a negligible
contribution of pulse shape walk. Hence, it is assumed that only electronic noise
contributes to σv.

The signal slope at the zero-crossing point is assumed to be proportional to
the ratio of the pulse amplitude and rise time. The pulse amplitude is given by
the pulse height in response to a single input electron, V ′

pk, times Ne. In the ratio
σv/V ′

pk, the definition of equivalent noise charge is recognised. Hence, it follows
that

σA ∼ ENCf

Ne/tr
, (5.12)

where tr denotes the pulse rise time and the ‘f’ subscript is used to indicate the fast
amplifier branch. Hence, to optimise the timing resolution, the product of ENCf
and tr should be minimised.

5.2.4 Spatial resolution

In addition to scattering of the incident radiation inside the crystals, the SNR of
the detector signals forms one of the main contributions to the detector spatial
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resolution [89]. To investigate the probability distribution of the positioning error
due to statistics and electronic noise for a given, arbitrary event, it is assumed that
(1) the covariance between the detector channels may be neglected, and (2) the
probability distribution of the positioning error depends on the SNR of the signals
measured for that given event only. A detailed statistical analysis of the spatial
resolution obtainable with these detectors, which also takes the covariance bet-
ween the channels into account, is presented elsewhere [90]. It is shown there that
assumption (1) is indeed valid for the detectors investigated here. Assumption (2)
can be justified by considering that the set of training data used by the positioning
algorithm employed is large (see Section 5.3.3), rendering the effects of statistics
and noise in this latter set negligible [89, 91].

Summarising, the probability distribution of the positioning error due to statis-
tics and electronic noise of an event with (a) given energy deposition(s) at given
location(s) in the crystal is assumed to depend only on the SNR per channel of
that same event. For this given event, the photon detection efficiency ηi of a chan-
nel i is defined as the expectation value of the number of e-h pairs generated in
APD pixel i divided by the expectation value of the number of emitted scintilla-
tion photons that corresponds to the energy deposited in the event. If this energy
corresponds to an expectation value of the number of emitted scintillation pho-
tons equal to Nph, the relative signal variance in channel i can be derived using
Eq. (5.2), substituting ηi for η:(

σi

µi

)2

=
var
{

Nph
}

N2
ph

+
1−ηi

ηiNph

+
1

ηiNph

var{M}
M2 +

ENC2
i

(ηiMNph)2
,

(5.13)

where µi, σi and ENCi represent the signal expectation value and standard devia-
tion and the equivalent noise charge of channel i, respectively.

To assess the relative importance of each of the terms in Eq. (5.13), a hy-
pothetical event is considered with the same total energy deposited, for which
ηi = η/n, where n is the number of detector channels. Thus, the light distribution
of this event is expected to be uniform over the detector pixels. The independence
of the electronic noise in the detector channels results in ENCi = ENC/

√
n. This

leads to the following expression:(
σi

µi

)2

=
α2 −1

Nph
+ n

J
Ne/M

+ n
ENC2

N2
e

. (5.14)
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Table 5.1: List of crystals used in the experiments.

Sample Material Dimensions Vendor
(mm3)

LYSO10-P1 LYSO(Ce) 20×10×10 Photonic Materials
LYSO10-P2 LYSO(Ce) 20×10×10 CrystalPhotonics
LYSO20-P1 LYSO(Ce) 20×10×20 Photonic Materials
LYSO20-P2 LYSO(Ce) 20×10×20 CrystalPhotonics

Thus, for this hypothetical situation, the relative importance of the terms repre-
senting excess noise and electronic noise is increased by a factor n compared to
Eq. (5.5), while the term corresponding to the excess scintillation photon variance
remains unaltered. It is assumed that the relative influence of the various terms on
the spatial resolution indicated by Eq. (5.14) is representative for other, arbitrary,
events.

5.3 Materials

5.3.1 Crystals

The crystals investigated in this work are listed in Table 5.1. The sample names
consist of the crystal material followed by the thickness in mm, a letter repre-
senting the surface finish and a sample number. The crystals used in this work
were all polished, represented by the letter P. The photon statistics contribution
(α2 − 1)/Nph of these crystals was measured on a PMT (Hamamatsu R1791),
using an Ortec 672 shaping amplifier set to a shaping time of 1 µs and an Ortec
AD114 ADC.

5.3.2 LAAPD

LAAPD measurements were performed using an Advanced Photonix LAAPD
model 630-70-73-510, serial no. 128-10-11 [92], see Table 5.2. It was contained
in a temperature controlled box, and was read out using a Goyot preamplifier [93],
an Ortec 672 shaping amplifier set to a shaping time of 1 µs and an Ortec AD114
ADC. Energy resolution measurements were performed with crystal LYSO10-
P2, packed in Teflon powder, with a 10× 10 mm2 face optically coupled to the
∅16 mm LAAPD.
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5.3.3 APD arrays

The APD arrays used in this work are Hamamatsu model S8550-SPL, serial num-
bers 036 and 037, see Table 5.2. These arrays consist of 2 banks of 2× 8 pixels
measuring 1.6×1.6 mm2, at a pitch of 2.3 mm [94].

Each bank has a specific bias voltage V50 at which the mean channel gain
〈M〉 = 50 according to manufacturer specifications. Between banks in the same
array, and between different arrays, differences in V50 of 10–20 V are common.
In this work, the bias voltage of the arrays is therefore expressed in terms of
∆V ≡V −V50, where V is the applied bias voltage. The average gains 〈M〉 of the
individual banks of the APD arrays used in this work, measured as a function of
∆V using 5.89 keV X-rays from an 55Fe-source, were found to coincide within 4%
between ∆V = −40 V and ∆V = +10 V (see Appendix A). Breakdown effects
started to occur at approximately ∆V = 18 V.

The experimental setup used to investigate the LYSO-APD array detectors is
depicted in Fig. 5.2. The detectors are contained in a light-tight Al box, which is
held at a constant temperature using Peltier coolers. To define a narrow beam of
511 keV photons, a ∅0.5 mm 22Na-source is used, and a second detector, consis-
ting of a ∅19×35 mm3 BGO crystal coupled to a PMT (XP2020) equipped with
a Pb collimator, is used in coincidence with the APD detector. The width of the
photon beam can be controlled by varying the distance between the PMT and the
source. The 32 or 64 APD signals are each individually preamplified by Cremat
CR-110 charge-sensitive preamplifiers (CSPs). Further amplification and shaping
is provided by several CAEN N568BB 16-channel shaping amplifiers, which have
a fast and a slow output branch. The slow output branch has a CR-(RC)2 shaping
network with an adjustable gain and shaping times of 0.1, 0.2, 1 and 3 µs; the
fast output branch is a fixed-gain single differentiation stage with a time constant
of 100 ns. A schematic representation of the front-end electronics is shown in
Fig. 5.3.

Measurements of the equivalent noise charge and the energy resolution were
performed on the analog sum signal of the slow amplifier outputs. Pulse height
spectra were obtained using an Ortec AD413A ADC.

Timing resolution measurements were performed against a ∅25.4×25.4 mm3

BaF2 crystal coupled to an XP2020Q PMT. The PMT signal was directly fed into
a constant fraction discriminator (CFD, Ortec 934) for time pickoff. Time pickoff
on the APD detectors was performed by feeding the analog sum of the fast outputs
of the linear amplifiers to a CFD, via a timing filter amplifier (TFA, Ortec 454)
with a variable integration time constant. The time spectra were measured using a
time-to-amplitude converter (TAC, Ortec 476), and an Ortec AD413A ADC. The
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Figure 5.2: Schematic representation of the experimental setup used to analyse the APD
array detectors.
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Figure 5.3: Schematic representation of the front-end electronics. CSP: charge-sensitive
preamplifier; SA: shaping amplifier; TFA: timing filter amplifier; MC-ADC: multichannel
ADC.
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Table 5.2: Characteristics of the LAAPD and the APD arrays.

Device LAAPD APD arrays

Manufacturer Advanced Photonics Hamamatsu
Type 630-70-73-510 S8550 SPL
Sensitive area ∅16 mm circular 32×1.6 mm×1.6 mm
Gaina 200 at 1850 V 50 at 400 V
Dark currenta 280 nA at Gain 200 10 nA / ch at Gain 50
Capacitancea 130 pF 10 pF per channel
a Typical values

time axis was calibrated with an Ortec 462 time calibrator.
Positional information can be extracted from the distribution of scintillation

light on the APD arrays in each event. To record these, multichannel ADCs
(CAEN V785) were used to read out each slow-output channel separately.

5.4 Methods

5.4.1 Scintillation photon variance

The scintillation photon statistics term (α2 − 1)/Nph was calculated for the crys-
tals investigated by subtracting the PMT multiplication variance, calculated from
the single electron spectrum, from the measured energy resolution [95]. The elec-
tronic noise contribution was assumed to be negligible.

5.4.2 LAAPD energy resolution

The energy resolutions measured with crystal LYSO10-P2 coupled to the LAAPD
were compared to calculated values. These were obtained by inserting separately
measured values of the individual contributions into Eq. (5.5).

To measure the LAAPD gain, the peak positions of spectra recorded with a
pulsed laser (Hamamatsu C5143, λ = 667 nm) were compared to the peak position
at V = 400 V, where unity gain was assumed.

The excess noise factor was determined by measuring the energy resolution
of the laser pulser at fixed LAAPD gain as a function of the number of output
electrons, by inserting optical filters between the light source and the LAAPD,
thus effectively varying η. The energy resolution observed with the laser pulser
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Figure 5.4: Energy resolution of the laser pulser as a function of the number of output
electrons, at a constant LAAPD gain of ∼95. The solid line represents a least squares fit
to the data using Eq. (5.15); the dashed lines indicate the individual components.

can be written as (see Eq. (5.2) and Eq. (5.5)):

(
σ(Ne)

Ne

)2

= h1 +
h2

Ne
+

h3

N2
e

, (5.15)

where h1 = var
{

Nph
}
/N2

ph −1/Nph is the deviation from Poisson statistics of the
distribution of the number of photons produced per laser pulse. This term remains
constant during the experiment. The term h2 = JM describes the excess noise
contribution, and h3 = ENC2 represents the electronic noise. The excess noise
factor can thus be obtained by least-squares fitting this model to the data. An
example of this type of experiment, performed at M ∼95, is presented in Fig. 5.4.
It is noted that with this method, no model terms need to be neglected, and no
assumptions about the underlying statistics of photons or electron-hole pairs are
made.
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5.4.3 APD arrays

Equivalent noise charge

The electronic noise of the APD arrays was investigated by measuring the equiva-
lent noise charge at various APD bias and amplifier shaping time settings. Mea-
surements were performed by injecting charge into calibrated ∼1.8 pF capacitors
at each of the CSP test inputs using a square wave test pulser and obtaining pulse
height spectra of the analog sum of the slow amplifier output signals.

Timing resolution

The influence of electronic noise and amplifier shaping on timing was investigated
by measuring the timing resolution at various TFA integration time settings. The
influence of the APD bias voltage on the timing resolution was also investigated.

Energy resolution

Measurements of the energy resolution were performed at 511 keV with the crys-
tals listed in Table 5.1. Calculations according to Eq. (5.5) were also done, again
using separately measured values of the individual contributions.

Measurement of the gain of the APD arrays is not straightforward. Gain mea-
surements using an optical source such as an LED or a pulsed laser are compli-
cated by the fact that at low bias voltage, where unity gain is assumed, the pixels
of the array are not fully depleted [86]. The possible change in the effective sen-
sitive volume of the pixels with increasing bias voltage and the optical crosstalk
caused by the 0.5 mm epoxy window in front of the pixels cause an uncertainty
in the measured gain. These effects are illustrated by the significant differences
reported between gain measurements with and without ∅1.3 mm masks in front
of the arrays [96].

To avoid these issues, the APD gain was measured with 5.89 keV X-rays from
a 55Fe-source in this work. X-ray measurements can however result in a signifi-
cantly lower gain than measurements with optical photons. This effect depends on
the X-ray energy, the APD gain and the device structure [97, 98], and has indeed
been observed for the S8550 arrays at 5.89 keV [37].

The uncertainties in the gain measurements with an optical source preclude
determination of the excess noise factor using the method described above. Deter-
mination of the ENF from X-ray data is complicated by effects of non-uniformity
of the gain over the detection area of each APD pixel. This effect can add signifi-
cantly to the peak width observed with X-rays, but is averaged out when detecting



68 Chapter 5. Signal to noise ratio

optical photons which are spread over the whole detection area in each event [99].
An excess noise factor of ∼1.75 has been reported elsewhere for these arrays,
nearly independent of the APD gain [37]. This value was adopted in this work.

The model term Ne/M describes the mean number of primary e-h pairs per
scintillation event and is thus independent of M. The term was determined by
comparing the peak position of the pulse height spectrum with that of a square-
wave test pulser. This was done at a low gain (M ∼ 18), where the difference
between optical and X-ray gain is assumed to be small.

Spatial resolution

Spatial resolution measurements were performed by scanning the detectors through
the beam in steps of 0.25 mm along the x or the y axis of the crystals at normal
incidence (see Fig. 5.1). At each beam position, 1500 light distributions were re-
corded, consisting of 32 or 64 channel values from the multichannel ADCs. The
coordinate of each event was estimated with a statistical learning algorithm based
on the nearest neighbor method [68], using the rest of the same data set as training
data (leave-one-out approach). With both the estimated and the real beam coor-
dinates known, a histogram of the positioning errors can be created. The FWHM
and FWTM of the overall error histogram containing all events in a data set ser-
ved as a measure of the spatial resolution for the purposes of this work. These
numbers were obtained by linear interpolation of the histograms. This position
estimation algorithm and its performance optimisation are described in more de-
tail elsewhere [71]. In the present work, the position estimation algorithm was
operated using 500 nearest neighbors.

5.5 Results and discussion

5.5.1 Scintillation photon variance

The photon statistics contribution (α2 − 1)/Nph was measured both at 662 keV
and at 511 keV. For constant α, the ratio of both photon statistics terms should
equal the ratio of the photon yields, i.e. 662/511 = 1.295. Experimentally, a ratio
of 1.285 was observed, indicating that α may indeed be regarded constant in the
energy range considered.
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Figure 5.5: Excess noise factor of the LAAPD as a function of the gain. The error bars
indicate a 1σ uncertainty.

5.5.2 LAAPD energy resolution

The excess noise factor of the LAAPD is plotted as a function of the gain in
Fig. 5.5. A comparison of the calculated and measured energy resolutions of
crystal LYSO10-P2 at 662 keV and 511 keV as a function of the LAAPD gain
is presented in Fig. 5.6. Good agreement between calculation and experiment is
observed at both energies.

5.5.3 APD arrays

Equivalent noise charge

Fig. 5.7 shows measurements of the equivalent noise charge of a single detector
channel as a function of the nominal amplifier shaping time, at several APD bias
voltages. At ∆V = 0 V, the best ENC is found at τ = 0.1 µs with a value of
∼550 e− rms. The same measurement performed on the analog sum signal of 64
channels yielded an average of ∼600 e− per channel.

It is customary to fit the data of Fig. 5.7 to the model in Eq. (5.6) in order to
estimate the individual noise contributions. However, it was found that the pulse
shapes produced by the spectroscopy amplifiers are not the same for every shaping
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Figure 5.6: Measured and calculated energy resolution of crystal LYSO10-P2 coupled to
the LAAPD as a function of the gain, at 662 keV and 511 keV. The error bars indicate a
1σ uncertainty. The error bars of the experimental data fall within the markers.

time setting. This implies that the factors A1–A3 in Eq. (5.6) are not the same for
every shaping time, making fitting meaningless.

The noise component proportional to τ rises with increasing ∆V , as can be
seen in Fig. 5.7. This is due to increasing amplification of the bulk leakage current
through the APD, and possibly an increasing excess noise factor (see Eq. (5.6) and
Eq. (5.9)). The APD capacitance hardly changes in the voltage range considered
[86], implying that the 1/τ-proportional series white noise and the τ-independent
1/ f series noise components remain nearly constant. Because of these effects,
the optimum shaping shifts to shorter time constants with increasing ∆V , as can
be observed in Fig. 5.7.

The thermal noise of the CSP feedback resistor is given by the last term in
Eq. (5.9). With Rf = 100 MΩ and T = 300 K, we find 2kbT/Rf = 8.3·10−29 A2/Hz.
The surface and bulk leakage currents Ils and Ilb of the same type of APD were
measured elsewhere [86], yielding values of 0.4 nA and 0.02 nA, respectively.
According to the CSP manufacturer, Ilg is much smaller than the APD leakage
currents, and may be neglected. At M = 50, and assuming that J = 1.75 [37],
Eq. (5.9) then yields a parallel white noise contribution due only to detector lea-
kage currents of 1.4·10−26 A2/Hz. The feedback resistor thermal noise may thus
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Figure 5.7: ENC of a single detector channel as a function of the nominal amplifier sha-
ping time τ at various APD bias voltages.

be neglected.

Timing resolution

In our experiments, the time constants for differentiation and integration are in
general unequal in the fast branch, because the differentiation time constant is
fixed. Consequently, a more complex expression for ENCf than Eq. (5.6) applies,
see Appendix C. However, increasing M increases the parallel noise in this branch
also, causing the integration time constant τi that minimises ENCf, and also the
τi that optimises timing, to shift towards shorter time constants. In Table 5.3, the
timing resolution as a function of τi is presented at two bias voltage settings, as
well as the 10%–90% rise time of the signals. The uncertainty on these timing
measurements was approximately 0.1 ns. Although small, the expected effect is
indeed observed: at ∆V = −20 V, the best timing is achieved at τi = 20 ns, while
at ∆V = +16 V, this is at τi = 2–5 ns.

Timing resolution measurements as a function of the APD bias, up to close to
the breakdown voltage (∆Vb ∼ 18 V) are shown Fig. 5.8 for crystals LYSO10-P2
(10 mm, 32 channels) and LYSO20-P2 (20 mm, 64 channels). These measure-
ments were performed with τi = 2 ns and an energy threshold of 250 keV. Due
to its increased number of noise sources, the timing resolution of the 64-channel
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Table 5.3: Timing resolution of LYSO20-P2 as a function of τi at different bias voltages.

τi tr (10%–90%) Timing resolution (ns)
(ns) (ns) ∆V = −20 V ∆V = +16 V

2 40 7.8 2.3
5 40 7.6 2.3
10 41 7.6 2.4
20 44 7.5 2.4
50 64 7.8 2.6

detector is poorer than that of the 32-channel detector. The strong dependence on
∆V observed in both cases may be understood by rewriting Eq. (5.12), splitting
ENCf in an unamplified and an amplified part, and using the fact that Ne is directly
proportional to M:

σA ∝

√
β1 + β2JM2

M/tr
. (5.16)

Here, β2 accounts for the component of the parallel white noise that is amplified
in the APD, while β1 contains all other, unamplified, noise components (see also
Eq. (5.6) and Eq. (5.9)). Both β1 and β2 are independent of M, but do depend
on the shaping network. Taking the derivative of Eq. (5.16) with respect to M,
treating J as a constant, results in:

dσA

σA
= − β1

(β1 + β2JM2)

dM
M

. (5.17)

A numerical estimation presented in Appendix C indicates that β2 � β1, and
so for small M, β2JM2 � β1. In the latter regime, Eq. (5.17) thus reduces to
dσA/σA = −dM/M, and a fractional increase dM/M results in a fractional de-
crease dσA/σA of the same magnitude. This explains the strong bias dependence
of σA at lower ∆V . At higher ∆V , the term β2JM2 becomes more dominant, de-
creasing the dependence of σA on M. At high ∆V , an increase of J could in prin-
ciple cause a degradation of the timing resolution, but this effect is not observed
in the experiments.

The best timing resolution, measured with the 32-channel detector at ∆V =
+16 V against the BaF2-PMT-detector, was 1.6 ns FWHM. The corresponding
time spectrum is presented in Fig. 5.9. The best timing resolution obtained with
the 64-channel detector was 2.0 ns. Neglecting the contribution of σP, the coin-
cidence timing resolution of a pair of APD-detectors can be approximated as
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Figure 5.8: Timing resolution as a function of APD bias voltage, measured with crystals
LYSO10-P2 (32 channels) and LYSO20-P2 (64 channels), using an TFA integration time
constant of 2 ns. The error bars fall within the markers.

σ′
A =

√
2σA. This yields ∼2.3 ns for a pair of coincident 32-channel detectors

and ∼2.8 ns for a pair of 64-channel detectors.

Energy resolution

A pulse height spectrum of crystal LYSO10-P2 at 511 keV and ∆V = 0 V (M ∼ 50)
is presented in Fig. 5.10. The corresponding FWHM energy resolution is 10.8%.
This value is close to the 9.7% measured with the LAAPD (see Fig. 5.6). Despite
the considerable dead space between the pixels of the APD array of ∼60%, the
total active APD area coupled to the crystal is 81.92 mm2, while for the LAAPD
this is 100 mm2. This corresponds to a difference in active area of only 18%.

An overview of the energy resolutions and the different model contributions at
the same bias voltage is listed in Table 5.4 for several crystals. The term describing
the excess scintillation photon variance dominates the other terms.

A comparison between the calculated and measured energy resolutions as a
function of the APD bias is presented in Fig. 5.11 for crystal LYSO10-P2. In
contrast with the LAAPD results, it is observed that the calculated values unde-
restimate the measurements, and that the model does not describe the experimen-
tally observed deterioration of the energy resolution at high bias. Similar results



74 Chapter 5. Signal to noise ratio

90 92 94 96 98 100 102 104 106 108 110
0

50

100

150

200

250

300

350

400

450

∆t (ns)

#
 c

o
u
n
ts

1.6 ns

Figure 5.9: Timing spectrum of LYSO10-P2 at ∆V = +16 V and a TFA integration time
constant of 2 ns. The solid line represents a Gaussian fit through the data.

Table 5.4: Overview of energy resolution contributions at ∆V = 0.

Crystal ∆E/E Ne
α2−1
Nph

J
Ne/M

ENC2

N2
e

(%) (e−)

LYSO10-P1 11.0 370000 1.82·10−3 2.55·10−4 0.99·10−4

LYSO10-P2 10.8 411000 1.50·10−3 2.30·10−4 0.80·10−4

LYSO20-P1 11.9 304000 1.57·10−3 3.11·10−4 2.92·10−4

LYSO20-P2 11.0 374000 1.25·10−3 2.53·10−4 1.93·10−4
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were obtained with crystal LYSO20-P2 coupled to two APD arrays. The obser-
ved differences may be caused by an increasing excess noise factor at increasing
APD gain, an effect that was neglected in the model. However, a value of J of
∼4 would be needed to account for the difference at the highest bias if no other
effects would play a role. This is a high value compared to measurements with
these devices reported elsewhere [37].

Additional peak broadening may be caused by gain differences between the
individual APD channels, which cause a dependence of the detector response on
the position of interaction in the crystal. Using 5.89 keV X-rays from an 55Fe-
source, these inter-channel gain differences were found to be bias dependent, in-
creasing from a relative standard deviation of 3.4% at ∆V = −40 V to 4.9% at
∆V = +10 V. The influence of these gain differences was investigated with Monte
Carlo simulations in Geant4 [100], by irradiating a 20×10×10 mm3 Teflon-wrapped
LYSO crystal coupled to one APD array with a beam of 511 keV photons. Ap-
proximately 100 events were recorded, optically tracking the scintillation photons
and scoring the number incident on each APD pixel in each event. Taking into
account an excess noise factor of 1.75 and an equivalent noise charge of 750 e−

for each pixel, the energy resolution was determined in two situations. In the first,
all APD pixels had the same gain, while in the second, the pixels were given the
same relative gains as found with the 55Fe-measurements at ∆V = +10 V. All
other parameters were kept the same for this comparison. The energy resolutions
found were 10.1± 0.1% with equal channel gains and 10.2%± 0.1% with une-
qual channel gains. Thus, no significant peak broadening due to gain differences
between the APD pixels was observed.

Spatial resolution

Fig. 5.12 represents a histogram of positioning errors obtained with crystal LYSO10-
P2 along the x-direction, containing data from all beam positions. The corres-
ponding spatial resolution, obtained by linear interpolation of the histogram, was
1.64 mm FWHM and 4.42 mm FWTM, not corrected for the ∼0.9 mm FWHM
measurement beam.

An analysis of the influence of the e-h pair yield on the spatial resolution is
presented in Table 5.5. Slight improvements of the spatial resolution with increa-
sing e-h pair yield are observed both between the two 10 mm crystals and between
the two 20 mm crystals. However, it is noted that these improvements are compa-
rable to the estimated measurement uncertainties of 0.05 mm for the FWHM and
0.2 mm for the FWTM, see Appendix B.

The influence of the equivalent noise charge on the spatial resolution was in-
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Figure 5.10: Pulse height spectrum at 511 keV, ∆V = 0 V and a shaping time of 0.2 µs of
crystal LYSO10-P2. The solid line represents a Gaussian fit through the data.
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Figure 5.11: Measured and calculated energy resolution of LYSO10-P2 as a function of
APD bias voltage at an amplifier shaping time of 0.2 µs. The error bars indicate a 1σ
uncertainty. The error bars of the experimental data fall within the markers.
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Figure 5.12: Positioning error histogram obtained with crystal LYSO10-P2 along the x-
direction, containing data from all beam positions. The corresponding spatial resolution
was 1.64 mm FWHM and 4.42 mm FWTM.

vestigated by adding random gaussian noise to the measured data sets by software.
The amplitude of the added noise was equal for all channels. At each ENC value,
a new reconstruction of the data was performed to estimate the spatial resolution.
The results of this analysis are presented in Fig. 5.13. The 64-channel detectors
(solid markers) are clearly more affected by the noise than the 32-channel detec-
tors (open markers), in accordance with Eq. (5.14). Compared to a 32-channel
detector, each pixel in a 64-channel detector receives approximately half the num-
ber of scintillation photons. Adding equal amounts of noise per channel therefore
results in a poorer SNR per channel in the 64-channel case. Between the two
32-channel detectors, the crystal with the highest photon yield is least affected by
the added noise (see Table 5.5); the same is observed between the two 64-channel
detectors. Furthermore, it is noted that the spatial resolution clearly deteriorates
even when only little noise is added. This is an indication that electronic noise
forms a non-negligible contribution to the spatial resolution, in contrast to the
energy resolution. Again, this is in accordance with Eq. (5.14). For example, for
crystal LYSO20-P2 for which n = 64, the terms nJ/(Ne/M) and n(ENC/Ne)2

amount to 1.62·10−2 and 1.24·10−2, respectively, while the scintillation photon
term remains 1.25·10−3 (see also Table 5.4).

The spatial resolution as a function of the bias voltage measured with sample
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Table 5.5: Global 1D spatial resolution and photo electron yield of the crystals investiga-
ted. The results are not corrected for the width of the measurement beam.

Sample Ne/M x-resolution (mm) y-resolution (mm)
(e−/511) FWHM FWTM FWHM FWTM

LYSO10-P1 6858 1.69 4.57 1.80 4.79
LYSO10-P2 7606 1.64 4.42 1.70 4.33
LYSO20-P1 5631 1.84 5.09 1.94 5.56
LYSO20-P2 6928 1.74 4.76 1.88 5.03
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Figure 5.13: Global 1D x-spatial resolution of several crystals as a function of the equi-
valent noise charge per channel, at fixed ∆V = 0 V. The results include the influence of
the ∼0.9 mm FWHM beam. The 10 mm (32 channel) detectors are represented by open
markers, the 20 mm (64 channel) detectors by solid markers.
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Table 5.6: Spatial resolution of LYSO20-P2 as a function of the APD bias voltage, not
corrected for the width of the measurement beam.

∆V ENC/Ne x-resolution (mm) y-resolution (mm)
(V) FWHM FWTM FWHM FWTM

-30 3.2·10−2 1.84 5.15 1.98 5.78
-15 2.3·10−2 1.78 4.85 1.86 4.99
0 1.8·10−2 1.74 4.76 1.88 5.03

+10 1.4·10−2 1.78 5.00 1.90 5.12
+16 1.4·10−2 1.80 5.17 1.91 5.19

LYSO20-P2 is shown in Table 5.6. In the second column, the total electronic
noise term ENC/Ne is also indicated. Although this term is lowest at the highest
bias, the optimum spatial resolution is not observed there, but around ∆V = 0 V.
The observed deterioration at high bias may again be due to an increase of J, just
as for the energy resolution (see Fig. 5.11).

All results presented here include the influence of the width of the experimen-
tal photon beam. In a PET system, this influence is not present. The beam had
an estimated width of ∼0.9 mm FWHM, constituting a significant contribution
to the results. However, correcting the results by deconvolution of the beam is
not trivial, as it is divergent and has a non-Gaussian shape. A Monte-Carlo based
procedure to do so will be discussed elsewhere [89]. It is estimated that with an
infinitely narrow beam, the intrinsic detector spatial resolution of LYSO10-P2 at
∆V = 0 V is approximately 1.26 mm FWHM.

5.6 Conclusions

An analysis of the energy, timing and spatial resolutions of monolithic scintillator
detectors was presented. Good agreement between a model of the energy reso-
lution and experiments with a crystal coupled to a single pixel LAAPD was ob-
tained. The energy resolutions observed with scintillators coupled to APD arrays
were in the order of 10-11% FWHM, but discrepancies between model calcula-
tions and experiments of up to ∼1.2% FWHM were found at the highest APD
gains. It was shown that the energy resolution is dominated by the variance in the
number of scintillation photons produced per event, while the APD excess noise
factor and electronic noise contributions are of less importance. For good timing
and spatial resolutions, however, minimisation of the electronic noise is necessary,
and should thus be taken into account for example in the design of a front-end ap-
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plication specific integrated circuit (ASIC). Our model predicts that the excess
noise factor also forms an important contribution to the spatial resolution, setting
an important criterion for APDs in this application.

Spatial resolutions down to 1.64 mm were obtained. The results were not
corrected for the influence of the ∼0.9 mm FWHM beam; it is estimated that an
intrinsic detector spatial resolution of ∼1.26 mm FWHM may be achieved with
an infinitely narrow beam.

Coincidence timing resolutions of less than 3 ns were shown to be feasible.
The best timing performance was observed operating the APD at the highest pos-
sible bias voltage. Although the best energy and spatial resolutions were achieved
at lower bias, the deterioration of these two quantities at higher bias was found
to be small. It is therefore likely that the best performance of a scanner based on
these detectors in terms of image spatial resolution and count rate performance
will be found when operating the APD arrays close to the breakdown voltage.



Chapter 6

Model analysis of the detector
point spread function1

Abstract

It was demonstrated in Chapter 4 that monolithic scintillator PET detectors of-
fer the advantages of high spatial resolution, excellent depth-of-interaction (DOI)
correction, high detection efficiency, good energy resolution, and simplicity of
design. This chapter presents an analysis of the point spread function (PSF) mea-
sured with a detector consisting of a 20×10×20 mm3 LYSO:Ce3+ crystal coupled
to 2 Hamamatsu S8550SPL APD arrays. A simple model of the PSF is derived,
which accounts for the spatial distribution of the energy deposited by the anni-
hilation photons within the scintillator, as well as for the influences of statistical
signal fluctuations and electronic noise. A detailed validation of the model is per-
formed through comparison with measured detector PSFs. The model is shown to
describe the measured PSFs well at the noise levels found in our experiments. It
is furthermore demonstrated how the model can be used to quantify the influence
of a finite-diameter test beam of annihilation photons on measured detector PSFs,
and how a correction for this influence can be made.

1This chapter is to be published as M. C. Maas, D. R. Schaart, D. J. van der Laan, P. Bruyn-
donckx, C. Lemaı̂tre and C. W. E. van Eijk, “Model Analysis of the Point Spread Function of
Monolithic Scintillator PET Detectors”, to be submitted.

81
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6.1 Introduction

It was shown in Chapter 4 that monolithic scintillator detectors have favourable
characteristics for application in positron emission tomography (PET). They of-
fer the advantages of high spatial resolution, excellent depth-of-interaction (DOI)
correction, high detection efficiency, good energy resolution, and simplicity of
design.

The present chapter focuses on an analysis of the point spread function (PSF)
of our monolithic scintillator detectors. To gain an understanding of the factors
which determine the PSF, a simple model is derived that accounts for the spatial
distribution of the energy depositions following the interaction of an annihilation
photon within the scintillator, as well as for the influence of signal fluctuations
arising from for photon and charge carrier statistics and from electronic noise.

The use of the model is demonstrated by fitting it to the measured PSF of a
prototype monolithic scintillator detector consisting of a LYSO:Ce3+ crystal and
two APD arrays. The model is then used to quantify the effect of the finite diame-
ter of the test beam of annihilation photons on the measured PSF, and it is shown
how a correction for this influence can be made. Using the fitting and correction
methods thus demonstrated, a detailed validation of the different components of
the model is then performed.

6.2 Point spread function models

Upon estimating the entry points of a series of test events with the procedure
described in Section 3.3.1, a normalised, two-dimensional (2D) histogram of the
errors ∆x j = (x̂ j − xt ) can be created, where x̂ j is the estimated entry point of
the j-th test event recorded at xt = (xt ,yt ). This histogram approaches the point
spread function PSF(x,y) at xt if the number of test events is sufficiently large,
see Chapter 3.

6.2.1 Detector PSF

A model of PSF(x,y) is derived for perpendicularly incident annihilation photons,
i.e. parallel to the z-axis (see Fig. 6.1). Four factors are assumed to contribute to
the PSF: (1) the spatial distribution of energy depositions within the crystal, (2)
photon and electron-hole (e-h) pair statistics and electronic noise in the measured
data, (3) the position estimation algorithm and (4) a small background contribu-
tion due to e.g. scattering of the annihilation photons in materials in between the
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source and the crystal. Each of these contributions is accounted for as described
in the following.

An annihilation photon entering the crystal at some entry point coordinate
xe ≡ (xe,ye) on the front surface of the crystal (z = 0) may give rise to multiple
energy depositions, e.g. due to X-rays and Auger electrons following photoelec-
tric absorption, or secondary photons and electrons following Compton scattering.
For each detected annihilation photon, we define the corresponding energy deposi-
tion centroid as the weighted average of these energy depositions. For the present
purpose, only the x- and y-coordinates xc ≡ (xc,yc) of this energy deposition cen-
troid are of interest. These are given by:

xc =
∑
n

Enxn

∑
n

En
, (6.1)

where En and xn are the energy deposited in, and the x- and y-coordinates of, the
nth energy deposition, respectively.

We now define the function γ0 as the probability distribution of xc for a given
entry point xe:

P(xc|xe) = γ0(xc −xe). (6.2)

This distribution is obtained by Monte Carlo simulation in this work (see Sec-
tion 6.3.3).

The following two assumptions are now made. First, it is assumed that the
distribution of scintillation light on the photosensor due to an event consisting of
multiple energy depositions can be approximated by the light distribution due to a
single deposition of the same total energy at the corresponding energy deposition
centroid. Second, it is assumed that each centroid position corresponds with a
unique expected normalised scintillation light distribution, and, in reverse, that
each light distribution corresponds with a unique expected position of the energy
deposition centroid.

The light distribution actually measured for a given event may differ from
the expected distribution due to statistical signal fluctuations and electronic noise.
We will denote the expectation values of the coordinates of the energy centroid
corresponding with a measured light distribution as x′c ≡ (x′c,y′c). We now describe
the probability distribution of x′c corresponding to a given xc by a bivariate normal
distribution NΣ with zero mean and covariance matrix Σ:

P
(
x′c|xc

)
= NΣ(xc −x′c) ≡

1
2π|Σ|1/2 exp

{
−1

2
(
xc −x′c

)
Σ−1 (xc −x′c

)T
}

,

(6.3)
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where the off-diagonal elements of Σ are assumed to be equal to zero. This distri-
bution is to be seen as a first-order approximation to an unknown underlying dis-
tribution, the theoretical determination of which is considered beyond the scope
of this work.

The probability that the light distribution actually measured for a given photon
entering at xe corresponds to x′c can now be written as:

P
(
x′c|xe

)
= ∑

xc

∑
yc

P
(
x′c|xc

)
P(xc|xe) = ∑

xc

∑
yc

NΣ(xc −x′c)γ0(xc −xe)

= {γ0 ∗NΣ}
(
x′c −xe

)
, (6.4)

where the notation { f ∗g}(x) denotes the convolution of two functions f (x) and
g(x).

Based on the measured light distribution with corresponding x′c, the position
estimation algorithm assigns an estimated entry point x̂e from the discrete set of
reference entry points {xr}, see Section 3.3.1. In the following derivation, it is
assumed that an equal number of reference events nref is recorded at each entry
point, so that the total number of events in the reference set equals:

Nref = k ·nref, (6.5)

where k is the total number of reference entry points.
Following the same arguments as above, a reference event recorded at xr has

a probability of generating a light distribution corresponding to x′c of:

P
(
x′c|xr

)
= {NΣ ∗ γ0}

(
x′c −xr

)
. (6.6)

If Nref → ∞, two situations can be distinguished for the selection of x̂e: using
1 nearest neighbour (L = 1), and using many nearest neighbours (L → ∞). For
L = 1 and Nref → ∞, the nearest neighbour algorithm behaves as a proportional
estimator [68]. In this case, the probability P(x̂e|x′c) of selecting entry point x̂e
is proportional to the local values of the various P(x′c|xr ) evaluated at x′c. This
probability can be approximated by:

P
(
x̂e|x′c

)
= {γ0 ∗NΣ}(x̂e −x′c) for L = 1∧ Nref → ∞. (6.7)

The probability distribution of estimated entry points x̂e given a true entry
point xe can be expressed for this case as:

P(x̂e|xe) = ∑
x′c

∑
y′c

P
(
x̂e|x′c

)
P
(
x′c|xe

)
= {γ0 ∗NΣ ∗NΣ ∗ γ0}(x̂e −xe) for L = 1∧ Nref → ∞. (6.8)
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For L → ∞ and Nref → ∞ with L/Nref → 0, the nearest neighbour algorithm se-
lects the reference entry point for which the probability density function P(x′c|xr )
evaluated at x′c is greatest. Assuming that these functions are symmetrical and that
the reference entry points lie on a regular, rectangular grid, P(x̂e|x′c) follows a 2D
uniform distribution covering a rectangular area centred around x′c:

P
(
x̂e|x′c

)
= ϒ(x̂e|x′c)
≡ U(x′c −

∆xr

2
,x′c +

∆xr

2
) ·U(y′c −

∆yr

2
,y′c +

∆yr

2
)

=

{
1

∆xr ∆yr
for − ∆xr

2 ≤ x̂e − x′c ≤ ∆xr
2 and − ∆yr

2 ≤ ŷe − y′c ≤ ∆yr
2

0 elsewhere

for L → ∞∧ Nref → ∞∧ L/Nref → 0, (6.9)

where ∆xr and ∆yr represent the distances between adjacent reference entry points
in the x- and y-directions, respectively. For this case the probability distribution
of x̂e given xe can be written:

P(x̂e|xe) = ∑
x′c

∑
y′c

P
(
x̂e|x′c

)
P
(
x′c|xe

)
= {γ0 ∗NΣ ∗ϒ}(x̂e −xe) (6.10)

for L → ∞∧ Nref → ∞∧ L/Nref → 0.

6.2.2 Influence of test beam diameter

The model presented thus far describes the distribution of estimated entry points
x̂e given a known entry point xe. However, as the beam of annihilation photons
used to record the test and the reference data sets has a finite diameter, the true
entry points are known in neither set. A measured PSF thus actually represents
P
(
x̂b|xb

)
, where xb ≡ (xb,yb) represents the true beam position and x̂b the estima-

ted one, defining the beam position as the location where the beam axis intersects
the crystal front surface. The probability distribution of the x- and y-coordinates
of the energy centroids due to a realistic experimental beam, having a finite diame-
ter and possibly exhibiting divergence, can again be determined by Monte Carlo
simulation and will be written as:

P(xc|xb) = γb(xc −xb), (6.11)

where the subscript ‘b’ is used to indicate the use of a realistic beam. The pro-
bability distribution of x̂b, given xb, is then found by substituting γb for γ0 in the
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derivation given in the previous section, yielding:

P(x̂b|xb) = {γb ∗NΣ ∗NΣ ∗ γb}(x̂b −xb) for L = 1∧ Nref → ∞, (6.12)

and

P(x̂b|xb) = {γb ∗NΣ ∗ϒ}(x̂b −xb) for L → ∞∧ Nref → ∞∧ L/Nref → 0.
(6.13)

6.2.3 Background

To account for effects such as scattering of the annihilation photons on materials in
between the source and the crystal (e.g. APD array on the crystal front surface or
the entrance window of the detector box), a background contribution is included
in the model. For each true beam position xb, the background is assumed to be
uniformly distributed over all available reference coordinates:

b(x̂b −xb) = c ·U (xmin
r − xb,x

max
r − xb

) ·U (ymin
r − yb,y

max
r − yb

)
, (6.14)

where b is the background contribution at a single beam position, c is a constant,
and xmin

r , xmax
r , ymin

r and ymax
r are the minimum and maximum x- and y-coordinates

in the reference data, respectively.
Experimentally, the PSF is usually determined by summing the PSFs measu-

red at multiple beam positions in order to improve statistics on the histogram. The
model background contribution for this case is found by summing the individual
contributions b(x̂b −xb) over all xb in the test data:

B(x̂b −xb) = c ·∑
xb

∑
yb

U
(
xmin

r − xb,x
max
r − xb

) ·U (ymin
r − yb,y

max
r − yb

)
, (6.15)

where it is assumed that c is equal for all beam positions and that equal numbers of
test events are used at each beam position. This expression is equivalent to a scaled
convolution of two uniform distributions: one spanning the area containing the
test coordinates, and one spanning the area containing the reference coordinates.
Therefore, B(x̂b −xb) generally has a trapezoidal shape.

6.2.4 PSF model summary

A summary of the model expressions for the different cases considered in the
preceding sections is presented in Table 6.1. Each case is represented by a symbol
PSFrt , where the subscripts ‘r’ and ‘t’ represent the diameter of the beam used
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Table 6.1: Summary of the different PSF models, for different numbers of nearest neigh-
bours, with or without a finite beam diameter in reference and/or test data. In all models,
it is assumed that Nref → ∞.

PSF Beam Number of nearest neighbours

Reference Test L = 1 L → ∞∧ L/Nref → 0

PSF00 No No {γ0,r ∗NΣ,r ∗NΣ,t ∗ γ0,t}+ B {NΣ,t ∗ γ0,t}+ B
PSFb0 Yes No {γb,r ∗NΣ,r ∗NΣ,t ∗ γ0,t}+ B {NΣ,t ∗ γ0,t}+ B
PSF0b No Yes {γ0,r ∗NΣ,r ∗NΣ,t ∗ γb,t}+ B {NΣ,t ∗ γb,t}+ B
PSFbb Yes Yes {γb,r ∗NΣ,r ∗NΣ,t ∗ γb,t}+ B {NΣ,t ∗ γb,t}+ B

in the reference data and the test data, respectively. Specifically, r and t each
take a value of either ‘0’ or ‘b’, corresponding either to a zero-diameter beam
or to a beam with finite diameter and divergence, respectively. Analogously, the
distributions γ0, γb and NΣ have an extra subscript ‘r’ or ‘t’, specifying whether
they pertain to the reference data or the test data, respectively. This distinction
will be used in the validation of the model presented in Section 6.4.3. The extra
subscript is omitted whenever this distinction is not necessary, i.e. in experiments
performed using beams of equal diameter for measuring the reference and test data
and with equal signal-to-noise ratios in both data sets. Most of our experiments
are carried out in this latter way.

The uniform distribution ϒ describing the influence of the finite distances bet-
ween adjacent reference entry points is approximated by a delta function in view
of its narrow width compared to the width of the measured PSFs, and is omitted
from the convolution.

6.3 Materials and methods

6.3.1 Detector

The detector module investigated here consists of a monolithic polished rectan-
gular 20×10×20 mm3 LYSO:Ce3 scintillation crystal coupled to two Hamamatsu
S8550SPL APD arrays, see Fig. 6.1. The properties of the crystal are summarised
in Table 6.2. The crystal is wrapped in Teflon tape on all sides not coupled to an
APD array.
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Table 6.2: Properties of the crystal investigated.

Sample LYSO20-P2
Material LYSO:Ce3+

Surface polished
Dimensions 20×10×20 mm3

Light yield1 20.2·103 ph/MeV
∆E/E1 10.5% FWHM at 511 keV

1 Data from Chapter 4

6.3.2 PSF measurements

The PSF was evaluated for one half of the symmetric crystal only in order to
reduce measurement times. Reference data were recorded using the test setup
described in Chapter 3, at a rectangular grid of beam positions covering the area
(−10 ≤ x ≤ 10,−2 ≤ y ≤ 5) mm, in steps of 0.25 mm (see Fig. 6.1). Test data
were drawn from the same data set (leave-one-out approach, see Section 3.3.1),
covering the area (−3 ≤ x ≤ 3,0 ≤ y ≤ 1.5) mm. The margin between the two
sets at −2 ≤ y ≤ 0 mm was used to avoid truncating the PSFs at y = 0. At each
beam position, nref = 500 reference events were recorded.

The entry point of each event in the test data set was estimated using the
nearest neighbour procedure described in Section 3.3. Calculation of the PSF was
optimised by finding the value of L. Each PSF was calculated using the value
of L that minimised 〈σ∗

PSF〉 ≡ 1/2
(

σ∗
PSF,x + σ∗

PSF,y

)
, the average of the sample

standard deviations of the histogram in the x- and y- directions. The asterisk is
used to indicate that PSF values below 1% of the peak amplitude are disregarded
in order to reduce the effect of outliers.

The influence of various parameters (such as the beam diameter) was studied
by varying the parameter of interest in a series of measurements performed in
1 dimension (1D) only, in order to reduce measurement times. In these studies,
nref = 1500 reference events were recorded per beam position in the range −10 ≤
x ≤ 10 mm along the x-axis (y = 0), in steps of 0.25 mm. Test data were recorded
in the range −3 ≤ x ≤ 3 mm (y = 0). For optimisation of L in 1D, the standard
deviation σ∗

PSF of the measured 1D-PSF was minimised, again excluding bins
lower than 1% of the peak amplitude.
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Figure 6.1: Schematic representation of the detector geometry investigated: a 20 mm
thick LYSO:Ce3+ crystal read out by 2 position-sensitive, Hamamatsu S8550SPL APD
arrays. Dimensions are in indicated in mm.

6.3.3 Simulation of photon beam and intra-crystal scattering

To determine the energy centroid distributions due to a pencil beam, γ0, and due
to a realistic beam, γb, the experimental setup was modelled in a Monte Carlo
simulation, see Fig. 6.2.

The 22Na-source was simulated using GATE, a Monte Carlo simulation tool-
kit [101]. The activity was assumed to be uniformly distributed within the ion
exchange bead, which was modelled as a ∅0.5×1 mm3 cylinder with a density
of 1 g/cm3 and was contained in a ∅25.4×6.4 mm3 polymethyl methacrylate
(PMMA) cylinder. Approximately 9·105 positrons were generated and tracked
until annihilation, and the coordinates of the annihilation positions were stored.

A simulation of 2·105 pairs of 511 keV photons was then performed in Geant4
[100]. For each photon pair, a point on the BGO crystal falling within the collima-
tor opening was randomly picked from a uniform distribution. The vector connec-
ting this point to a randomly picked annihilation position from the set determined
previously was then calculated. It was thus implicitly assumed that no 511 keV
photons could reach the BGO-PMT detector through the lead of the collimator.
Photon acollinearity was accounted for by adding a randomly picked angle to this
vector at the annihilation position, according to a distribution determined experi-
mentally for PMMA [11]. A 511 keV photon was propagated along the resulting
vector towards the APD detector, and upon interaction with the crystal, the coordi-
nates of the energy deposition centroid were stored, taking a threshold of 100 keV
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Figure 6.2: Geometry used in the 511 keV photon beam simulations (not to scale).

for the total energy deposition into account. The Teflon layer around the crystal
was modeled as a 1 mm thick plastic layer (density 0.9 g/cm3).

The distributions γ0 and γb were obtained by creating histograms of the x- and
y-coordinates of the energy deposition centroids within the crystal. The coordi-
nates at which the 511 keV photons crossed the front surface of the crystal were
also histogrammed, providing an estimate of the beam diameter db.

6.3.4 Fitting procedure

Fitting the model to measured PSFs was done by minimising the sum-of-squares
(SSQ) difference between the appropriate model from Table 6.1 and the experi-
mental result. The simulated distributions γ0 and/or γb were used as fixed inputs,
while the amplitude and covariance matrix of NΣ and the amplitude of B were
used as fit parameters.

6.4 Results

In the following, we first fit the model derived in Section 6.2 to the measured
detector PSF. the model is then used to quantify the influence of the test beam
diameter on the measured detector PSF in Section 6.4.2, and it is shown how a
correction for this influence can be made. Using the fitting and correction me-
thods thus demonstrated, a detailed validation of the different model components
is performed in Section 6.4.3.
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Table 6.3: FWHM and FWTM of cross-sections through measured and corrected PSFs of
the detector, obtained with L = 500.

PSF(x) PSF(y)
FWHM FWTM FWHM FWTM

Measured 1.54 3.33 1.61 3.80
Corrected 1.05 2.09 1.25 2.42

6.4.1 Detector PSF

All measured detector PSFs have been determined using reference and test data
sets recorded with a test beam of finite diameter γb. Hence, they are of type
‘PSFbb’ as defined in Table 6.1.

The cross-section PSFbb(x) of the measured point spread function (L = 500)
in the x-direction at zero y-error is shown in Fig. 6.3a. The model of PSFbb(x,y)
for the case L → ∞∧ L/Nref → 0 was then fitted to the measured data. The result
is indicated by the solid curve. Excellent correspondence between the model and
the experiment is observed. Similarly good correspondence was observed in the
y-direction, i.e. for PSFbb(y).

6.4.2 Influence of test beam diameter

Assuming that the model accurately describes the various contributions to the
measured PSFbb, it can be used to quantify the influence of the test beam diameter
and, therefore, to make a correction for this influence. Here we show how this is
done for the case L → ∞∧ L/Nref → 0.

First, the distributions NΣ and B are determined by fitting the appropriate
model expression from Table 6.1 to the measured PSFbb, using a Monte Carlo
simulation of the test beam for determining γb (see Section 6.3.3). Subsequently,
PSF00 is estimated by convolving the resulting NΣ with γ0, and adding B. Here, γ0
is determined from a Monte Carlo simulation of a beam with zero diameter. The
result of this procedure is denoted by P̂SF00.

The dotted curve in Fig. 6.3a shows P̂SF00(x) for the case L = 500. Fig. 6.3b
shows the corresponding cross-sections through γb (solid black curve), γ0 (solid
grey curve), NΣ (dashed curve), and B (dotted curve), where the amplitude of B
has been scaled according to the amplitude of {γb ∗NΣ}.

The FWHM and FWTM of the measured and intrinsic PSFs of this detector
are listed in Table 6.3. A very good detector spatial resolution of 1.05 mm FWHM
is found in the x-direction.



92 Chapter 6. Model analysis of the detector PSF

−14 −12 −10 −8 −6 −4 −2 0 2 4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

x−error (mm)

n
o

rm
a

lis
e

d
 P

S
F(

x,
y=

0)

 

 

Measured PSF
bb

Model PSF
bb

Estimated PSF
00

(a)

−14 −12 −10 −8 −6 −4 −2 0 2 4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

x−error (mm)

n
o

rm
a

lis
e

d
 c

o
m

p
o

n
e

n
ts

 o
f 

P
S

F(
x,

y=
0)

 

 

γ
b

γ
0

N
Σ

B

(b)

Figure 6.3: (a): Cross-sections at y = 0 through the measured (circles), fitted (solid curve)
and corrected (dotted curve) PSF(x,y) obtained with L = 500. (b): corresponding dis-
tributions γb (solid black curve), γ0 (solid grey curve), NΣ (dashed curve) and B (dotted
curve).
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6.4.3 Model validation

In Section 6.4.1 it was demonstrated that the PSF model derived in Section 6.2
can accurately be fitted to measured detector PSFs. In Section 6.4.2 it was shown
how the model can be used to quantify the influence of the test beam diameter
and to correct the measured PSF for this influence. Using the methods demons-
trated in those sections, we will further investigate the validity of the model in the
following.

Two assumptions were made in the derivation of the model in Section 6.2.1
that are not trivial. First, it was assumed that the influence on the measured PSFbb
of the spatial distribution of the energy deposited within the crystal by the test
beam can be accounted for by the distribution γb of the energy deposition centroids
of each of the recorded events. Second, it was assumed that the influence of
statistical fluctuations and electronic noise in the measured light distributions can
be accounted for by a Gaussian distribution NΣ.

The validity of the first assumption is investigated by separately studying the
influence of the beam diameters db,r and db,t in the reference data (Section 6.4.3)
and in the test data (Section 6.4.3), respectively. The second assumption is tested
by varying the signal-to-noise ratio of the detector signals (Section 6.4.4).

For efficiency, all of these experiments were done by means of 1D resolution
measurements. This implies that each of the distributions γb, γ0 and B in Table 6.1
reduce to 1D functions; only the x-coordinate is taken into account. Instead of NΣ

we therefore use a 1D Gaussian distribution Nσ with standard deviation σ. The
resulting point spread functions are denoted by ‘1D-PSFbb’, etc.

Influence of db in the reference data

The model predicts that while PSFbb depends on the beam diameter db,r in the
reference data for L = 1, this is no longer the case for L = 500, provided that
L/Nref → 0, see Table 6.1. This was verified by recording a number of reference
data sets at different values of db,r ranging from 0.84 mm FWHM to 1.46 mm
FWHM. Specifically, the distance between the 22Na-source and the detector was
varied, keeping the distance between the source and the PMT constant to maintain
a constant beam profile. 1D-PSFbb was then calculated for each of these reference
sets, using the same test set recorded at db,t = 0.84 mm FWHM in all cases.

Fig. 6.4 shows the FWHM of 1D-PSFbb as a function of db,r for several values
of L. In agreement with the model, the variation of 1D-PSFbb between db,r =
0.84 mm FWHM and db,r = 1.46 mm FWHM decreases from ∼20% at L = 1 to
∼6% at L = 500.
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Figure 6.4: FWHM of measured 1D-PSFs as a function of the beam diameter in the
reference data db,r, for various values of L. Each 1D-PSF was created using the same test
data set, recorded at db,t = 0.84 mm.

The slight dependence on db,r that remains at L = 500 is attributed to the finite
number of reference events per beam position nref (∼1500 in these experiments).
If the number of reference events recorded at the reference position xr closest
to the x′c corresponding to the measured light distribution is not large compared
to L, some of the nearest neighbours may be selected from other reference posi-
tions. In that case the probability P(x̂e|x′c) that the positioning algorithm assigns a
coordinate x̂e, given the measured x′c, may no longer be given by Eq. (6.9), resul-
ting in an increasing width of PSFbb. We thus conclude that, while the condition
L/Nref → 0 may not be met entirely at L = 500, the data in Fig. 6.4 support the
validity of our model. In addition, these results show that although P̂SF00 is a
good approximation of the true PSF00, the influence of γb,r is not entirely remo-
ved by the correction procedure, and a further improvement of the detector spatial
resolution may be expected with increasing nref and/or decreasing db,r.

Influence of db in the test data

If the influence of the spatial distribution of the energy depositions on PSFbb is
accounted for correctly by γb, P̂SF00 should be independent of the diameter of the
test beam. This was tested by measuring 1D-PSFbb for various beam diameters
db,t in the test data (0.84 mm ≤ db,t ≤ 1.46 mm FWHM) and correcting the re-



6.4 Results 95

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

d
b
 in test data (mm)

1
D

−
P

S
F 

w
id

th
 (

m
m

)

 

measured FWHM

measured FWTM

corrected FWHM

corrected FWTM

Figure 6.5: FWHM and FWTM of the measured 1D-PSFbb and corrected 1D-P̂SF00 as a
function of the beam diameter db,t in the test data. All PSFs were obtained using the same
reference data set recorded at db,r = 0.84 mm FWHM, using nref = 1500 and the value of
L that minimised σ∗

PSF.

sults using the simulated distribution γb,t appropriate for each beam diameter. The
same reference data set recorded at db,r = 0.84 mm FWHM was used for each
measurement, keeping the influence of the beam diameter in the reference data
the same in each experiment. Each 1D-PSFbb was calculated using the value of
L that minimised σ∗

PSF, in order to match the condition L → ∞∧ L/Nref → 0 as
closely as possible.

Fig. 6.5 shows the FWHMs (solid symbols) and FWTMs (open symbols) of
the measured 1D-PSFbb (circles) and the corrected 1D-P̂SF00 (squares) as a func-
tion of db,t. Whereas the FWHM and the FWTM of the measured 1D-PSFbb

increase with increasing db,t, the corrected 1D-P̂SF00 appears to be essentially
independent of the beam diameter in the test data. This suggests that the propo-
sed procedure to correct for the influence of the spatial distribution of the energy
deposited by the annihilation photons is indeed valid.

6.4.4 Signal to noise ratio

In the model, it is assumed that the influence on the PSF of statistical fluctuations
and electronic noise in the measured light distributions can be accounted for by
a Gaussian distribution NΣ (see Section 6.2.1). To investigate the validity of this
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assumption, the influence on 1D-PSFbb of increasing noise levels in the reference
data and the test data was studied. This was done by adding Gaussian noise to the
measured light distributions by software, on top of the ∼750 e− equivalent noise
charge (ENC) already present per channel at the APD array outputs [102], see
Chapter 5. Two types of experiment were performed: noise was added to the test
data only, leaving the reference data unaltered, and vice versa. For the case L→∞,
adding noise to test data is expected to increase the width of 1D-PSFbb, while
adding noise to the reference data should have negligible influence, provided that
L/Nref → 0.

Fig. 6.6a shows the standard deviation σ∗
PSF of 1D-PSFbb for the case L → ∞

as a function of the ENC added to the test data (circles) and to the reference data
(squares). As in the previous sections, each 1D-PSFbb was calculated using the
value of L that minimised σ∗

PSF. As expected, σ∗
PSF increases rapidly when noise

is added to the test data. If up to about ∼1250 e− ENC per channel is added to the
reference data, σ∗

PSF can be seen to remain essentially constant. However, if more
noise is added, σ∗

PSF starts to increase significantly. Similarly to in Section 6.4.3,
this is probably due to the finite number of available reference events Nref: as the
value of L that minimises σ∗

PSF increases to compensate for the added noise, it
increasingly deviates from the requirement L/Nref → 0.

To investigate whether the influence of statistical fluctuations and noise is ac-
curately accounted for by the Gaussian distribution NΣ in the model, the residual
sum of squares Sr ≡ ∑i

(
PSFbb,fit(xi)−PSFbb,exp(xi)

)2 was calculated as a func-
tion of the amount of noise added to the test data. Here, PSFbb,exp and PSFbb,fit
represent the measured and fitted PSF, respectively. The results of this analysis
are shown in Fig. 6.6b. Below ∼500 e− ENC added per channel, Sr does not yet
increase strongly with increasing noise. At higher noise levels, however, Sr starts
to increase more rapidly. This suggests that NΣ can indeed be approximated by
a Gaussian distribution at the relatively low noise levels found in our measure-
ments, but that this simple approximation loses its applicability if the noise level
is increased too much.

6.4.5 Discussion

Although the Gaussian distribution NΣ modelling the influence of statistical va-
riances and electronic noise in the measured light distributions only represents
a first-order approximation to an unknown underlying distribution, it was shown
that this approximation yields good correspondence between measured and mo-
delled PSFs at sufficently high signal-to-noise ratios. This distribution can there-
fore be used to study the PSF as a function of instrumental parameters such as the
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Figure 6.6: (a): Standard deviation σ∗
PSF of measured 1D-PSFbb as a function of the

added equivalent noise charge in the test data (circles) and the reference data (squares).
(b): Residual sum of squares Sr corresponding to these fits as a function of the added
equivalent noise charge in the test data (circles). At each data point, the value of L that
minimised σ∗

PSF for that particular noise level was used.
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scintillator light yield, the geometry of the detectors and its light sensors, and the
noise properties of the light sensors and front-end electronics.

This can be accomplished using a model describing the signal variances in
the scintillator – light sensor – amplifier chain, as has been previously reported
for our detectors [102], see Chapter 5. A statistical model of the signals resulting
from scintillation events within the crystal can then be created using Monte Carlo
simulations of the transport of optical photons in the detectors, taking all of the
relevant instrumental parameters into account. This statistical model can then be
used to derive the Cramér-Rao (C.R.) lower bound on the positioning variance as
a function of the parameters of interest. Such an analysis is presented elsewhere
for our detectors [90]. It is shown there that our measured PSFs indeed approach
the C.R. lower bound for large sets of reference data, thus providing a useful tool
for the optimisation of our detector design.

6.5 Conclusions

In this chapter, a simple model of the point spread function of monolithic scin-
tillator detectors was derived, which accounts for the spatial distribution of the
energy depositions following the interaction of annihilation photons within the
scintillator, as well as for the influence of signal fluctuations arising from photon
and charge carrier statistics and from electronic noise. The model was used to
analyse the measured PSF of a prototype monolithic scintillator detector consis-
ting of a LYSO:Ce3+ crystal and two APD arrays. The effect of the finite diameter
of the test beam of annihilation photons used in our experiments on the measured
detector PSF was quantified, and it was demonstrated how a correction for this
influence can be made.

The results show that the proposed model describes the measured detector
PSF well, within certain boundary conditions. Specifically, the model is based
on the assumption that Nref → ∞. The model then predicts that the best possible
spatial resolution is achieved if L → ∞ with L/Nref → 0. The extent to which these
conditions are approximated by the finite values of L and Nref used in practice
depends not only on the values of L and Nref themselves, but also on the beam
diameter db and on the signal-to-noise ratio of the measured light distributions.
Furthermore, the extent to which the influence of the signal-to noise ratio on the
measured point spread function is accurately represented by a simple Gaussian
distribution NΣ was found to depend on the signal-to-noise ratio as well. It was
shown that this approximation is valid at the signal-to-noise ratios found in our
experiments.
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We thus conclude that the proposed model is an accurate and useful tool for
analysing the detector PSF of monolithic scintillator detectors and for correcting
measured PSFs of such detectors for the influence of the finite diameter of the test
beam of annihilation photons used in spatial resolution measurements.
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Chapter 7

Simulated performance of
small-animal PET scanners
based on monolithic scintillator
detectors

Abstract

This chapter presents a pilot study of the performance of small-animal PET sys-
tems based on monolithic scintillator detectors. The study is based on Monte
Carlo simulations which use measurements of the PSFs and other detector pro-
perties as input. Simulations are performed of scanners consisting of 1 or 4 rings
with an inner diameter of 123.8 mm and an axial extent of 19.5 mm, each contai-
ning 32 detectors of 20 mm thick LSO.

The system resolution of the 1-ring scanner is estimated in 2D, both for ideal
mathematical point sources without positron range or photon acollinearity, and
for realistic ∅0.5 mm 18F sources. Very little degradation of the system resolution
towards the edge of the field of view of the scanner is observed in either case. A
2D image of a simulated 18F-filled micro-Derenzo hot rod phantom reconstructed
with an OSEM algorithm shows that rods with a diameter of 2.4 mm are well
resolved.

The sensitivity for concident detection at low count rates is estimated at 21% at
the centre of the FOV of a 4-ring scanner with trapezoidally shaped detectors. This
is substantially higher than the 3–4% reported for current state of the art systems.
The NECR calculated for this system reaches 2000 kcps in a ∅36×67 mm3 water

101
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phantom uniformly filled with 18F at an activity of 70 MBq.
Further improvement of the image quality is expected with an optimisation of

the reconstruction algorithm and the detector geometry.

7.1 Introduction

The performance of monolithic scintillator detectors has been summarised in Chap-
ter 4. The results were promising: a corrected detector spatial resolution of
∼1.05 mm FWHM was found, comparable to current state-of-the-art small animal
PET systems, and the correction for the depth-of-interaction of incident 511 keV
photons was found to be excellent. The energy and timing resolutions measured
with these detectors are suitable for application in PET. In addition, the detectors
have a high detection efficiency and compact design, suggesting that a PET scan-
ner based on these detectors could have excellent performance characteristics.

This chapter presents a pilot study into the performance potential of small-
animal PET scanners based on monolithic scintillator detectors, in terms of the
image spatial resolution, the scanner sensitivity and the count rate performance.
This is done by Monte Carlo simulations using experimental point spread func-
tions (PSFs) and other performance parameters measured on a prototype detector
module as input.

The image spatial resolution obtainable with these scanners is investigated in
2D acquisition mode. This is done by simulating a PET system consisting of 1
ring with an inner diameter of 123.8 mm containing 32 trapezoidally shaped de-
tectors. The intrinsic system resolution of this system is analysed by simulating
mathematical point sources emitting back-to-back annihilation photons at a range
of radial distances from the scanner axis, neglecting positron range and photon
acollinearity. The system resolution in response to realistic point sources is also
investigated, by simulating eight ∅0.5×1 mm3 18F-sources at various radial dis-
tances from the scanner axis, taking positron range and photon acollinearity into
account. Finally, the image resolution obtained with a Micro-Derenzo hot rod
phantom filled with 18F is analysed.

The scanner sensitivity and noise equivalent count rate (NECR) are analy-
sed for scanners consisting of four rings of detectors. A comparison is made
between trapezoidal monolithic detector modules, rectangular monolithic detec-
tor modules, and detector modules consisting of 8×4 matrices of 2×2×20 mm3

crystals. The scanner sensitivity is investigated as a function of the axial and the
radial the distance from the scanner centre using a 1 MBq mathematical point
source emitting back-to-back 511 keV photons. The NECR is determined using
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Figure 7.1: Four-ring scanner with trapezoidal detectors.

simulations of a mouse phantom and a rat phantom, modelled respectively as a
∅36×67 mm3 and a ∅60×150 mm3 water cylinder filled with uniform 18F acti-
vity.

7.2 Methods

7.2.1 Monte Carlo simulations

Simulations were performed using the Monte Carlo simulation toolkit GATE [101].
The simulated scanners consisted of one or four rings of 32 detector modules each.
Each ring had an inner diameter of 123.8 mm and an axial length of 19.5 mm. In
the 4-ring scanners, the rings were positioned at an axial pitch of 21 mm. Three
different detector geometries were investigated: trapezoidal monolithic crystal de-
tectors, rectangular monolithic crystal detectors, and detectors with 8× 4 crystal
matrices. An illustration of the 4-ring scanner with trapezoidal detectors is presen-
ted in Fig. 7.2.1. The detector types are depicted in Fig. 7.2, which also shows the
coordinate system used to specify positions and angles of incidence on the detec-
tor front surface. The trapezoidal crystals had a front surface of 11.5×19.5 mm2,
a back surface of 15.4×19.5 mm2 and a depth of 20 mm. The rectangular crystals
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Figure 7.2: Detector types investigated: (a) trapezoidal, (b) rectangular, (c) pixel matrix.

had dimensions of 19.5×11.5×20 mm3, and the matrix detectors had 8×4 crys-
tals of 2×2×20 mm3 at a pitch of 2.2 mm. The crystal material in each detector
was LSO:Ce, and each module was coupled to 2 Hamamatsu S8550-SPL APD
arrays, modelled as 11.2×19.5×1.5 mm3 slabs of silicon.

In each simulation, the locations and energy depositions of the interactions
within the crystal of each 511 keV photon entering a detector were stored. The
total energy deposited was blurred with a Gaussian distribution with a FWHM of
10% of the energy value as an approximation of the energy resolution measured
with these detectors, see Chapter 4. Events with blurred total energy depositions
outside an energy window of 250–750 keV were rejected. For each single event
within the energy window, a detector dead time of 0.5 µs was applied. All single
events were stored in list mode for offline coincidence sorting.

The time stamp of each detected single was blurred with a Gaussian distribu-
tion with a FWHM of 2 ns, based on measurements of the timing resolution of a
prototype detector module (see Chapter 4). A coincidence time window of 5 ns
was used, approximately twice the coincidence timing resolution of 2.8 ns ob-
tained experimentally [102]. Coincident events in which more than two detector
modules were involved were rejected.

After sorting the coincidences, the entry point and incidence angle of each
511 keV photon was determined. Each entry point was then projected onto the de-
tector y-axis (see Fig. 7.2), since the image resolution was determined in 2D only
in this study. The projected entry points were then blurred by adding a positioning
error randomly selected from the corrected 1D-PSF of the detector corresponding
to the nearest test beam position and incidence angle (see Section 7.2.2). The
lines-of-response (LORs) corresponding to these blurred entry points were then
calculated and sorted into 2D sinograms.
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7.2.2 Intrinsic detector PSF

The 1D-PSF of the trapezoidal detectors was measured according to the proce-
dure outlined in Section 3.3.1. A prototype detector (LYSO20T-P) was stepped
through a beam of 511 keV photons of db = 0.96 mm FWHM along the detector
y-axis in steps of 0.25 mm, i.e. in the plane of the detector ring. At each beam
position, nref = 1500 reference light distributions were recorded. This was done
for incidence angles between θ = 0◦ and θ = 40◦, in steps of 5◦, at ϕ = 90◦ (see
Fig. 7.2), yielding a total of 9 data sets. The oblique sides of the crystals were
included in the data sets at all angles of incidence. The entry point coordinate
of each event in each of the data sets was estimated with the L-nearest neighbour
method, using the leave-one-out approach (see Section 3.3.1).

The positioning error of each test event was calculated by subtracting the es-
timated coordinate from the true, known coordinate. This way, histograms of
positioning errors were created for each beam position and each angle of inci-
dence. Each of these histograms corresponds to the detector 1D-PSF at a certain
position and angle of incidence on the front surface of the detector. In the present
analysis, the 1D-PSFs were averaged over 1 mm data segments.

The intrinsic 1D-PSF exhibited by the detectors in a PET system corresponds
to their response to an infinitely narrow beam. The measured 1D-PSFs were the-
refore corrected for the finite width of the test beam. The beam profile was deter-
mined using Monte Carlo simulations of an accurate model of the measurement
setup in Geant4 [100], see Chapter 6. The procedure to correct the PSFs for the
finite diameter of the test beam presented in Chapter 6 could not be used in this
study, because the model on which it is based was only derived for normally in-
cident 511 keV photons at the centre of the detector front surface. The intrinsic
detector 1D-PSFs were therefore estimated by deconvolution of the measured 1D-
PSFs with the simulated beam profile.

7.2.3 Scanner performance

Image spatial resolution

The system resolution obtainable with the proposed scanner type was investigated
in 2D, by simulating a 1-ring system of trapezoidal detectors. To investigate the
intrinsic resolution of this scanner, a 0.5 kBq mathematical point source emitting
back-to-back annihilation photons was simulated, neglecting positron range and
acollinearity. The source was placed at radial positions r in the field of view (FOV)
ranging from r = 0 mm (center FOV) to r = 29 mm, in steps of 1 mm. A simula-
tion of 106 events was performed at each source position, and no attenuation cor-
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rection, normalisation or subtraction of random coincidences was performed. The
LORs were binned into 2D sinograms with a bin size of r× φ = 0.5 mm× 0.9◦.
Reconstruction of the sinograms was performed by filtered backprojection with
a ramp filter with a cutoff at the Nyquist frequency, resulting in an image with
pixels with a size of 0.5×0.5 mm.

The system resolution obtainable with realistic point sources was investiga-
ted by simulating eight 0.5 kBq ∅0.5×1 mm3 18F-sources each embedded in a
∅4.6×5 mm3 PMMA cylinder, at radial positions ranging from r = 0 mm to
r = 35 mm in steps of 5 mm. A total number of 37·106 positron emission events
were simulated, taking positron range and photon acollinearity into account. The
LORs were binned into 2D sinograms with a bin size of r× φ = 0.5 mm× 0.9◦.
Reconstruction of the sinograms was performed by filtered backprojection with
a ramp filter with a cutoff at the Nyquist frequency, resulting in an image with
pixels with a size of 0.5×0.5 mm.

Finally, simulations were performed of a micro-Derenzo phantom, consisting
of a ∅77×35 mm3 PMMA cylinder with 6 segments of radioactive rods with
diameters of 1.2, 1.6, 2.4, 3.2, 4.0 and 4.8 mm containing 2 MBq of 18F. The
distance between the rods in each segment was twice the diameter, and the activity
was contained in the central 1 cm of the axial field of view. A total number of
3.3·108 events were simulated. No correction for scattered events, attenuation
or random coincidences was performed, and the sinograms were not normalised.
The sinograms were reconstructed using a 2D-OSEM algorithm with 10 subsets
and 30 iterations, resulting in an image with pixels with a size of 0.5×0.5 mm.

Scanner sensitivity

To assess the scanner sensitivity, simulations of three 4-ring systems with trape-
zoidal monolithic detectors, rectangular monolithic detectors and crystal matrix
detectors were performed, see Section 7.2.1. The sensitivity of each of these sys-
tems was investigated by stepping a 1 MBq point source of back-to-back 511 keV
photons from the centre to the edge of the FOV, both axially and radially, in steps
of 1 mm. At each source position, ∼ 106 events were simulated. An energy win-
dow of 250–750 keV was used for each detector. The sensitivity was calculated
by dividing the true coincidence count rate by the activity of the point source.

Count rate performance

The count rate performance of a scanner represents its ability to reject random
and scattered coincidences at a given source activity. It can be quantified using
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the noise equivalent count rate (NECR), which can be calculated using the rela-
tionship [15]:

NECR =
T 2

T + S+ 2kR
, (7.1)

where T is the rate of true coincidences, S is the rate of scattered coincidences, R
is the rate of random coincidences and k is the ratio of the phantom diameter and
the scanner diameter. The factor 2 in the denominator accounts for the method of
randoms correction, which is assumed to be a delayed coincidence technique for
the present study.

The NECR of the 4-ring system with trapezoidal detectors was determined
using simulations of a mouse phantom and a rat phantom. The phantoms were
modelled respectively as a ∅36×67 mm3 and a ∅60×150 mm3 water cylinder
filled with uniform 18F activity.

7.3 Results

7.3.1 Spatial resolution

Fig. 7.3 shows the radial (squares) and tangential (triangles) FWHM intrinsic sys-
tem resolution in response to mathematical point sources emitting back-to-back
511 keV photons at a range of radial distances from the CFOV. These numbers
were obtained by linear interpolation of the intensity profile through the pixel
with maximum intensity for each source position. The spatial resolution is essen-
tially uniform and isotropic over a range up to 3 cm off-centre, in agreement with
the excellent correction for the DOI previously reported for these detectors (see
Chapter 4).

Fig. 7.4 shows an FBP reconstructed image of the eight ∅0.5 mm 18F point
sources. Linear interpolation of the profiles through the pixel with maximum in-
tensity yields a system resolution at the CFOV of ∼1.4 mm FWHM and ∼3.3 mm
FWTM. At 35 mm from the CFOV, this degrades to 2.1 mm FWHM and 4.1 mm
FWTM radially, and 2.3 mm FWHM and 5.7 mm FWTM tangentially.

Fig. 7.5 shows 2D-OSEM reconstructed images of the micro-Derenzo phan-
tom. In Fig. 7.5a, the source emitted back-to-back 511 keV photons, neglecting
positron range and photon acollinearity. Attenuation and scatter within the phan-
tom were set to zero. In Fig. 7.5b, a realistic positron source with an energy distri-
bution corresponding to 18F was simulated, and photon acollinearity, attenuation
and scatter within the phantom were taken into account. No attenuation correc-
tion, scatter correction or normalisation was applied to the data to create either
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Figure 7.3: Radial (squares) and tangential (triangles) FWHM spatial resolution of a ma-
thematical point source as a function of the radial position. Positron range and photon
acollinearity were set to zero in these simulations.

Figure 7.4: Reconstructed image of eight ∅0.5 18F point sources at radial distances of
0,5, · · · ,35 mm from the scanner CFOV.
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(a) (b)

Figure 7.5: Reconstructed images of a micro-Derenzo hot rod phantom with rods with
diameters of 1.2, 1.6, 2.4, 3.2, 4.0, and 4.8 mm, uniformly filled with activity. In (a),
the source emits back-to-back photons, and positron range and photon acollinearity are
neglected. Attenuation and scatter within the phantom are set to zero. In (b), a positron
emitting source with an energy distribution corresponding to 18F is used, and photon
acollinearity is taken into account, as well as attenuation and scatter within the phantom.
Correction for attenuation and scatterred events and normalisation were not applied to
obtain these images.

image. No randoms correction was applied in view of the low activity (0.5 kBq)
of the simulated sources.

In Fig. 7.5a, the 2.4 mm rods are clearly separated while the 1.6 mm rods are
not, in agreement with the results presented for the mathematical point sources
(Fig. 7.3). In Fig. 7.5b, the 2.4 mm rods can still be identified, but the separation
is less distinct due to the blurring effect of positron range an photon acollinearity.
Radial distortion of the rods on the outside of the FOV is observed in neither
image, owing to the good DOI correction of the detectors.

Ring-shaped artefacts can be observed around each row of rods in Fig. 7.5a.
Although less clearly discernible, these artefacts are also observed in Fig. 7.5b.

7.3.2 Sensitivity

The point source sensitivity is plotted in Fig. 7.6 as a function of the radial and
axial distance from the CFOV for the three 4-ring systems with trapezoidal mono-
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Figure 7.6: Axial and radial point-source sensitivity curves of the three 4-ring systems
with trapezoidal monolithic detectors (solid lines), rectangular monolithic detectors (dot-
ted lines), and crystal matrix detectors (dashed lines).

lithic detectors (solid lines), rectangular monolithic detectors (dotted lines), and
crystal matrix detectors (dashed lines). The sensitivities at the CFOV are 21% for
the trapezoidal detectors, 17.5% for the rectangular detectors and 8% for the crys-
tal matrix detectors. The rectangular monolithic detectors have a sensitive volume
that is ∼ 56% larger than that of the crystal matrix detectors, resulting in an in-
crease of the scanner sensitivity of approximately a factor 2. The more favourable
geometry of the trapezoidal detectors compared to the rectangular ones results in
a further increase of the scanner sensitivity of 20%. In addition, the radial sensiti-
vity profile is smoother for the trapezoidal detectors than for the other geometries,
due to the reduced dead space between the detector modules.

7.3.3 Count rate performance

The noise equivalent count rate of the 4-ring scanner with trapezoidal detectors
is plotted in Fig. 7.7 as a function of the total activity for the ∅36×67 mm3

mouse phantom (solid line) and the ∅60×150 mm3 rat phantom (dotted line).
The NECR reaches a maximum of 2000 kcps with the mouse phantom at an acti-
vity of 70 MBq. The NECR obtained with the rat phantom is considerably lower,
reaching a maximum of 550 kcps at an activity of 70 MBq. This is due to the
larger dimensions of the rat phantom, of which approximately 48% of the volume
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Figure 7.7: Noise equivalent count rate as a function of total activity of the 4-ring scanner
with trapezoidal detectors for the mouse phantom (solid line) and the rat phantom (dotted
line).

lies outside the scanner FOV. This activity outside the FOV leads to an increased
number of random coincidences, but does not contribute to the number of true
coincidences. In addition, the number of scattered events coming from within the
FOV is larger in the rat phantom due to its larger diameter. For both NECR curves,
only a minor deviation from linearity is observed at activities commonly used in
small-animal PET (< 40 MBq).

7.4 Discussion

The unconventional shape of the detector point spread function complicates es-
timating the system resolution that should be achievable intuitively. In order to
obtain such an estimate, an image of a mathematical point source at the CFOV
was re-created using idealised detector PSFs. This was done by creating a model
1D-PSF, convolving an energy centroid distribution in response to a zero-width
pencil beam with a Gaussian distribution. The standard deviation of the Gaussian
was set at σ = 0.46 mm, which is a common value for our detectors (see Chap-
ter 6, Fig. 6.6a). This resulted in a 1D-PSF with a FWHM of 1.24 mm. This model
PSF was applied to all entry points in the data, regardless of position or incidence
angle, eliminating any statistical variances or deteriorations at the edges of the
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detectors observed in the measured PSFs. These new entry points were used to
calculate a sinogram, which was subsequently reconstructed in the same way as
the original study. The image spatial resolution resulting from this idealised situa-
tion was 1.10 mm FWHM at the CFOV, an improvement of ∼0.25 mm compared
to the result in Fig. 7.3.

A number of possible causes for this difference can be identified. Firstly, the
degradation of the detector spatial resolution at the crystal edges is likely to have
an adverse effect on the image resolution. This would suggest that reducing the
number of events taking place close to a detector edge, i.e. using detectors with
a larger surface area and more light sensors per crystal surface, may result in a
relative reduction of these effects. However, this approach would also result in a
lower average number of detected scintillation photons per light sensor, reducing
the signal-to-noise ratio per pixel, which could result in an overall deterioration
of the detector PSF.

A second cause could be the limited statistics in the measured PSFs used in
this study. Increasing the number of test events per local PSF may make the
deconvolution of the test beam more accurate, possibly leading to an improved
image resolution. The present number of events per local PSF was a compromise
between statistics and measurement and computation times.

A further improvement of the image quality could be achieved by reducing the
ring-shaped artefacts observed in Fig. 7.5. It was found that a significant fraction
of the measured 1D-PSFs, mainly at oblique incidence angles, had artifacts at the
edges of the histograms, which may give rise to the observed effects. Examples
of such artefacts are shown in Fig. 7.8, which shows measured (solid lines) and
deconvolved (dotted lines) 1D-PSFs obtained at y = 0.5 mm and θ = 0◦ (a), and
at y = 5.5 mm and θ = 30◦ (b). The artefacts in the 1D-PSF in (b) at the edges of
the histogram are clearly visible.

A cause for these artefacts has thus far not been established. They were also
observed in 1D-PSFs obtained by Monte Carlo simulations in GEANT4 [100],
making it unlikely that they are the result of a flaw in the experimental procedure.
Furthermore, energy thresholding was not found to lead to a reduction of the ar-
tefacts. It may be that internal reflections in the crystal cause similarities in the
scintillation light distributions at different entry points. In that case, a reduction of
the artefacts could be achieved by using crystals with a rough or an absorbing sur-
face. Finally, it may also be that using an alternative event positioning scheme, for
example one using neural networks, would result in a reduction of the artefacts.

Further improvements of the image quality obtained with the Micro-Derenzo
phantom could be obtained by further optimising the image reconstruction algo-
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Figure 7.8: Measured (solid lines) and corrected (dotted lines) 1D-PSFs obtained at y =
0.5 mm and θ = 0◦ (a), and at y = 5.5 mm and θ = 30◦ (b).
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rithm. For instance, scatter correction, attenuation correction and normalisation
of the sinograms have not been performed in this pilot study. Furthermore, using
more sophisticated reconstruction techniques such as resolution recovery could
lead to an improved image resolution.

7.5 Conclusions

A pilot study assessing the performance of small-animal PET scanners based on
monolithic scintillator detectors was presented in this chapter. The study was ba-
sed on Monte Carlo simulations using measured detector line spread functions
and other detector characteristics as input. The image resolution of a 1-ring sys-
tem with trapezoidal monolithic detectors was investigated in 2D. A system reso-
lution of ∼1.4 mm FWHM was found at the centre of the FOV using a ∅0.5 mm
point source of 18F. Very little degradation of the system resolution with increa-
sing radial distance from the CFOV was found, and no anisotropy in the system
resolution was observed. This is in agreement with the excellent correction for
depth-of-interaction reported previously for these detectors.

Further improvements to the image resolution are likely to be achievable by
an adjustment of the detector geometry. This could reduce the relative number of
events entering the detectors close to a crystal edge, which exhibit a larger posi-
tion uncertainty than events entering at the centre of the crystals. An additional
improvement of the image resolution is expected with the reduction of artefacts
on the measured PSFs, which may be achieved using alternative event positioning
algorithms or crystals with a different surface finish.

The favourable geometry of the trapezoidal detectors results in a very high
peak sensitivity of 21% at low activity in a 4-ring system, a great improvement
compared to the peak sensitivity of 3–4% currently reported for small-animal PET
systems. Furthermore, a high peak noise equivalent count rate of 2000 kcps was
calculated for a mouse phantom in this system, using an energy window of 250–
750 keV, a coincidence time window of 5 ns and a detector dead time of 1000 ns.
These very high values can lead to a significant improvement of the signal-to-
noise ratio of reconstructed images compared to the current standards, improving
image quality, and permitting more accurate quantification of tracer concentra-
tions in dynamic small-animal PET studies.



Chapter 8

General discussion

This thesis focused on the characterisation and analysis of the performance of mo-
nolithic scintillator detectors, aimed at an application in high-resolution PET. The
detectors were demonstrated to have properties that could result in a PET system
with very good performance characteristics. The estimated intrinsic detector spa-
tial resolution was comparable to that of current state-of-the-art high-resolution
PET systems. The detector spatial resolution was furthermore shown to be es-
sentially independent of the angle of incidence of the annihilation photons. As
a result, the image spatial resolution of a scanner based on these detectors is not
degraded by the varying depth of interaction of the incident photons. This per-
mits the use of a thick layer of scintillation material to achieve maximum scanner
sensitivity, without degrading the image resolution at the periphery of the field of
view (FOV). Indeed, simulations of a 1-ring PET scanner with 20 mm thick mo-
nolithic trapezoidal LSO crystals yielded a 2D system resolution in response to a
∅0.5 mm 18F point source of 1.4 mm FWHM at the centre of the FOV (CFOV),
with little degradation at off-centre positions (see Chapter 7). The point source
sensitivity of a 4-ring version of this scanner reaches 21% at the CFOV, a great
improvement compared to the peak sensitivities of 3–4% currently reported in
state-of-the-art small-animal PET systems.

An additional advantage of the proposed detector design is that the APD ar-
rays used to detect the scintillation light retain their functionality in the strong
magnetic fields prevalent in MRI systems [103]. This facilitates combining a PET
system based on these detectors with an MRI device. The combination of PET
with MRI enables accurate coregistration of the functional PET data with the ana-
tomical information provided by the multitude of contrast possibilities of MRI.
In addition, it opens up the possibility of the simultaneous acquisition of dual-
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modality functional information, e.g. by combining PET with blood-oxygen level
dependent (BOLD) MRI or MR spectroscopic imaging (MRSI).

Implementation of monolithic scintillator detectors in a PET system requires
addressing a number of technical challenges. One of these is the design of an ap-
plication specific integrated circuit (ASIC) for the frontend electronics, necessary
to accomodate the large number of readout channels in the small area available.
Such an ASIC should provide individual preamplifying and shaping for multiple
(e.g. 16) channels, and should have a low power consumption. It should have
sufficient dynamic range to handle the strongly varying light intensities incident
on the APD pixels, and should provide a low noise level to allow accurate posi-
tioning of events. In addition, it should provide a low-noise timing signal with a
slew rate shorter than the decay time of the scintillator used, and a digital constant
fraction discriminator would be necessary to provide sufficiently accurate time
pickoff. These are challenging requirements; however, several integrated circuit
frontend chips have recently been designed for similar purposes, suggesting that
it should indeed be feasible to design an ASIC suitable for monolithic scintillator
detectors [104, 105].

A PET scanner based on monolithic scintillator detectors would also require
a new data acquisition (DAQ) system. To accurately determine the entry points of
the incident annihilation photons on the front surfaces of the detectors, informa-
tion is needed on the angle of incidence, which can be deduced from the positions
of the detector pair triggering in coincidence [72]. This approach requires that
coincidence sorting be done prior to the estimation of the entry points. Storing
all channel data of each single event for offline coincidence sorting and entry
point estimation would require a data stream and storage space approximately 64
times as large as in the recently developed DAQ system of the MadPET-II system,
which also uses Hamamatsu S8550 APD arrays and has 64 channels per detector
module [106]. An alternative could be to cache the channel data and time stamps
of all singles events in each detector module in fast buffer memories for a speci-
fied period of time. These buffers could then be periodically read out and sorted
for coincidences, after which the channel data corresponding to coincident events
could be transferred to disk for offline estimation of the entry points.

The nearest neighbour method used throughout this thesis for estimating the
entry points gives excellent results, but is too computationally intensive to be a
realistic option in a practical setting. A different position estimation algorithm
should therefore be used in a PET system. Alternative options such as neural net-
works and support vector machines have been reported on elsewhere [107]. Neu-
ral networks have the advantages of being much faster than statistical methods
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and of yielding continuous instead of discrete coordinates as output. However,
they have also been shown to exhibit a bias in the position estimation at the de-
tector edges, resulting in a ‘pincushion’ distortion such as commonly observed in
block detectors. Whether this would have a significant deleterious effect on the
system resolution could be investigated with Monte Carlo simulations similar to
those presented in Chapter 7.

Irrespective of the specific positioning procedure used, the proposed method
to eliminate DOI effects requires the use of sets of previously recorded reference
data. A method to efficiently collect such data in a practical setting is therefore
needed. Important steps in the development of such a method have already been
taken [108].

A renewed interest in time-of-flight (TOF) PET has arisen in the past years,
stimulated by the development of new scintillating materials such as LSO [29] and
LaBr3 [109] and by recent improvements in photodetector technology and elec-
tronics. In TOF-PET, the time difference between the detection of two photons
forming a coincident pair is used to define a region on the line of response within
which the annihilation must have taken place. This information can be used in
image reconstruction, leading to a strong reduction of statistical variance in the
image [110,111]. A coincidence timing resolution of 500 ps FWHM confines the
annihilation event to a line segment on the LOR of ∼7.5 cm long [111], sufficient
to provide a significant improvement of the image quality in clinical PET. Timing
resolutions of such order are nowadays readily achievable with PMTs, and a com-
mercial LYSO-based TOF-PET system has recently been released by Philips.

However, achieving timing resolutions adequate for time-of-flight is difficult
with APDs because of the low signal-to-noise ratios these currently produce. A
possible solution to achieving TOF with monolithic scintillator detectors would
be to use arrays of silicon PMTs (SiPMs) instead of APD arrays. A SiPM typi-
cally consists of hundreds of small APD-like structures operated in Geiger (on-
off) mode, causing the output signal to be proportional to the number of inci-
dent photons at sufficiently low light intensities. The output signals of SiPMs
are much higher than those of APDs, allowing the use of current amplifiers ins-
tead of charge-sensitive preamplifiers. This way, the signal rise time is no lon-
ger limited by the scintillator decay time, but rather by its rise time and by the
slew rate of the frontend electronics. Much higher timing resolutions are there-
fore potentially achievable with these devices: a coincidence timing resolution of
0.78 ns has been reported with two opposing LSO-SiPM detectors at an energy
of 511 keV [112]. SiPM arrays suitable for high-resolution position-sensitive ra-
diation are being developed, but still require a number of improvements. The first
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arrays of SiPMs have recently been introduced to the market (SensL, Cork, Ire-
land). Current development efforts are aimed at improving the photon detection
efficiency by matching the devices’ spectral response to the wavelength of com-
monly used scintillators, and at improving the signal-to-noise ratio by reducing
the devices’ relatively high dark currents.

Overcoming these challenges could mean a great step forward in PET techno-
logy. It could lead to a paradigm shift from detectors based on scintillation crystal
matrices read out by PMTs, to detectors using monolithic scintillators read out by
solid-state light sensors [113].



Appendix A

Characterisation of setup
components

This appendix gives an overview of characterisation measurements of several key
components of the experimental setup.

A.1 APD arrays

The Hamamatsu S8550 APD arrays consist of 2 banks of 2×8 pixels each. Each
bank has a specific bias voltage V50, at which the gain M = 50 according to the ma-
nufacturer specifications. Between banks in the same array, and between different
arrays, differences in V50 of 10–20 V are common.

The gain of several arrays was measured as a function of the bias voltage using
5.89 keV X-rays from a 55Fe-source directly incident on the APDs. The number
of electron-hole (e-h) pairs created per X-ray photon is obtained by dividing its
energy by the mean ionisation energy, which is 3.6 eV in Si. Pulse height spectra
were recorded on each channel, and the full-energy peaks of these spectra were
fitted with a Gaussian function. Pulse height spectra in response to a square wave
pulser connected to the test inputs of the preamplifiers were also recorded. As the
input capacitance of these test inputs is accurately known, the charge delivered
by the test pulser to the preamplifiers is known also. Comparison of the peak
position of an X-ray spectrum to that of the corresponding test pulse spectrum thus
yields the APD gain. In these experiments, each shaping amplifier was adjusted
to give a zero baseline-offset averaged over its 16 channels (see Section A.3),
and all spectra were corrected for the DC-offsets observed in the MC-ADCs (see
Section A.4).
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Figure A.1: APD gain averaged over 16 channels per bank, measured with 5.89 keV
X-rays, as a function of ∆V ≡V −V50.

Fig. A.1 shows the gain of two APD arrays (serial numbers 036 and 037)
averaged over the 16 channels of each bank. The bias voltage is expressed in
terms of ∆V ≡ V −V50, where V is the applied bias voltage. These results show
that although V50 varies significantly between the different banks, the average
gains as a function of ∆V are equal within 4%.

Fig. A.2a shows the gain of each individual channel of APD array 036 mea-
sured at ∆V = 0 V. Differences in the gain are observed between the channels.
The gain dispersion, expressed as the gain standard deviation relative to the ave-
rage gain over 32 channels, is plotted as a function of ∆V for arrays 036 and 037
in Fig. A.2b. For both arrays, the gain dispersion increases by a factor ∼1.5 in
the bias voltage range between ∆V = −40 V and ∆V = +10 V. The average gain
increases by a factor ∼3.5 in the same voltage range (see Fig. A.1).

A.2 Preamplifiers

Preamplification of the APD signals is performed using low-noise charge-sensitive
preamplifiers (CSPs), type Cremat CR-110. Table A.1 lists a number of properties
of these preamplifiers, as provided by the manufacturer.

The rise time of the preamplifiers was measured using a square wave test pul-
ser with a rise time of ∼4 ns coupled to the preamplifier input via 1.8 pF coupling
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Figure A.2: Gain differences between APD pixels: (a) Gain per pixel of array 036 at
∆V = 0 V and (b) relative standard deviation of the gain of arrays 036 and 037 as a
function of ∆V .

Table A.1: Properties of the Cremat CR-110 charge sensitive preamplifiers, as provided
by the manufacturer.

Parameter Value Unit

Input JFET:
Eff. input capacitance 13 pF
Transconductance 50 mS
Gate-source leakage current (max) 1 nA
Gate-source leakage current (typ) < 10 pA

Feedback capacitance (Cf ) 1.4 pF
Feedback resistor (R f ) 100 MΩ
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capacitors, with the APD array biased at ∆V = 0 V connected to the preamplifier
inputs. The observed 10%–90% rise time was approximately 20 ns. In the readout
of a scintillation detector using an integrating charge-sensitive preamplifier with
a sufficiently high slew rate, the signal rise time is determined by the decay time
of the scintillator. Since the materials LSO:Ce and LYSO:Ce have a decay time
of τd ∼ 40 ns, preamplifier signal rise times of this same order can be expected in
scintillation readout.

To assess the noise performance of the preamplifiers, electronic noise measu-
rements were carried out as a function of the amplifier shaping time. A preampli-
fier was placed in a metal measurement box to minimise interference, and a 1.8 pF
capacitor was connected to its input. The preamplifier output signal was amplified
with an Ortec 572 shaping amplifier, and the root-mean-square (rms) noise was
determined with an HP 3400A rms-meter. The measurements were performed at
room temperature.

The results of these measurements are shown in Fig. A.3. The electronic noise
is expressed as the equivalent noise charge (ENC), which describes the rms noise
amplitude at the shaping amplifier output in terms of the charge needed at the
preamplifier input to create an output pulse with the same amplitude, expressed in
electrons. Assuming equal time constants for differentiation and integration, the
squared equivalent noise charge of a detector-amplifier system can be written as:

ENC2 =
1
q2

(
aC2

tot A1

τ
+
[

2πafC2
tot +

bf

2π

]
A2 + bA3τ

)
, (A.1)

where a is the spectral density of the series white noise, b is the spectral density of
the parallel white noise, af is the coefficient of the series 1/f noise, and bf is the
coefficient of parallel 1/f noise. Ctot is the total input capacitance of the detector-
preamplifier system, τ is the amplifier shaping time, and A1–A3 are dimensionless
constants which are characteristic of the shaping network used. A least-squares
fit of this model to the data is also presented in Fig. A.3, indicating the relative
contributions of white series and parallel noise and 1/f noise.

Because the input capacitance and leakage currents are different in the present
measurements than when an APD is connected to the preamplifier input, the low
noise level of < 300 e− rms presented in Fig. A.3 will not be reached in the
latter situation. However, the leakage current of the Hamamatsu S8550 APDs was
such that the optimum shaping time, representing a balance between serial and
parallel white noise, was shorter than those available on commonly used shaping
amplifiers such as the Ortec 572, the parallel component dominating the ENC at
each shaping time. Although a short enough shaping time could be reached with
the CAEN N568BB shaping amplifiers, it was found that the shaping constants
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Figure A.3: Equivalent noise charge of a Cremat CR-110 preamplifier at room tempera-
ture with a 1.8 pF capacitor at the input as a function of the shaping time of an Ortec 572
shaping amplifier.

A1–A3 of these amplifiers were not equal for all shaping times (see Section A.3),
making a fit with the model Eq. (A.1) meaningless. The measurements presented
here do however give a good indication of the low noise levels that can be reached
with these preamplifiers.

A.3 Shaping amplifiers

A.3.1 Linearity

The linearity of the shaping amplifiers was tested by applying pulses with different
amplitudes to the input using an Ortec 419 precision pulser producing tail pulses
with a rise time of ∼10 ns. Its circuitry was internally modified to provide a pulse
decay time of ∼100 µsin order to comply with the range of decay times accepted
by the shaping amplifiers. The pulser output was terminated with a 50 Ω resistor
at the amplifier input to avoid pulse distortion. The amplitude of the pulses was
measured using a Tektronix TDS3032 digital oscilloscope (Tektronix, Beaverton,
OR, USA).

Fig. A.4 shows the results of such a measurement on channel 00 of amplifier
1, at a shaping time setting of τ = 0.2 µs and a gain of approximately 30. The line
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Figure A.4: Output versus input pulse amplitude of channel 00 of amplifier 1, at a shaping
time setting of τ = 0.2 µs and a gain of approximately 30.

represents a linear fit through the data. The data points have a maximum deviation
from the fit of approximately 1%. Similar results were obtained at other shaping
time settings.

A.3.2 Gain dispersion

The gain dispersion between different amplifier channels was investigated both
for the fast and the slow output branch, by applying pulses of 12.5 mV in parallel
to all amplifier inputs. The gain of the slow branch was set to approximately 86.4,
and the shaping time was set to τ = 0.2 µs. The relative deviation from the average
gain of each channel is indicated in Fig. A.5. The gain deviations lie between +/-
2 % in the fast branch and between +2% and -4.5% in the slow branch. Similar
numbers were found for the other shaping time settings of the slow branch.

A.3.3 Offset

The DC-offset of the slow branch of the shaping amplifiers can be adjusted, but
only for all 16 channels simultaneously. The individual channels do not have
equal DC-offsets, however. This is illustrated in Fig. A.6, where the DC-output
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(a) fast branch (b) slow branch, τ = 0.2 µs

Figure A.5: Channel gains relative to the average of all 64 channels of the shaping ampli-
fiers. The average gain in the slow branch was approximately 86.4 and the shaping time
setting was τ = 0.2 µs.

of each channel is measured at the two extrema of the settable offset range. A
maximum difference of ∼17 mV is observed between channels. In comparison,
the amplifiers have an output voltage range of 4 V. The differences remain constant
over the range of offsets, the difference between the maximum and minimum
offset being 279±1 mV for each channel in this case.

A.3.4 Shaping constants

Inspection of the pulse peaking time at each shaping time setting showed a longer
peaking time at τ = 0.1 µs than would be expected based on the nominal value,
see Table A.2. To investigate this, the frequency response of each shaping circuit
was calculated analytically based on component values taken from the electro-
nic circuit diagram provided by the manufacturer. As a check, the response of
each shaping circuit was also simulated in PSPICE, using the same component
values. The third column in Table A.2 shows the pulse peaking times resulting
from these simulations. As these values match very well with the measured ones,
it was assumed that the correct component values were used in the calculations
for the different stages. It is noted that the analytical calculations did not take the
bandwidth limitations of the opamp into account, whereas the simulations did.

The slow branch of the amplifiers consists of a course gain stage which is
different for each shaping time followed by a common fine gain stage. Based on
the analytic filter frequency responses, the shaping constants A1–A3 were calcu-
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Figure A.6: DC output of each amplifier channel for the maximum (circles) and the mi-
nimum (squares) offset setting.

lated for each of the four available shaping times, with and without taking the
fine gain stage into account. In columns 4–6 in Table A.2, the results of the cal-
culations without the fine gain stage are presented. In this case, the constants
A1–A3 are roughly constant for the three longest shaping times, but are different
for τ = 0.1 µs. This indicates that the frequency response of the course gain
stage at this shaping time is different from the frequency response at other sha-
ping times. When the fine gain is stage included in the calculations, the constants
A1–A3 are found to differ even more between different shaping times, as shown
in the last three columns in Table A.2. It was found that this is due to a parasitic
RC-integration stage with a time constant of ∼0.22 µs within the fine gain circuit,
independent of the shaping time setting. This further distorts the shape of the
pulses for the τ = 0.1 µs and τ = 0.2 µs shaping times.

These effects do not preclude the use of these devices as shaping amplifiers in
these experiments. However, they do have the consequence that the peaking times
of the shortest shaping constants are not as short as would be expected, and that
fitting the ENC as a function of the shaping time using the model in Eq. (A.1) is
meaningless with these amplifiers.
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Table A.2: Calculated shaping constants at different shaping times of the slow branch of
the CAEN N568BB spectroscopy amplifiers.

nominal τ pk. time (µs) Not including fine gain Including fine gain
(µs) meas. sim. A1 A2 A3 A1 A2 A3

0.1 0.38 0.36 0.146 1.057 13.296 0.087 1.025 21.607
0.2 0.54 0.54 0.344 1.074 5.625 0.248 1.048 7.368
1 1.8 1.8 0.347 1.077 5.576 0.328 1.067 5.711
3 5 5 0.395 1.071 4.865 0.392 1.069 4.875

A.4 Multichannel ADCs

The MC-ADCs were calibrated by measuring the digital output of each channel
as a function of the input voltage. A precision pulser (BNC DB-2), generating
pulses with a semi-Gaussian shape with a time constant of approximately 1 µs,
was used. The input voltages were measured using a Tektronix TDS3054 digital
oscilloscope. Fig. A.7 shows the result of such a measurement for one ADC chan-
nel. A linear fit to these data shows a significant positive offset in the ADC output
at zero input voltage. The results of such fits for all 64 channels of the two MC-
ADCs are summarised in Fig. A.8. A slight dispersion in the slope of the curves
is observed between the channels (Fig. A.8a). The offsets, shown in (Fig. A.8b),
have an average value over 64 channels of 95 ADU. This corresponds to 7 least
significant bits (LSBs), which is significant compared to the 12-bit resolution of
the ADCs. Therefore, the ADC output should be corrected for these effects if
absolute data are needed.
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Appendix B

Positioning algorithm

B.1 Algorithm optimisation

B.1.1 Number of nearest neighbours

The performance of the position estimation algorithm depends on the number of
nearest neighbours L and on the number of reference events per beam position nref.
These dependencies were examined in a 1D experiment with sample LYSO20-P2,
a 20×10×20 mm3 polished LYSO:Ce crystal, coupled to two APD arrays. In
this experiment, a data set was collected by stepping the beam over the crystal
in steps of 0.25 mm between −10 ≤ x ≤ 10 mm. The measured data set was
randomly split into nref reference events and ntst test events per beam position. A
1D-PSF was then created for various values L (see Section 3.3.1), using test data
containing events between −3 ≤ x ≤ 3 mm, with ntst = 1000. This experiment
was performed for values of nref of 200, 750 and 2500.

Fig. B.1a shows the width of the 1D-PSF, expressed in σ∗
PSF (see Section 3.3.1),

as a function of L for the different values of nref. The PSF width decreases
with increasing L at low values of L, reaches a minimum, and increases again
at higher values of L. This can be explained by considering that for L = 1 and
Nref → ∞, the nearest neighbour algorithm behaves as a proportional estimator,
having a maximum probability of misclassification of two times the Bayes error
probability. On the other hand, for L → ∞ and Nref → ∞ with L/Nref → 0, the
probability of misclassification approaches the Bayes error probability, i.e., the
probability of misclassification reduces to approximately half that for L = 1 (see
Section 6.2) [114, 115].

Because of the finite size of the reference, the optimum value of L may be
expected to depend on nref. However, since σ∗

PSF remains relatively constant over

129
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Figure B.1: (a): Width σ∗
PSF of the measured 1D-PSF of a 20×10×20 mm3 polished

LYSO:Ce crystal (LYSO20-P2) coupled to two APD arrays, as a function of L for different
values of nref, and (b): FWHM of the 1D-PSF of the same detector as a function of the
number of reference events per beam position, using the value of L that minimised σ∗

PSF
at each value of nref. The 1D-PSFs were averaged over −3 ≤ x ≤ 3 mm.

a wide range of values of L at each value of nref, such a dependence cannot be
clearly observed in these experiments.

B.1.2 Number of reference events

In Fig. B.1b, the FWHM 1D spatial resolution of the same detector is shown
as a function of nref. At each point on the curve, the 1D-PSF was calculated
using the value of L that minimised σ∗

PSF. Although these results suggest that
further improvement of the spatial resolution may be achieved with nref > 15000,
an improvement of only ∼0.05 mm FWHM is observed with a doubling of the
number of reference events above approximately nref = 1500. As a compromise
between measurement and CPU times and spatial resolution, all 1D experiments
have therefore been performed using nref = 1500, unless stated otherwise. All 2D
experiments have been performed using nref = 500.

B.2 Resolution uncertainty

The uncertainty in the FWHM and FWTM spatial resolutions produced by the po-
sition estimation algorithm was estimated by performing multiple independent 1D
measurements on the same crystal, leaving all experimental conditions the same
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for each measurement. Ten datasets were collected on the same grid as descri-
bed above (Section B.1.1), each containing nref = 1500 reference events per beam
position. A 1D-PSF was created with each data set using the leave-one-out ap-
proach (see Section 3.3.1), using the value of L that minimised σ∗

PSF for each. The
FWHM and FWTM of each 1D-PSF was then calculated by linear interpolation
of the histogram. This resulted in 2σ uncertainties of approximately 0.05 mm for
the FWHM and 0.15 mm for the FWTM. Because of the considerable time in-
volved in performing this type of experiment, this procedure was only performed
for this crystal and only in 1D, and the results were assumed representative of the
uncertainties obtained in other experiments.
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Appendix C

Equivalent noise charge of the
fast amplifier branch1

In the fast branch of the CAEN N568BB amplifiers, the CSP tail pulses are diffe-
rentiated with a fixed time constant τd. The pulses are subsequently integrated in
the TFA, with an adjustable time constant τi (see Section 3.2). This system can be
modeled as a CR-RC circuit, of which the equivalent noise charge in the general
case of unequal time constants can be written as [84]:

ENC2
f =

A
q2 (aC2

tot + τdτib), (C.1)

where

A =
(τd − τi)2

2τdτi(τd + τi)2

[(
τd
τi

) τi
τd+τi −

(
τd
τi

) τd
τd+τi

]2 . (C.2)

The 1/ f noise components are omitted in this analysis for the sake of clarity.
Expressions for the terms β1 and β2 introduced in the timing resolution model

can now be given (see Eq. (5.16)), considering that β2 contains only the paral-
lel white noise contribution which is due to the amplified portion of the leakage
current, and β1 contains all other noise sources. Using Eq. (5.9), it follows that

β1 =
A
q2

(
aC2

tot + τdτiqIls
)

(C.3)

1This appendix has been published as part of M. C. Maas, D. R. Schaart, D. J. van der Laan,
H. T. van Dam, J. Huizenga, J. C. Brouwer, P. Bruyndonckx, C. Lemaı̂tre and C. W. E. van Eijk,
“Signal to noise ratio of APD-based monolithic scintillator detectors for high resolution PET,” IEEE
Transactions on Nuclear Science, vol. 55, pp. 842–852, 2008.
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Table C.1: Estimated noise parameters in the fast amplifier branch for a single channel.

a Ctot Ils Ilb β1 β2
(V2/Hz) (pF) (nA) (nA)

1.1·10−19 26 0.4 0.02 2.3·10−32 1.8·10−37

and
β2 =

AτdτiIlb

q
. (C.4)

For τd = 100 ns and τi = 2 ns, Eq. (C.2) results in A = 2.9·108 s−2. In
Table C.1, estimates of the noise parameters of a single channel are listed. The
parameter a was obtained using Eq. (5.7), taking Γ = 0.7, T = 300 K and gm =
50 mS. The total capacitance Ctot is the sum of CAPD, CFET, Cf, Ctst and Cstray.
The APD capacitance CAPD and the FET gate-source capacitance CFET are both
approximately 10 pF, the CSP feedback capacitance Cf = 1.4 pF and the test ca-
pacitance Ctst = 1.80 pF. Assuming a stray capacitance of 3 pF, this results in
Ctot = 26 pF. The surface and bulk leakage currents were estimated at 0.4 and
0.02 nA, respectively [86]. The resulting values of β1 and β2 are also listed in
Table C.1. It is clear that β2 � β1, a result that is not affected by the omission
of 1/ f noise components from the analysis, as these would have been included in
β1.
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Nomenclature

List of symbols
Below follows a list of the most important symbols used in this work. Some sym-
bols are doubly defined; their meaning should be clear from the context. Throu-
ghout the thesis, vectors and matrices are set in bold typeface, while scalar quan-
tities are set in regular typeface. The components of subscripted vector quantities
carry the same subscript as that quantity; for example: xb = (xb,yb) The units of
the quantities are listed where applicable. Dimensionless quantities are explicitly
marked by ‘–’ symbols; symbols that do not have dimensions (such as functions)
and those whose dimensions vary depending on their context have no indication
of units.

Symbol Unit Description

α2 – Excess scintillation photon variance factor
α, β m−1 Ionisation coefficients for electrons and holes
β1 – Combined components of electronic noise not amplified in APD
β2 – Component of electronic noise amplified in APD
ϕ rad azimuthal angle
γ0 – spatial distribution of energy deposition centroids

for zero-width photon beam
γ0,r – γ0 in reference data
γ0,t – γ0 in test data
γb – spatial distribution of energy deposition centroids

for realistic photon beam
γb,r – γb in reference data
γb,t – γb in test data
η – Photon detection efficiency
λ m Wavelength
µ m−1 Total attenuation coefficient
µp m−1 Attenuation coefficient for photoelectric absorption
µC m−1 Attenuation coefficient for Compton interaction
θ rad polar angle of incidence
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148 Nomenclature

ρ kg/m3 Density
σ Standard deviation
σ∗

PSF mm PSF width expressed as sample standard deviation of the
histogram calculated using bins with > 1% of the peak amplitude

σA ns Timing uncertainty of APD
σP ns Timing uncertainty of PMT
τ µs Shaping time constant
τd ns Differentiation time constant of TFA
τi ns Integration time constant of TFA
Γ – FET channel form factor
Σ Covariance matrix of Gaussian distribution NΣ

ϒ PSF contribution due to discretisation of reference coordinates
Φ s−1 Photon flux
a V2/Hz coefficient of series white noise
af V2 coefficient of series 1/ f noise
b A2/Hz coefficient of parallel white noise
bf C2 coefficient of parallel f -proportional noise
b – Background contribution to PSF for a single test coordinate
db mm Beam diameter (FWHM)
db,r mm Beam diameter in reference data (FWHM)
db,t mm Beam diameter in test data (FWHM)
gm A/V FET transconductance
kb J/K Boltzmann’s constant (≈ 1.38·10−23 J/K)
nref – Number of reference events per beam position
q C Elementary charge (≈ 1.602·10−19 C)
r Radial coordinate
x,y Cartesian coordinates
x′,y′ Cartesian coordinates projected on LOR
xb, x̂b True and estimated beam position
xc Energy deposition centroid coordinate
x′c Energy deposition centroid coordinate corresponding to

measured light distribution
xe, x̂e True and estimated entry point positions
xr Beam position of a reference event
∆xr , ∆yr mm x and y spacing between adjacent coordinates in reference data
xt Beam position of a test event
A1–A3 – Constants characteristic of amplifier shaping network
B – Background contribution to PSF for a set of test coordinates
Cf F Feedback capacitance
Ctot F Total input capacitance
Eth keV Energy threshold
Il A Total leakage current
Ilb A APD bulk leakage current



Nomenclature 149

Ilg A FET gate leakage current
Ils A APD surface leakage current
J – Excess noise factor
L – Number of nearest neighbours
M – APD gain
Ne e− Number of electrons at APD output
Nph ph Number of scintillation photons
Nref – Total number of events in reference data set
Nσ – 1D Gaussian distribution with standard deviation σ
NΣ – 2D Gaussian distribution with covariance matrix Σ
PSF00 Point spread function for zero-width beams in both reference

and test data
PSF0b Point spread function for a zero-width beam in the reference

data and a realistic beam in the test data
PSFb0 Point spread function for a realistic beam in the reference

data and a zero-width beam in the test data
PSFbb Point spread function for realistic beams in both reference

and test data
P̂SF00 Estimate of PSF00
R s−1 Rate of random coincidences
Rf Ω Feedback resistance
S s−1 Rate of scattered coincidences
Sr Residual sum of squares
T s−1 Rate of true coincidences
T ◦C Temperature
V V Bias voltage
V50 V Bias voltage at M = 50
∆V V V −V50
Zeff – Effective atomic number

Abbreviations

1D, 2D, 3D 1-dimensional, 2-dimensional, 3-dimensional
3D-RP 3D reprojection
ADC Analog-to-digital converter
APD Avalanche photodiode
ASIC Application specific integrated circuit
BOLD Blood oxygen level dependent
C.R. Cramér-Rao
CFD Constant fraction discriminator
CFOV Centre of the field of view
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CSP Charge-sensitive preamplifier
CT Computed tomography
DAQ Data acquisition
DOI Depth of interaction
ENC Equivalent noise charge
ENF Excess noise factor
FBP Filtered backprojection
FDG 2-fluoro-2-deoxy-D-glucose
FET Field effect transistor
FORE Fourier rebinning
FOV Field of view
FWHM Full width at half maximum
FWTM Full width at tenth maximum
JFET Junction field effect transistor
LAAPD Large area avalanche photodiode
LED Light emitting diode
LOR Line of response
LSB Least significant bit
LSO Lutetium oxyorthosilicate
LuAP Lutetium aluminium perovskite
LYSO Lutetium yttrium oxyorthosilicate
MC-ADC Multi-channel analog-to-digital converter
MLEM Maximum likelihood expectation maximisation
MRI Magnetic resonance imaging
MRSI Magnetic resonance spectroscopic imaging
NECR Noise equivalent count rate
OSEM Ordered subsets expectation maximisation
PCB Printed circuit board
PEM Positron emission mammography
PET Positron emission tomography
PMMA Polymethyl methacrylate
PMT Photomultiplier tube
PSF Point spread function
PS-PMT Position-sensitive photomultiplier tube
QE Quantum efficiency
SiPM Silicon photomultiplier
SNR Signal-to-noise ratio
SPECT Single photon emission computed tomography
TAC Time to amplitude converter
TFA Timing filter amplifier
TOF Time-of-flight
UV Ultraviolet



Summary

Monolithic scintillator detectors for high resolution positron emission
tomography

Positron emission tomography (PET) is a technique for imaging physiological
processes in vivo. This is achieved by labelling specific biomolecules, designed
to accumulate in locations where the process of interest is taking place, with a
radioactive isotope emitting positrons. When such a radiotracer is injected into a
subject, the positrons emitted annihilate with atomic electrons in the tissue sur-
rounding the emission site. This process results in two annihilation photons with
an energy of 511 keV, travelling in nearly opposite directions. This pair of pho-
tons can be collected by a ring of detectors surrounding the subject. When two
such photons are detected simultaneously (‘in coincidence’), it can be assumed
that they originated from the same annihilation process. In that case, the locations
where both photons were detected provide information on the line on which the
annihilation took place (the ‘line of response’, LOR). By collecting a sufficiently
large number of such LORs, the 3-dimensional distribution of the concentration
of the radiotracer within the subject can be estimated.

Recent years have shown a marked increase of the use of PET in clinical and
preclinical research. The advent of mouse genomics has caused a strong increase
of the number of studies performed with this animal in preclinical biomolecular
research, calling for dedicated PET systems with high spatial resolution and high
sensitivity. The research presented in this thesis focuses on a new type of detector
that allows a strong increase of the scanner sensitivity, while maintaining an image
resolution comparable to that of modern high-resolution PET systems.

The detectors investigated in this thesis consist of a monolithic piece of scin-
tillation material (LSO:Ce or LYSO:Ce), coupled on one or two sides to arrays
of avalanche photodiodes (APDs). The entry point of an incident annihilation
photon on the front surface of the detector is estimated from the distribution of
scintillation light emitted in the interaction(s) of the photon with the crystal on the
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APDs. This is done using a statistical computer algorithm.

The research presented in this thesis had three primary aims: (1) to experi-
mentally characterise the spatial resolution, energy resolution and timing resolu-
tion obtainable with the detectors, in order to assess their utility in high-resolution
PET systems, (2) to analyse the dependence of these detector performance on
physical quantities such as the scintillator light yield and the APD gain and noise
properties, in order to optimise the performance of the current detectors and to fa-
cilitate the design of future detectors based on a similar concept, and (3) to predict
the performance of a small animal PET system based on these detectors.

Chapter 3 introduces the methodology that has been used throughout this the-
sis to characterise the detectors. A measurement setup is described which allows
scanning the detectors through a narrow beam of 511 keV photons in various di-
rections and at various angles of incidence. The beam is created using a 22Na
positron source and a second detector in coincidence with the detector under in-
vestigation. Using the experimental setup, distributions of scintillation light over
the APD arrays can be collected at known entry points of the 511 keV photons
on the detector front surface. These light distributions can serve as reference data
to a statistical algorithm based on the so-called nearest neighbour method, that
uses these data to estimate the entry points corresponding to unknown light dis-
tributions. The spatial resolution of the detector is estimated by comparing the
estimated entry points of a large set of events with their known, true entry points,
and creating a histogram of the positioning errors. This histogram represents an
estimate of the detector point spread function (PSF). The detector energy and ti-
ming resolutions are determined from the sum of all APD channels in each event.

An overview of the performance of the detectors is presented in Chapter 4.
An intrinsic detector spatial resolution of 1.05 mm FWHM is shown to be fea-
sible, after correction for the influence of the ∼0.9 mm FWHM measurement
beam. This is comparable to the spatial resolution of detectors in modern high-
resolution systems. A comparison is presented between detectors with various
crystal surface finishes and readout geometries, including detectors with a trape-
zoidal shape. The spatial resolution measured with these detectors, which can
be placed in a PET ring with a minimum of dead space, maximising the scanner
sensitivity, is almost the same as with rectangular detectors. The correction for
depth-of-interaction (DOI) of the annihilation photons is tested by measuring the
spatial resolution as a function of the angle of incidence. The spatial resolution is
found to be essentially angle-independent for angles up to 30◦. For a scanner, this
means that the usual tradeoff between detector thickness and spatial resolution
is removed. The scanner sensitivity can thus be maximised without degrading
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the image resolution towards the edges of the field of view (FOV). The measu-
red energy resolutions of ∼11% FWHM and the coincidence timing resolution
of 2.8 ns indicate that efficient rejection of scattered and random coincidences is
possible with these detectors.

In Chapter 5, an analysis is presented of the influence of signal variances on
the detector energy, timing and spatial resolutions. This is done by modelling
the signal to noise ratio (SNR) applicable to each of these detector characteristics
in terms of physical quantities such as the scintillator light yield, the APD gain
and the noise characteristics of the frontend electronics. It is demonstrated that
the energy resolution is mainly determined by the relative variance of the number
of scintillation photons created per event, while the gain and excess noise factor
of the APD and the electronic noise play a less important role. In contrast, the
SNR applying to the spatial resolution is mainly determined by the APD excess
noise factor and electronic noise. The timing resolution primarly depends on the
scintillation light yield and the electronic noise on the timing signal. A strong
dependence of the timing resolution on the APD gain is observed. This depen-
dence is explained using a model describing the electronic noise as a function of
properties of the detector-amplifier system, such as the input capacitance of the
APDs and preamplifiers, leakage currents and the filters used for pulse shaping.

Chapter 6 describes an analysis of the point spread function (PSF) of the de-
tectors. A simple model of the PSF is derived, which accounts for the spatial
distribution of the energy deposited by the annihilation photons within the scin-
tillator, as well as for the influences of statistical signal fluctuations and electronic
noise. A detailed validation of the model is performed through comparison with
measured detector PSFs. The model is shown to describe the measured PSFs well
at the noise levels found in our experiments. It is furthermore demonstrated how
the model can be used to quantify the influence of a finite-diameter test beam of
annihilation photons on measured detector PSFs, and how a correction for this in-
fluence can be made. Combining this model with Monte Carlo simulations of the
detectors furthermore enables a more detailed analysis of the relation between the
spatial resolution and physical quantities such as the scintillator light yield and the
amplification and noise characteristics of the APDs and the front-end electronics.

A study of the performance of small-animal PET systems based on monoli-
thic scintillator detectors is presented in Chapter 7. This is done by Monte Carlo
simulations using measurements of the PSFs and other detector properties as in-
put. The scanners investigated consist of 1 or 4 rings with an inner diameter of
123.8 mm and an axial extent of 19.5 mm, each containing 32 detectors of 20 mm
thick LSO. The system resolution of the 1-ring scanner is estimated in 2D, both
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for ideal mathematical point sources without positron range or photon acollinea-
rity, and for realistic ∅0.5 mm 18F sources. Very little degradation of the system
resolution towards the edge of the field of view of the scanner is observed in
either case. Images of a simulated 18F-filled micro-Derenzo hot rod phantom re-
constructed with an OSEM algorithm show that rods with a diameter of 2.4 mm
can be well resolved. The sensitivity for coincident detection at low count rates is
estimated at 21% at the centre of the FOV of a 4-ring scanner with trapezoidally
shaped detectors, substantially higher than the 3–4% reported for current state of
the art systems. The NECR calculated for this system is also high, reaching 2000
kcps at an activity of 70 MBq in a ∅36×67 mm3 water-filled phantom.

The image resolution attained in this preliminary study may be improved by
further optimising the currently used reconstruction algorithm, or by selecting
a more sophisticated reconstruction method. Furthermore, improvements of the
image resolution could be reached by optimising the detector geometry. This
should be chosen such that the relative number of annihilation photons entering a
detector close to the crystal edge is minimised, as the position estimation proce-
dure is less accurate at these locations. The image quality could also be improved
by removing artefacts that have been observed on the measured PSFs. An expla-
nation for these artefacts has thus far not been found.

Building a prototype PET system based on monolithic scintillator detectors
requires overcoming a number of technical challenges. An integrated solution
for the front-end electronics should be designed, as well as a new data acquisi-
tion architecture. A faster algorithm should be used to estimate the entry points
of the incident annihilation photons, and a method should be developed to effi-
ciently collect reference data for this purpose. If these challenges can indeed be
overcome, a PET system could be developed which produces images with a high
resolution and a significantly improved signal to noise ratio compared to existing
systems.

Marnix C. Maas,
November 2008
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Monolithische-scintillatordetectoren voor hoge-resolutie positron emis-
sie tomografie

Positron emissie tomografie (PET) is een techniek waarmee fysiologische pro-
cessen in vivo in beeld kunnen worden gebracht. Daartoe worden specifieke
biomoleculen, ontwikkeld om zich te verzamelen op plaatsen waar het te on-
derzoeken fysiologische proces plaatsvindt, verbonden met een radioactief iso-
toop dat positronen uitzendt. Wanneer een dergelijke radiotracer in een subject is
geı̈njecteerd, annihileren de uitgezonden positronen met de atomaire elektronen in
het weefsel in de omgeving van de tracer. Daarbij ontstaan twee annihilatiefoto-
nen met een energie van 511 keV, die in vrijwel tegenovergestelde richting worden
uitgezonden. Dit fotonenpaar kan worden opgevangen in een ring van detectoren
rondom het subject. Wanneer twee dergelijke fotonen tegelijkertijd (‘coı̈ncident’)
worden waargenomen, kan verondersteld worden dat ze afkomstig zijn van het
zelfde annihilatieproces. In dat geval geven de locaties waar beide fotonen gede-
tecteerd zijn informatie over de lijn waarop de positron-electron-annihilatie heeft
plaatsgevonden (de ‘line of response’, LOR). Met het verzamelen van een vol-
doende groot aantal van deze LORs kan met behulp van een computerberekening
de 3-dimensionale verdeling van de concentratie van de radiotracer in het subject
geschat worden.

Het gebruik van PET in klinisch en preklinisch onderzoek heeft de laatste
jaren een grote vlucht genomen. Met name door de opkomst van het gebruik van
muizen voor preklinisch biomoleculair onderzoek is een vraag ontstaan naar PET-
systemen met een groot plaatsoplossend vermogen en een hoge gevoeligheid. Het
onderzoek dat geleid heeft tot dit proefschrift richtte zich op een nieuw type de-
tector, waarmee een sterke verbetering van de gevoeligheid van het PET-systeem
gehaald kan worden, terwijl de plaatsresolutie vergelijkbaar blijft met die van
moderne hoge-resolutie PET-systemen.

De detectoren die centraal staan in dit proefschrift bestaan uit een mono-
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lithisch stuk scintillatiemateriaal (LSO:Ce of LYSO:Ce), dat aan een of twee
kanten wordt uitgelezen door een matrix van fotodiodes met interne versterking
(‘avalanche photodiodes’, APDs). Het intreepunt van een binnenvallend annihi-
latiefoton op het voorvlak van de detector wordt door middel van een statistisch
computeralgoritme geschat uit de verdeling over de APDs van het scintillatielicht
dat ontstaat bij de interactie(s) van dit foton met het kristal.

Het onderzoek gepresenteerd in dit proefschrift had drie primaire doelen: (1)
het experimenteel karakteriseren van de plaatsresolutie, de energieresolutie en de
tijdresolutie van de detectoren om hun geschiktheid voor hoge-resolutie PET na
te gaan, (2)het analyseren van de afhankelijkheid van deze detectoreigenschap-
pen van fysische grootheden, zoals de lichtopbrengst van de scintillator en de
versterkings- en ruiseigenschappen van de APDs, om de prestaties van de huidige
detectoren te optimaliseren en het ontwerp van toekomstige versies van deze de-
tectoren te vergemakkelijken, en (3) het voorspellen van de prestaties van een
PET-systeem gebaseerd op dit type detectoren.

Hoofdstuk 3 behandelt de meetmethoden die gebruikt zijn in dit proefschrift.
Voor de experimentele karakterisatie van de detectoren is een meetopstelling ge-
bouwd, waarin de detectoren in verscheidene richtingen en onder verscheidene
hoeken door een smalle bundel 511 keV fotonen gescand kunnen worden. De
bundel wordt gecreëerd met behulp van een 22Na-positronenbron en een tweede
detector in coı̈ncidentie met de onderzochte detector. Met behulp van de meetop-
stelling kunnen verdelingen van scintillatielicht over de APDs worden opgenomen
bij bekende intreepunten van de 511 keV fotonen op het detectorvoorvlak. Deze
lichtverdelingen kunnen dienen als referentiedata voor een statistisch algoritme
gebaseerd op de z.g. naaste-nabuurmethode, dat met behulp hiervan het intreepunt
behorend bij een onbekende lichtverdeling kan schatten. De plaatsresolutie van de
detector wordt bepaald door de geschatte intreepunten van een grote verzameling
events te vergelijken met hun bekende, werkelijke intreepunten, en een histogram
te maken van de positioneringsfouten. Dit histogram geeft een schatting van de
point spread functie (PSF) van de detectoren. De energie- en de tijdresoluties van
de detectoren worden bepaald uit de som van alle APD-signalen in elk event.

In Hoofdstuk 4 wordt een overzicht gegeven van de prestaties van de detec-
toren. Er wordt aangetoond dat een intrinsieke plaatsresolutie van de detectoren
van 1.05 mm ‘full width at half maximum’ (FWHM) haalbaar moet zijn, na cor-
rectie voor de invloed van de ∼0.9 mm FWHM meetbundel. Dit is vergelijkbaar
met de plaatsresolutie van detectoren in moderne hoge-resolutiescanners. Een
vergelijking wordt gemaakt tussen verschillende detectorontwerpen, met inbe-
grip van detectoren met een trapezoı̈de vorm. Met dergelijke detectoren, die in
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een PET ring kunnen worden geplaatst met een minimum aan dode ruimte zodat
de gevoeligheid van de scanner gemaximaliseerd wordt, wordt vrijwel de zelfde
plaatsresolutie gemeten als met rechthoekige detectoren. De correctie voor de
diepte van interactie van de annihilatiefotonen wordt getest door de plaatsresolutie
te meten als functie van de hoek van inval. Er wordt gevonden dat de plaatsreso-
lutie vrijwel onafhankelijk is van de hoek van inval, voor hoeken tot minstens 30◦.
Voor een scanner betekent dit dat de gewoonlijke afweging tussen detector-diepte
en plaatsresolutie komt te vervallen. Hierdoor kan de gevoeligheid van de scanner
gemaximaliseerd worden, zonder dat de resolutie van het gereconstrueerde beeld
naar de rand van het beeldveld (‘field of view’, FOV) verslechtert. De energieres-
oluties van rond de 11% FWHM en tijdresoluties van 2.8 ns voor coı̈ncidente
detectie die daarnaast zijn gemeten duiden erop dat een efficiënte onderdrukking
van verstrooide en toevallige coı̈ncidenties mogelijk is met deze detectoren.

In Hoofdstuk 5 wordt een analyse gepresenteerd van de invloed van signaal-
varianties op de energie-, tijd- en plaatsresolutie van de detectoren. Dit wordt
gedaan aan de hand van modellen van de signaal-ruisverhouding geldend voor
elk van deze detectorkarakteristieken, in termen van fysische grootheden zoals de
lichtopbrengst van de scintillator en de versterkings- en ruiseigenschappen van
de APDs en het electronische uitleessysteem. Uit de analyse volgt dat de en-
ergieresolutie van de onderzochte detectoren voornamelijk bepaald wordt door
de relatieve variantie in het aantal scintillatiefotonen dat per geabsorbeerd annihi-
latiefoton wordt geproduceerd, terwijl de versterking en de excess noise factor van
de APD en de electronische ruis een kleinere rol spelen. In tegenstelling daarmee
blijkt de signaal-ruisverhouding die betrekking heeft op de plaatsresolutie juist het
sterkst bepaald te worden door de excess noise factor en de electronische ruis. De
tijdresolutie hangt voornamelijk af van de electronische ruis op het tijdsignaal en
de lichtopbrengst van de scintillator. Er wordt waargenomen dat de tijdresolutie
sterk afhangt van de versterkingsfactor van de APDs. Dit wordt in overeenstem-
ming gebracht met een model dat de electronische ruis beschrijft als functie van
eigenschappen van het detector-versterkersysteem, zoals de ingangscapaciteit van
de APDs en voorversterkers, lekstromen en het gebruikte versterkerfilter.

Hoofdstuk 6 beschrijft een nadere analyse van de plaatsresolutie van de de-
tectoren aan de hand van hun z.g. ‘point spread function (PSF)’. Er wordt een
afleiding gepresenteerd van een simpel model, dat de ruimtelijke distributie van
energiedeposities die plaatsvinden bij de absorptie van een annihilatiefoton in het
scintillatiekristal, en de invloeden van statistische signaalfluctuaties en electroni-
sche ruis in rekening brengt. Een gedetailleerde validatie van dit model wordt
uitgevoerd aan de hand van vergelijkingen met gemeten PSFs. Er wordt gevonden
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dat het model de gemeten PSFs goed beschrijft bij de ruisniveaus die gebruikelijk
zijn in onze experimenten. Verder wordt gedemonstreerd hoe het model gebruikt
kan worden om de invloed van een testbundel met eindige diameter en divergen-
tie op de gemeten PSF te kwantificeren, en hoe voor deze invloed gecorrigeerd
kan worden. Combinatie van dit model met gedetailleerde Monte Carlosimulaties
van de detectoren biedt de mogelijkheid om in meer detail het verband tussen
de plaatsresolutie en fysische grootheden zoals de lichtopbrengst van de scintil-
lator en de versterkings- en ruiseigenschappen van de APDs en het electronische
uitleessysteem te bestuderen.

In Hoofdstuk 7 wordt een verkennende studie gepresenteerd die is gedaan om
de prestaties van hoge-resolutie PET-systemen gebaseerd op monolithische detec-
toren te schatten. Dit wordt gedaan met behulp van Monte-Carlosimulaties, die
gemeten PSFs en andere eigenschappen van de detectoren als input gebruiken.
Simulaties zijn gedaan van scanners bestaande uit 1 of 4 ringen met een binnen-
diameter van 123.8 mm en een axiale lengte van 19.5 mm, elk met 32 detectoren
van 20 mm dik LSO. De systeemresolutie van de 1-rings scanner is geschat in 2D,
zowel voor ideale mathematische puntbronnen zonder positrondracht of foton-
acollineariteit, als voor realistische ∅0.5 mm 18F-bronnen. In beide gevallen werd
zeer weinig verslechtering van de systeemresolutie waargenomen richting de rand
van het beeldveld. Uit een 2D-beeld van een gesimuleerd micro-Derenzo hot-
rod-fantoomgevuld met 18F, gereconstrueerd met een iteratief OSEM algoritme,
blijkt dat elementen met een diameter van 2.4 mm nog goed op te lossen zijn. De
gevoeligheid voor coı̈ncidente detectie bij lage teltempi ten gevolge van een punt-
bron in het centrum van het FOV van een 4-rings scanner met trapezoı̈devormige
detectoren wordt geschat op 21%, beduidend hoger dan de 3–4% die in moderne
hoge-resolutiesystemen gehaald worden. Ook de NECR die geschat wordt voor
dit systeem is zeer hoog, met 2000 kcps bij een activiteit van 70 MBq in een
∅36×67 mm3 water-fantoom.

De beeldkwaliteit behaald in deze verkennende studie zou wellicht verbeterd
kunnen worden door het gebruikte reconstructiealgoritme verder te optimaliseren,
of een geschikter reconstructiealgoritme te kiezen. Verder zou de beeldresolutie
verbeterd kunnen worden door een optimalisatie van de detectorgeometrie. Deze
zou zo gekozen moeten worden dat relatief minder annihilatiefotonen intreden
in de buurt van een detectorrand, waar de positionering onnauwkeuriger is. Een
verdere verbetering van de beeldkwaliteit kan wellicht gehaald worden door de
artefacten die waargenomen zijn op de PSFs van de detectoren te verminderen.
Een verklaring voor deze artefacten is echter nog niet gevonden.

Voor het bouwen van een prototype PET-scanner gebaseerd op deze detec-
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toren moet nog een aantal technische uitdagingen overwonnen worden. Er moet
een geı̈ntegreerde oplossing voor de frontend-electronica ontworpen worden, eve-
nals een nieuwe architectuur de data-acquisitie. Er zal gebruik moeten worden
gemaakt van een ander, sneller algoritme om de intreepunten van de invallende
fotonen te bepalen, en er moet een methode ontwikkeld worden om op efficiënte
wijze referentiedata voor dit doel te vergaren. Indien deze uitdagingen inder-
daad overwonnen worden, kan hiermee een scanner ontwikkeld die beelden levert
met een hoge resolutie en een significant verbeterde signaal-ruisverhouding ten
opzichte van gangbare systemen.

Marnix C. Maas,
November 2008
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