
Simulation of a High-Redshift
Line-Emitting Galaxy Detec-
tion with DESHIMA using
TiEMPO

Yannick Roelvink

D
el

�
U

ni
ve

rs
it

y
of

Te
ch

no
lo

gy





Simulation of a High-Redshift
Line-Emitting Galaxy Detection
with DESHIMA using TiEMPO

by

Yannick Roelvink

in partial ful�llment of the requirements for the degree of

Bachelor of Science
in Applied Physics

at the Delft University of Technology,
to be defended publicly on the 17th of August 2020, 13:00

Supervisor: Dr. A. Endo, TU Delft
Thesis committee: Dr. A. J. L. Adam, TU Delft

Dr. S. J. C. Yates, SRON

This thesis is con�dential and cannot be made public until 17 August 2020

Credits of the front page picture:
ASTE Telescope: Akira Endo

An electronic version of this thesis is available at http://repository.tudelft.nl/.

http://repository.tudelft.nl/




Abstract

In this report, we will focus on simulating galaxy observations with the Deep Spectroscopic High-redshift Map-
per (DESHIMA). To do so, we will discuss and evaluate two main parts needed to accurately perform such a
simulation:

Firstly, we will answer the question whether Time-dependent End-to-end Model for Post-process Optimization
(TiEMPO)[1], the modelling software used for DESHIMA observation simulations, is able to accurately simulate
real life galaxy observations conditions. To do so, the simulation program is fed arti�cially created atmospheric
data and its output is compared with sky brightness data of real measurements. More speci�cally, the time
signal, power spectral density and noise equivalent �ux density of both the simulation and the measurement
data are derived and compared. This comparison showed, apart from a linear drift of the time signal data and
a small o�set of the power spectral density, good agreement between the simulation and the measurement.

The second part of this thesis discusses whether we can detect an arti�cially created galaxy, using the already
veri�ed atmospheric model of TiEMPO. To do so, the output of the simulation is run through a series of algo-
rithms that calculate the observation spectrum of the telescope, as if it were a real measurement. In addition,
the application of di�erent observation tactics and telescope parameters are tested and visualised. Most impor-
tantly, two observational position-switching (chopping) techniques are applied and compared: the dual point
and ABBA chopping techniques. To test the e�ectiveness of the two chopping techniques, both will be used
to simulate atmospheric �ltration using stationary, i.e. without telescope movement, simulation and measure-
ment data, which do not contain the (to be detected) galactic data. As there is no telescope movement, nor
galactic data, the spectra should ideally �uctuate around zero. However, as we will see in this report, this is
not obtained in all cases. After further analysis, two main types of o�sets could be identi�ed: the �rst one
originating from the linear drift of the measurement’s time signal data, whereas the second one is due to the
spatial displacement of the chopping positions. The former can be corrected by applying the ABBA chopping
technique rather than the dual chopping method, whereas the latter cannot with either of the two.

Using the insights we acquire from running these simulations with observation conditions for DESHIMA, we
are able to perform an actual galaxy observation simulation. The galactic data acquired from this observation
simulation shows good agreement with the input values of the galaxy data of TiEMPO, assuring that TiEMPO
can be used for galaxy observation simulations.

iii





Contents

List of Symbols 1

1 Introduction 3

2 Properties of Ground-Based Galaxy Observations 5
2.1 Emission Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Redshift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Atmospheric In�uence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 ARIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

3 Veri�cation of TiEMPO 9
3.1 Sky Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Power Spectral Density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3.2.1 Flux Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2.2 Power Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2.3 Simulation versus Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.3 Noise-Equivalent Flux Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4 Observation Simulations 17
4.1 Sky Chopping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Dual Chopping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4.2.1 E�ects of Atmospheric Changes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.3 ABBA Chopping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4.3.1 Measurement vs TiEMPO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.4 Choice of Chopping Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.4.1 DESHIMA 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.4.2 DESHIMA 2.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4.5 DESHIMA 2.0 Galaxy Observation Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5 Conclusions and Future Work 31
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Appendices 33
A: Overview of TiEMPO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
B: Used TiEMPO Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
C: TiEMPO data without added atmospheric drift . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
D: Project Output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Acknowledgements 41

Bibliography 43

v





List of Symbols

Abbreviations

ARIS Astronomical Radio Interferometer Simulator

ASTE Atacama Submillimetre Telescope Experiment

DESHIMA Deep Spectroscopic High-Redshift Mapper

DSFG Dusty Star-Forming galaxy

SMG Submillimetre-Bright Galaxy

TiEMPO Time-dependent End-to-end Model for Post-process Optimization

Physical Constants

h Planck’s constant 6.62607004 · 10−34 m2 kg s−1 Hz−1

k Boltzmann’s constant 1.38064852 · 10−23 m2 kg , s−2 K−1

Parameters

ηatm Atmospheric Transmission Coe�cient

ηMB Main Beam E�ciency

λ Wavelength m

ΩMB Solid Angle of Main Beam sr

Ae E�ective Aperture Area m2

EPL Extra Path Length m

F Frequency Hz

Fv Flux density Jy or W m−2 Hz−1

n Ratio of nodding and chopping frequencies of ABBA

NEFD Noise-Equivalent Flux Density Jy s0.5 beam−1

Pv Power Density W Hz−1

psdF Flux-based Power spectral density Jy2 Hz−1

psdT Temperature-based Power spectral density K2 Hz−1

pwv Precipitable water vapour m

SF Flat level of Flux-based Power Spectral Density Jy2 Hz−1

T (Sky) Temperature K

z Redshift

1





1
Introduction

Over the years, astronomers have been able to observe more and more distant star systems and galaxies.
Equipped with highly advanced optical measurement tools, their telescopes are looking far into the cosmos,
collecting immense amounts of data about the history of the universe. These observation campaigns have es-
tablished the importance of dusty galaxies for star formation in the (early) universe [2]. The clouds of dust
and gas surrounding these Dusty Star-Forming galaxies (DSFGs) absorb most of the emitted optical radiation,
which is re-emit as infrared radiation again by the dust itself [3]. Due to this absorption and re-emission, DS-
FGs are often very faint within the optical spectrum, whereas they shine brightly in the infrared spectrum.
Observing these bright infrared dusty galaxies, also called Submillimetre-Bright Galaxies (SMGs), imposes its
own di�culties, as all objects in the universe emit some level of infrared radiation, which adds additional noise
to the observation data. The most dominant source of noise is the Earth’s atmosphere, as its attenuation and
re-emission of infrared light greatly a�ects ground-based telescope observations.

That is where the Dutch-Japanese Deep Spectroscopic High-redshift Mapper, or DESHIMA for short, comes
into view. This revolutionary submillimetre spectrometer can observe these dusty galaxies with a previously
unknown frequency bandwidth. This superconducting chip has been developed to determine the redshift of
extragalactic objects, which in turn tells us about both the distance to and the age of the observed galaxy. It
does this by using 49 detection channels, each tuned to a di�erent frequency, while being placed inside the
Atacama Submillimetre Telescope Experiment (ASTE) telescope in the Atacama Desert, Chile. Since its �rst
light in 2017, it has successfully preformed a range of test procedures and measurements. With these tests, the
DESHIMA research team has proven that, with some improvements, it is possible to detect DSFGs with this
type of spectrometer [4] [5].

In 2020, they aim to install their improved version of the spectrometer, called DESHIMA 2.0, onto ASTE. It
will have an extended range of observable frequencies, ranging from 220–440 GHz, split up into 347 detection
channels. With this signi�cant improvement of bandwidth, there are high hopes that DESHIMA 2.0 will be able
to observe much fainter galaxies than its predecessor.

Being able to observe very faint galaxies is a remarkable achievement on its own, but putting it to practise
is easier said than done: Questions like where to point the telescope, how to observe the galaxy and how to
�lter out all the interference sources are preferably discussed and solved before commencing on the scarce
research campaigns. Precisely because of this reason, the Time-dependent End-to-end Model for Post-process
Optimization (TiEMPO) was created [1]. It enables the DESHIMA research team to simulate and test their
observation tactics before performing them with the telescope. However, to do so, one must be certain that
TiEMPO simulates the observations accurately, and that the observation tactics can be simulated in the �rst
place.

3



4 1. Introduction

This thesis will therefore focus on two important parts: Firstly, it will analyse the used end-to-end model,
TiEMPO, and check whether this model accurately simulates real-world situations. As stated before, Earth’s
atmosphere is the most prominent source that adds noise to the galactic radiation. In addition, the atmospheric
transmission and absorption rates are highly non-linear in the 220–440 GHz observation range of the DESHIMA
2.0 spectrometer, making it complex to remove this noise. A proper veri�cation of TiEMPO is therefore crucial:
By comparing various aspects of both simulated and measured atmospheric data, the accuracy of TiEMPO will
be assessed and evaluated, eventually leading to the conclusion whether or not TiEMPO can be accepted as a
proper end-to-end model of atmospheric observations.

In addition, galaxy observation techniques will be simulated with simulation parameters similar as those used
during DESHIMA 1.0 observations. Comparing the output of these TiEMPO observation simulations with
the measurement data provides us with the �nal test whether TiEMPO can accurately be used for DESHIMA
simulations.

Finally, TiEMPO will be used to simulate DESHIMA 2.0 observations. As these observations have yet to be
performed, the conclusions acquired from these simulations will be used to give the �rst recommendations for
the DESHIMA 2.0 observation campaign obtained via TiEMPO.



2
Properties of Ground-Based

Galaxy Observations

In this �rst chapter, we will take a look at some of the physical phenomena TiEMPO has to consider for proper
ground-based galaxy observation simulations. More speci�cally, we will follow the path of radiation emitted by
Submillimetre-Bright Galaxies (SMGs) all the way to detection with a spectrometer and observe which in�uence
each of the parts of its journey have. We will then discuss brie�y how these in�uences are incorporated in
TiEMPO.1

2.1. Emission Spectra

Starting from galaxy, two main types of emission can be observed:

Firstly, we have the so-called continuum emission. This type of emission is emitted by large constructions
of atoms, such as stellar cores. Together, these large constructions create a wide and continuous spectrum of
radiation. For most SMGs it is the case that their continuum emission is (partially) absorbed by the gas and
dust particles surrounding them. The part of the continuum emission that is still detectable are often used to
�nd new SMGs with continuum cameras. It is, however, inaccurate to measure the redshift of an SMG with
only its continuum emission spectrum.

The other type of emission is the so-called line emission: Because of transitions within their �ne structure
energy levels, atoms and molecules can emit photons with very speci�c wavelengths. These transitions occur,
for example, in the gas and dust particles surrounding SMGs, which absorb the continuous radiation emitted by
the galaxy itself. The radiation emitted by the surrounding gas that de-excites back after absorbing the galaxies
radiation can afterwards be detected and analysed from Earth. One of the most well-known emissions lines
used within astronomy is that of singly ionised carbon atoms (C+), also known as the [CII] line [6].

2.1.1. Redshift

DESHIMA’s main goal is to detect the redshift of galaxies, i.e. the increase of wavelength of its emission
spectrum due to an increase in distance between source and observer. In astronomy, the amount of redshift of
an object is denoted with the letter z and mathematically de�ned as [7]

1A full overview of the TiEMPO model can be found in Appendix A
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6 2. Properties of Ground-Based Galaxy Observations

1 + z =
λobs
λemit

=
Femit

Fobs
(2.1)

whereλobs andFobs indicate the wavelength and frequency of the observed and λemit andFemit the wavelength
and frequency of the emitted radiation are. But how do we know at which frequency (or wavelength) the
radiation was emitted from the galaxy?

That is where the line emissions come into place: emission lines occur on very speci�c frequencies, their so-
called rest frequencies (Frest). Due to the fact that these rest frequencies are constant, the observed frequency
lines can easily be compared with the rest frequency of an emission line. For example, the rest frequency of the
previously mentioned [CII] line is 1901 GHz [8].

2.2. Atmospheric Influence

When the radiation consisting of these emission lines reaches the Earth, it has not reached the telescope yet.
In order to do that, the radiation has to pass through Earth’s atmosphere, which interferes with the radiation.

There are two ways in which Earth’s atmosphere interferes with the galaxy emission radiation: Attenuation
and re-emission[6][9]. Similar to the dust around the SMGs, Earth’s atmosphere consists of atoms that can
be excited by an external energy source. when the radiation originating from the observed galaxy reaches
these atoms, they can absorb some of its energy. This process is called atmospheric attenuation and lowers
the amount of available radiation for detection. In addition, the atmosphere itself is a radiating body, emitting
energy multiple times that of the galactic source. This non-galactic data is then also observed by the telescope,
literally clouding the much fainter galactic data. An illustration of this is given in Figure 2.1.

Figure 2.1: A visualisation of atmospheric interference with galactic data, obtained from [6]. The blue lines illustrate the
attenuation of the atmosphere, whereas the red lines illustrate the re-emission.

However, the attenuation rate is dependent on the frequency of the galactic signal. This frequency-dependency
is commonly visualised using the so-called atmospheric transmission coe�cient (ηatm), where the transmission
rate is the percentage of the total signal that is not attenuated. When plotting ηatm over a range of frequencies,
a plot like in Figure 2.2 is observed.

However, that is not all: Even when the galactic signal manages to get through Earth’s atmosphere, it will still
be in�uenced by its opacity. As it turns out, the Precipitable Water Vapour (pwv), i.e. the height of the water
column obtained if all the water vapour in the atmosphere were precipitated as rain, has a direct correlation
with the Extra Path Length (EPL), i.e. the increase in optical path length [1] [12].
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Figure 2.2: Plot of the atmospheric transmission coe�cient over a range of frequencies. The atmospheric transmission
coe�cient is de�ned as the percentage of the total data that is not attenuated, so higher values indicate less atmospheric
interference. Figure obtained from [1], data for �gure acquired from [10] and [11].

2.2.1. ARIS

In order to accurately simulate the atmosphere’s in�uence on the galaxy’s emission spectra, TiEMPO uses a tool
that simulates the consistency of Earth’s atmosphere over the span of an entire observation: The Astronomical
Radio Interferometer Simulator, or ARIS for short [13] [14]. This atmospheric simulation device takes input
arguments such as the Root-Mean Square (RMS) value of theEPL for a certain distance and the structure factor
of the atmosphere into account and creates a 2D simulated map of EPL data of the atmosphere. Converting
the EPL into pwv using the relation found in [1] results into a plot similar to that in Figure 2.3.2

When observing only theEPL and pwv data from a single vertical position of the simulation, a plot like Figure
2.4 is obtained. Because we plot only the data from a single simulation position, the temporal �uctuations have
been converted into spatial �uctuations because of the presence of the wind.

Using ARIS, TiEMPO assumes that all atmospheric noise originates from the pwv �uctuations, as observed in
Figure 2.4. As a matter of fact, Yashoda Sewnarain Sukul discovered that �uctuations in the observed sky data
made with DESHIMA are indeed mainly caused by these �uctuations [15]. This justi�es the assumption made
earlier and ensures that TiEMPO can use the data from ARIS safely.

2Note that Figure 2.3 is a static frame from a moving simulation. For an animation of the ARIS simulation, use the following qrcode:

https://www.youtube.com/watch?v=YoI3vVl-ZiU
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Figure 2.3: A 2D colour map of a simulated atmosphere, acquired via The Astronomical Radio Interferometer Simulator
(ARIS). The colours in the plot indicate the level of pwv at each individual pixel. Obtained from [1]
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Figure 2.4: Data of the ARIS simulated atmosphere, but from only a single vertical position over time. The average value
pwv, which was in all the simulations used in this paper set to 1 mm, is indicated with the black line. The grey area indicates
the area in which the pwv value is within one standard deviation of the average value. Obtained from [1]



3
Verification of TiEMPO

In order to verify the accuracy of the atmospheric model used within TiEMPO, 3 aspects of the output of the
simulation are compared with those of the raw atmospheric measurement data, acquired with the DESHIMA
1.0 spectrometer. To do so accurately, TiEMPO will be run with DESHIMA 1.0 parameters.1

3.1. Sky Temperature

Firstly, the raw sky temperature (Tsky) data from the DESHIMA observation is compared with TiEMPO’s output
with similar parameters. The �nal plot acquired is shown in Figure 3.1, where the blue plot the measurement
and the orange plot the simulation data are. For both the measurement and simulation data in Figure 3.1, the
data is taken from the 350 GHz spectrometer.

Figure 3.1: Plot of DESHIMA 1.0 observation (blue) and TiEMPO simulation (orange) data. For better comparison, the linear
atmospheric drift has been removed from the observation data in the green plot. Obtained from [1].

1See Appendix B for speci�cations of DESHIMA 1.0 parameters for TiEMPO

9



10 3. Verification of TiEMPO

Two notable di�erences can be observed between the simulated and measured Tsky data:

Most notably, a distinct linear drift in the measurement data is visible, whereas the simulated data does not
include this. This drift in sky temperature is most likely due to a shift of the precipitable water vapor during
measurement, which causes the Extra Path Length to drop along with it. At the time of writing, TiEMPO is
unable to simulate such a drop in precipitable water vapor. Instead of adding this drift to the input data of
TiEMPO, it is far easier to remove the drift from the measurement data, which is exactly what has been done to
obtain the green curve in Figure 3.1. The e�ects of this atmospheric drift will be important throughout the rest
of this report and will turn out to be of signi�cant importance for the choice in observation strategy in Chapter
4.4.

Additionally, when looking more closely at both the orange and green plots, a slight di�erence in �uctuation
can be spotted: The low-frequency and large amplitude �uctuations are due to atmospheric noise, which we
have seen in Chapter 2.2.1, whereas the high-frequency and small amplitude �uctuations are due to photon
noise [4]. When comparing either of these �uctuations from the simulated data with the measurement, an
o�set of ≈ 1.6 is observed. The reason for this slight o�set will be discussed more closely in the next section.

3.2. Power Spectral Density

The power spectral density, or psd for short, is used to visualise at which frequencies the variations, i.e. noise,
are strong and at which they are weak. Hence it is useful to compare the psd of both the measurement and
simulation data, to evaluate whether TiEMPO adds the photon and atmospheric noise correctly.

The psd can be calculated in a variety of ways, but in this report we will stick to 2 methods: Firstly, the psd
can be calculated directly from the Tsky data from either the measurement or simulation output. When the psd
is calculated using this raw Tsky data, it will be denoted as psdT. However, if the Tsky data is �rst converted
into the Flux Density (Fv), it will be denoted as psdF. Furthermore, the �at level of the psd, i.e. the region
after which the psd �attens to an almost constant value, of both of these methods will be de�ned as ST and SF

respectively. The signi�cance of these �at levels will become clear in Chapters 3.2.3 and 3.3.

Note that, in this report, the psd spectra will be computed using the DESHIMA code for data analysis, De:code
[16].

3.2.1. Flux Density

To determine the psdF, the Flux Density (Fv) has to be calculated. The Flux Density is de�ned as the power
per unit area, i.e. �ux, per unit bandwidth and can be calculated via

Fv(T ) =
Pv(T )

Aeηatm
(3.1)

where Pv the Power Density, Ae the E�ective Area and ηatm the atmospheric transmission coe�cient is. This
transmission coe�cient is the same as the one discussed in Chapter 2.2.

Using the formula for Ae, which is de�ned as

Ae =
ηMBλ

2

ΩMB
(3.2)

equation 3.1 can be rewritten into
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Fv(T ) =
Pv(T )ΩMB

ηMBλ2ηatm
(3.3)

where ΩMB the solid angle of main beam, ηMB the main beam e�ciency and λ the wavelength of the observed
radiation is [6][17]. The two variables concerning the main beam are de�ned by the telescope used. Using the
fact that the ASTE telescope is used for DESHIMA measurements, the values are ΩMB = 1.9 · 10−8 sr and ηMB

= 0.34. Note that, typically, Fv is expressed in Jansky units (1 Jy = 10−26Jm−2s−1Hz−1).

In order to evaluate equation 3.3 and in turn to calculate the psdF curve, the Power Density Pv has to be
determined. There are two ways to do so, which will be discussed in the next section.

3.2.2. Power Density

The Power Density, denoted as Pv , can be determined via either the Johnson-Nyquist or Rayleigh-Jeans
method:

When using the Johnson-Nyquist method, the Power Density is de�ned as

P JN
v (T ) =

2hF

e
hF
kT − 1

(3.4)

whereas the Rayleigh-Jeans method uses the following expression:

PRJ
v (T ) = 2kT (3.5)

In both of the expressions above, k = 1.38064852 × 10−23 m2kgs−2K−1 is Boltzmann’s constant, T is the
temperature, h = 6.62607004 · 10−34 m2kg s−1Hz−1 is Planck’s constant and F is the frequency.

There are, however, some remarks that have to be made regarding equations 3.4 and 3.5:

1. The Rayleigh-Jeans method is an approximation of the Johnson-Nyquist method and can only be used in
the in the limit of hF � kT (i.e. the photon energy has to be much lower than the temperature energy
of the system).

2. The Power Density Pv is also used for psdT calculations, be it in a slightly di�erent way: Instead of using
the T parameter, the value of

√
ST is used in equations 3.4 and 3.5. For the Rayleigh-Jeans method, this

does not result into signi�cant problems, but in the Johnson-Nyquist method it will: Substituting Tsky
with

√
ST will result in a non-dimensionless exponent in equation 3.4, thus becoming a non-physical

expression. Therefore, the Johnson-Nyquist method can only be used in combination with the psdF
calculations, as de�ned above.

3. As TiEMPO utilises the Johnson-Nyquist method to compute the Tsky data, problems might arise when
applying the Rayleigh-Jeans method on the simulation’s output data. This is because the Johnson-Nyquist
formula gives a much lower brightness temperature than the Rayleigh-Jeans temperature would. If this
lower temperature is then analysed using the Rayleigh-Jeans method afterwards, a signi�cant di�erence
in output is observed.

Combining remarks 2 and 3, it is concluded that the Johnson-Nyquist, and thus the psdF method should be used
to correctly analyse the output data of TiEMPO. Therefore, the next section will only use the psdF analyses of
the measurement and simulation data.
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3.2.3. Simulation versus Measurement

Combining equations 3.3 and 3.4 results into the following �nal formula for the Flux Density, with which the
psdF curves of both the measurement and simulation data will be calculated:

F JN
v (Tsky) =

2ΩMB

ηMBλ2ηatm

hF

e
hF

kTsky − 1
(3.6)

In Figure 3.2 the �nal plot of the psdF of both the measurement and simulation data are plotted, together with
their corresponding �at-levels SF.
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Figure 3.2: A plot of the psdF curves of both the measurement (blue) and raw data (orange), calculated using Tsky data from
the 350 GHz spectrometer. The dashed lines indicate the corresponding �at-levels (SF) of both data sets.

Looking at Figure 3.2, two distinct sources of noise can be observed: For frequencies < 1 Hz, the so-called 1/f
- noise [18], indicated by the downwards slope of the psdF for these lower frequencies and generated by the
slowly �uctuating atmospheric noise, dominates. On the other hand, the photon noise starts to dominate for
frequencies > 1 Hz, as indicated by the �attening of the psdF spectrum. The frequency that indicates the switch
from 1/f to photon noise is called the knee frequency (Fknee), which has a value of 1 Hz in our case. The fact
that both noise spectra have very similar looking shapes indicates that TiEMPO accurately simulates both the
atmospheric and photon noise.

The alignment is, however, not perfect: Taking into account that both of the previously mentioned noise sources
had an o�set of≈ 1.6 in Figure 3.1, it is rather interesting to see that the �at-levels of the psdF curves in Figure
3.2 have an o�set of 39.1/14.9 ≈ 2.6, bearing in mind that

√
2.6 ≈ 1.6. This correlation does not come as a

surprise, as the psdF curves are created using the Tsky with the same noise source o�sets present. The presence
of this o�set in the �rst place is, however, unexpected.

In order to determine the origin of this unexpectedSF o�set, theSF values for all 49 spectrometers of DESHIMA
1.0 were calculated and compared of those from the TiEMPO simulation. In Figure 3.3, the results of this analysis
are shown.
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Figure 3.3: left: For each of the spectrometers, the SF values for both the raw data (blue) and model (orange) are plotted.
right: The relative o�set, de�ned as Raw data / Model, for these SF values is plotted.

The o�set in SF does appear to �uctuate heavily over the range of all the 49 spectrometers, and thus is not
dependent on just the observation data. Kaushal Marthi, intern at SRON at the time of writing, has performed
a more detailed analysis of the SF o�set, taking into account the lab-measured, channel-dependent values of the
channel bandwidth, as well as adding additional instrument-related noise sources [19]. Additionally, TiEMPO
utilises a single value for the optical e�ciency of each of the spectrometers. This is not the case with the real
measurement data, as each channel of DESHIMA 1.0 has its own optical e�ciency. An illustration of this can
be seen in Figure 3.4.

Figure 3.4: Plot of the optical e�ciency of the �lters (blue) versus the quasi-optical �lter transmission (orange) for DESHIMA
1.0. Obtained from [20].
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Combining the analysis of both Kaushal Marthi and the di�erences in optical e�ciency suggests that the SF

o�set disappears when simulating a more realistic spectrometer model.

3.3. Noise-Eqivalent Flux Density

Lastly, the simulation and measurement data will be compared based on their individual Noise-Equivalent Flux
Density, or NEFD for short. The NEFD of a system is an indication of the amount of �ux density to be
required to be equivalent to the amount of noise in the system, and is thus often used as a measurement of
accuracy of astronomical observations [21].

As the Noise-Equivalent Flux Density is dependent on which type of psd calculation has been used before, the
NEFD used in this report will only be based on the Johnson-Nyquist psdF method. In that case, the NEFD
is de�ned as

NEFD =

√
SF

2
(3.7)

where SF is the �at level of the psdF curves.

Using this de�nition for the Noise-Equivalent Flux Density, the NEFD is calculated and plotted in Figure 3.5,
using both a Lorentzian [22] smoothed and unsmoothed ηatm. In the Figure, theNEFD data of DESHIMA 1.0
measurements of the VV114 and IRC 10216 galaxies are added too, for comparison. In addition, the NEFD
calculated using the static Deshima-Sensitivy model is added [23].
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Figure 3.5: NEFD plot of the output data of TiEMPO using a smoothed (blue) and raw (orange) atmospheric transmission
coe�cient, ηatm. In addition, the NEFD data of the VV 114 (blue marker) and IRC 10216 (Orange marker) galaxies,
measured with the DESHIMA 1.0 spectrometer, are added. Lastly, a simulation using the static Deshima-Sensitivy model is
added.



3.3. Noise-Eqivalent Flux Density 15

The TiEMPO curves are made with both a raw and smoothed ηatm, because of several reasons: Firstly, the static
Deshima-Sensitivy model utilises a raw atmospheric ηatm in its calculations, so in order to compare TiEMPO
accurately with this model, a raw ηatm has to be used. On the other hand, the real measurement data are used
with a continuous atmospheric transmission, making a smoothed ηatm preferable for comparison.

As illustrated in Figure 3.5, the TiEMPO simulation which uses a raw ηatm (orange line) shows great resem-
blance with the static Deshima-Sensitivy model (green line). However, both curves have distinct o�sets with
comparison with the real measurement data of the galaxies VV114 and IRC 10216 (blue and orange markers).
The TiEMPO simulation which uses a smoothed ηatm (blue line), lies a lot closer to these real data points, espe-
cially for frequencies of above≈ 368 GHz. The reason for this is that, for frequencies of above≈ 368 GHz, the
atmospheric transmission coe�cient changes rapidly, as seen in Figure 2.2. For regions with rapidly changing
atmospheric transmission, the smoothing of ηatm creates a better representation of the continuous atmospheric
window.

The reason why even the TiEMPO simulation that uses a smoothed ηatm is not perfectly in agreement with the
observation data has multiple possible reasons: Firstly, the measurements of DESHIMA 1.0 used to determine
the galaxies’ NEFD data points took multiple days, with signi�cant atmospheric changes during the obser-
vations. TiEMPO, however, simulates the atmospheric data for the much shorter amount of time of ≈ 8 hours,
with relatively constant atmospheric conditions. Additionally, the di�erence in optical e�ciency between the
simulated and measurement optical e�ciencies, as discussed in the previous section and illustrated in Figure
3.4, imposes an o�set between the NEFD plots.

Altogether, TiEMPO shows great potential regarding simulation of Earth’s atmosphere, and can correctly inter-
preted it into the noise this adds to the observation data. Even though improving TiEMPO with a more detailed
and realistic instrumental simulation will result into an even more accurate simulation, the atmospheric model
used within TiEMPO already simulates real-world conditions with a reasonable accuracy.





4
Observation Simulations

With the accuracy of TiEMPO analysed and veri�ed, it is time to start applying the simulation on galaxy
observations. In order to do so, two observation strategies regarding di�erent chopping techniques will be
evaluated: The Dual and ABBA chopping techniques.1 Before analysing the e�ect of these observation methods,
the principal behind both of them will have to be explained �rst: sky chopping.

4.1. Sky Chopping

Chopping is used during ground-based observations as an e�ective way of �ltering out any atmospheric noise.
Even though there are several ways to do so, all chopping techniques rely on the same principal: by observing
towards the galaxy in question, the telescope observes both the galactic and atmospheric data. This position
is the so-called ON position, as the telescope beam is "on" the galaxy. After staying for some time on the ON
position, the telescope beam is chopped away from the ON position, and starts measuring the so-called OFF
position, i.e. a position where the telescope beam does not include the galactic data. The beam separation, i.e.
the angle between the beams observing either ON or OFF, should be large enough such that there is no overlap
in the far-�eld, whilst at the same time having as much overlap as possible in the near-�eld. A visualisation of
the far- and near-�eld of sky chopping is given in Figure 4.1.

Because the ON and OFF beams have no overlap in the far-�eld, but have good overlap in the near-�eld, the
di�erence between the two beams will contain signi�cantly less atmospheric noise, while preserving the galac-
tic data. In order to visualise the e�ectiveness of beam separation as an atmospheric noise �lter, Figure 4.2
illustrates the e�ect of the ON and OFF beams in the near �eld of an ARIS simulation.

Even though the beams are completely separated in the far-�eld, there is a signi�cant amount of overlap in
the near-�eld. The e�ectiveness of eliminating the atmospheric noise is strongly dependent on the similarity
between the area of the atmosphere observed by the two telescope beams. After all, if the OFF beam contains
a completely di�erent part of the atmosphere, the atmospheric noise cannot be �ltered out by looking at the
di�erence between the two beams.

In order to allow for simulations of the e�ect of di�erent chopping techniques, TiEMPO simulates 5 positions
of atmospheric observation at the same time: 4 OFF positions surrounding 1 ON position in the centre, as
illustrated in Figure 4.3. The 4 OFF points used in TiEMPO will, in the remaining part of this chapter, be
denoted as L, R, T and B, representing the left, right, top and bottom OFF points, respectively. The centre /
ON chopping point will be denoted as C .
1Equivalent to Figure 3.1, the measurement and simulation data used for these observation simulations will contain 50 minutes of data
each
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Figure 4.1: A visualisation of Sky Chopping, obtained from [1]. In the far-�eld, the beams of the ON and OFF positions are
completely separated, whereas in the near-�eld, these beams do overlap.

Figure 4.2: Visualisation of the ON (red) and OFF (blue) telescope beams in the near �eld. The beams have been placed upon
a section of ARIS data, illustrating the minimal e�ect of the beam separation in the near �eld. Obtained from [1].
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Figure 4.3: Visualisation of the 5 chopping positions used by TiEMPO in both the near- and far-�eld of the telescope. The
galaxy is positioned in the centre, i.e. the ON position. The four points surrounding the centre position are the so-called
OFF positions. Obtained from [1].
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4.2. Dual Chopping

Dual chopping is more straightforward than ABBA chopping, as it simply involves alternating between 1 ON
and 1 OFF point, hence the name of the chopping method. After the chopping points have been observed for a
certain amount of time, the di�erence between the ON and OFF points is taken.

4.2.1. Effects of Atmospheric Changes

Before using the output data of TiEMPO as a baseline for observation strategy recommendations, the usability
of the data has to be analysed. At �rst, this will be done by performing a dual chopping simulation on both
real measurement and simulation data and comparing the two chopping simulations. As the measurement data
used for this is a so-called ’still-sky’ measurement, i.e. a measurement involving no telescope movement and
without any galaxy signals, the dual chopping simulation will be performed with just one chopping position.
As the galaxy signal is not included in the ’still-sky’ data, all �ve chopping positions are, in principle, OFF
points. Even though using a single chopping position greatly improves the similarity of observation condi-
tions between measurement and simulation, any possible e�ects of spatial di�erences of the atmosphere are
neglected. However, as no galaxy signal is present, it is a perfect test to analyse whether the dual chopping
technique can e�ectively �lter out the atmospheric noise. In Figure 4.4 the results of this ’still-sky’ OFF-OFF
chopping is plotted for a variety of chopping times, i.e. the time the telescope stays on one chopping position.
As the measurement data (top plot in Figure 4.4) contains an atmospheric linear drift, as illustrated in Figure
3.1, a similar drift has been added to the data acquired from TiEMPO (bottom plot in Figure 4.4).
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Figure 4.4: Top: Plot of the dual chopping technique, applied to the measurement data of the ’still-sky’ measurement of
DESHIMA 1.0 for di�erent chopping times. Bottom: Plot of the same dual chopping method but applied to the output
data of TiEMPO with an atmospheric drift added to it. Both plots are made using an OFF-OFF dual chopping method. In
addition, neither of the data sets used contains a galaxy.
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At �rst glance, the two images plotted in Figure 4.4 show little similarity. However, for both the TiEMPO and
measurement data, there is an o�set of the resulting OFF-OFF spectrum which scales with the chopping time.
Even though it might seem contradictory to see a non-zero result when subtracting data from the same spatial
point, this is not surprising: during longer chopping times, the atmosphere is given more time to change, which
in turn decreases the e�ciency of the noise �ltering. This e�ect is enhanced by the linear atmospheric drift
present in both the measurement and simulated data, as it causes the atmospheric conditions of the measure-
ment data to change more rapidly over time. Therefore, the dual chopping technique is most e�cient for lower
chopping times, where this o�set is still relatively small.

Despite the fact that the o�sets of the two plots are fairly similar and can be explained using the atmospheric
drift, the di�erence in shape of the two plots in Figure 4.4 is less straightforward: While the measurement
data (top) shows a wave pattern, the simulation data (bottom) shows an ever increasing peak after≈ 360 GHz.
After closer inspection, the di�erence in shape of the two plots was found to be originating from the way
the atmospheric drift was added to the simulation data: The drift added to the TiEMPO data was equal for
all spectrometer channels, whereas the amount of drift on each of the channels should be added accordingly.
In addition, not only the atmospheric noise, but also the photon noise was altered during the addition of the
atmospheric drift, which is not physically correct. For a few future plots in this paper that contain the same
arti�cially added atmospheric drift, the e�ect of this faulty implementation of the atmospheric drift have been
analysed and plotted in Appendix C. This analysis showed that the e�ects of this incorrectly implemented drift
are minor and will not in�uence the conclusions that will be drawn from the data signi�cantly. For a more
accurate and correct atmospheric addition, the atmospheric drift has to be added as a drift in pwv before being
processed by TiEMPO.

4.3. ABBA Chopping

In order to �lter out the atmospheric noise more e�ciently, the ABBA chopping method can be applied. This
commonly used astronomical observation method utilises three chopping positions, 1 ON and 2 OFF. These
three positions are grouped in two ON-OFF pairs, called nods, between which the telescope performs an alter-
nating dual chopping method. A good illustration of this is given in Figure 4.5.

Figure 4.5: Illustration of an ABBA chopping observation. The three sky positions, denoted with Sky A, B and C are grouped
into two pairs of two. These pairs are denoted as Nods A and B, between which the telescope will alternate over a speci�ed
nodding interval. At each of the nodding positions, the telescope will perform a dual chopping method, with a distinct
chopping interval. Obtained from [24]

The telescope will perform a dual chopping method between the chopping positions Sky A and B while being
located in nodding position A, before switching to nodding position B and performing a similar chopping
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sequence between chopping positions Sky B and C. After some time of observation in nodding position B, it
will start an additional nodding sequence, this time starting with nodding position B, before returning back
to a last chopping sequence in nodding position A. Following the order of the nodding positions, this entire
chain of actions follows an A-B-B-A pattern, hence explaining the name of the chopping method. After it has
completed a full ABBA sequence, the telescope will return and start again from nodding position A, until the
required amount of ABBA sequences is achieved.

The time it takes to complete one round of nodding, i.e. the time the telescope observes nod A and nod B once,
is de�ned by the nodding frequency (Fnod). The chopping frequency (Fchop), on the other hand, de�nes the
time it takes the telescope to observe a dual chopping pair, for example the time it takes to observe chopping
positions Sky A and B exactly once while being in nodding position A. The so-called n-factor, which determines
the amount of chopping pairs that can be observed per nodding position, can thus be de�ned as:

n =
Fchop

2Fnod
=

tnod
2tchop

(4.1)

where, in the second half of equation 4.1, the quantities nodding time (tnod = 1/Fnod) and chopping time
(tchop = 1/Fchop) are used. In Figure 4.6, an overview of one ABBA sequence for n = 3 is given.

Figure 4.6: Illustration of one ABBA chopping sequence for n = 3. The red area indicates one chopping pair, which observa-
tion time is de�ned as tchop. The blue area indicates one nodding pair, which is de�ned by tnod. After one ABBA sequence,
the telescope reverts back to t1 and starts again. Obtained from Akira Endo, private communication.

By jumping back and forth between the two nodding positions in this speci�c pattern, the ABBA chopping
method cancels all systematic di�erences between the three observation positions [24]. The ABBA chopping
method is also capable of cancelling any instrument systematics, as discussed in [1]. This characteristic e�ect
of the ABBA chopping technique will, however, not be discussed in this paper.
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4.3.1. Measurement vs TiEMPO

Before applying the ABBA chopping technique, its ability to remove the atmospheric linear drift has to be
veri�ed for both data acquired from DESHIMA 1.0 measurements and from TiEMPO. This is done by performing
a ’stationary’ chopping technique. This stationary technique uses the same algorithm as the one illustrated in
Figure 4.6, but all three of the used data sets are from a singular sky chopping position. This means that the
�ltration of sky data is only in�uenced by the temporal di�erences between the used data parts. In Figure 4.7,
the data from positionC is used, similar to the procedure used in Chapter 4.2. Again, the ’still-sky’ measurement
data will be used, which does not contain any galactic data.

In addition, a single chopping frequency of 10 Hz is used, while the nodding frequency is varied over a range of
di�erent values. The choice of this speci�c chopping frequency is based on the requirements of the DESHIMA
2.0 spectrometer: As seen in Chapter 3.2.3, the Fknee for atmospheric noise is ≈ 1 Hz, which would indicate
that the minimum chopping frequency of 1 Hz is needed to �lter out the noise. However, the DESHIMA 2.0
spectrometer is also in�uenced by 1/f KID noise, which has a Fknee that is typically a bit higher than 1 Hz. As
the chopping frequency has to be higher than either of the two Fknee values, a chopping frequency of 10 Hz
has been chosen for applications of the ABBA chopping simulation.

The results of simulating the stationary ABBA chopping method with the measurement data is shown in Figure
4.7.
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Figure 4.7: Stationary ABBA chopping method applied to the measurement data of DESHIMA 1.0. The plots are created
by varying the nodding frequency, while keeping the chopping frequency on a single value of 10 Hz. As the measurement
data is ’still-sky’, it does not contain any galaxy signal.

An interesting phenomenon can be observed in Figure 4.7: All curves show rapid changing �uctuations around
zero, which indicates that the e�ects of the linear drift have been removed.
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To check if this is the case for simulated data as well, a plot is made using the same stationary ABBA method, but
this time applied to output data of a TiEMPO simulation without a galaxy. In addition, the linear drift is added to
the TiEMPO data, to better simulate the actual measurement data.2 If the ABBA method works as anticipated,
the results of the TiEMPO data, plotted in Figure 4.8, will look very similar to those of the measurement data,
plotted in Figure 4.7.
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Figure 4.8: Stationary ABBA chopping method applied to output data of TiEMPO. The nodding frequency is again varied,
while the chopping frequency is set on a single value of 10 Hz. Just like before, no galaxy is added to the atmospheric data.

Just as expected, the ABBA simulation shows a very similar set of plots for both the data created by TiEMPO
(Figure 4.8) and DESHIMA 1.0 measurement data (Figure 4.7). It is therefore safe to assume that the applied
ABBA chopping is able to remove the linear atmospheric drift for both measurement data and data acquired
from TiEMPO equally well.

4.4. Choice of Chopping Method

Choosing the correct chopping method is crucial before starting an observation campaign, as it can in�uence
the observation length needed and quality achieved drastically. In addition, not all telescopes are equipped with
the instruments needed to do fast nodding and chopping movements, limiting the maximum speed at which an
observation can be executed. Therefore, more complex chopping strategies such as ABBA chopping should be
avoided if they do not result into signi�cant improvements on the output data.

In this section, measurement data of DESHIMA 1.0 and simulation data of TiEMPO will be used to determine
whether the ABBA chopping technique is indeed a necessity for high quality galaxy observations of DESHIMA
1.0 and 2.0, or whether the simpler dual chopping method yields similar results.
2See Chapter 4.2.1 and Appendix C for more information about this arti�cial drift
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4.4.1. DESHIMA 1.0

In order to determine which chopping technique to use for DESHIMA 1.0 observation, the e�ects of each of the
techniques have to be compared under similar measurement circumstances. After all, the ABBA simulations
in Chapter 4.3.1 were performed with a chopping frequency of 10 Hz. On the other hand, the dual chopping
simulation of Chapter 4.2.1 showed that for short chopping times, and thus high chopping frequencies, the
dual chopping simulation was least a�ected by the e�ects of both the linear atmospheric drift and the spatial
di�erences between chopping points.

Hence, in order to determine whether the ABBA chopping technique is necessary for DESHIMA 1.0 observa-
tions, an ABBA chopping simulation with a nodding time of 60 s is plotted together with a 10 Hz dual chopping
simulation in Figure 4.9. Both plots use again the DESHIMA 1.0 measurement data, which is stationary and
does not contain a galaxy signal.
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Figure 4.9: ABBA simulation plots for a nodding time of 60 s (blue line), together with a dual chopping simulation with
a chopping frequency of 10 Hz (black dash-dotted line). The plots are created using ’still-sky’ DESHIMA 1.0 observation
data, which does not include galaxy signal.

When looking at Figure 4.9, no distinct di�erences between the two chopping simulations are visible. After
all, both the ABBA and dual chopping simulation lead the expected plot of �uctuations around zero. This
indicates that the implementation of an ABBA chopping technique with DESHIMA 1.0 measurements is not
recommendable with the applied measurement conditions and observation time of 50 minutes, as it does not
result into signi�cant improvements of the �ltration of the atmospheric noise. We do have to bear in mind that,
if we were to perform a similar analysis with longer observation times, we might observe a di�erent outcome.
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4.4.2. DESHIMA 2.0

As the DESHIMA 1.0 TiEMPO and chopping simulations could be compared with the real measurement data of
DESHIMA 1.0, it was the perfect way to test the validity of both of these simulations. However, for DESHIMA
2.0, this is not the case, as the DESHIMA 2.0 chip has yet to start its �rst observation campaign. Therefore, the
fact that the DESHIMA 1.0 simulations earlier in this paper have proven the accuracy of both the TiEMPO and
chopping simulations indicates that these simulations can be used to simulate DESHIMA 2.0 observations as
well. In order to choose between which chopping technique to use for galaxy observations (see next section),
this section will only use data that contains no galaxy signal and that has been created using TiEMPO with
DESHIMA 2.0 parameters.3

By adding a linear drift to the output data of TiEMPO, a simulation similar to the one in Figure 4.9 can be
performed to determine the e�ectiveness of ABBA chopping for DESHIMA 2.0 observations.4 The output of
this simulation is plotted in Figure 4.10.
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Figure 4.10: Plot of an ABBA chopping simulation (blue) and a dual chopping simulation (black) of DESHIMA 2.0 observation
data simulated by TiEMPO. The o�set of the dual chopping simulation indicates that it is unable to remove all e�ects of the
linear drift present in the data, resulting in a distinct improvement of the output of the ABBA chopping technique.

As opposed to DESHIMA 1.0 observations, Figure 4.10 illustrates that the ABBA chopping technique does add
an improvement of the observation spectra of DESHIMA 2.0 observations: Whereas the ABBA simulation (solid
blue) nicely �uctuates around zero, shows the dual chopping simulation (dashed black) an o�set from the zero
line. This indicates that the linear drift cannot be compensated anymore with the chopping frequency of 10
Hz for the dual chopping method. This indicates that the ABBA technique is indeed needed for high-quality
DESHIMA 2.0 observations.

3See Appendix B for speci�cations of DESHIMA 2.0 parameters for TiEMPO
4Again, See Chapter 4.2.1 and Appendix C for more information about this arti�cial drift
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Additionally, the DESHIMA 2.0 observation simulation does not have to be performed with only a stationary
ABBA strategy. Hence, a simulation of a dynamical5 ABBA chopping strategy is performed as well: Using data
from TiEMPO’s L, C and R chopping points, Figure 4.11 illustrates the outcome of this dynamical observation
simulation.
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Figure 4.11: A plot of a dynamical ABBA chopping strategy, which utilises the L, C and R chopping points from TiEMPO.
Once again, the chopping frequency is set to 10 Hz, while the nodding frequency is altered. The non-zero o�set of the
plot, as opposed to Figure 4.10, shows that ABBA is unable to remove the o�set created by the spatial di�erences between
observation points.

From Figure 4.11, we can draw the conclusion that, although very e�ective against linear atmospheric drift,
ABBA is unable to remove the o�set created by the spatial di�erences between observation points. This is
illustrated by the fact that the plots in Figure 4.11 all have an o�set, whereas no galaxy is present in the simulated
data.

5Similar to the chopping sequence illustrated in Figure 4.6
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4.5. DESHIMA 2.0 Galaxy Observation Simulation

Now that the necessity for ABBA chopping for DESHIMA 2.0 observations is demonstrated, an actual galaxy
observation can be simulated. In Figure 4.12, a dynamical simulation similar to the one in Figure 4.11 is plotted.
However, this time the data acquired from TiEMPO does contain a galaxy on its centre chopping point.6
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Figure 4.12: A plot of the same dynamical ABBA chopping strategy as in Figure 4.11, but this time the TiEMPO data has
a galaxy positioned on its ON chopping point. Two distinct peaks can be spotted at around 270 and 350 GHz, indicating
emission line observations of the galaxy.

Comparing Figures 4.11 and 4.12 shows us that the galactic data has had some major in�uence on the output
of the dynamic ABBA simulation: Especially around the frequency values of 270 and 350 GHz, some distinct
peaks can be spotted in Figure 4.12, whereas these are not visible in Figure 4.11. To better illustrate this, the
di�erence between the spectra in with and without a galaxy signal is taken and plotted in Figure 4.13.

In addition, the spectrum we expect to see based on the input values of TiEMPO is plotted in Figure 4.13 as
well. This expected spectrum is acquired by calculating the redshifted spectrum of the galaxy before any noise
is added to it, after which the e�ects of atmospheric attenuation are added to it.7 Furthermore, the spectrum is
smoothed with a Lorentzian �lter with a FWHM, i.e. Full width at half maximum, representative of the �lter
bandwidth.

6See Appendix B for used TiEMPO Parameters and galaxy variables
7as illustrated in Figure 2.2
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Figure 4.13: A plot showing the subtracting of the two spectra plotted in Figures 4.11 and 4.12. This subtraction shows the
peak at 350 GHz even more clearly, and even shows that the continuum emission has been made visible. The black dashed
line is the spectrum we expect to see based on the input values of TiEMPO and Earth’s atmosphere’s transmission spectrum.

When looking at the spectra obtained with ABBA and the expected spectrum in Figure 4.13, we can see great
resemblance between them in both shape and o�set. This indicates that the simulations we performed to
remove the noise sources have been successful and accurate, e�ectively working as a last check for the applied
simulations.8 There are, however, two small remarks to be made regarding the similarities between the spectra:
First and foremost, the value of the peak at 350 GHz has a di�erence of ≈ 30 % between the expected and
acquired spectra. This is most likely due to an o�set between the �lter peak and the astronomical line peak. In
addition, the expected spectrum seems to drop at ≈ 220 GHz, which is due to the used convolution algorithm.

When looking at Figure 4.13, we can clearly see that the continuum emission of the galaxy has been made
visible. This is illustrated by the fact that the entire spectrum has a positive o�set, even after subtracting the
non-galactic observation spectra with identical atmospheric conditions. The fact that the continuum spectrum
is bumpy, i.e. dropping to zero for some frequencies, is due to the fact that the spectra in Figure 4.13 have not
been corrected for atmospheric absorption. This is also the reason why the atmospheric absorption has been
added to the expected spectrum, to make comparing them more straightforward.

Upon closer inspection, we �nd that the peaks at the frequency values of 270 and 350 GHz in the spectra of
Figure 4.13 seem to originate from the redshifted [NII] and [CII] emission lines of the galaxy, respectively. Using
the rest frequencies corresponding to both of these emission lines, which have values of 1461 and 1901 GHz
respectively [8], the redshift of the observed galaxy can be calculated using equation 2.1. These calculations
result into redshifts of z = 4.41 and z = 4.43, which correspond very well with TiEMPO’s input value of 4.43.
This shows that, with the ABBA chopping technique, the redshift of a galaxy simulated with TiEMPO can be
obtained with fairly high precision.

8Bear in mind that the type of analysis performed in Figure 4.13 is not achievable during real measurement data: After all, it is not possible
to have the exact same atmospheric conditions on all three chopping positions with and without galactic data. Nevertheless, this type of
spectra is what ultimately should be made visible using advanced signal processing methods, thus making it into a nice comparison for
when real measurement data will become available.





5
Conclusions and Future Work

5.1. Conclusions

In this report, we have looked at the output of the TiEMPO model and have succeeded in verifying its accuracy.
In addition, we have looked at the �rst simulations using the output data of TiEMPO, which led to new insights
regarding ground based DESHIMA observations.

To do so, we have �rst used TiEMPO with parameters similar to those of real measurement data acquired with
the DESHIMA 1.0 spectrometer. By comparing the raw output of both the simulated and measurement data
at an observing frequency of 350 GHz, a distinct linear drift was visible in the measurement data, most likely
caused by a shift of the weather conditions during measurement. In addition, the magnitude of both the small
and large amplitude �uctuations showed an o�set of ≈ 1.6 between the measured and simulated data.

By computing and comparing the power spectral density (psd) of the measured and simulated data, the ability
of TiEMPO to simulate the atmospheric and photon noise was analysed. This analysis showed the expected
1/f-noise region for low and the photon noise for higher frequencies, with a knee frequency of around 1 Hz.
Nevertheless, an o�set of ≈ 2.7 of the 350 GHz �at level psd is observed between the two data sets. Bear-
ing in mind that

√
2.7 ≈ 1.6, this o�set appeared to be related to the atmospheric o�set observed during the

previous analysis. Following the �ndings of Kaushal Marthi, it can be concluded that a simulation of a more
realistic spectrometer model and the adjustment of the mean �uctuation of the atmosphere will result into a
disappearance of these atmospheric o�sets.

Lastly, the Noise-Equivalent Flux Density (NEFD) of both the measured and simulated data were calculated
and compared, as well as the output of the static Deshima-sensitivity model. For the simulated data, both a
Lorentzian smoothed and raw atmospheric transmission coe�cient (ηatm) were used for the comparison. The
raw ηatm data showed great resemblance with the static Deshima-sensitivity model, whereas those with a
smoothed ηatm lied closer to the measurement data. The still present o�set between simulated and measure-
ment data is most probably due to changes in measurement conditions and the frequency-dependency of the
optical e�ciency of each observation channel. The results indicate that the atmospheric model used within
TiEMPO is able to simulate real-world atmospheric conditions with a reasonable accuracy.

After the atmospheric model used within TiEMPO had been veri�ed, simulations of real-life observations were
performed. To do so, the Dual and ABBA chopping techniques were introduced and simulated for a non-
galaxy containing measurement and TiEMPO data for DESHIMA 1.0 and 2.0. These simulations showed that
the ABBA chopping technique has the potential to improve the quality of the observed spectrum for DESHIMA
2.0 measurements, but is unable to completely remove the atmospheric noise observed during measurements:
More advanced signal processing techniques will have to be developed to do so.
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Following the conclusions drawn from these simulations, a galaxy observation of DESHIMA 2.0 was simulated
using galaxy containing TiEMPO data. In the observation spectrum, distinct peaks originating from the red-
shifted [NII] and [CII] emission lines were observed at frequencies of 270 and 350 GHz, which gave rise to
redshifts of z = 4.41 and z = 4.43. These values found for the redshift correspond very well with TiEMPO’s
input value of 4.43, illustrating that TiEMPO can be used for galaxy observation simulations.

5.2. Future Work

Resulting from this report and its �ndings, further research regarding the precision of TiEMPO model as input
parameters have to be performed. In addition, the e�ects of adding more realistic instrument speci�cations to
the TiEMPO software, such as frequency-dependent optical e�ciencies of the observation channels, have to be
studied more closely.

To compare the measurement and simulation data of DESHIMA 1.0 more closely and to analyse the e�ects
of the Dual and ABBA chopping techniques adequately, an arti�cial atmospheric drift has been added to the
output data of TiEMPO. This addition has, however, been performed in a manner which is imperfect: Instead
of calculating the amount of drift added to each spectrometer channel according to a common pwv drift, all
channels had the same amount of drift. In addition, not only the atmospheric noise, but also the photon noise
was altered during the addition of the atmospheric drift, which is not physically correct. These errors regarding
the atmospheric drift addition resulted in inaccuracies regarding the dual chopping technique. Despite these
inaccuracies in the addition of the atmospheric drift, the ABBA chopping technique has minimised the conse-
quences this would have had to our conclusions regarding galaxy observations. Nevertheless, a more accurate
and correct atmospheric addition has to be performed in future studies, which means incorporating the at-
mospheric drift as a drift in pwv in the ARIS simulation software, instead of adding this drift after applying
TiEMPO.

Despite the fact that the ABBA chopping technique is capable of removing the previously mentioned linear
atmospheric drift present in its input data, it is incapable of completely removing the spatial di�erences between
observation points. In order to increase the quality of observation, the o�sets resulting from these di�erences
will have to be corrected for using advanced signal processing methods. Additionally, the dependency of these
spatial o�sets can be plotted against the amount of beam splitting, which will reveal to which degree precise
beam splitting can help to reduce the resulting o�set.

Furthermore, the spectra found with the help of the galaxy observation simulation should be reproducible using
these same advanced and more realistic signal processing methods. In addition, the quality of galaxy data
�ltration will have to be improved for measurements involving galaxies that are much fainter than discussed
in this report.



Appendices

A: Overview of TiEMPO

Figure A1: Complete overview of TiEMPO. Both internal and external section have been incorporated. Obtained from [1].
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B: Used TiEMPO Parameters

Table B1: An overview of the parameters that were used in the TiEMPO simulations in this thesis. In addition, the �le in
which the parameter is located is denoted. For certain �les, the functions in which the variables should be changed are
given in brackets.

Parameter DESHIMA 1.0 DESHIMA 2.0
main.py
F_min 332 · 109 220 · 109

num_bins 1500 1500
spec_res 300 500
num_�lters Use actual �lter frequencies Use actual �lter frequencies
windspeed 10 10
beam_radius 5. 5.
useDESIM 1 1
inclAtmosphere 1 1
luminosity no galaxy no galaxy or 13.7
redshift no galaxy no galaxy or 4.43
linewidth no galaxy no galaxy or 600
EL 88. 60.
pwv_0 1.7 1.
D1 1 0
use_desim.py (init)
eta_M1_spill 0.99 0.99
eta_M2_spill 0.90 0.90
n_wo_mirrors 2. 4.
window_AR False True
eta_co 0.65 0.65
eta_lens_antenna_rad 0.81 0.81
eta_circuit 0.35 · 0.1 0.35
eta_IBF 0.6 0.6
KID_excess_noise_factor 1.0 1.1
Tb_cmb 2.725 2.725
Tp_amb 273. 273.
Tp_cabin 290. 290.
Tp_co 4. 4.
Tp_chip 0.12 0.12
use_desim.py (transmit_through_DESHIMA,
obt_data and calcT_psd_P methods)
theta_maj 31.4 · np.pi/180./60./60. use_desim.D2HPBW(F_bins_Lor)
theta_min 22.8 · np.pi/180./60./60. use_desim.D2HPBW(F_bins_Lor)
eta_mb 0.34 self.eta_mb_ruze(F=F_bins_Lor,

LFlimit=0.8, sigma=37e-6) · 0.9

Remark: When running either of the two simulations without a galaxy in it, only the self.psd_gal
variable in the transmit_signal_DESIM_multf_atm function from the signal_transmi�er.py �le of
TiEMPO has to be set to zero. All other parameters should be left unaltered.
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C: TiEMPO data without added atmospheric drift

As indicated in Chapter 4.2.1, the addition of atmospheric drift to TiEMPO data appeared to give rise to some
issues. In Figure C1, an illustration of the e�ect of adding the arti�cial atmospheric drift to the data from
TiEMPO is given:
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Figure C1: Plot of data acquired from TiEMPO before (blue) and after (orange) arti�cially adding an atmospheric drift to it.
Besides the wanted drop in brightness temperature, the orange line also becomes narrower for longer observation times,
which is incorrect.

As can be seen, not only the wanted drop in brightness temperature can be observed, but also the unwanted
side e�ect of the orange line becoming narrower for longer observation times. This side-e�ect indicates that
not only the atmospheric, but also the photon noise has been altered due to the drift addition, which is incorrect.

The e�ect of this faulty implementation can be spotted when Figure 4.4 is compared with Figure C2, which is
plotted below.
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Figure C2: Plot very similar to that of Figure 4.4, but this time without an atmospheric drift added to it. The two plots in
this image are much more similar in shape than the ones in Figure 4.4, but a di�erence in o�set does appear. As this o�set
di�erence was not present in Figure 4.4, it is most likely caused by the absence of an atmospheric drop.

This comparison shows that, when the drift is not included in the OFF-OFF chopping strategy, the plots actually
become very similar in shape. The downside is, however, that a di�erence in o�set occurs for higher chopping
frequencies. As this o�set di�erence was not present in Figure 4.4, it is most likely caused by the absence of an
atmospheric drift.

Despite the mismatch in shape and/or o�set due to the faulty drift addition, the e�ect on the dynamical ABBA
chopping seem to be relatively small. This can be seen when comparing the non-galaxy containing plots with
and without an atmospheric drift (Figures 4.11 and C3) and when looking at the plots that do contain galaxy
data, once again with and without an atmospheric drift (Figures 4.12 and C4).
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Figure C3: Just like in Figure 4.11, a dynamical ABBA chopping strategy is plotted. This time, however, the TiEMPO data
has no atmospheric drift added to it.
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Figure C4: Like before, a plot similar to that in Figure 4.12, but without an atmospheric drift added to it.

These plots actually show great resemblance with their corresponding plots in Chapter 4.5 that do have a drift
added to it. Only a slight di�erence in o�set and peak values can be seen, which do not interfere with the
galaxy detection method. This is again visualised when plotting the di�erence between the two spectra plotted
in Figures C3 and C4, and comparing it with the corresponding plot in Figure 4.13:
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Figure C5: A plot of the di�erence between the plots in Figures C3 and C4. Comparing this plot with Figure 4.13 shows that
the two have great resemblance in shape, with only a minor di�erence in the peak and o�set values.

When comparing the �gures in this section with those of Chapter 4.5, only a slight di�erence in o�set and
peak values can be seen. This indicates that, although heavily impacting the shape and o�set of the OFF-OFF
chopping strategy, the ABBA chopping method is not heavily a�ected by the faulty addition of the atmospheric
noise. Therefore, the conclusions drawn in Chapter 4.5 can still be considered as reasonably accurate. For a
more accurate and correct atmospheric addition, the drift has to be added before being processed by TiEMPO.
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D: Project Output

1. This BSc Thesis and the �nal presentation on 17-08-2020

2. The initialisation of the new Ubuntu server called Galaxy, which can be used for running Linux-based
software. For this thesis, the galaxy observation simulations have been run via a Jupyter Notebook that
was running on this new server.

3. The modelling and key results of the TiEMPO simulation program have been accepted as a poster pre-
sentation at the international conference SPIE Astronomical Telescopes + Instrumentation, San Diego,
California, United States, 13-18 December 2020, as:

Modeling of the DESHIMA spectrometer for validating the software and calibration method
Esmee Huijten, Yannick Roelvink, Kaushal Marthi, Stan Zaalberg, Akio Taniguchi, Tom Bakx, Jochem J.
A. Baselmans, Kah Wuy Chin, Robert Huiting, Kenichi Karatsu, Alejandro Pascual Laguna, Yoichi Tamura,
Tatsuya Takekoshi, Stephen J. C. Yates, Maarten van Hoven, and Akira Endo

4. Several scripts for the used observation simulations, which can be used by others to continue the research
performed for this report. These scripts include the algorithms for:

(a) Power Spectral Density calculation and comparison
(b) Noise-Equivalent Flux Density calculation and comparison
(c) Drift addition to existing TiEMPO data set
(d) ABBA chopping simulation (stationary and dynamical)

5. Some guides for using the Linux-based software created for this thesis can be found on the internal
ASTRO workspace on Kibela:

(a) "Running DESHIMA Simulation 2.0 on Windows"
(b) "Running Deshima Simulation 2.0 on Galaxy server" (Still in process at time of writing)

6. Intermediate reports of performed research can be found on the internal DESHIMA workspace on Kibela:

(a) "Analysis of PWV data from ARIS"
(b) "50 vs. 1 um RMS PWV Analysis"
(c) "Time and PSD Analysis of noisy Tsky data"
(d) "DESHIMA 1 raw data vs model analysis"
(e) "Galaxy Observations using TiEMPO"
(f) "Updated ABBA Chopping Simulations of DESHIMA"
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