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Summary

With climate change is an undeniable reality, hydrogen based energy solutions will become increas-
ingly important for specific aspects of economies. To meet emission targets, Solid Oxide Electrolysers
(SOECs) and Solid Oxide Fuel Cells (SOFCs) will become an increasingly useful part of global energy
infrastructure. Identifying the economically advantageous areas where SOECs and SOFCs can be
deployed inside a complex economic and energy systems requires the creation of numerical models
which are capable of analysing economic and energy markets as well as models which replicate the
characteristics of SOEC/SOFC operations. This thesis describes the fundamental physical principals
used to create numerical models which describe the steady state behaviour of solid oxide cells and
SOEC systems and discusses the results for various operation strategies of SOEC systems.
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1
Introduction

1.1. Why
Climate change is an irrefutable truth [1] and action must be taken immediately to prevent a countless
number of human deaths and a sharp and rapid reduction in quality of life for those who remain. Solid
oxide electrochemical systems offer an economically viable method to decarbonise national and global
economies, helping attain national emission targets cheaply and sustainably. Solid oxide systems
allow improved access to hydrogen based energy as a viable and long term solution to long duration
energy storage [2]. Hydrogen based energy also allows the possibility of replacing fossil fuel usage in
industries where high temperatures are required and where electrical heating is not sufficient, such as
steel production.

Hydrogen based energy refers to chemical compounds which store/contain hydrogen within them
such as hydrogen gas or ammonia. All hydrogen based energy typically requires hydrogen to be pro-
duced first and currently this is done via steam methane reformation which uses water and natural
gas (methane) to produce hydrogen and carbon dioxide. This is an inherently unsustainable method
of hydrogen production and will not help meet emission targets. Electrolysis, however, is the splitting
of water into hydrogen and oxygen by applying a voltage across the water. This method of hydrogen
production is well established and has been used for decades, although due to current costs is not
the favoured method of hydrogen production [3]. Unlike steam methane reformation, electrolysis is a
sustainable form of hydrogen production, as water on Earth is effectively a limitless supply of hydrogen
for the amount of energy which humanity will be required to store/use. Solid oxide systems, owing to
their high efficiencies of around 85% and utilisation of non rare earth elements, offer an economically
inciting solution to the current high cost of electrolysis. It is imperative then, that economically viable
use cases for solid oxide electrochemical systems are identified so development and deployment of
these systems can begin. This is one of the research focus areas of HyCentA Research GmbH.

1.2. Thesis at HyCentA
HyCentA GmbH (Hydrogen Centre Austria) is a research institute based in Graz, Austria. It is a private
institution co-owned by TU Graz and industry partners with the intent to research and develop hydro-
gen technologies. As of writing, the current CEO is Prof. Dr. Alexander Trattner. HyCentA undertakes
many projects in its capacity as a research institute. This thesis fall under the scope of the HyTech-
nomy project. The HyTechnomy project is focused on researching the technologies required for a
hydrogen based economy along with how these technologies can be deployed in the most economic
and profitable way. Within the HyTechnomy project, there are various projects related to different hy-
drogen technologies, such as mobility, storage and production. This thesis topic specifically falls under
the production sub-project, known as the HyGen1 project. This project investigates the different forms
for hydrogen production and how these technologies can be deployed in an economically sustainable
way. As of writing, HyGen has extensively investigated the current state of the art electrolyser systems,

1HyGen is short for Hydrogen Generation
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1.2. Thesis at HyCentA 2

Proton Exchange Membrane (PEM) electrolysers. While well established , PEM systems suffer from
limited material availability (such as iridium metal) [4] which results in high capital expenditure (capex)
costs for the deployment of PEM electrolyser systems, causing higher levelized costs of hydrogen
production 2, inhibiting the large scale up of hydrogen production from PEM systems.

Solid Oxide Electrolysers Cells (SOECs), offers a potential solution to some of the challenges of PEM
because of the utilisation of cheaper and more abundant materials, lowering the capex and levelized
cost of hydrogen production. While many challenges with the implementation of Solid Oxide Cell (SOC)
systems exist (see section 2.5), the creation of numerical models describing solid oxide system oper-
ation will allow for faster system design along with reducing time required to identify suitable markets
for system deployment and commercialisation.

Therefore, the purpose of the thesis is to provide easy to use detailed computer models to HyCentA,
whichmodel the steady state operation of (SOCs) and accompanying systems. Because of the potential
of SOCs and because the HyTechonomy project investigates all aspects of the hydrogen economy, the
models will be created in such a way that they are applicable to both Solid Oxide Electrolyser Cells
(SOECs) and Solid Oxide Fuel Cells (SOFCs) for a range of commercially interesting fuel types (see
subsection 2.4.1).

HyCentA has limited experience modelling and working with SOCs. This thesis and the model which
will be produced, will be a foundational work upon which further research at HyCentA in the area of
SOCs will be expanded from. Therefore the thesis report will be explicit in describing SOCs and solid
oxide systems to researchers who have limited experience in the field. Additionally, the models created
from this thesis must be clearly and sufficiently documented and designed such that future reuse of the
models require minimal effort and future upgrades to the models are easy to implement.

2That is, the operating costs to produce one unit of hydrogen



2
Literature Review

This chapter will begin with an overview of electrochemistry and electrochemical devices, then it will
discuss Solid Oxide Cells (SOCs) in more detail. Afterwards, an overview on the components required
for the operation of SOCs, known as the Balance of Plant (BOP) is presented. Finally, an overview of
the unique characteristics of SOCs is given.

2.1. Electrochemistry Overview
Electrochemistry is the branch of chemistry which deals with using electricity to perform chemical re-
actions, typically called electrochemical reactions. Electrochemical reactions are a specific type of
chemical reaction called Redox reactions (Reduction and Oxidation), which occur at the surface of an
electrode. An electrode is a material which is either negatively or positively charged; electrodes are
one of the basic components of an electrochemical cell.

An electrolyser or fuel cell, in their most basic form, are electrochemical cells. Basically, electro-
chemical cells are devices in which there are two electrodes present, one negatively charged, one pos-
itively charged, at which redox reactions occur at both electrodes. Between the electrodes is an elec-
trolyte (in which charged ions pass through) and an external circuit in which electrons travel through.
Batteries are another type of electrochemical cell. A graphical view of an electrochemical cell can be
seen in Figure 2.1. In an electrochemical cell, the cathode is where the reduction reaction occurs and
the anode is where the oxidation reaction occurs.

3



2.1. Electrochemistry Overview 4

Figure 2.1: Example of a generic electrochemical cell. Image taken adapted from [5]

It should be explicitly noted that there exist different types of electrolyser/fuel cell devices and they
follow similar principals to the upcoming explanation of electrochemistry, although the ions which move
are different (i.e. OH− or H+ ions move through the electrolyte instead of O2− ions) in the case of water
electrolysis/fuel cells. The following explanation with accompany chemical equations are specifically
for SOCs for water electrolysis/fuel cells. An overview of other electrolyser types can be found in
subsection 2.1.3. In SOCs, other species such as carbon dioxide, methane and ammonia can also
be used in place of water or hydrogen and this is discussed further in subsection 2.4.1. However, the
upcoming explanations of electrolysis, which are the foundation of which the models will created upon
will be applicable for these different chemical species as well.

2.1.1. Basic Equations
An electrolyser, is a device which can split water into its base elements, hydrogen and oxygen. The
basic chemical reaction for this process is as follows:

H2O −−→ H2 + 0.5O2

More specifically, an electrolyser is a device which performs a redox reaction on water. That is,
it reduces and oxidises the water to produce hydrogen and oxygen. This process occurs following
these half-equations:

H2O + 2e– −−→ H2 + O2– (reduction)
O2– −−→ 0.5O2 + 2e– (oxidation)

Two mols of electrons reduce the water to hydrogen gas and one mol of oxide ions. This one mol
of oxide ions, which have a negative charge, move towards a location which has positive charge. At
this location of positive charge, the oxide ions are oxidised to 0.5 mols of oxygen gas when the oxide
ions loses their electrons to the location with positive charge.

A fuel cell is a device which can combined hydrogen and oxygen together to produce water. The
basic chemical reaction for this process is as follows:

H2 + 0.5O2 −−→ H2O
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In the above case of producing water from hydrogen and oxygen, half a mol of oxygen gas is
oxidised to a mol of oxide ions at a location of negative charge, where by this mol of oxide ions move
towards a location of positive charge where the oxide ions comes into contact with hydrogen gas,
thereby the oxide ions reduce in the presence of the one mol of hydrogen gas to form one mol of water.
The electrons which the oxygen gas released when it was oxidised, are recombined with the oxygen
in the water molecules when the oxide ions are reduced. These electrons are able to do work while
travelling from the location of negative charge to the location of positive charge. This process occurs
following these half-equations:

0.5O2 + 2e– −−→ O2– (oxidation)
H2 + O2– −−→ H2O + 2e– (reduction)

2.1.2. Thermodynamic Principals Of Electrolysis
Electrolysis typically refers to the production of hydrogen and oxygen from water, even though it has
been mentioned that other compounds, such as CO2, can also undergo a similar process to water
electrolysis. Therefore, this section, while only talking about water electrolysis, is also applicable to
other forms of electrolysis in as far as the mathematical formulations presented are applicable to other
forms of electrolysis as well. Furthermore, often the mathematical formulations for electrolysis can be
directly reserved and applied to fuel cells.

The fundamental principal of electrolysis is that water splits into hydrogen gas and oxygen gas
when a potential (voltage) is applied over the water. To reiterate the balance chemical equation for this
process:

H2O −−→ H2 + 0.5O2

The splitting of water is not a spontaneous reaction below water’s thermal decomposition temper-
ature of 2200◦C, unless energy is provided to the water. In physics terms, the Gibbs free energy of
this reaction is positive. Gibbs free energy is defined as:

Definition: Gibbs Free Energy

∆Gm ≡ ∆Hm − T ·∆Sm (2.1)

Where:
∆Gm is the Gibbs free energy of a reaction [J/mol]
∆Hm is the reaction enthalpy of a reaction [J/mol]
T is the temperature [K]
∆Sm is the change in entropy for a reaction [J/mol K]

The following will describe what each term presented in Equation 2.1 means.

2.1.2.1 Enthalpy
The reaction enthalpy (or enthalpy of reaction) of splitting water is equal to the reaction enthalpy of
forming water from its base elements. That is, hydrogen and oxygen gas when they are, for example,
burnt together at standard conditions 1:

H2 + 0.5O2 −−→ H2O ∆Hm = -286 kJ/mol

The negative sign in∆Hm denotes that energy is released in this reaction. That is, when hydrogen
and oxygen are burned together, energy, in the form of heat and light, is released. In electrolysis, the
opposite occurs, energy is required for the reaction to occur. That is, ∆Hm is positive.

H2O −−→ H2 + 0.5O2 ∆Hm = +286 kJ/mol

11 atm, 25◦C
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∆Hm is equal to the summed enthalpy of the products less the summed enthalpy of the reactants.
This is expressed mathematically in Equation 2.2:

Definition: Enthalpy of Reaction

∆Hm =
∑
i

ni ·Hm,i −
∑
j

nj ·Hm,j (2.2)

Where:
∆Hm is the reaction enthalpy for the reaction [J/mol]
ni is the coefficient of product i in the balanced chemical equation [-]
nj is the coefficient of reactant j in the balanced chemical equation [-]
Hm,i is the enthalpy value for product i [J/mol]
Hm,j is the enthalpy value for reactant j [J/mol]

The enthalpy, Hm of a species varies with both pressure and temperature. Therefore, ∆Hm is not
constant and the amount of energy released (or required) with a reaction depends on the reactant
conditions. For constant pressure (isobaric) conditions, the enthalpy of reaction of water electrolysis
can be determined and select cases are shown in Table 2.1. Numerical packages such as CoolProp
or RefProp can be used to determine the enthalpy values for any pressure of temperature conditions.
The utilisation of numerical packages for calculation of thermodynamic properties is explained further
in chapter 3.

Table 2.1: Reaction enthalpy for splitting of water to hydrogen and oxygen at various temperatures. Pressure is constant at 1
atm. Reference states taken from [6]. Calculated using CoolProp

State of water Temp [oC] ∆Hm [kJ/mol]
Liquid 20 286.00
Liquid 25 285.83
Liquid 80 284.10
Gas 100 242.80
Gas 200 243.64
Gas 400 245.43
Gas 800 248.32

2.1.2.2 Entropy
Entropy is a measure of ”randomness” and is a relative measure. The change in entropy, ∆Sm, can be
determined using Equation 2.3.

Definition: Change in Entropy

∆Sm =
∑
i

ni · Sm,i −
∑
j

nj · Sm,j (2.3)

Where:
∆Sm is the overall change in entropy for the reaction [J/mol K]
ni is the coefficient of product i in the balanced chemical equation [-]
nj is the coefficient of reactant j in the balanced chemical equation [-]
Sm,i is the entropy value for product i [J/mol K]
Sm,j is the entropy value for reactant j [J/mol K]

The values for Sm,i/Sm,j depend on the phase of i/j and the temperature of i/j. For the case
of water electrolysis, the initial phase of the water therefore is relevant. That is, is the water being



2.1. Electrochemistry Overview 7

electrolysed gaseous (steam), or liquid and what temperature the water is at. Similar to enthalpy, the
value of entropy can be determined by CoolProp or RefProp.

2.1.2.3 Gibbs Free Energy
Combining this all together, for various temperatures and phases of water, the Gibbs free energy re-
quired for splitting water can be determined and is shown in Table 2.2. This process can be replicated
for other species (such as carbon dioxide) but will not be done here.

Table 2.2: Gibbs free energy for splitting of water to hydrogen and oxygen at various temperatures. Pressure is constant at 1
atm. Reference state taken from [6]. Calculated using CoolProp

State of water Temp [◦C] ∆Gm [kJ/mol]
Liquid 20 237.95
Liquid 25 237.13
Liquid 80 228.30
Gas 100 225.16
Gas 200 220.33
Gas 400 210.14
Gas 800 188.38

The equation which relates potential (voltage) to Gibbs free energy for a redox reaction is shown in
Equation 2.4.

Definition: Potential and Gibbs free energy

Ereaction = −∆Gm

z · F
(2.4)

Where:
Ereaction is the voltage equivalent for the reaction [V]
∆Gm is the change in Gibbs free energy [J/mol]
z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]

To explain Table 2.2 and how it relates to Equation 2.4 and its impact on electrolysis; the smaller the
change in Gibbs free energy is, the less energy required to electrolyse water. Through the relation be-
tween Gibbs free energy and potential in Equation 2.4, the smaller∆Gm is, the less potential (voltage),
Ereaction, required to electrolyse water.

However, the change in Gibbs free energy for the reaction assumes the reaction, H2O −−→ H2 +
0.5O2, occurs at stochiometric conditions. In practice, this rarely occurs. Therefore, the concentra-
tion/partial pressures of the products/reactants also impact the voltage. Specifically, the concentrations
impact the reaction quotient.
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Definition: Reaction Quotient

For a generic chemical reaction:

aA + bB −−→ cC + dD

Then the Reaction Quotient is defined by:

KC =
[C]c · [D]d

[A]a · [B]b
(2.5)

Where:
KC is the reaction quotient [-]
[X] is the concentration of species X [mol/L]
x is the coefficient in the chemical equation of species X [-]

All the above, that is, Gibbs free energy, (Equation 2.1) and the Reaction Quotient, (Equation 2.5),
can be combined and summarised in the Nernst Equation, Equation 2.6.

Definition: Nernst Equation

Ecell = E0 −
RT

zF
· ln (KC) (2.6)

Where:
Ecell is the overall cell voltage [V]
F is Faraday’s constant [C/mol]
z is the number of electrons involved in the reaction [-]
E0 is the standard potential of the cell [V]
R is the universal gas constant [J/mol K]
T is the temperature of the cell [K]
KC is the reaction quotient [-]

If the reaction species are in the gas phase, the Nernst Equation can be modified using the ideal
gas law to work with partial pressures. Specifically for water electrolysis:

Definition: Nernst Equation - Water

Ecell = E0 −
RT

zF
· ln
(
pH2 · p0.5O2

pH2O

)
(2.7)

Where:
F is Faraday’s constant [C/mol]
z is the number of electrons involved in the reaction [-]
E0 is the standard potential of the cell [V]
R is the universal gas constant [J/ mol K]
T is the temperature of the cell [K]
pO2 is the partial pressure of the produced oxygen gas [Pa]
pH2 is the partial pressure of the produced hydrogen gas [Pa]
pH2O is the partial pressure of the reactant water stream [Pa]

If the water is gaseous, then the partial pressure of the steam is used. If the water is liquid, a
numerical value of 1 is used (i.e. pH2O = 1.
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The Nernst Equation determines theminimum voltage to electrolyse water dependant on the phase,
temperature and concentration. The minimum voltage required to electrolyse is known as the Open
Cell Voltage (OCV) or the Nernst voltage. In fuel cells, the OCV determines the maximum voltage
which can be obtained by a fuel cell dependant on the phase, temperature and concentration. In reality,
the voltage applied to water (in electrolysers) will be higher than the OCV due to overpotentials. In fuel
cells, the obtainable voltage will be lower than the OCV because of overpotentials. Overpotentials are
discussed further in subsection 3.1.2.

For the electrolysis of water, the required cell potential, E0, will change depending on the phase
and temperature of the input water as the Gibbs free energy changes. For liquid water as the input, at
standard conditions 2, the voltage required to split water is calculated as follows:

Ecell = E0 −
RT

zF
· ln
(
pH2 · p0.5O2

pH2O

)
Ecell = − ∆Gstd

2 · 96485
− RT

zF
· ln
(
1 · 10.5

1

)
Ecell = − 237130

2 · 96485
− RT

zF
· 0

Ecell = −1.23 V

For gaseous water, this becomes more complicated as the partial pressures of H2 and H2O will
change on average in the cell and locally near the surface of the electrodes/Triple Phase Boundary
(TPB). This is because in a SOEC, H2 and H2O exist as a mixture one one side of the cell in the
gaseous phase, and not all H2O is used in the redox reaction because of gas transport limitations
along with local variations in the number of molecules near the negatively charged electrode. This
and the impacts of it are discussed further in subsubsection 3.1.2.1. However, for the purposes of
demonstration; water at 100◦C in the gas phase, with full and complete usage of all H2O entering the
cell, resulting in the partial pressures of H2O and H2 both being equal to 1 atm, the voltage required to
electrolyse is:

Ecell = E0 −
RT

zF
· ln
(
pH2 · p0.5O2

pH2O

)
Ecell = −∆G100,g

2 · 96485
− RT

zF
· ln
(
1 · 10.5

1

)
Ecell = − 225160

2 · 96485
− RT

zF
· 0

Ecell = −1.16 V

Under the same assumptions for the 100◦C case at 800◦C instead, the OCV would be:

Ecell = E0 −
RT

zF
· ln
(
pH2 · p0.5O2

pH2O

)
Ecell = −∆G800,g

2 · 96485
− RT

zF
· ln
(
1 · 10.5

1

)
Ecell = − 188380

2 · 96485
− RT

zF
· 0

Ecell = −0.977 V

This shows that at higher temperatures, the voltage required for electrolysis decreases for gas phase
water and that gas phase water requires a lower applied potential to electrolyse than liquid phase water.
These reductions in voltage might not seem significant but they can have large impacts in the reduction
of power required for electrolysis and obtainable electrical efficiency.

225◦C, 1 atm
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2.1.2.4 Thermoneutral Potential
Comparing the Gibbs free energy and reaction enthalpy values, as presented in Table 2.1 and Table 2.2
respectively, for various temperatures, it can be seen that there is an energy difference between the
electrical energy required to electrolyse (Gibbs free energy) and the total energy required for the reac-
tion (reaction enthalpy) to occur. This can be seen for a range of temperatures in Table 2.3.

Table 2.3: Difference between Gibbs free energy and reaction enthalpy for various temperatures of water

State of water Temperature [◦C] ∆Gm [kJ/mol] ∆Hm [kJ/mol] Difference (∆Hm - ∆Gm) [kJ/mol]
Liquid 20 237.95 286.00 48.04
Liquid 25 237.13 285.83 48.70
Liquid 80 228.30 284.10 55.80
Gas 100 225.16 242.80 17.65
Gas 200 220.33 243.64 23.32
Gas 400 210.14 245.43 35.29
Gas 800 188.38 248.32 59.93

The presented results from Table 2.3 indicates that less energy is required to electrolyse water than
the theoretical maximum energy which can be obtained from the utilisation of the produced hydrogen
and oxygen gasses. The reason this difference can occur is that when electrolysing water, there is an
increase in entropy by going from a single mol of a liquid/gas to one and a half mols of gasses, which
is thermodynamically favourable. However, requiring less energy to begin electrolysis than the amount
of energy being obtained is a violation of the law of conservation of energy and therefore, additional
energy is required during electrolysis. As a result, the electrolysis of water is an endothermic reaction.

Typically, the additional energy required for water to electrolyse comes from thermal energy. This
thermal energy can come from the surrounding environment, a dedicated heat source (such as waste
heat from industrial processes) or by applying a higher voltage for the electrolysis of water. For physical
reasons which are discussed in subsection 3.1.2, higher voltages than what the Gibbs free energy
would indicate, are already required to electrolyse water; therefore it is practical in many cases to
only apply a higher voltage to ensure the temperature of environment does not decrease, which if
unaccounted for, would decrease the temperature of the reactants sufficiently that theGibbs free energy,
and therefore voltage required for electrolysis to occur, to increase. The voltage, which if applied to an
electrolyser, results in zero temperature change, is called the thermoneutral potential.

Definition: Thermoneutral Potential

Ethermo neutral = − ∆H

z · F
(2.8)

Where:
Ethermo neutral is the thermoneutral voltage [V]
∆H is the enthalpy required to split water in a given phase [J/mol]
z is the number of electrons involved [-]
F is Faraday’s constant [C/mol]

The extra energy required by electrolysing at a voltage higher than the theoretical voltage, (the
voltage required just from the Gibbs free energy value), is an irreversible loss. That is, energy which
can not be reclaimed back when utilising the produced hydrogen and oxygen.

2.1.3. Electrolyser Types
As mentioned in section 2.1, electrolysers are devices which split water into hydrogen and oxygen gas
via the process discussed in subsection 2.1.2. The type of electrolysis described in section 2.1 is what
occurs for solid oxide electrolysers. However as also mentioned, different ions can be transported
inside an electrochemical cell to acheive the same result. The end product is the same; producing
hydrogen and oxygen gas, only the method is different. However this difference in method can lead to
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large variations in technical performance, capabilities and cost for the electrolysers themselves. This
section will briefly outline the different types of electrolysers which exist.

2.1.3.1 Alkaline Electrolysers
Alkaline electrolysers are the oldest type of electrolysers. Alkaline electrolysers are devices which
perform electrolysis where hydroxide, OH−, ions move from the cathode towards the anode. Like the
name suggests, this electrolysis occurs in an alkaline environment. That is, a basic environment, so
the PH of the water is higher than 7. This is achieved by potassium hydroxide (KOH) being added
to the water during electrolysis to maintain a higher than 7 PH [7]. Alkaline electrolysis occurs at low
temperatures ( 80◦C max) and can produce hydrogen on a large scale. Alkaline electrolysers are
usually cost effective capex wise as the electrode are often made from nickle which is a cheap material
to purchase compared to other electrolyser types [7]. In alkaline electrolysers, there is no membrane,
meaning that alkaline electrolysers generally have poor on-off capabilities due to the diffusion of gas
particles between cathode and anode [8].

2.1.3.2 PEM Electrolysers
Proton Exchange Membrane (PEM) electrolysers work by hydrogen/hydronium (H+/H3O

+) ions trav-
elling through a hydrogen/hydronium ion conducting membrane going from the anode to the cathode.
The membrane used in PEM electrolysers prevents diffusion of charged particles between the two
electrodes, which allows PEM to have excellent on/off characteristics which makes it ideal for many ap-
plications. Additionally, PEM electrolysers are also able to have high pressure gradients between their
electrodes, allowing them to produce high pressure hydrogen or perform electrochemical compression
on hydrogen. The drawback of PEM is its high cost [7]. The electrodes are typically made from noble
metals such as platinum and iridium which are expensive to produce, due to the rarity of these materi-
als in the Earth’s crust and other competing commercial uses (such as catalytic converters in cars) for
these materials. The membrane used in PEM, Nafion, is also expensive, despite being developed in
the 20th century.

2.1.3.3 AEM Electrolysers
Alkaline Electrolyte Membrane (AEM) electrolysis is a mix between alkaline electrolysis and PEM elec-
trolysis. Considering nickle can be used as the electrode material in alkaline electrolysers, the biggest
drawback of alkaline electrolysers is the on/off capabilities of the system; without a membrane prevent-
ing charged particles diffusion, on/off characteristics are poor. PEM electrolysers are more expensive
but have great on/off capabilities because of the membrane present. Therefore the intent of AEM is to
introduce a membrane to combined the low cost of alkaline electrolysers and the practical usefulness
of PEM electrolysers. This technology is still in early stages of development [8].

2.1.3.4 Solid Oxide Electrolysers
Solid Oxide Electrolyser Cells, SOECs, are the main focus of this thesis. SOECs are unique amongst
electrolyser technologies as no hydrogen atoms/ions/compounds are moved between the cathode and
anode during operation, instead only oxide ions are transported. This means reductions of other com-
pounds, such as CO2 is possible with the same technology. This is beneficial as, for example, CO2

reduced to CO (carbon monoxide) is a useful reaction in the development of life support systems for
space exploration [9] and for synfuel production. The downsides to SOECs are the high temperature
at which they have to operate and the inability to have large pressure gradients between electrodes.
These challenges will be elaborated further in section 2.5.

2.2. Solid Oxide Cells
This section explains in more details the functioning of Solid Oxide Electrolyser Cells (SOECs) and
Solid Oxide Fuel Cells (SOFCs) and the different component inside both of these devices, commonly
referred together as Solid Oxide Cells (SOCs).

There two ”types” of temperature operations of SOCs. ”High” temperature (700-1000◦C) and ”low”
temperature (600-700◦C). In general, lower temperature operations of SOCs are preferred as material
compatibility and degradation of materials are better and lower respectively [10]. However, at ”low”
temperatures, the ionic conductivity of the electrolyte membrane is also significantly lower along with
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the catalytic activity of the electrodes [11], and therefore ”high” temperature SOCs are in use today and
”low” temperature SOCs are an area of active research.

2.2.1. Physical Design
There are two physical designs for a single SOC; tubular or planar cell designs. The differences be-
tween these two types are shown in Figure 2.2.

Figure 2.2: Figure showing planar and tubular SOC designs in a basic form. Image taken from [10]

There are advantages and disadvantages to using both tubular and planar designs. These are
summarised in Table 2.4. Additionally, these different design options have an impact on the formation
of stacks, which is discussed further in subsection 2.2.4. Currently, planner SOC systems make up
the majority of the existing market for SOFC systems [12].

Table 2.4: Summarised pros and cons of tubular and planar solid oxide cell designs [10]

Advantages Disadvantages

Tubular High mechanical strength
No high temperature seals required

Lower power density
Higher manufacturing costs

Planar Higher power densities
Easier to manufacture

Limited mechanical strength
High temperature seals required

Beyond this, planar SOCs can come in various forms. Specifically, the part of the cell which provides
the mechanical strength to the cell as it operates can be different. The reason for requiring mechanical
strength for the cell in the first place is to ensure that the cell will not mechanically fail once fluids are
moving through the cell, which will apply mechanical force on the cell components (i.e. electrodes and
electrolyte). There are three main types of cells, graphically shown in Figure 2.3 and discussed in the
following sections.

Figure 2.3: Types of planar SOCs. Image adapted from [10]



2.2. Solid Oxide Cells 13

2.2.1.1 Anode Supported SOCs
Anode Supported Cells (ASCs) are SOCs which have the mechanical stiffness of the cell provided by
the anode material. As a result, the anode is the thickest part of the cell, meaning a thin electrolyte
and cathode layers are possible. As diffusion of reactants occurs on the cathode side, a thicker anode
layer does little to impaire performance , therefore anode supported cells are beneficial for SOEC.

2.2.1.2 Electrolyte Supported SOCs
Electrolyte Supported Cells (ESCs) are SOCs in which the electrolyte provides mechanical stiffness to
the cell. ESC are the oldest cell type and have been proven to operate for time periods of 40 000 hours
[13]. The drawbacks of this design are are the higher ohmic losses originating from thicker electrolytes.
However because of both electrodes being thin, the dynamics of gas permeation into electrodes is
better and therefore these designs are better for reversible Solid Oxide Cells (rSOCs), that is, systems
which can function as both electrolysers and fuel cells. Additionally, thicker electrolyte layer improves
the gas sealing between the anode and cathode layers.

2.2.1.3 Metal Supported SOCs
Metal Supported Cells (MSC) are a newer type of SOC design. In this design, the electrode and elec-
trolyte layers are as thin as possible and the mechanical support for the cell comes from an additional
metal layer upon which the cell is manufactured. The advantages of this design is that metal supported
SOCs allow for more dynamic operations resulting from faster start-up time and tolerance for larger
thermal gradients (100 K/cm) [13] [14].

2.2.1.4 Comparison of SOC types
Each type of SOCs have their relative advantages and disadvantages compared to each other, is
presented in Table 2.5

Table 2.5: Relative comparison of different planar SOC designs. [15] [13]

ESC ASC MSC
Production of H2 Low High Medium

Durability High Low High
On-off cycling performance Low Medium-High High

Cost Low Medium Medium-Low
Operating temperature [◦C] 850-1000 700-800 500-800

2.2.2. Electrolytes
The electrolyte is a large limitation in the design and development of SOCs. There are few materials
which support oxide ions conduction and the ones which do exist, only support conduction at elevated
temperatures (+600◦C), which is the fundamental reason why SOCs operate at high temperatures.
The following section covers the requirements for solid oxide electrolytes along with the currently used
electrolyte materials in SOCs.

2.2.2.1 Electrolyte Requirements
According to [11], the following are the requirements for electrolytes in SOCs:

• The electrolyte should be chemically stable in its environment
• The electrolyte must have good ionic conductivity of oxide ions
• The electrolyte must have very low electrical conductivity
• The electrolyte must be gas tight to prevent mixing of gasses from the cathode to the anode and
vice versa

• The electrolyte must be thin as possible to minimise ohmic overpotentials (discussed further in
subsubsection 3.1.2.3)

• The thermal expansion coefficient of the electrolyte should be similar to the adjoining cell layers
(cathode and anode)

• The cost of the raw materials and manufacturing costs should be as low as possible
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Figure 2.4: Grain boundaries of Yttrium Stabilised Zirconia (YSZ). The polygons are grains with the black lines between the
grains being grain boundaries. Image adapted from [16]

The requirements for electrolytes are somewhat conflicting. The requirements of high ionic conduc-
tivity but also high gas tightness happen to be inversely related to each other [10]. This comes from
the reality that the internal grain structure of an electrolyte is more inducive to gas tightness when there
are many grain boundaries perpendicular to the travel direction from the cathode to the anode. Con-
versely, fewer grain boundaries in an electrolyte results in higher conductivity, but resulting in bigger
grains [10]. As a result, manufacturing differences have a large impact on the resulting conductivity
of a given electrolyte ceteris paribus. An image showing grains and grain boundaries can be seen in
Figure 2.4. In Figure 2.4, the grains are the polygons, which are surrounded by ”black lines” which are
the grain boundaries.

2.2.2.2 Stabilised Zirconia
Zirconia is short for zirconium dioxide, which has the chemical formula: ZnO2. Stabilised zirconia
refers to doping the zirconia lattice with other atoms or ions in order to change the properties of the
material, specifically relating to molecular structure and conductivity. Like many ceramic materials,
the micro structure of the zirconia lattice changes with temperature. Different micro structures are
known as phases. Doping ”stabilises” the phase of zirconia at lower temperatures. Zirconia has three
different phases, shown in Figure 2.5 which occur at different temperatures. The different phases
require different volumes to exist in. For zirconia to be most effective as an electrolyte, the phases
which only naturally occur at higher temperatures (cubic+tetragonal) are desired as these phases have
the highest conductivity [11]. Via doping, the higher temperature phases can be made ”stable” at lower
temperatures. It should be noted that the materials used for doping can be elements or ions. The most
common dopents for zirconia are Y 3+ and Sc3+ [10] [11].

In state of the art SOC electrolytes, oxide ions move through the electrolyte lattice by ”hopping”
through the lattice to and from electron vacancies [10]. Besides stabilising zirconia to a more ion
conductive phase, doping can enhance this ”hopping” effect. Both Y 3+ and Sc3+ have lower oxidation
states than the zriconium ion, Zn4+ in the lattice. Because the dopent has a low concentration relative
to the other cation (Zn4+), the ratio of oxide ions to Zn ion is ”good”, while the ratio of Y or Sc ions is
”not good”. Therefore oxide ions don’t want to be ”settled” around these 3+ cations, promoting further
movement of the oxide ions, improving conductivity.

Yittrium Stabalized Zirconia (YSZ) is a well developed and researched electrolyte and is currently
the state of the art electrolyte due to its stability, conductivity and mechanical stiffness. YSZ is formed
by doping ZnO2 with Y2O3 [11] as Y2O3 contains the conductivity improving Y 3+ ion. The conductivity
of YSZ changes with doping level of Y 3+ with the maximum value being obtained at 8 mol% [11]. This
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Figure 2.5: The three different phases of zirconia: a) Cubic (2370 ◦C ->) b) Tetragonal (1170-2370◦C) c) Monoclinic (->
1170◦C). Images taken from [17]

Table 2.6: Conductivity of x-YSZ at select temperatures. Data taken from [11]. These data do not share a common
manufacturing method or manufacturing quality. Differences in manufacturing method and quality can significantly impact

conductivity [11]

Electrolyte Conductivity [S/cm] Temperature [K]
8YSZ 0.13 1273
8YSZ 0.083 1173
10YSZ 4.52e-6 673
10YSZ 0.034 1073

particular ratio of YSZ is known as 8YSZ. Another common dope percentage value seen in literature
is 10 mol%, known as 10YSZ, suffers less degradation from long term use, when compared to 8YSZ
[11]. However there is already significant conductivity loss at this higher percentage as can be seen in
Table 2.6

YSZ, while overall has good characteristics, is only ionically conductive at high temperatures. Be-
cause of other materials in an SOC and their requirements, the challenges of which are presented in
section 2.5, electrolyte materials with higher conductivities at lower temperatures are desirable.

Scandium Stabilised Zirconia (ScSZ) is another form of stabilised zirconia which has good ionic
conductivity. Sc3+ ions are added by doping zirconia with Sc2O3 [11]. At similar temperatures as 8YSZ,
ScSZ, at certain doping ratios, has an even higher ionic conductivity as shown in Table 2.7. These
higher conductivities are the result of the Sc3+ cation having a closer ionic radius to Zr4+ compared to
Y 3+

ScSZ is less used as an electrolyte due to the higher cost of Sc compared to Y. Similar to YSZ, there
is an optimum doping level for ScSZ. This doping level has been reported to be 8 mol% Sc2O3 [18].
Again similar to YSZ, additionally doping impacts the stabilisation of zirconia into its other phases/phase
combinations at different temperatures. Unlike YSZ, ScSZ is prone to phase changes away from the
cubic phase due to less stability around its operating points in terms of phase transitions [10]. However
this is commonly resolved with co-doping. Co-doping is the process of adding multiple impurities (for an

Table 2.7: Ionic conductivity of x-ScSZ at select temperatures. Data taken from [11] and [18]. These data do not share a
common manufacturing method or ensure comparable manufacturing quality which can have a large impact on ionic

conductivity

Electrolyte Conductivity [S/cm] Temperature [K]
9-11ScSZ 0.28-0.34 1273
6ScSZ 0.18 1273
8ScSZ 0.31 1273



2.2. Solid Oxide Cells 16

Table 2.8: Conductivity values for doped ceria. Data from [11]. These data do not share a common manufacturing method or
ensure comparable manufacturing quality which has a large impact on conductivity

Electrolyte Conductivity [S/cm] Temperature [K]
15GDC 4.04e-2 973
20GDC 9e-2 1073
25GDC 1.01e-2 873
17SDC 5.7e-3 873
20SDC 8.8e-2 1073

Table 2.9: Conductivity values for LSGM compounds. Data from [11]. These data do not share a common manufacturing
method or ensure comparable manufacturing quality which has a large impact on conductivity

Electrolyte Conductivity [S/cm] Temperature [K]
La0.8Sr0.2Ga0.8Mg0.2O3 0.17 1073
La0.8Sr0.2Ga0.8Mg0.2O3 0.025 873

La0.8Sr0.2Ga0.83Mg0.17O2.815 0.17 1073
La0.8Sr0.2Ga0.83Mg0.17O2.815 0.03 873
La0.85Sr0.15Ga0.85Mg0.15O2.85 0.051 973
La0.85Sr0.15Ga0.85Mg0.15O2.85 0.015 873

indicative example; both Y 3+ and Sc3+ doped together in zirconia) to further improvematerial properties
and stability. Because co-doping is an extensive topic with its foundation in material science, it is
outside the scope of this thesis. Co-doping will not be discussed further besides saying that co-doping is
typically not done with YSZ as it is already stable and additional dopends besides Sc are added to ScSZ
to improve the stability of the electrolyte material with little impact on performance [18]. Furthermore,
co-doping is not exclusive to zirconia, as co-doping is also utilised with other electrolyte materials.

2.2.2.3 Ceria
Cerium dioxide, also known as ceria, is another type of electrolyte material used in SOCs. Ceria
has high ionic conductivity at lower temperatures than zirconia, as can be seen by comparing data in
Table 2.6 and Table 2.8. Similar to other electrolyte materials such as zirconia, ceria is stabilised at
more conductive phases by doping other ions into its lattice. Typical doping ions are Gd3+ and Sm3+

as these ions are similar in ionic radius to Ce4+. The notations for these compounds are as follows:

• GDC - Gadolinium Doped Ceria
• SDC - Samarium Doped Ceria

As mentioned in the opening section on electrolytes, large variations in conductivity can be ob-
served based of difference in manufacturing methods impacting grain boundary sizes and structure.
The biggest drawback with ceria as an electrolyte is the reduction of Ce4+ to Ce3+ in reducing envi-
ronments, allowing some electric conductivity through the electrolyte, although co-doping has been
introduced to help solve this issue [19] as well as using an electrolyte blocking layer; i.e. a layered
electrolyte, discussed further in subsubsection 2.2.2.5.

2.2.2.4 LSGM
LSGM is short for electrolytes which are strontium doped lanthanum gallates. In short, strontium, Sr,
doped in a lattice of LaGaO3. LSGM has higher conductivity to other materials, such as YSZ at lower
temperatures, which is advantageous as high temperatures pose issue for SOC operation, which is
discussed further in section 2.5. This is a similar motivation for ceria based electrolytes [11]. Often
magnesium, Mg, is co-doped into the lattice to improve overall performance [11]. Various conductivity
values of LSGM at different temperatures are presented in Table 2.9. Similar to YSZ, conductivity of
LSGM depends on the concentration of Sr and Mg dopends.

LSGM reacts with nickle particles present in electrodes, degrading both electrode and electrolyte [11],
making it less useful as an electrolyte as the utilisation of nickle in the electrodes is a big advantage of
SOCs. However, similar to ceria, an electrolyte blocking layer can prevent this material compatibility
problem [20].
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Figure 2.6: Illustration of what the triple phase boundary is. Image taken from [21]

2.2.2.5 Layered Electrolytes
Layered electrolytes refers to the concept of using multiple electrolyte layers in a cell to prevent unde-
sirable interactions between different materials and fluids. For example, ceria is not stable in areas of
higher oxygen partial pressure or other reducing conditions, as it will in the aforementioned conditions,
reduce from Ce4+ to Ce3+. However, ceria is compatible with Sr (Strontium) containing cathode mate-
rials where as an electrolyte material like zirconia is not. Therefore ceria is commonly used between
the fuel electrode and electrolyte (which is often zirconia based) as an additional layer [10]. Choosing
which electrolytes to have in layered configuration is a detailed design choice and outside the scope
of this thesis. Layered electrolytes will not be discussed further nor will they be implemented in the
models presented in chapter 3.

2.2.3. Electrodes
Electrodes are the surfaces at which redox reactions occur inside an electrochemical cell. Electrodes
when it comes to fuel cells and electrolysers are often fully or partly made up on catalytic material. The
electrodes are made up of catalytic material as it reduces the activation energy required for the redox
reactions to occur, reducing the overpotential of the cell. The concept of reducing overpotentials at
electrodes is discussed more in subsubsection 3.1.2.2.

Additionally, because of the nature of SOCs, the gas species, ions, electrons (and catalyst particles)
are all required to meet together at one location for redox reactions to occur. This location is known as
the Triple Phase Boundary, TPB. To achieve this, solid oxide cell electrodes are mixtures of catalyst
particles and electrolyte materials, know as a cermet. This cermet allows large areas of TPB to occur,
improving hydrogen production at the electrodes. A graphical illustration of what and where the TPB is
can be seen in Figure 2.6.

2.2.3.1 Electrode Requirements
As already mentioned, electrodes are where the redox reaction occurs inside the SOC. It should be re-
membered that different redox reactions occur at the electrodes and therefore the requirements of each
electrode are different in some aspect, although in general they also share many similar requirements.

Requirements for fuel electrodes:

• Low cost
• High ionic conductivity
• High electric conductivity
• Porous material for gas transport
• Stable in material, thermal and chemical environment
• Comparable thermal expansion with adjacent materials
• Large TPB area

Additional requirements for oxygen/air electrode
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Figure 2.7: Tortuosity. The greater the ration between distance travelled between two points and the displacement between
two points, the greater the tortuosity. The smallest value possible is one

• Stable in oxygen rich environment

As a result of the requirements for electrodes being porous for gas transport as well as large TPB
area, SOC electrodes have unique microscopic geometries which tend to not have ”straight lines” from
the TPB to the other side of the electrode. This is known as ”tortuosity”, which is graphically explained
in Figure 2.7

2.2.3.2 Fuel Electrodes
Fuel electrodes need to support water splitting into hydrogen gas and oxide ions in electrolyser mode
and water formation in fuel cell mode. Nickle is common catalyst material to use in fuel electrodes
as it is catalytically active for the aforementioned reactions at elevated temperatures as well as being
a relatively inexpensive material. Other catalytic materials include platinum and ruthenium [22]. The
state of the art fuel electrode for SOCs is Ni-YSZ [23].

There are numerous challenges with nickle based electrodes [14]. Specifically, at SOC operational
temperatures, nickle is prone to oxidise to NiO (nickle oxide) and also reduce from NiO back to Ni
when oxygen is present. There is a large volumetric change when this redox reaction of Ni/NiO occurs,
however usage of both materials, nickle oxide and nickle in a cermet in a controlled ratio can result
in minimised volume changes during operation [23]. Additionally, nickle has a high surface mobility
between 800 and 1000◦C, meaning at operational temperatures, nickle particles agglomerate inside
the electrode, reducing the TPB length and reducing overall electrode performance [23].

Nickle based electrodes also have the issue of coking when used with carbon based fuels (CO2 in
SOEC mode or CH4 in SOFC mode) [24]. Ceramic electrodes have been introduced to address this
problem, such as ceria based electrodes [23]. However, this thesis is focused on water based systems,
not carbon based systems therefore a more in-depth discussed of these electrode types is omitted.

2.2.3.3 Air Electrodes
Air electrodes support oxygen formation from oxide ions in SOEC mode and oxygen gas to oxide ion
formation in SOFCmode. As nickle readily oxidises to NiO, nickle is an undesirable catalytic material to
use at the air electrode. Platinum use to be used as the catalyst material however it is less commonly
used now due to its high cost [10]. The current state of the art air electrode material is LSM-YSZ,
strontium doped lanthanum mangnite YSZ [25]. The biggest challenge with these electrode types is
the delamination of the air electrode from the electrolyte along with crack formation at the electrode-
electrolyte interface [25].
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2.2.4. Stacks
In practice, a single planar solid oxide cell is never used by itself. This is for a variety of reasons:

• Other components are required to support the operation of a solid oxide system, which are dis-
cussed in section 2.3

• A single cell typically produces very little hydrogen gas. Therefore to get practically useful quan-
tities, more cells are required

As a result, single cells are operated together as a stack. The purpose of this thesis is not to explain
electrical circuits, therefore it is sufficient to say that SOCs are placed in series in order to reduce power
loss from high currents in the circuit when they are formed as a stack. However this means the the
voltages applied over the stacks can be high, depending on the number of cells in the stack. There is
an inherent trade off between stack size and cost/space/efficiency. A stack is by design, very compact
and one stack of 50 cells would cost less and be more efficient than 50 one cell stacks as less end
plates, stack connectors etc would be needed. However with higher numbers of cells in a stack, the
probability of stack failure increases, assuming the probability of a single cell failure is constant. This
is because as the cells are in series, if one cell fails, the electrical conductivity of the entire stack is
compromised. Given these design considerations, in SOCs, stack sizes are typically between 30 and
100 cells [26].

The advantages which stacks offer also have drawbacks. Namely, the usage of cells in series
requires each cell to be electrically connected but isolated from ionic and gas transfer. This requires
the use of sealing materials if the cell type is planar. Tubular designs are effectively ”big cells” and
the tubular design allows for the electrodes to be used as seals.

2.2.4.1 Seal Materials
Sealing is a layer whose need comes from the requirement to create stacks. Sealing is one of the
biggest challenges with solid oxide systems, as suitable materials, also stable at high temperature and
oxidation conditions, are not common. In low temperature electrolysis/fuel cells like PEM, plastic based
seals like teflon can be used. These technologies are well established and operate well in the oxidising
and reducing environments present in electrolysers, however as they are all polymer based, none of
them are compatible with 600◦C+ operation.

Requirements for seals in SOCs are [10]:

• Gas tight
• High electrical resistivity
• Comparable thermal expansion coefficient with adjacent layers
• Strong resistance to thermal cycling
• Compatible with both ceramic electrodes and metallic inter connectors

Glass-ceramic are the preferred material for seals in SOCs [10]. While glass seals are solid at high
temperatures and can be engineered such that their coefficient of thermal expansion is compatible with
adjacent layers, glass-ceramic seals have technical challenges [27] [10], specifically:

• Degradation from thermal cycling
• Cracking from temperature gradients
• Poisoning from adjacent layers

Typically, tubular designs avoid the requirement for seals as the anodes and cathodes are com-
pletely self contained and the connection to other cells is not done via stacking. A single cell view of
tubular and planar cells in a ”stacking” configuration can be seen in Figure 2.8.
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Figure 2.8: 3D visualisation of planar and tubular SOFCs. Image taken from [28]

2.3. Balance of Plant for SOCs
Solid oxide systems require high temperatures to operate. Heating up fluids to the required temperature
for SOC operation is energy intensive. To minimise energy usage, ensure correct input fluid and to
enable movement of fluids around the system, various auxiliary components are utilised next to the
electrolyser/fuel cell stacks. Specifically, designs for SOC systems also included heat exchangers, trim
heaters and pumps. Collectively, these components are called the Balance of Plant, BOP. BOP is the
collective term for non stack/cell components which are required for the operation of an electrolyser/fuel
cell system.

2.3.1. System Designs
Various system designs for SOCs exist. For commercial systems, this information is typically confiden-
tial [29], however some papers do exist and present different design options [30] [31] [32] [33], some of
which are shown in Figure 2.9. Design choice is a result of system requirements, component availabil-
ity and operation conditions. It should be noted that Figure 2.9 just shows one potential design option,
different design options are possible.

2.3.2. Trim Heaters
Trim heaters are heaters used right before flow input into the SO stack. These heaters are required to
ensure the input temperature of the inflow fluids (in the case of SOECs, namely water, hydrogen and air
inputs) are at the correct temperature when entering the cell. Failure to do this can cause thermal shock
and faster degradation of the electrolyte as well as premature failure of the cell/stack [34]. Trim heaters
can be either electrical or combustion powered. Modelling of trim heaters is shown in subsection 3.2.4.

2.3.3. Heat Exchangers
Heat exchangers are used in SOC systems to recover the heat from the products leaving the stack and
to heat up the incoming flow into the stack. This is done to improve overall efficiency by minimising
additional heating of the flows. Both the anode and cathode sides of the stack use heat exchangers.
Modelling of heat exchangers is further disused in subsection 3.2.3

2.3.4. Pumps
Pumps are required to move the fluid around the system. Pumps achieve this by either increasing the
kinetic energy of the fluid flow or increasing the total pressure of the fluid, inducing it to move then it
experiences a pressure gradient. This thesis will focus on the second approach as it is typically themore
energy intensive method and therefore the ”worst case” scenario. Typically, low pressure differences
are utilised in SOC to prevent damage to the electrolytes of the cell, which as ceramic materials, are
easy to fracture under mechanical force. The modelling of pumps is elaborated in subsection 3.2.5.

2.3.5. Vaporisers
Vaporisers are devices which turn compounds which are liquid into gasses. The physical changes
which can be applied to a species to obtain this result; raising temperature and lowering pressure.
For most species utilised in SOCs, outlined in subsection 2.4.1, the only species which at standard
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Figure 2.9: SOEC/SOFC system design inspired from from [32], [31]

conditions 3 is in a liquid phase is water. For practical reasons, it is common to simply heat the water
to vaporise it. This in practice is very similar to how trim heaters operate. The modelling of vaporisers
is discussed further in subsection 3.2.6.

2.4. Uses For Solid Oxide Cells
Solid oxide cells have many beneficial uses owing to their unique method of operation. These benefits
are explained in the following section.

2.4.1. Input Flexibility
SOCs are unique when compared to AEM, alkaline or PEM electrolysers as SOCs are able to elec-
trolyse compounds besides water, specifically carbon dioxide. This is possible because of the high
temperatures at which SOCs operate. SOCs have already been used on Mars for this exact purpose
[9]. The applicability of this to Mars is that it enables local oxygen production on Mars for both human
life support and oxidiser production for rockets.

The chemical equations for carbon dioxide electrolysis are as follows:

CO2 −−→ CO + 0.5O2 (overall)
CO2 + 2e– −−→ CO + O2– (reduction)
O2– −−→ 0.5O2 + 2e– (oxidation)

Furthermore, in fuel cell mode, the high temperatures of SOC allow for fuels which are not hydrogen,
such as ammonia and methane, in contrast to PEM fuel cells which do not allow this. The advantages
of this is that SOFCs are compatible with more volumetric dense fuel sources which allows for more
productive utilisation of chemically stored energy.

31 atm, 25◦C
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Ammonia, when used as a fuel in SOFCs, first undergoes a decomposition reaction and then the
resulting hydrogen is able to react similar to a hydrogen-oxygen SOFC. The decomposition reaction
is endothermic while fuel cell operations are exothermic, therefore correct design of such systems is
required to ensure thermal stability in the system [35]. The reactions steps which occur are [35]:

Overall reaction:
2NH3 + 1.5O2 −−→ N2 + 3H2O (overall)

Component reactions:
2NH3 −−→ N2 + 3H2 (decomposition)

3H2 + 3O2– −−→ 3H2O + 6e– (oxidation)
1.5O2 + 6e– −−→ 3O2– (reduction)

The reaction steps for methane usage in SOFCs is more complex with more reaction pathways
being possible, they are summarised in [36].

2.4.1.1 Co-Electrolysis
Co-electrolysis is when multiple species are fed into the cathode side of a SOEC where both input
species are able to be reduced. An example combination researched before is water and carbon
dioxide co-electrolysis. There are benefits to this approach over single species electrolysis. If carbon
dioxide and water are inputs to an SOEC system, the outputs would be a mix of hydrogen, water,
carbon monoxide and carbon dioxide. From this mixture, water is easily able to be separated out,
leaving hydrogen, carbon monoxide and carbon dioxide. This mixture is commonly called syngas [37]
and is able to be turned into synthetic fuels by already established and commercialised processes [38].
Alternatively, additional water can be reacted with the syngas via the water gas shift to convert more
carbon monoxide to hydrogen and carbon dioxide, providing more hydrogen output then otherwise
would be obtained [39].

2.4.2. Waste Heat Usability
Looking again at Table 2.3; plotting the relationship between enthalpy, Gibbs free energy, the difference
between enthalpy and Gibbs free energy versus temperature, Figure 2.10 can be produced. What
can be seen in Figure 2.10 is that the Gibbs free energy decreases while enthalpy remains mostly
constant for increasing temperature. As the difference between represents the extra energy required
for electrolysis to occur, at higher temperatures, a greater percentage of energy requires for electrolysis
to occur can come from not electrical sources (as Gibbs free energy represents the energy required
from electricity). What this means is that for high temperature electrolysis, if the thermal energy required
is provided from other sources, such as waste heat from industrial sources, higher electrical efficiencies
can be obtained. This is not inherent to SOCs, however other electrolyser types operate at much lower
temperatures therefore only SOCs are currently able to utilise this reality.

2.5. Challenges With Solid Oxide Cells
There exist numerous challenges with SOCs, preventing rapid large scale adoption, although they are a
technology already available commercially from companies such as Sunfire GmbH and Bloom Energy.
An in-depth review of the technical challenges is not the purpose of this thesis, but a brief overview will
be given instead:

Besides the challenge of sealing materials, as discussed in subsubsection 2.2.4.1, the main issue
with SOCs is degradation. Degradation can be defined in multiple ways and is caused by a combina-
tion of different processes [10]:

Degradation in the context of SOCs is defined as:

• Increase in area specific resistance of the system during operation
• Increase (if SOEC) or decrease (if SOEC) in voltage at a set current density
• Loss of performance over time

The mechanisms which causes degradation can include [10] [27]:
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Figure 2.10: Relation of enthalpy, Gibbs free energy and the difference between the two as a function of temperature. At higher
temperatures, the Gibbs free energy decreases, while enthalpy remains relatively constant. The difference increases as a result

• Catalytic particle agglomeration
• Inter cell layer particle diffusion
• Reduction in ionic conductivity of electrolyte
• Nickle reduction
• Changes in electrolyte micro-structure
• Sulphur and carbon deposition
• Nickle depletion
• Temperature fluctuations
• Fuel flow impurities
• Voltage/current density fluctuations

The modelling of these processes, their interdependence, temporal dependence, material depen-
dence and temperature dependence is a still not fully understood at a fundamental level [40]. As
modelling of degradation is a research area which could fill many PhD theses, it should be considered
outside the scope of this master thesis. However, the models produced by this thesis will be written
such that future researches can upgrades the existing models to account for degradation processes.



3
Modelling

This chapter discusses the modelling approach to the SOC models which have been created. The
ultimate purpose is to create a model which is usable by HyCentA’s Hydra model. The Hydra model is
a MATLAB/Simulink model developed by HyCentA to investigate the economic feasibility of operating
electrolyser systems in various techno-economic environments. To create a model which is usable by
Hydra, three models have been constructed and each has a specific purpose, summarised below.

• Detailed Cell Model (Written in Python)

– Models the relationship between voltage and current density for a single SOEC/SOFC
– Determines the production and consumption levels for relevant fluids in electrolysis mode
for a single SOEC given either voltage or current density as an input

• SOEC System Model (Written in Python)

– For a given range of utilisable thermal energy and electrical power inputs, determine the
overall system electrical efficiency and save these results

– For a given range of utilisable thermal energy and electrical power inputs, determine the
usable output thermal energy of the system of the system and save these results

• Simulink Model (Written in Simulink)

– Fast utilisation of results from SOEC system model for all feasible ranges of specified avail-
able electrical power and thermal energy inputs

– Callable by the Hydra model

The different models and how they relate to each other is visualised in Figure 3.1.

Both the detailed model and the SOEC system model require information about thermodynamic
properties, as discussed in subsection 2.1.2. For all models which require it, the thermodynamic prop-
erties of pure fluids and mixtures are determined via CoolProp [41]. CoolProp determines thermody-
namic properties of compounds using cubic equations of state, specifically Soave-Redlich-Kwong and
Peng-Robinson. Cubic equations of state are able to determine fluid properties such as enthalpy and
entropy [42]. For thermodynamic properties which are only relative, e.g. enthalpy, a reference point at
standard conditions1 is used with reference values taken from [6].

11 atm, 25◦C

24
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Figure 3.1: Flow diagram of how different models relate to each other

3.1. Detailed SOC Model
3.1.1. Assumptions
All models are built with some assumptions made. The following assumptions are made in the detailed
model presented along with justifications of why these assumptions are valid. The assumptions made
are:

• All gasses behave as ideal gasses
• Nitrogen is a spectator/inert species when air is used in a cell (i.e. nitrogen does not participate
in the reaction)

• Air only consist of oxygen and nitrogen
• Gas mixtures are well mixed
• 1D model is sufficient to describe a solid oxide cell
• No side reactions occur

3.1.1.1 Ideal Gas Law Assumption
When the inter molecular forces between gas particles in a gas are negligible, the compressability factor
of this gas will be equal to 1. When a compressibility factor is equal to 1, then the ideal gas law may
be used. The compressibility factor is defined as:



3.1. Detailed SOC Model 26

Species Temperature [K] Pressure [MPa] Compressibility [-]
Water 1000 0.1 0.99975
Hydrogen 1000 0.1 1.0002
Nitrogen 1000 0.1 1.0003
Oxygen 1000 0.1 1.0003
Carbon dioxide 1000 0.1 1.0002
Carbon monoxide 750 0.1 1.0004
Ammonia 1000 0.1 0.99998
Methane 750 0.1 1.0003

Table 3.1: Compressibility factors of select ”Pure Fluids” calculated by RefProp: Version 9.0, NIST Standard Reference
Database 23

Definition: Compressibility Factor

Z =
n ·R · T
P · V

(3.1)

Where:
Z is the compressibility factor [-]
n is the number of mols of the gas in question [mols]
R is the universal gas constant [J/mol K]
T is the temperature of the gas in question [K]
P is the pressure of the gas in question [Pa]
V is the volume the gas in question exists in [m3]

RefProp is a common tool to determine the properties of fluids at various conditions and is utilised
in this instance of proving the validity of the ideal gas law assumption because RefProp is standard
commercial software for thermodynamic properties. The compressibility factors for the species utilised
in the detailed model around the operating point of SOCs are shown in Table 3.1. For the species evalu-
ated at 750 K rather than 1000 K, this is the result of RefProp not being able to compute thermodynamic
properties of those species at higher temperatures. However, they will still behave as ideal gasses be-
cause as a species’s temperature increases while keeping its pressure constant; if the species was
already in the gaseous phase (as can be indicated by its phase diagram), then it will remain a gas
and become more ”ideal”, as higher temperatures mean faster movement of gas particles and a lower
chance of gas particles acting upon each other through inter molecular forces.

3.1.1.2 Nitrogen Spectator
Nitrogen does not have the ability to become an ion and transport itself though an oxide ion conducting
membrane. Therefore all nitrogen gas input through a cell will remain a gas and not be involved in the
electrochemical reaction occurring.

3.1.1.3 Contents of Air
Air is a mixture of gasses. In the detailed model, air is treated to only contain nitrogen and oxygen gas.
In reality, dry air contains the following gasses [43]:

• Nitrogen(78.084%)
• Oxygen (20.946%)
• Argon (0.9340%)
• Carbon dioxide (0.0417%)
• Neon (0.001818%)
• Helium (0.000524%)
• Methane (0.000187%)
• Krypton (0.000114%)
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It is important to note that the faction of gasses in the atmosphere is not constant. For instance, the
amount of carbon dioxide andmethane are increasing [1]. However for the purposes of this explanation,
they do not change significantly compared to the amount of nitrogen and oxygen in the atmosphere.

The detailed model, when using air as an input, considers air to be only a mixture of oxygen and
nitrogen gas. This is a valid assumption because the percentage of air which is just these compounds
is over 99%. When including Argon, this percentage is approximately 100%. As argon is a noble gas
and therefore nonreactive, it exists as a monatomic gas and does not, under the conditions which the
detailed SOC model operates, become an ion. Therefore a similar logic which was applied to nitrogen
in subsubsection 3.1.1.2 can be made with argon and therefore argon can be ignored.

3.1.1.4 Well Mixed Gas Mixtures
The detailed model treats all gasses in a mixture as having the same temperature by virtue of the
second law of thermodynamics 2 occurring over a sufficiently long period of time. Combined with the
assumption of ideal gas, all gases inside a mixture fully exist within a volume together without any
interaction; thereby being well mixed.

3.1.1.5 1D Model Sufficient
In reality, a single side of an electrochemical cell exists in three dimensions, therefore the gasses
present in the electrode can move and therefore change in concentration in three dimensions. For
simplification purposes, it is assumed that going between gas inflow and gas outflow, (i.e. y direction),
each ”slice” of the cell, i.e. going from ”bulk” concentration towards the membrane, (x direction), is
constant. Moreover, depth (z direction) for a given x slide is also constant along it’s length.

3.1.1.6 No Side Reactions
In the detailed model, it is assumed that the gas species at the same electrode do not interact together.
For the case of water electrolysis, hydrogen and water simply do not react together. For oxygen and
nitrogen together, these species do react together, but only above 1300◦C [44].

3.1.2. Potentials and Overpotentials
An electrical potential is required to applied over a cell or stack in order to split water. This poten-
tial, called the cell potential can be split into two types. The Nernst Potential and overpotentials.
In essence, the Nernst Potential is the minimum voltage which has to be applied to electrolyse the
water and an overpotential is an ”extra” voltage required to overcome physical impedance to electrol-
ysis, which increase with increasing current densities. The total overpotential is the result of smaller
overpotentials due to inefficiencies and physical limitations inside the electrolyser cell. The governing
equations for the Nernst Potential and the various overpotentials are discussed below.

3.1.2.1 Nernst Potential
The Nernst potential/voltage is the reversible potential of the cell. That is, if you produce hydrogen and
oxygen gas via electrolysis, when you want to later use the produced hydrogen and oxygen gas in say
a fuel cell, the maximum voltage which can be achieved is the Nernst voltage. The Nernst potential is
calculated from the Nernst Equation, as described in subsection 2.1.2. The equation is repeated here
for convenience:

Ecell = E0 −
RT

zF
· ln
(
pH2 · p0.5O2

pH2O

)
The above is specific for the electrolysis of water. The Nernst Equation can therefore be generalised

to the following for both electrolyser and fuel cell operation for any input
2heat moves from hot object to cold objects
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Definition: Generalised Nernst Equation

Ecell =
−∆G0

z · F
− R · T

z · F
· ln

(
Πp

υproducts,cathode
products,cathode · Πp

υproducts,anode

products,anode

Πp
υreactants,cathode

reactants,cathode · Πp
υreactants,anode

reactants,anode

)
(3.2)

Where:
Ecell is the potential the cell requires/delivers [V]
∆G0 is the Gibbs free energy of the reaction [J/mol]
z is the number of electrons involved in the electrochemical reaction [-]
F is Faraday’s constant [C/mol]
R is the universal gas constant [J/mol K]
T is the reaction temperature [K]
pproducts,cathode is the partial pressure of the products at the Cathode [Pa]
preactants,cathode is the partial pressure of the reactants at the Cathode [Pa]
pproducts,anode is the partial pressure of the products at the Anode [Pa]
preactants,anode is the partial pressure of the reactants at the Anode [Pa]
υproducts,cathode is the stochiometric coefficient of the products at the cathode in the reaction [-]
υreactants,cathode is the stochiometric coefficient of the reactants at the cathode in the reaction
[-]
υproducts,anode is the stochiometric coefficient of the products at the anode in the reaction [-]
υreactants,anode is the stochiometric coefficient of the reactants at the anode in the reaction [-]

In subsection 2.1.2 it was mentioned that because steam and hydrogen were both in existence
around the same electrode (the cathode), that the partial pressure of each would impact the other and
therefore impact the Nernst Potential. Here it is important to note that there is always a difference
between local and average partial pressures in a cell. That is, the partial pressure close to the elec-
trodes and therefore the Triple Phase Boundaries (TPBs) will often be different than the average partial
pressure far away from the electrode in the channels. This phenomena is not limited to H2O and H2,
howeverH2O andH2 will be used as an example to demonstrate the modelling challenges this causes.

Furthermore, many SOECs also run, through the anode, heated air, in which oxygen has a partial
pressure of about 0.2 bar. This is done for heating reasons and to reduce the partial pressure of
oxygen to minimise electrode degradation. Therefore there is an impact at both electrodes of the
partial pressure of species changing locally and on average. Figure 3.2 shows the impacts of partial
pressure change.
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Figure 3.2: Plots of the impacts of various partial pressures of O2 and H2O. The partial pressure of H2, pH2
is always

1− pH2O

As can be seen in the top left plot in Figure 3.2, as expected from the Nernst Equation, higher partial
pressure of H2O decreases the Nernst Potential of the system. This impact is easier to see in the left
top plot rather than the top right plot which is the same data but a higher resolution to better visualise
the transition in potential.

The bottom left plot of Figure 3.2 shows for a given partial pressure of O2, the Nernst Potential
decreases with increasing H2O partial pressure, meaning decreasing H2 partial pressure. As H2O
concentration increases, the potential required for electrolysis decreases. The difference between the
opposite ends of H2O partial pressure (between 0.9 and 0.1 bar) in required potential is about 23% for
all values of fixed O2 partial pressures.

When observing the bottom right plot in Figure 3.2, it can be seen that for a given H2O partial
pressure, for varying O2 partial pressures, the Nernst Voltage increases. For all fixed H2O partial
pressures, the variation between low and high O2 partial pressures, a change in potential of around 4%
is observed.

In general, Figure 3.2 shows that for a numerical model, accounting for the diffusion effects ofH2 in
H2O is a relevant feature to model. In steady state conditions of operation, the partial pressure of the
H2O and H2 in various parts of the cathode side of the cell will be assumed constant along the length
of the electrode (see subsection 3.1.1), therefore the average local values in one part of the electrode
for H2O partial pressure would be sufficient. While the impact of O2 partial pressure is less significant
compared toH2O andH2, it is nevertheless large enough to be included in a detailed numerical model.



3.1. Detailed SOC Model 30

3.1.2.2 Activation Overpotential
Activation overpotential refers to extra potential required for the redox reaction to initially take place
in the cell progressively in the forward direction. At each electrode, the activation overpotential can
be determined from the Butler-Volmer Equation, Equation 3.3. At each electrode, there are both
oxidation and reduction reactions occurring as to some small degree [45], the overall half equation at
one electrode exists in some form of equilibrium. This is represented by the charge transfer coefficients.
To determine the total activation overpotential, the activation overpotential at the cathode and anode
are summed together.

Definition: Butler Volmer Equation

Bulter-Volmer Equation a

i = i0

(
exp

(
αc · z · F · ηact,el

R · T

)
− exp

(
−αa · z · F · ηact,el

R · T

))
(3.3)

aequation taken from [46]

Where:
i is the current density [A/cm2]
i0 is the exchange current density [A/cm2]
αc and αa are the charge transfer coefficients of the cathodic reaction and anodic reaction at
the electrode respectively [-]
z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]
ηact,el is the activation overpotential at the electrode [V]
R is the universal gas constant [J/mol K]
T is the temperature [K]

For a given electrode, if the charge transfer coefficients are both taken to be equal, that is αc =
αa = α, then Equation 3.3 for a single electrode can be simplified:

i = i0

(
exp

(
αc · z · F · ηact,el

R · T

)
− exp

(
−αa · z · F · ηact,el

R · T

))
(3.4)

i

i0
= exp

(
α · z · F · ηact,el

R · T

)
− exp

(
−α · z · F · ηact,el

R · T

)
(3.5)

let : x =
α · z · F · ηact,el

R · T
Then:

i

i0
= exp (x)− exp (−x) (3.6)

Using:
2 · sinh(x) = exp (x)− exp (−x) (3.7)

Then
i

i0
= 2 · sinh(x) (3.8)

x = sinh−1 i

2 · i0
(3.9)

α · z · F · ηact,el
R · T

= sinh−1

(
i

2 · i0

)
(3.10)

ηact,el =
R · T

α · z · F
· sinh−1

(
i

2 · i0

)
(3.11)

In reality, the charge transfer coefficients are usually different and vary with electrode material [47]
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[45], although in SOCmodelling, they are commonly taken to be 0.5 for all cases [48] [49]. A calculation
of the error magnitude of this assumption is given in Appendix C.

As the previous derivation only gives the overpotential at one electrode, the activation overpotential
for both electrodes needs to be summed to give the total activation overpotential. The exchange current
density, i0, is not the same at both electrodes as different reactions occur at different electrodes.

Definition: Activation overpotential

Activation overpotential at the cathode:

ηact,cat =
R · T

α · z · F
· sinh−1

(
i

2 · i0,cat

)
(3.12)

Activation overpotential at the anode:

ηact,an =
R · T

α · z · F
· sinh−1

(
i

2 · i0,an

)
(3.13)

Where:

i is the current density [A/cm2]
i0,cat and i0,an is the exchange current density at the cathode and anode respectively [A/cm2]
z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]
α is the charge transfer coefficient of the electrode [-]
ηact,cat, ηact,an is the activation overpotential at the cathode and anode respectively [V]
R is the universal gas constant [J/mol K]
T is the temperature [K]

For cases where the charge transfer coefficients are not equal, Equation 3.3 can be solved numer-
ically via root finding such that for a given current density, the corresponding activation overpotential
can be found. The methods employed in the detailed model are Newton’s Method and bisection if
Newton’s Method does not converge successfully.

Definition: Total activation overpotential

Total activation overpotential:

ηact = ηact,cat + ηact,an (3.14)

Where:
ηact is the overall activation overpotential [V]
ηcat and ηan is the overpotential at the cathode and anode respectively [V]

3.1.2.2.1 Exchange Current Density
Exchange current density, i0, is the measure of how catalytically active an electrode is. That is, with
no applied voltage, in the presence of reactants, a higher i0 indicates that the redox reaction of the
electrode will occur with the electrons present in the electrode at a faster rate, although this reaction
will be balanced in the forward and reverse directions (i.e. no net production of any products). A
higher exchange current density is indicative of higher catalytic activity at the electrodes owning to
favourable reaction kinetics. The exchange current density therefore depends on material type as
different materials are better supported for the redox reaction than others. Additionally, reaction rates
are dependant on temperature governed by a relation known as Arrenius’s Equation. Furthermore,
reaction rates also depend on concentration levels; the higher the local concentration of a reactant, the
higher the reaction rate.
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Typically, the exchange current density is a parameter specific to an electrode with all its individual
manufacturing and material characteristics. Therefore it is normally experimentally calculated by curve
fitting variables to an equation which describes the exchange current density. However, there is no
standard equation used and values found in literature are often printed without details on the material,
surface area or clear indication of where these values come from [46] [48] [49].

Reference [49], comprises of research on different exchange current densities for different electrode
types for both SOEC and SOFC configurations. While in practice the exchange current density will
change based upon:

• Temperature
• Species concentration/partial pressure
• Electrode area
• Catalyst particle distribution

Only some of these are practical to measure/calculate while in operation (temperature, species
concentration/partial pressure, catalyst particle distribution, electrode surface area change during op-
eration). Therefore, in [49], the following is adopted:

Definition: Exchange Current Density Relations

i0,O2 = rO2 ·
(

yO2

yO2,ref

)A

· exp
(
−Ea,O2

RT

)
(3.15)

i0,fuel = rfuel ·
(

yH2

yH2,ref

)B

·
(

yH2O

pH2O,ref

)C

· exp
(
−Ea,fuel

RT

)
(3.16)

a

aEquations taken from [49]

Where:
i0,O2

is the exchange current density for O2 electrode [A/cm2]
rO2

is the reaction rate constant for the O2 electrode [-]
yO2

is the molar fraction of O2 [-]
yO2,ref is the molar fraction of O2 in the preference conditions [-]
A is a gas concentration exponent which is determined by fitting the equation to data [-]
Ea,O2 is the activation energy of the species reacting at the O2 electrode [J/mol]

i0,fuel is the exchange current density for fuel electrode [A/cm2]
rfuel is the reaction rate constant for the fuel electrode [-]
yH2 is the molar fraction of H2 [-]
yH2,ref is the molar fraction of H2 in the preference conditions [-]
B is a gas concentration exponent which is determined by fitting the equation to data [-]
yH2O is the molar fraction of H2O [-]
yH2O,ref is the molar fraction of H2O in the preference conditions [-]
C is a gas concentration exponent which is determined by fitting the equation to data [-]
Ea,fuel is the activation energy of the species reacting at the fuel electrode [J/mol]

R is the universal gas constant [J/mol K]
T is the temperature [K]

Expanding the equations given in [49], a general form can be derived:
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Definition: Exchange Current Density Relations - General

i0,w = rw ·Πk=1

(
yqk

yqk,ref

)Ak

· exp
(
−Ea,w

RT

)
(3.17)

a

aEquation adapted from [49]

Where:
i0,w is the exchange current density at the w electrode [A/cm2]
w is the electrode. Can either be fuel or oxygen electrode
rw is the reaction rate constant for the w electrode [-]
yqk is the molar fraction of species qk [-]
k is a numerical indication of a species at an electrode [-]
yqk,ref is the molar fraction of qk in the reference conditions [-]
Ak is a gas concentration exponent which is determined by fitting the equation to data [-]
Ea,w is the activation energy of the species reacting at the w electrode [J/mol]
R is the universal gas constant [J/mol K]
T is the temperature [K]
k is a reference to a species which exists at electrode w

From the results presented in [49], the required numerical values for the correct usage of Equa-
tion 3.15 and Equation 3.16, can be seen in Table 3.2. The values presented in Table 3.2 will be used
to model i0 in Equation 3.17.

Table 3.2: Data used for fitting Equation 3.15 and Equation 3.16 as presented in [49]. The error range on the A, B, C values
comes from the different results obtained for the curve fitting at different temperatures. See Equation 3.15 for explanation of

symbols.

Electrode Material SOEC Mode SOFC Mode
Oxygen Electrode Ea [kJ/mol] r [-] A [-] Ea [kJ/mol] r A [-]
LSM 187 7.5e7 0.33± 0.03 174 2.1e7 0.35± 0.06
LSCF/GDC 83 4200 0.26± 0.09 105 40000 0.31± 0.11

Fuel Electrode Ea [kJ/mol] r [-] B [-]
C [-] Ea [kJ/mol] r [-] B

C

Ni-ScSZ cermet 180 2.7e7 0.27± 0.01
0.17± 0.09

149 1.7e6 0.52± 0.04
0.37± 0.11

Ni-GDC cerment 159 2.7e6 0.49± 0.06
0.56± 0.02

132 2.2e5 0.51± 0.03
0.54± 0.05

Ni-GDC co impregnated
on LST-GDC

97 8400 0.75± 0.06
0.54± 0.07

101 14700 0.77± 0.14
0.49± 0.06

Rh-GDC co-impregnated
on LST-GDC

101 14900 0.61± 0.11
0.50± 0.06

106 26000 0.69± 0.08
0.52± 0.03

3.1.2.3 Ohmic Overpotential
In electrochemical cells, the movement of charged particles (i.e. ions and electrons) results in energy
losses. The reason for this is the materials in which charged particles move through have a natural
resistance to this movement. This resistance leads to an over potential which the cell experiences is
called the ohmic overpotential.

In SOCs, the charged particles which move are electrons (through the electrodes and bi-polar
plates) and oxide ions (through the electrolyte). As the cell can be electrically modelled as ”resistors
in series”, the total resistance of charged particles to movement through the cell can be expressed by
Equation 3.18 [50].
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Rtot = Rmem +Rcat +Ran +Rcon (3.18)

Where:
Rtot is the total resistance [Ωcm2]
Rmem is the resistance from ions moving through the membrane (electrolyte) [Ωcm2]
Rcat is the resistance from electrons moving through the cathode [Ωcm2]
Ran is the resistance from electrons moving through the anode [Ωcm2]
Rcon is the resistance from electrons moving between solid-solid interfaces (i.e. electrode to bipolar
plate) [Ωcm2]

This total resistance can then be used to determine the ohmic overpotential using an area dependant
version of Ohm’s Law:

Definition: Ohmic Overpotential - Ohm’s law

ηohmic = Rtot · i (3.19)

[50]

Where:
ηohmic is the ohmic overpotential [V]
Rtot is the summed resistance of the electrical and electrolyte components in the cell [Ωcm2]
i is the current density going through the cell [A/cm2]

Most papers neglect the impact of the electrical resistance in the cell as it is negligible compared
to the resistance from the electrolyte[50] [51]. In other words, the resistance from the oxide ion trav-
elling through the membrane is the dominate ohmic overpotential in the cell. This is demonstrated in
Appendix A.

The ohmic resistance for the membrane can be described by the following:

Definition: Membrane Resistance

Rmem =
lmem

σmem
(3.20)

Where:
Rmem is the ohmic resistance of membrane [Ωcm2]
lmem is the thickness of the membrane [cm]
σmem is the membrane conductivity [S/cm] a

aS is the unit Siemens. It is equivalent to one over ohms. That is

4 S =
1

4
Ω

The conductivity of an oxide ion transport capable membrane is highly dependant on temperature
[50], shown by Equation 3.21.
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Figure 3.3: Oxygen ion conductivity vs temperature for selected electrolyte materials. Image taken from [52]

Definition: Electrolyte Conductivity

σmem =
σ0

T
· exp

(
−Eel

R · T

)
(3.21)

a

aTaken from [50]

Where:
σmem is the conductivity of the membrane [S/m]
σ0 is the pre-exponential factor of the conductivity [S/m]
T is the temperate of the membrane [K]
Eel is the activation energy for ion transport [J/mol]
R is the universal gas constant [J/mol K]

Asmentioned in subsection 2.2.2, different electrolytes exist with different ionic conductivities. There-
fore σ0 and Eel in Equation 3.21 are not constant between materials. Data for σ0 and Eel can be found
using data presented in other papers. Specifically, data from Figure 3.3 which comes from [52], can
be taken and curve fitted to Equation 3.21 for various commonly used electrolyte materials. The data
was taken from the plot using Plot Digitizer [53]. For select materials, the results of the curve fit are
presented in Table 3.3.

3.1.2.4 Concentration Overpotential
Electrolysers produce as much H2/O2 from H2O as directly proportional to the number of electrons
supplied to the water in the reaction; this comes from the conservation of charge law. For every two
moles of electrons, one more of hydrogen and half a mol of oxygen will be produced (assuming suffi-
cient H2O supply). This is irrespective of potential applied (assuming the potential is above the Nernst
Potential). At some point, the transport of H2O towards the location of the electrons in the electrode
will be limited by diffusion ”speed limits”. This phenomena increases the required potential which must
be applied to the cell to produce the same current density. The increased potential for this is called
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Material σ0 [S/m] Eel [J/mol] R2

8YSZ 133 117 255.5 96 611.97 0.99999
8ScSZ 1 678 024 660.99 101 049.61 0.99999
GDC 44 369 254.18 75 433.20 0.99999
LSGM 58 121 151.64 79 730.44 0.99998

Table 3.3: Curve fit values for select electrolyte materials. data comes from selecting point of a line of the relevant curve in
Figure 3.3 and then curve fitting the data using the equation Equation 3.21. The R2 values from the curve fits are shown in the

last column. The function ”curve_fit” from scipy’s optimization package was used to determine the curve fit values

the concentration overpotential or the diffusion overpotential [46]. The effects of this phenomena
have already been described in subsubsection 3.1.2.1 with the changes in partial pressure near the
electrodes. While other literature considered these effects separately, a diffusion model will be incorpo-
rated to determine the partial pressure near the electrodes for the Nernst Potential, therefore including
the effects of concentration overpotential. As a result, concentration overpotential is not separately
modelled.

3.1.3. Diffusion Models
As mentioned in subsubsection 3.1.2.1 and subsubsection 3.1.2.4, the partial pressure of the reac-
tants/products at the electrodes impacts the potential required to electrolyse water. The phenomena
around transport limitations was discussed in subsubsection 3.1.2.4 and this will be expanded upon in
this section.

There are three main methods in literature to model transport phenomena around electrodes in SOCs
[54]. These methods are diffusion models which describe the mass transport behaviour of gasses
around porous materials (i.e. the electrodes). The models used are:

• Fick’s Diffusion Model
• Stefan-Maxwell Model
• The Dusty Gas Model (DGM)

Only two models will be discussed. These models will be Fick’s diffusion and DGM. Stefan-Maxwell
is not discussed as DGM is already an extended version of the Stefan-Maxwell model [55]. The main
differences between Fick’s and DGM is that DGM accounts for Knudsen diffusion phenomena over a
wider range of porous media structures 3 and does not assume equal-molar counter diffusion which
Fick’s law assumes as this is an invalid assumption if the difference in compound molar mass is signif-
icantly different [55].

It should be noted that the literature regarding diffusionmodelling/mass transport phenomenamodelling
is typically semi-empirical in formulation. Additionally, the field is an active area of research and treated
with caution as inconsistencies with model usage occur regularly [56].

3.1.3.1 Fick's Diffusion
Fick’s diffusion is the simplest diffusion model used in SOCmodelling and also the least computationally
expensive. The generic form of Fick’s diffusion is shown in Equation 3.22.

3Knudsen diffusion is explained later in this section
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Definition: Fick’s law of Diffusion

Nq = −
Deff

q

RT
· ∇(XqP ) (3.22)

Where:
Nq is the molar flux of species q [mol/m2]
Deff

q is the effective diffusion coefficient of species q [m2/s]
Xq is the molar fraction of species q [-]
P is the operating pressure [Pa]
R is the universal gas constant [J/mol K]
T is the temperature [K]

a

aEquation adapted from [57] to be n-dimensional

The effective diffusion coefficient, Deff
q can be expressed using the Bosanquet Formula for a binary

gas mixture. For gas mixtures with more than two species, the dusty gas model is required due to
the formulation of Fick’s diffusion model. In general, the Bosanquet Formula has a limited range of
validity, but it is regularly used in SOC modelling to include the effects of Knudsen diffusion without
requiring the computational expense of the dusty gas diffusion model. The main limiting factor of the
Bosanquet Formula is only valid when themolecular weights of the bi-molecular system are comparable
is the formula valid [56]. A study of the Bosanquet Formula on single species systems shows that the
Bosanquet formula is increasingly more valid as the pore radius of the porous material increases [58],
the applicability of this study to non unitary systems is unclear but is worth keeping in mind when using
the formula.

Definition: Bosanquet Formula

1

Deff
q

=
1

Deff
q,Kn

+
1

Deff
w−q

=
ξ

ϕ
·
(

1

Dw−q
+

1

Dq,kn

)
(3.23)

a

aEquation taken from [59] although it is not called this in the reference

Where:
Deff

q is the effective diffusion coefficient [m2/s]
ξ is the tortuosity of the porous material [-]
ϕ is the porosity of the porous material [-]
Dw−q is the Molecular Binary Diffusion Coefficient [m2/s]
Dq,K is the Knudsen Diffusion Coefficient [m2/s]

The molecular binary diffusion coefficient and the Knudsen diffusion coefficient can be calculated
using the equations shown in subsubsection 3.1.3.3.

For the 1D case of gas diffusion through a porous material, Fick’s diffusion model can be solved into
closed form equations for the electrolysis of a species, a. Using the method for finding a closed form
solution for Fick’s diffusion from [57].

Using the relation of conservation of charge:

Nq =
i

zF
(3.24)

Where:
Na is the molar flux of species a [mol/m2]
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z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]
i is current density [A/m2]

With the boundary conditions:

∂Xq

∂x
|x=d = − i

zF
· RT

Deff
q P

Xq|x=0 = Xbulk
q

Where:
Xa is the molar ratio of species a [-]
Xbulk

a is the molar ratio of species a far away from the electrode [-]
x is the 1D length of the electrode [m]
d is the total thickness of the electrode [m]
R is the universal gas constant [J/mol k]
T is the temperature [K]
z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]
Deff

a is the effective diffusion coefficient of species a [m2/s]
P is the operating pressure [Pa]
i is the current density [A/m2]

With x = d being the location of the electrode-electrolyte interface, the following results:

Definition: Closed form 1D Fick’s Diffusion generic: Molar fractions

Xa = Xbulk
a − RT

Deff
a · P

· i

zF
· x (3.25)

Where:
Xa is the molar ratio of species a [-]
Xbulk

a is the molar ratio of species a far away from the electrode [-]
x is the 1D length of the relevant electrode [m]
R is the universal gas constant [J/mol K]
T is the temperature [K]
F is Faraday’s constant [C/mol]
Deff

a is the effective diffusion coefficient of species a [m2/s]
P is the operating pressure at the electrode [Pa]
i is the current density [A/m2]

For steam electrolysis, this becomes:
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Definition: Closed form 1D Fick’s Diffusion: Molar fractions - H2O Electrolysis

XH2O = Xbulk
H2O − RT

Deff
H2O

· P
· i

2F
· x (3.26)

XH2
= 1−XH2O = 1−

(
Xbulk

H2O − RT

Deff
H2O

· P
· i

2F
· x

)
(3.27)

XO2 = Xbulk
O2

− RT

Deff
O2

· P
· i

2F
· x (3.28)

Where:
XH2O is the molar ratio of H2O [-]
XH2

is the molar ratio of H2 [-]
XO2

is the molar ratio of O2 [-]
Xbulk

H2O
is the molar ratio of species H2O far away from the electrode [-]

Xbulk
O2

is the molar ratio of species O2 far away from the electrode [-]
x is the 1D length of the relevant electrode [m]
R is the universal gas constant [J/mol K]
T is the temperature [K]
F is Faraday’s constant [C/mol]
Deff

H2O
is the effective diffusion coefficient of species H2O [m2/s]

Deff
O2

is the effective diffusion coefficient of species O2 [m2/s]
P is the operating pressure at the electrode [Pa]
i is the current density [A/m2]

Utilising the relationship for partial pressure of a gas:

pq =
nq · R·T

V∑T
i ni · R·T

V

· P = Xq · P

Then the following relations can be used to determine the partial pressure of the species near the
surface of the electrode-electrolyte interface
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Definition: Closed form 1D Fick’s Diffusion: Partial Pressures

pH2O = pbulkH2O − RT

Deff
H2O

· i

2F
· x (3.29)

pH2 = P − pH2O = P −

(
pbulkH2O − RT

Deff
H2O

· i

2F
· x

)
(3.30)

pO2 = pbulkO2
− RT

Deff
O2

· i

2F
· x (3.31)

Where:
pq is the partial pressure of species q [Pa]
pbulkq is the partial pressure of species q far away from the electrode [Pa]
x is the 1D length of the relevant electrode [m]
R is the universal gas constant [J/mol K]
T is the temperature [K]
F is Faraday’s constant [C/mol]
Deff

q is the effective diffusion coefficient of species a [m2/s]
P is the operating pressure at the electrode [Pa]
i is the current density [A/m2]

3.1.3.2 DGM
The Dusty Gas Model (DGM) is a more computational expensive diffusion model which is superior to
Fick’s diffusion model in that DGM is not limited to modelling only binary gas systems and it accurately
incorporates Knusden diffusion where Fick’s diffusion typically relies on the not-always-valid Bosanquet
Fomula.
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Definition: Dusty Gas Model - Generic

Jk = −

(
ΣN

l=1

P

R · T
·DDGM

k,l ∇yl +

(
ΣN

l=1

P

R · T
·
DDGM

k,l · yl
De

l,Kn

)
· Bg

µ
∇P

)
(3.32)

Where: DDGM
k,l = H−1 with the entries of H being expressed by:

hk,l =

(
1

Deff
k,Kn

+ Σj=1,j ̸=kN
yj
De

k,j

)
δk,l + (δk,l − 1)

yk
De

k,l

(3.33)

a

aEquation adapted from [56] and [50]

Where:
N is the total number of gas species in exist around the porous electrode [-]
yk is the mol fraction of species k [-]
Jk is the molar flux of species k inside the porous electrode [mol/m2s]
Deff

k,Kn is the effective Knudsen coefficient of species k inside the porous electrode [m2/s]
Deff

k,l is the effective binary diffusion coefficient of species k in species l [m2/s]
Bg is the permeability constant [m2]
δkl is Kronecker delta [-]
µ is the mixture viscosity
P is the total pressure in the electrode [Pa]
R is the universal gas constant [J/mol K]
T is the temperature [K]

When assuming diffusion only occurs in one dimension, Equation 3.32 reduces to the following:
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Definition: Dusty Gas Model - 1D

Jk = −

(
ΣN

l=1

P

R · T
·DDGM

k,l

∂yl
∂z

+

(
ΣN

l=1

P

R · T
·
DDGM

k,l · yl
De

l,Kn

)
· Bg

µ

∂P

∂z

)
(3.34)

Where: DDGM
k,l = H−1 with the entries of H being expressed by:

hk,l =

(
1

Deff
k,Kn

+ Σj=1,j ̸=kN
yj
De

k,j

)
δk,l + (δk,l − 1)

yk
De

k,l

(3.35)

a

aEquation adapted from [56] and [50]

Where:
N is the total number of gas species in exist around the porous electrode [-]
yk is the mol fraction of species k [-]
Jk is the molar flux of species k inside the porous electrode [mol/m2s]
Deff

k,Kn is the effective Knudsen coefficient of species k inside the porous electrode [m2/s]
Deff

k,l is the effective binary diffusion coefficient of species k in species l [m2/s]
Bg is the permeability constant [m2]
δqw is Kronecker delta [-]
∂z is refers to the direction into the electrode, towards the electrode-electrolyte interface
µ is the mixture viscosity
P is the total pressure in the electrode [Pa]
R is the universal gas constant [J/mol K]
T is the temperature [K]

While in reality the total pressure inside the electrode changes as a function of electrode thickness
(given a fixed species flux) [56], if the thickness of the electrode does not exceed 500 µm, then the nu-
merical difference between assuming fixed total pressure (isobaric diffusion) and variable total pressure
inside the electrode is negligible [60]. Therefore, Equation 3.34 can be simplified further:
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Definition: Dusty Gas Model isobaric - 1D

Jk = −ΣN
l=1

P

R · T
·DDGM

k,l

∂yl
∂z

(3.36)

Where: DDGM
k,l = H−1 with the entries of H being expressed by:

hk,l =

(
1

Deff
k,Kn

+ Σj=1,j ̸=kN
yj
De

k,j

)
δk,l + (δk,l − 1)

yk
De

k,l

(3.37)

a

aEquation adapted from [56] and [50]

Where:
N is the total number of gas species in exist around the porous electrode [-]
yk is the mol fraction of species k [-]
Jk is the molar flux of species k inside the porous electrode [mol/m2s]
Deff

k,Kn is the effective Knudsen coefficient of species k inside the porous electrode [m2/s]
Deff

k,l is the effective binary diffusion coefficient of species k in species l [m2/s]
δqw is Kronecker delta [-]
∂z is refers to the direction into the electrode, towards the electrode-electrolyte interface
P is the total pressure in the electrode [Pa]
R is the universal gas constant [J/mol K]
T is the temperature [K]

The following need to be determine to solve the DGM diffusion equation:

• Jk - molar flux of the species k being investigated
• Deff

k,Kn - effective Knudsen coefficient of species k

• Deff
k,l - effective binary diffusion coefficient of species k and l

Similar to Fick’s diffusion, the driving force for diffusion is the chemical reaction at the electrode-
electrolyte interface, therefore the molar flux species experience is directly proportional to the experi-
enced current density based of the relation from conservation of charge. i.e.

Nq =
i

zF
(3.38)

Where:
Na is the molar flux of species a [mol/m2]
z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]
i is current density [A/m2]

Additionally, effective diffusion coefficients are a function of porous material porosity and tourorosity,
specifically:
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Definition: Effective Diffusion Coefficients

Deff =
ϕ

ξ
D (3.39)

Where:
Deff is an effective diffusion coefficient [m2/s]
ϕ is the porosity of the material [-]
ξ is the tourtorosity of the material [-]
D is a diffusion coefficient [m2/s]

The formulae required to calculated Knudsen and binary diffusion coefficients can be found in sub-
subsection 3.1.3.3.

3.1.3.3 Diffusion Coefficients
Definition: Molecular Binary Diffusion Coefficient

Molecular Binary Diffusion Coefficient obtained by the Chapman-Enskog theory of ideal gas

Dw−q = 0.00266 ·
(

1

Mw
+

1

Mq

)0.5

· T 3/2

P · σ2
q−w · ΩD

(3.40)

a

aEquation modified from [61]. This equation is empirical and simplified from a more detailed equation

Where:
Mq and Mw are the molar mass of species q and w respectively [g/mol]
T is the temperature [K]
P is the operating pressure [bar]
ΩD is a dimensionless diffusion collision integral [-]
σq−w is the average mean characteristics length of species q and w [Å]

The average mean characteristic length of species q and w, σq−w can be found from:

σq−w =
σq + σw

2
(3.41)

Where:
σq−w is the average mean characteristics length of species q and w [Å]
σq is the mean characteristic length of species q [Å]
σw is the mean characteristic length of species w [Å]

The dimensionless diffusion collision integral can be found analytically with the following [55] [48]
[61]:

ΩD =
1.06036

τ0.1561
+

0.193

exp(0.47635 · τ)
+

1.03587

exp(1.52996 · τ)
1.76474

3.89411 · τ
(3.42)

Where:

τ =
k · T
εq,w

(3.43)

Where the Lennard-Jones energy, εq,w is equivalent to: [55] [48]

εq,w =
√
εq · εw (3.44)

Where εq and εw are the Lennard-Jones potentials for species q and w respectively [K] [61].
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Knudsen diffusion describes additional diffusion of molecules inside porous materials where collisions
with the surface of the material can occur.

Definition: Knudsen Diffusion

Dq,Kn = 9700 · r

√
T

Mq
(3.45)

a

aEquation adapted from [59]

Where:
Dq,Kn is the Knudsen Diffusion Coefficient [cm2/s]
r is the mean pore radius of the electrode [cm]
Mq is the molar mass of species q [g/mol]
R is the universal gas constant [J/mol K]
T is the temperature [K]

3.1.3.4 Partial Pressure Modelling
The Fick’s diffusion model calculate the partial pressure of a single species, however the partial pres-
sure of each species is important as it is the partial pressure of a species at the surface of an electrode
which determines the Nernst Potential of a cell as described in subsubsection 3.1.2.1. It should be
noted that the following is specifically only relevant for Fick’s diffusion as DGM already accounts for
all species partial pressures. However as Fick’s diffusion is only valid for binary systems, the equa-
tions which follow, while generic and are compatible with non binary systems, should only be used with
binary gas systems when applied to Fick’s diffusion.

The overall pressure of a system is equal to the sum of the pressures exerted by the gasses inside
the system. The pressure of a single gas inside a mixture of gasses is known as its partial pressure.
For a single species gas, the partial pressure is equal to the system pressure. For a multi species gas
mixture, assuming ideal gas law holds, the partial pressure of a single species is equal to the molar
ratio of the gas in the mixture, multiplied by the total pressure, that is:

Definition: Partial Pressure

px =
nx

ΣT
i=1ni

· Ptotal (3.46)

Where:
px is the partial pressure of species x [Pa]
nx is the number of moles of species x in the mixture [mols]
T is the total number of gasses in the mixture [-]
ni is the number of mols of species i [mols]
Ptotal is the total pressure of system [Pa]

For a multi species, balanced reaction, namely,

υAA + υBB −−→ υCC + υDD + υEE + ...

Where species A, B, C,D, E are all at the same electrode, then the partial pressures in the system
at the electrode can be expressed as (where PT is the total pressure):
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PT = pA + pC + pD + pE + ...

PT − pA − pB = pC + pD + pE + ...

When no side reactions occur, then the chemical reaction which occurs is balanced in its stochiomet-
ric ratio, then the products at the electrode are proportional to each other based of their stochiometric
coefficient in the balanced electrochemical equation. i.e.

PT − pA − pB = pC + pD + pE + ...

PT − pA − pB = z · pC

With:

z =
1

υC
Σi=Cυi

Where:
z is a ratio between the products at the electrode [-]
υi is stochiometric ratio of product species i [-]
υC is stochiometric ratio of species C [-]
PT is the total pressure of the system [Pa]
pA, pB ... are the partial pressures of species A, B... [Pa]

The partial pressure of the reactants at the electrode, A and B, are found via the diffusion models.
Therefore, once the reactant partial pressure at the electrode have been calculated, the partial pressure
of the product species can be determined via the following:

pC =
PT − Σj=1pj

z

pi = pC · υi
υC

Where:
pj is the partial pressure of reactant species j [Pa]
pi is the partial pressure of product species i [Pa]
υi is the stochiometric ratio of product species i [-]
υC is the stochiometric ratio of product species C [-]
pC is the partial pressure of product species C [Pa]
PT is the total pressure [Pa]

3.1.4. Detailed Model Results
The output of the detailed model is known as a voltage-current curve, or a V-I curve. Examples of V-I
curves for both SOEC and SOFC modes can be seen in Figure 3.4 and Figure 3.5 respectively. The V-I
curve is the relationship between the applied/obtained voltage from the cell (depending if it is in SOEC
or SOFC mode) and the current density the cell experiences. At current densities close to 0 A/cm2, the
Nernst Voltage is what both SOEC and SOFC cells experience. As the current density increases, the
activation overpotential dominates and the voltage rises quickly in SOEC mode and decreases quickly
in SOFCmode. The voltage approaches vertical as the current density approaches the limiting current
density. This is the current density at which gas particles in the electrodes are not able to move to the
triple phase boundary fast enough to maintain the current density, and therefore the voltage required
in SOEC mode approaches infinity and the voltage obtained in SOFC mode approaches 0 V.
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Figure 3.4: Example voltage-current density curve for a SOC in electrolysis mode

Figure 3.5: Example voltage-current density curve for a SOC in fuel cell mode
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3.2. SOEC System Model
The SOEC system model takes the detailed model, combines it with models for the Balance of Plant
(BOP) components of a SOEC system, and produces efficiency curves which are utilised by the Simulink
model (discussed in section 3.3) for a range of electrical and thermal power values. This section first
presented the SOEC system layout, then goes onto discuss the BOP models along with the models for
cell operation in stacks. Finally, the method for producing the efficiency curves is presented.

3.2.1. Assumptions
This section outlines the assumptions made specifically in the SOEC system model. As the detailed
model feeds directly into the SOEC system model, all assumptions discussed in subsection 3.1.1 are
valid here as well. The assumptions explicitly made in the SOEC system model are:

• Isobaric flow
• Single phase flow

3.2.1.1 Isobaric flow over BOP components
Isobaric means the pressure of a system stays constant while a thermodynamic process occurs. In the
context of the SOEC systemmodel, this means that over the stack component and all BOP components,
except for the pumps, it is assumed that there is no pressure change occurring. This is a realistic
assumption if the flow of the system is small and there are no flow constricting orifices. A detailed
design of all system components is beyond the scope of this thesis and therefore for simplicity, it is
assumed that the pressure change in non pump components is negligible.

3.2.1.2 Single phase flow
Single phase refers to each species inside a flow stream existing only in one phase. For example, if
water and hydrogen are in a flow, then assuming the hydrogen is its gaseous phase, the water is either
fully in its liquid phase or fully in its gaseous phase. It is assumed that no species exits on it’s saturation
curve where both liquid and gaseous phases both exist (i.e. two phase flow). This assumption is valid
as the only feasible location inside the designed system model where two phase flow can occur is in
a heat exchanger. To prevent two-phase flow occur, water coming into the heat exchanger will first
go through the vaporiser which ensures the water is away from its saturation curve. No other species
which can be utilised in the SOEC system model exist near its saturation curve.

3.2.2. SOC System Layout
Figure 3.6 shows a flow system diagram of the SOEC system implemented in the SOEC system model.
This system diagram shows that both the anode and cathode side of the system have heat exchangers
which exchange high temperature output flow from the stacks with the incoming flows used for elec-
trolysis. Each side also has a trim heat to ensure each flow has the correct temperature going into the
stack system. Each side has a pump to create the pressure difference required for the flows to move
through the system. The cathode side also has another heat exchanger from which thermal energy
from waste industrial process (such as steel production, paper production etc) is able to be used to
improve the overall system electrical efficiency by providing a part of energy required for the heating of
the incoming flows.
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Figure 3.6: System layout design for the SOEC system model. Inspired by other system designs available in the public
domain. See subsection 2.3.1

3.2.3. Heat Exchanger Modelling
Heat exchangers are used in SOC systems to recover the high levels of thermal energy leaving the
SOEC (the ”hot” flow) and transfer it to the incoming flow into the SOEC (the ”cold” flow) in order to
improve the energy efficiency of the system. The heat exchanger was modelled as a counter flow
heat exchanger. A counter flow heat exchanger has the hot and cold flows coming in from different
ends of the heat exchanger, allowing for higher temperature changes between the hot and cold fluids
when compared to other heat exchanger types (namely parallel/co-current flow heat exchangers. The
workings of a counter flow and co-current flow heat exchangers can be seen in Figure 3.7.

Figure 3.7: Graphical view of the workings of a counter flow and co-current heat exchanger. Image adapted from [62]
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A heat exchanger can be modelled as a device which transfers enthalpy from the hot flow to the
cold flow. The maximum theoretical enthalpy change for the hot flow occurs when the temperature of
the hot flow at the inlet will have its temperature at the outlet equal to the temperature of the cold flow at
the inlet. Similar logic applies for the maximum enthalpy change of the cold flow, albeit the temperature
roles reversed. Mathematically this is:

∆Hcold, ,max, theory = Hcold, fcn(Thot, in)−Hcold, fcn(Tcold, in) (3.47)
∆Hhot, ,max, theory = Hhot, fcn(Thot, in)−Hhot, fcn(Tcold, in) (3.48)

(3.49)

Where:
∆Hcold, ,max, theory is the theoretical maximum enthalpy change of the hot flow [J]
∆Hhot, ,max, theory is the theoretical maximum enthalpy change of the cold flow [J]
Hcold, fcn() is the enthalpy of the cold flow at the conditions specified inside the parenthesis [J]
Hhot, fcn() is the enthalpy of the hot flow at the conditions specified inside the parenthesis [J]
Thot, in is the temperature of the hot flow entering the heat exchanger [K]
Tcold, in is the temperature of the cold flow entering the heat exchanger [K]
Note that units of joules, J, will become units of watts, W, when dealing with flows.

The maximum enthalpy change is equal to the lowest of the aforementioned maximum theoretical
enthalpy changes, multiplied by the efficiency of the heat exchanger. That is:

∆Hactual = ηexchange ·MIN(∆Hcold, ,max, theory,∆Hhot, ,max, theory) (3.50)

Where:
∆Hactual is the enthalpy transfer the hot and cold flows [J]
ηexchange is the efficiency of the heat exchanger [-]
∆Hcold, ,max, theory is the theoretical maximum enthalpy change of the hot flow [J]
∆Hhot, ,max, theory is the theoretical maximum enthalpy change of the cold flow [J]
MIN() is a function which finds the minimum numerical value of the values inside its parenthesis
separated by a comma
Note that units of joules, J, will become units of watts, W, when dealing with flows.

Therefore, the enthalpy of the hot and cold flow at the exit of the heat exchanger can be determined
from the following:

Hcold, out = Hcold, fcn(Tcold, in) + ∆Hactual (3.51)
Hhot, out = Hhot, fcn(Thot, in)−∆Hactual (3.52)

Where:
Hcold, out is the enthalpy of the cold flow at the exit of the heat exchanger [J]
Hhot, out is the enthalpy of the hot flow at the exit of the heat exchanger [J]
Hcold, fcn() is the enthalpy of the cold flow at the conditions specified inside the parenthesis [J]
Hhot, fcn() is the enthalpy of the hot flow at the conditions specified inside the parenthesis [J]
Thot, in is the temperature of the hot flow entering the heat exchanger [K]
Tcold, in is the temperature of the cold flow entering the heat exchanger [K]
∆Hactual is the enthalpy transfer the hot and cold flows [J]
Note that units of joules, J, will become units of watts, W, when dealing with flows.

For the enthalpy valuesHcold, out andHhot, out, there exists a single temperature at which they occur
at, given a known mixture composition and pressure, assuming single phase flow. Therefore via root
finding, the temperature value can be determined for the flows as they leave the heat exchanger.
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3.2.4. Trim Heater Modelling
The trim heater is a device used to ensure the temperature of the fluid going into the electrolyser is at
the required temperature. The trim heater is modelled as a joule heater. The amount of energy required
to heat some mass up by a given temperature can be determined by taking the difference in enthalpy
values between the different temperatures, assuming the heating process is isobaric and knowing the
mass composition in terms of species in existence.

Definition: Trim Heater Model

Ptrim =
ṁ · (h2 − h1)

ηtrim
(3.53)

Where:
Ptrim is the power required by the trim heater [W]
h1 and h2 are the specific enthalpy of the fluid flow at state 1 (the ”cold” state) and state 2 (the
”hot” state) respectively [J/kg]
ṁ is the mass flow of the fluid flow [kg/s]
ηtrim is the efficiency of the trim heater [-]

3.2.5. Pump Modelling
The movement of the fluids around the system is provided by pumps; devices which increase the total
pressure of the fluid such that a pressure difference exists over the SOC stack and BOP, enabling fluid
movement. The pressure differences used to move fluids around SOC systems is about 60 mbar [29].
Assuming the gas fluids behave as ideal gasses and the compression is adiabatic, then the temperature
after adiabatic compression can be determined and the difference in enthalpy at the start and end points
will give the energy for compression.

Definition: Pump Model

With:

T2 = T1 ·
P1 +∆P

P1

( γ−1
γ )

(3.54)

The power required for Adiabatic Compression is:

Ppump =
H(T2, P1 +∆P )−H(T1, P1)

η
(3.55)

a

aAdapted from [63] page 10-41

Where:
P1 is pressure of the fluid at state 1 [Pa]
∆P is the change in pressure f the fluid [Pa]
T1 is the temperature of the fluid at state 1 [K]
T2 is the temperature of the fluid at state 2 [K]
γ is the ratio of specific heats for the fluid [-]
Ppump is the energy required for compression of the fluid [J] a
H(Tx, Px) is the enthalpy of the fluid at state Tx, Px [J]
η is the efficiency of the compressor [-]

aNote that units of joules, J, will become units of watts, W, when dealing with flows
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3.2.6. Vaporiser Modelling
The vaporiser is a device which converts all liquid phase species into gaseous phase species. In this
instance, water is the only species which might be liquid given the initial conditions. The vaporiser is
modelled in a similar method to the trim heater, with the only caveat being that for numerical reasons, the
vaporiser has to heat up the fluid higher than the temperature at the saturation curve (given a constant
pressure). In essence, the vaporiser is modelled as a trim heater, as described in subsection 3.2.4.

Definition: Vaporiser Model

Pvap =
ṁ · (hfcn(Tsat + y, P1)− hfcn(T1, P1))

ηtrim
(3.56)

Where:
Pvap is the power required by the vaporiser [W]
hfcn() is the specific enthalpy of the flow at the conditions specified inside the parenthesis
[J/kg]
Tsat is the temperature at which the species exists as both a gas and liquid [K]
y is the temperature to additionally heat the fluid by [K]
P1 is the partial pressure of the species to vaporise [Pa]
ṁ is the mass flow of the fluid flow [kg/s]
ηtrim is the efficiency of the trim heater [-]

3.2.7. Stack Modelling
As mentioned in subsection 2.2.4, two different designs for cells are possible; tubular and planar with
the majority of SOFC systems in use today being planner systems. As the manufacturing process for
SOFC and SOEC planar systems are similar, and considering the fact that existing European compa-
nies are already commercialising planar SOC systems [29], the planar cell design will be used in the
system modelling. Also mentioned in subsection 2.2.4, a stack is a collection of single cells connected
electrically in series. In effect, it is one cell repeated as many times as there are cells in the stack.
Therefore, a single cell can be modelled and the inputs/outputs for this cell can be multiplied by the
number of cells present in the stack. As there is a practical limit to the number of cells in a single stack
as discussed in subsection 2.2.4, multiple stacks are used in SOEC systems. With multiple stacks in a
module 4, different control methods can be employed to operate the stacks at different current density
levels, impacting stack life and overall system efficiency. Different control strategies are described in
subsection 3.2.8.

As mentioned in section 3.1, it is possible for SOC to above or below the thermoneutral voltage, re-
sulting in thermal energy being required for or produced during operation. In terms of modelling, it is
assumed that the output temperature from the stacks is constant at the temperature the cells operate
at. Therefore, when the system operates in endothermic conditions, the input temperature (controlled
by the trim heaters) will be raised such that the thermal energy requirement for continued electrolysis
is made up for by the increase in enthalpy of the incoming flow (above the cell operating temperature).
When the system is running exothermic, the input temperature is kept constant at the required input
temperature of the cells and all the excess thermal energy produced is considered to radiate/convect
away from the system.

When stacks are not in operation (known as standby mode), they need to remain heated (explained
further in section 3.3). The power for this ”heating” is calculated from a set percentage of the stacks
design power, and this power amount is required to be given to the stack when it in standby mode.

3.2.8. Control Methods
A single stack can only be operated one way, in that all cells inside a stack operate with the same current
density/power level. A module, which is a collection of stacks, can be operated in different ways. That

4a module is a collection of stacks
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Figure 3.8: The two different control strategies which have been implemented. This figure shows how stacks are operated on
a cell level for the different control methods. ”stacks same” operates all stacks (and therefore cells) at the same current density,
with the overall system going from a low current density to a high current density together. ”irho design” operates a limited

number of stacks as close to their design current density as possible. The stacks which are on, are allowed to operate within a
limited current density range. The stacks which are not on, have a current density of 0 A/cm2. More stacks are turned on as the

system power increases

is, some stacks could be off entirely while others are at maximum power, or all stacks could be on at the
same power level. Other research has focused on single stack operation, with consideration to efficient
BOP control [64]. The SOEC system model is written to focus on module/stack leading operation, with
the BOP operating as required to support the desired operation of the stacks.

Two different control methods are implemented

• stacks same
• irho design

In essence, these control methods just operate the stacks, on a cell level, differently as known in
Figure 3.8. Figure 3.8 shows how the current density (on a cell level) in different control system designs.

3.2.8.1 irho design
This operation strategy is intended to operate the system on the principal that SOECs degrade less
when they are operated at their design current density, with minimal fluctuations between the maximum
and minimum operating current densities. In reality, stacks will vary their operating current density as
the power over a stack will change as power available to a system/desired output changes. Therefore,
there is a minimum power level a stack requires to operate and a maximum power level it can withstand.
For smooth transition between changes in power to a module, more stacks can be turned on. For the
module to have a smooth power transition between stack levels, the maximum power level of n many
stacks should be greater than or equal to the minimum power level of n + 1 stacks. This can be
graphically demonstrated in Figure 3.9.

3.2.8.2 Stacks same
This operation strategy operates all stacks in a system at the same current density. The advantages
of this system is there is no sudden change in current density of cells as all stacks are operated with
the same current density. However given certain current density ranges, the minimum power at which
a system can operate at increases significantly. The advantage is that a higher efficiency at the same
system power level (compared to irho design control method) is possible, as typically the lower the
current density if a cell, the higher the electrical efficiency.
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Figure 3.9: Graphical explanation of how the control logic works for stack power control. The maximum power level for x cells
is either greater than or less than the minimum power level for x+ 1 stacks. As more stacks are added, the range between min

power and max power for x+ 1 stacks becomes smaller.

3.2.9. Energy Balance
The energy balance is required to ensure conservation of energy in the simulations. There are three
aspects to the energy balance which are considered:

• Flow enthalpy
• Electrical power
• Losses

Gravitational potential energy can be neglected because of low density gradients and kinetic energy
can be neglected because systems can be designed such that velocities can be low. Flow enthalpy
refers to the change in enthalpy of the fluid flows going into and leaving the system of both the flows
which go to/from the cathode anode as well as the thermal energy coming from industry. Electrical
power refers to the electricity going to power the system. Losses refers to all energy losses from
operation of the BOP components and the stacks. Graphically this can be visually seen in Figure 3.10.
In mathematical notation, this is described by Equation 3.57.
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SOC Model

Cathode flow in

Anode flow in

Industry flow in

Power in

Cathode flow out

Anode flow out

Industry flow out
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Figure 3.10: Graphic illustrating the energy inflows and outflows from the SOEC system used by the energy balance

Definition: Energy Balance

Pelec+HCathode,1+HAnode,1+HIndustry,1 = Ploss+HCathode,2+HAnode,2+HIndustry,2 (3.57)

Where:
Pelec is the electrical power input [W]
HCathode,1 is the enthalpy of the cathode flow going into the system [W]
HAnode,1 is the enthalpy of the anode flow going into the system [W]
HIndustry,1 is the enthalpy of the industry flow going into the system [W]
Ploss is the irreversible heat loss from the balance of plant components and the stack [W]
HCathode,2 is the enthalpy of the cathode flow going out of the system [W]
HAnode,2 is the enthalpy of the anode flow going out of the system [W]
HIndustry,2 is the enthalpy of the industry flow going out of the system [W]

3.2.10. Mass Balance
The mass balance is required to ensure continuity of mass flow in the simulations. This is done by
ensuring the mass entering the system is equal to the mass leaving the system. This is graphical
illustrated in Figure 3.11. In maths notation, this is described by Equation 3.58.

Definition: Mass Balance

ṁCathode,1 + ṁAnode,1 = ṁCathode,2 + ṁAnode,2 (3.58)

Where:
ṁCathode,1 is the mass flow of the cathode flow entering the system [kg/s]
ṁAnode,1 is the mass flow of the anode flow entering the system [kg/s]
ṁCathode,2 is the mass flow of the cathode flow leaving the system [kg/s]
ṁAnode,2 is the mass flow of the anode flow leaving the system [kg/s]

3.2.11. Efficiency Curves
The purpose of the SOEC system model is to take the detailed model and balance of plant models and
for a range of electrical power and thermal power values, determine the system electrical efficiency
of the produced hydrogen (or carbon monoxide). For a given electrical and thermal power case, the
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Figure 3.11: Graphic illustrating the mass inflows and outflows from the SOEC system used by the mass balance

SOEC model ensures the produced results pass the mass and energy balance checks and then the
overall electrical efficiency of the system is determined using Equation 3.59.

Definition: Electrical Efficiency

ηelec =
ṅH2 ·HHVH2

Pelectrical,in
(3.59)

Where:
ηelec is the electrical efficiency of the system [-]
ṅH2 is the molar flow rate of produced hydrogen [mol/s]
HHVH2 is the higher heating value of hydrogen gas [J/mol]
Pelectrical,in is the electrical power put into the system [W]

The Higher Heating Value (HHV) is the maximum energy obtainable when reacting species together
via complete combustion. In reality, it is not a fixed value but changes with pressure and temperature.
For the purpose of consistent evaluation, HHV is often taken to be constant and is calculated at standard
conditions 5. HHV can be calculated with the following:

With the reaction: aA + bB −−→ cC + dD
Then:

HHV = c · hC + d · hD − (a · hA + b · hB) (3.60)

Where:
HHV is the higher heating value [J/kg]
a is the stochiometric coefficient for reactant A [-]
b is the stochiometric coefficient for reactant B [-]
c is the stochiometric coefficient for reactant C [-]
d is the stochiometric coefficient for reactant D [-]
hA is the enthalpy of species A at standard conditions [J/kg]
hB is the enthalpy of species B at standard conditions [J/kg]
hC is the enthalpy of species C at standard conditions [J/kg]
hD is the enthalpy of species D at standard conditions [J/kg]

51 atm, 25◦C
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In other literature, the lower heating value is used to evaluate efficiency [65]. Using the lower heating
value effectively assumes that the water produced by utilising hydrogen fuel will remain gaseous. While
this is true for combustion engines, it is not the case for fuel cells as, for example, when hydrogen and
oxygen are fed into a PEM fuel cell, the produced water is in liquid form, meaning the energy required
for the gaseous water to condense to liquid water is utilised by the fuel cell, meaning the HHV is a more
appropriate value.

3.3. Simulink Model
As mentioned previously, the Hydra model is a MATLAB/Simulink model developed by HyCentA to
answer various economic questions about the production and utilisation of hydrogen and hydrogen
fuel, specifically for the energy system in Austria. The model described in section 3.2 is used as the
basis for the creation of the Simulink model through the efficiency curves produced by the former. The
efficiency curves are implemented in the Simulink by creating a lookup table object in MATLAB and
importing this object into a data dictionary utilised by the Simulink model. This lookup table can be
thought of as a ”virtual SOEC system model” and the entire Simulink model as an interface for this
virtual SOEC system model.

3.3.1. Control Logic
The virtual SOEC system has a minimum and maximum power at which it is able to operate at. Any
power provided to the system below the minimum power level which the efficiency curves were gen-
erated on, will mean not all stacks can operate, meaning all the power to the system will be treated
as ”overflow” power and passed through the Simulink model. Additionally, any power supplied to the
model above the maximum power the efficiency curves were generated on is more power than the
system is able to handle safely. Therefore all power above the maximum power of the model will be
treated as ”overflow” power and be passed through the Simulink model.

Turning an SOC system ”on” from ambient temperature (known as a cold start) can take more than
one hour [66]. This is a result of a slow heating process of the stack components being required to
prevent large thermal gradients inside the system and thermal shock of the ceramic materials used in
the stack. The number of thermal cycles also contributes to cell degradation [10] . As a result of these
large ”turn on” times and the damage to the materials over many thermal cycles, it is more practical
to keep the SOC system ”heated” when it is not being used to produce hydrogen or electrical energy.
This therefore necessitates energy for ”standby mode” such that the system can be ”turned on” quickly
when required. In the Simulink model, whenever there is insufficient energy input to operate the system,
power is required to maintain the system’s temperature.



4
Model Verification

This chapter discusses the verification of the models presented in chapter 3. Ultimately the Simulink
model must be verified. As the Simulink model is effectively a Simulink interpreter for the SOEC system
model, the SOEC system model will be verified instead. Verification of the SOEC system model will
necessitate verification of the detailed model as the detailed model is used as an input into the SOEC
system model. This chapter will first describe the logic for the verification process undertaken, then the
remainder of the chapter will go through the outlined verification process.

4.1. Why verification
When determining if a numerical models of a system is describing the system accurately, the model is
ideally compared to the actual system through measurements of the system. This process is known
as validation.

Often it is not possible or practical to obtain measurement data for the system being modelled. In
these cases, a method known as verification is used as an alternative to validation. In verification, the
constructed model is compared to other models, describing the entire system (or a part of the system)
created by others. Unfortunately, due to data acquisition limitations, verifying the SOEC system model
against an actual SOEC system is not possible. Consequently, verification of the SOEC system model
will be performed instead of validation of the SOEC system model.

4.2. Verification Process
The verification of the hydra model will be done by comparing the sub-models of the overall SOEC
system model to either other models or data which exist in the public domain. In this way, the entire
SOEC system model can easier be verified as finding data for sub-models of the SOEC system model
will be easier when compared to the challenge of finding an SOEC system which has the same Balance
of Plant (BOP) layout and cell design while also providing detailed data.

Verification of the SOEC system model compromises of the following tasks:

• Verify the detailed model

– Verify diffusion model
– Verify activation model
– Verify ohmic model

• Verify the BOP Models

– Verify heat exchanger model
– Verify vaporiser model
– Verify trim heater model
– Verify pump model

58
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4.3. Verification Detailed Model
4.3.1. Verification Diffusion Model
The model used to describe diffusion was discussed in subsection 3.1.3. Only Fick’s diffusion model
is implemented because of time constraints. The diffusion model is compared to the data presented
in [67]. This paper is somewhat unclear about some specific values it uses to produce various plots it
presents. This section will attempt to clarify these uncertainties for future researches.

[67] only shows relationships between current density and concentration overpotential. As men-
tioned in subsubsection 3.1.2.4, concentration overpotential is incorporated into the Nernst Potential.
To evaluate the diffusion models and verify them against [67], a relationship between current density
and concentration overpotential needs to be defined. The relationship from [67] is presented below;
note that it is only valid for water consuming SOFC:

Definition: Concentration Overpotential

ηconcentration = − RT

2 · F
· ln
(

yH2 · yIH2O

yH2O · yH2O · yIH2

)
(4.1)

a

aEquation taken from [67]

Where:
ηconcentration is the concentration overpotential [V]
R is the universal gas constant [J/mol K]
T is the temperature [K]
F is Faraday’s constant [C/mol]
yH2 and yH2O are the concentration of H2 and H2O at the electrode respectively [mol/m3]
yIH2 and yIH2O are the concentration of H2 and H2O at the inlet respectively [mol/m3]

The diffusion models relate current density to concentration at the electrodes. Using this relation-
ship, verification of the diffusion model can be undertaken. As indicated earlier, [67] does not clearly
specify specific values for the following:

• Porosity
• Tortuosity
• Pore radius

The paper does cite three references which it says it gets values from. Specifically, one of these
references, [68], indicates that the porosity and tortuosity values can vary between:

• 0.3 and 0.4 for porosity
• 3 and 6 for tortuosity

No value for pore radius was given. However, using the sample code present at the end of [67] for
the DGM model, the pore radius is 0.5 µm. In the same place tortuosity and porosity are also specified.
Fixing tortuosity at the value specified here (6) as it has the widest range, guess-and-check testing for
various values of porosity, it can be found that a porosity value of 0.325 gives a reasonably good fit to
the data points, as shown in Figure 4.1
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Figure 4.1: Plot showing relation between current density and concentration overpotential. The solid line shows results from
diffusion model inside the detailed model and the orange marks show select data points from the Fick’s diffusion model from

[67] running with the settings shown in the figure’s title

Using the same values for porosity, tortuosity and pore radius but changing the incoming partial
pressure values and plotting for the other case which is shown in [67] can give an indication if the pore
radius, tortuosity and porosity values are correct. This is assuming that authors of [67] only changed
the partial pressure inflow settings between producing their plots which the diffusion model is being
verified against. The results of the different partial run case can be seen in Figure 4.2
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Figure 4.2: Plot showing relation between current density and concentration overpotential. The solid line shows results from
diffusion model inside the detailed model and the orange marks show select data points from the Fick’s diffusion model from

[67] running with the settings shown in the figure’s title

As can be seen in Figure 4.2, using the same settings for porosity, tortuosity and pore radius as
determined from Figure 4.1, the fit is acceptable visually. It also has a calculated R2 value of 0.9942 for
this fit. This shows that the values selected for Figure 4.1 are valid and shows that Fick’s diffusion is
verified, assuming the authors did not change the porosity, tortuosity and pore radius values between
runs. It was considered asking the authors of [67] what settings they used, but considering the paper
was published 19 years ago, it was considered unlikely the authors would remember.

4.3.2. Verification Activation Model
The model used to described for activation overpotential is described in section 3.1.2.2. The main
equation used to model this overpotential was the the Butler-Volmer Equation, Equation 3.3, which is
repeated here for convenience:

i = i0

(
exp

(
αc · z · F · ηact,el

R · T

)
− exp

(
−αa · z · F · ηact,el

R · T

))
(4.2)

Where:
i is the current density [A/cm2]
i0 is the exchange current density [A/cm2]
αc and αa are the charge transfer coefficients of the cathodic reaction and anodic reaction at the elec-
trode respectively [-]
z is the number of electrons involved in the reaction [-]
F is Faraday’s constant [C/mol]
ηact,el is the activation over-potential at the electrode [V]
R is the universal gas constant [J/mol K]
T is the temperature [K]
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The main variables which change in this equation impacting the activation overpotential (when as-
suming the charge transfer coefficients are both equal to 0.5, the derivation and justification for given
in subsubsection 3.1.2.2) are the exchange current density, i0 for both the anode and cathode. The
equation which is used to describe the exchange current density is given in subsubsection 3.1.2.2 and
is repeated here for convenience.

i0,w = rw ·Πk=1

(
yqk

yqk,ref

)Ak

· exp
(
−Ea,w

RT

)
(4.3)

Where:
i0,w is the exchange current density at the w electrode [A/cm2]
w is the electrode. Can either be fuel or oxygen electrode
rw is the reaction rate constant for the w electrode [-]
yqk is the molar fraction of species qk [-]
k is a numerical indication of a species at an electrode [-]
yqk,ref is the molar fraction of qk in the reference conditions [-]
Ak is a gas concentration exponent which is determined by fitting the equation to data [-]
Ea,w is the activation energy of the species reacting at the w electrode [J/mol]
R is the universal gas constant [J/mol K]
T is the temperature [K]
k is a reference to a species which exists at electrode w

Asmentioned in subsubsection 3.1.2.2, typically, numerical models of SOC determine the exchange
current density by curve fitting experimental data. Therefore, without access to an experimental set-
up, data from other papers was instead used. Specifically, exchange current density data was used
from [49]. Therefore, the verification process is determining if the models and data the detailed model
produces, match the same results as presented in [49].

The resolution of the curve fit plots presenting the relation between species molar fraction and ex-
change current density, in Figure 2 and Figure 3 from [49] are not sufficiently high enough to accurately
compare the detailed model’s replication of the curve fits presented in [49]. To preform verification, the
data points utilised in [49] from which the curve fits are created are determined, are instead taken and
plotted next to the exchange current density values the detailed model predicts. To determine the coor-
dinates of the data points presented in [49], the plot in question from [49] is loaded into Plot Digitizer
[53] and the relevant coordinates are extracted and plotted. [49] presents its data with error bars, but
the data points taken for verification are from the specified experimental data points. If the detailed
model’s curve and the data points from [49] look like a valid curve fit, it is likely that the detailed model
successfully replicates the curve fit from [49] and therefore can be considered verified.

Only two cases of verification using the previously described method will be presented here. The
remaining curves will be shown in Appendix B. The cases which will be shown here are:

• Ni-GDC for an SOEC at 1223 K. Results presented in Figure 4.3
• LSM for an SOEC at 1223 K. Results presented in Figure 4.4
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Figure 4.3: Plot showing the relation between humidity and electrode exchange current density. The solid line is the exchange
current density the detailed model produces. The exchange current density model used by the activation model are the same
as the curve fit model from [49]. The individual data points are taken from [49], Figure 3, for the fuel electrode of an SOEC at

1223 K for the electrode cermet Ni-GDC
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Figure 4.4: Plot showing relation between oxygen concentration and electrode exchange current density. The solid line is the
exchange current density the detailed model produces. The exchange current density model used by the activation model are
the same as the curve fit model from [49]. The individual data points are taken from [49], Figure 2, for the oxygen electrode of

an SOEC at 1223 K for the electrode cermet LSM
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4.3.3. Verification Ohmic Model
The model used to describe the ohmic overpotential is presented in subsubsection 3.1.2.3. For this
model, the conductivity of the membrane material at various temperatures is the driving factor in deter-
mining the overpotential. Similar to the activation overpotential model, conductivity of an electrolyte is
typically done experimentally as differences in manufacturing processes can have a large impact on
the overall conductivity. As no experimental setup was available to determine the values for conduc-
tivity, data from literature was used instead. Specifically, data was taken from [52]. For verification,
the values taken from [52] compared to the calculated conductivity of the ohmic model. The results of
this can be seen in Figure 4.5. The R2 values between the model and the data points are shown in
Table 4.1.
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Figure 4.5: Plot of oxygen ion conductivity vs temperature comparing conductivity between ”Data Point” values taken from [52]
and the ohmic model’s computed values. Showing both linear and log Y-axis scale

Table 4.1: R2 values of the data and model for the conductivity shown in Figure 4.5. Values to four significant figures

Material R2 Value
8ScSZ 0.9999
8YSZ 0.9999
GDC 0.9999
LSGM 0.9999
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4.4. Verification Balance of Plant Models
Verification of the BOP models can be done using software already used for process engineering mod-
elling as the BOP components are typical systems used in process engineering. DWSIM is an open
source software package used to model chemical and process engineering which is a viable free al-
ternative to commercial software like ASPEN Plus [69]. DWSIM will be the software used to verify the
Balance of Plant (BOP) in the SOEC system model.

To determine the validity of the results from the BOP models compared to DWSIM, the relative
error of relevant quantities (e.g. power) between the two models will be used. If the relative errors are
less than 1e-3 (0.1%), the model will be considered verified. All DWSIM models will be run using the
standard CoolProp thermodynamic model available in DWSIM.

4.4.1. Verification Heat Exchanger
Table 4.2 shows the results from the SOEC system model and DWSIM verification for the following fluid
flow case:

• Flow 1:

– Temperature in: 1000 K
– Pressure in: 101325 Pa
– Fluid: Nitrogen
– Molar flow rate: 1000 mols/s (28.01 kg/s)

• Flow 2:

– Temperature in: 300 K
– Pressure in: 101325 Pa
– Fluid: Nitrogen
– Molar flow rate: 1000 mols/s (28.01 kg/s)

Table 4.2: SOEC system model heat exchanger model compared to DWSIM heat exhanger model

SOEC system model DWSIM Relative Error [-]
Fluid 1 Output Temperature [K] 482.8208 482.81 2.071·10−5

Fluid 2 Output Temperature [K] 833.697 833.697 0

4.4.2. Verification Vaporiser
There is no vaporiser model pre-loaded in DWSIM. However, as explained in subsection 3.2.6, the
SOEC system vaporiser model just converts a liquid to a gas via an enthalpy change at a given efficiency
and then a further increase in enthalpy via temperature change to a given temperature value above
boiling point at a given efficiency. This can be modelled in DWSIM by using a heater which heats up the
incoming flow until a vapor quality of one is reached, and then heated up in a heater until the desired
temperature is reached. The powers for these two processes can then be added to return the power
required to vaporise the flow.

Table 4.3 shows results the from the SOEC system model and DWSIM verification for the following
fluid flow case:

• Temperature in: 300 K
• Pressure in: 101325 Pa
• Fluid: Water
• Molar flow rate: 1000 mols/s (18.02 kg/s)
• Vaporiser efficiency of 85%

Table 4.3: SOEC system model vaporiser compared to DWSIM equivalent vaporiser model

Model SOEC system Model DWSIM Relative Error
Power Required [kW] 54 755.33 54 755.37 7.305·10−7
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4.4.3. Verification Trim Heater
Table 4.4 shows the results from the SOEC system model and DWSIM verification for the following fluid
flow case:

• Temperature in: 800 K
• Pressure in: 101325 Pa
• Fluid: Water
• Molar flow rate: 1000 mol/s (18.02 kg/s)
• Heater efficiency of 85%

Table 4.4: SOEC system model trim heater compared to DWSIM trim heater

SOEC system Model DWSIM Relative Error [-]
Power Required [kW] 13 004.39 13 004.41 1.5379·10−6

4.4.4. Verification Pumps
Table 4.5 shows the results from the SOEC system model and DWSIM verification for the following fluid
flow case:

• Temperature in: 400 K
• Pressure in: 1 bar
• Pressure increase: 6000 Pa
• Fluid: Oxygen
• Molar flow rate: 1000 mols/s (32.0 kg/s)
• Pump Efficiency: 75%

Table 4.5: SOEC system model pump compared to DWSIM pump

SOEC system Model DWSIM Relative Error [-]
Power Required [kW] 260.3965 260.48 3.2056·10−4



5
Model Results

This chapter is a discussion of the output from the models presented in chapter 3. In section 3.2, two
different control methods are discussed, in this chapter an individual discussion of both control methods
will be given as well a comparison between the different methods.

For the discussion of all results presented in this chapter, it should be remembered that the results
pertain to the system design presented in Figure 3.1 for a given cell design. As such, various systems
settings and cell design options are possible. The system settings and cell design parameter used to
produce the figures presented in this chapter can be seen in Appendix D.

In this section, references to ”thermal energy” or ”thermal flow” refers to the energy/flow provided by
other industrial processes which is utilisable by the SOEC system through the ”industry heat exchanger”
seen in Figure 3.1. Additionally, ”cathode flow” refers to the flow going through the balance of plant
system, towards the cathode side of the SOEC stack system.

5.1. Cell Design
Before an analysis on the system control methods can be given, it is important to understand the cell
design used inside the stacks, as the cell design impacts the thermodynamics of the system. The V-I
curve of the cell design can be seen in Figure 5.1. For the cell design specified in Figure 5.1, it can
be seen that the current density at which the thermoneutral voltage is reached is 0.589 A/cm2. The
thermonetural voltage at the operational temperature is 1.286 V.

67



5.2. Irho design control method 68

Figure 5.1: The Voltage-Current density curve of the cell design used in the SOEC model. This cell is an anode supported cell
type, utilising an 8YSZ electrolyte with a Ni-YSZ cathode and LSM anode operating at a temperature of 1073 K. Further cell

design properties are presented in Appendix D.

5.2. Irho design control method
This control method’s operation is described in subsection 3.2.8. In essence, it involves turning onmore
stacks as the system power level increases while keeping the current density of all cells which are in use,
as close to the design current density as possible. The impact of the control method can be seen when
comparing the system efficiency curve vs system power to the current density vs system power curve
for the system, which can be seen in Figure 5.2. The saw tooth pattern seen in Figure 5.2b is indicative
of more stacks turning ”on” (from standby mode) as system power increases, decreasing the current
density of all active stacks. Typically, the lower the current density, the more electrically efficient a stack
is. This impacts the overall system efficiency, which can be seen in Figure 5.2a, where the ”saw tooth”
pattern again can be seen, with increases in efficiency occurring when the current density reduces as
new stacks turn on. The ”logarithmic like” shape of the efficiency curve can be explained by the fact that
as the system power increases, more stacks can be turned on and less power is required to maintain
”off” stacks in standby mode, which consumes power.

In Figure 5.2a, the impact of thermal energy being provided to the system to improve overall system
efficiency, which is discussed in subsection 2.4.2, is not included. The impact of additional thermal
energy input is a function of the temperature and flow rate. For various temperature and flow rates of
thermal energy, the impact on system efficiency can be seen in Figure 5.3 and Figure 5.4.

To explain Figure 5.3, it can be seen that for a flow rate of 0 m3/s, all efficiency curves are the same; this
is expected as with a flow rate of 0 m3/s, there is no enthalpy exchange possible. For increasing flow
rates, specifically flow rates of 0.09 m3/s and 0.179 m3/s, it can be seen that for all temperatures, the
efficiency increases to some degree when compared to the ”base” regime, but with increasing system
power, the efficiency gains are reduced. This is due to the fact that for higher system powers, the
amount of energy which can be transferred between the ”thermal flow” and ”cathode flow” can become
limited depending on flow rates and temperatures due to changes in flow enthalpy values. As a result,
the ”cathode flow” is heated to a lower temperature by the ”thermal flow” for increasing system power
values, thereby resulting in the cathode trim heater consuming more power in order to maintain correct
inflow temperature of the cathode side flow into the electrolyser stacks.
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Figure 5.2: System electrical efficiency vs system power and active cell current density vs system power for the irho design
control method. Industry inflow does not impact the efficiency curve as the flow rate is zero. Cathode side inflow temperature is

400 K while anode side inflow temperature is 300 K
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Figure 5.3: System efficiency vs system power for various flow rates for a range of temperatures. Control method is irho
design. Cathode side inflow temperature is 400 K while anode side inflow temperature is 300 K
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Figure 5.4: System efficiency vs system power for various temperature for a range of flow rates. Control method is irho
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5.3. Stacks same control method 72

200000 250000 300000 350000 400000 450000 500000
System power [W]

0.870

0.875

0.880

0.885

0.890

0.895

0.900

0.905

0.910

Ef
fic

ie
nc

y 
[-]

System Efficiency vs System Power
Flow: 0.0 m3/s
Temp: 800.0 K

(a) System efficiency vs system power for a system operating at
the following inputs: Cathode inflow temperature: 400 K, Anode inflow temperature:

300 K

200000 250000 300000 350000 400000 450000 500000
System power [W]

0.3

0.4

0.5

0.6

0.7

0.8

Cu
rre

nt
 d

en
sit

y 
[A

/c
m

2]

Current Density vs System Power
Flow: 0.0 m3/s
Temp: 800.0 K

(b) Operating cell current density vs system power for a system operating at
the following inputs: Cathode inflow temperature: 400 K, Anode inflow temperature:

300 K

Figure 5.5: System electrical efficiency vs system power and active cell current density vs system power for the stacks same
control method. Industry inflow does not impact the efficiency curve as the flow rate is zero. Cathode side inflow temperature is

400 K while anode side inflow temperature is 300 K

To explain Figure 5.4, in all plots, there is a case in which there is no impact of the ”thermal flow” on the
overall system efficiency as the flow rate is 0 m3/s. For fixed ”thermal flow” temperatures for increasing
flow rates, system efficiency increases. With increasing system power levels however, the impact of
these increasing flow rates reduces as the amount of ”cathode flow” coming into the system increases
with increasing system power. At some point, the limit for enthalpy transfer between the ”thermal
flow” and ”cathode flow” is reached and a discontinuity in the efficiency curve can be seen. For the
highest flow rate (0.269 m3/s) for all temperature cases, there is no discontinuity in the efficiency curve,
indicating the ”limit” of enthalpy transfer is never reached.

5.3. Stacks same control method
This control method’s operation is described in subsection 3.2.8. In short, all cells in all stacks are
operated the same way at a given power level; that is, all cells experience the same current density
at all times. It can be seen in Figure 5.5a that from minimum system power until around 343 kW
system power, the efficiency of the system increases. After 343 kW, the system efficiency decreases
with increasing system power. This power level occurs around a current density value of 0.589 A/cm2,
as can be seen in Figure 5.5b. As mentioned in section 5.1, this is the current density at which the
thermoneutral value occurs. Therefore after this point, an increasing percentage of input electrical
power is being turned into ”waste” heat and not used for hydrogen production.

In the figures shown in Figure 5.5, the impact of thermal energy on the system is not shown. The
impact of various temperature and flow rates for the ”thermal flow” on system efficiency can be seen in
Figure 5.6 and Figure 5.7.

To explain Figure 5.7, it can be seen that for when there is a non zero flow rate, regardless of ”thermal
flow” temperature, the efficiency is the same. In both Figure 5.7 and Figure 5.6, there is a disconti-
nuity in the efficiency curves between 330 kW and 345 kW. This is due to the system reaching the
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Figure 5.6: System efficiency vs system power for various flow rates for a range of temperatures. Control method is stacks
same. Cathode side inflow temperature is 400 K while anode side inflow temperature is 300 K
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Figure 5.7: System efficiency vs system power for various temperature for a range of flow rates. Control method is stacks
same. Cathode side inflow temperature is 400 K while anode side inflow temperature is 300 K
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thermoneutral current density, as described previously. The reason for the changing system power at
which thermoneutral current density occurs is that with increasing energy from the ”thermal flow”, less
power is required for the cathode trim heater, resulting in more power being available for the electrol-
yser stacks, thereby providing a greater percentage of system power to producing hydrogen, increasing
system efficiency and lowering the power level at which thermoneutral current density occurs.

In almost all other curves in which the mass flow is not 0 m3/s, for all temperatures it can be seen
that each efficiency curve has another discontinuity in it. This discontinuity occurs as a result of a the
capacity of the ”thermal flow” to transfer enthalpy to the ”cathode flow” reaching the limit imposed by
the heat exchanger. After this point, no more energy can be utilised from the ”thermal flow”, thereby
for increasing system power, a greater proportion of the energy required for electrolysis is coming from
the electrical power supplied to the system, resulting in a gradient change for efficiency versus system
power. For specific efficiency curves, namely curves with the following parameters:

• Flow 0.09 m3/s, Temp: 933.33 K
• Flow 0.09 m3/s, Temp: 1000.0 K

It can be seen such a discontinuity does not occur. This is because the enthalpy transfer from
the ”thermal flow” to the ”cathode flow” is unlimited at all power levels in that for the entire system
power range, the outflow temperature from the ”thermal flow” is always decreasing and not plateauing
at a temperature value for which further heat transfer is not possible, as seen in Figure 5.8. Enthalpy
transfer limits from the ”thermal flow” to the ”cathode flow” also explain the discontinuities which are
seen in efficiency curves in Figure 5.6 (which are not the result of the thermoneutral power level being
reached).

5.4. Comparison of Control Methods
Logically, different control methods result in different efficiency curves for the SOEC system. A com-
parison between the irho design and stacks same strategies is given in this section. Additionally,
for all other system settings being the same, expect for a cathode inflow temperature of 300 K, the
efficiency curves for this system case can be seen in Figure 5.9 for constant flow rates of the ”thermal
flow” various temperatures.

The most noticeable impact on efficiency between Figure 5.9a and Figure 5.3 is the drop in peak effi-
ciency value of around 26 percentage points. It is similar for the difference in peak efficiency between
Figure 5.9b and Figure 5.6 with a reduction in peak efficiency of around 29 percentage points. These
drops in efficiency values occurs because in the 300 K inflow case, the water present in the ”cathode
flow” initially is in the liquid phase and therefore needs to be converted into the gas phase before it can
be used in the system.

When comparing Figure 5.2a and Figure 5.5a, or Figure 5.9a and Figure 5.9b, it can be seen that the
”stacks same” method leads to overall higher efficiency values, as a result of the lower current densities
the control method uses. However this is at the expense of a higher minimum operating power level.
With both systems, it can be seen that increasing waste temperature or waste flow rate, higher electrical
efficiencies can be obtained, this is logical given more energy required to sustain electrolysis is coming
from thermal sources, as indicated is possible in Figure 2.10.
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Figure 5.8: Industry flow discharge temperature vs system power for various flow rates for a range of temperatures. Control
method is stacks same. Cathode side inflow temperature is 400 K while anode side inflow temperature is 300 K
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(b) stacks same control strategy. 3570 cells present in the system.
Operating temperature is 1073 K

Figure 5.9: System electrical efficiency vs system power for different control system designs for a 500 kW SOEC system. Cell
design is identical along with BOP settings. Cathode fluid inflow temperature is 300 K. Figures shows the impact of a constant

”thermal flow” temperature value for a range of ”thermal flow” flow rate values on system electrical efficiency



6
Recommendations

This chapter covers suggestions for future work on modelling of Solid Oxide Cells (SOCs) and solid
oxide systems at HyCentA. Specifically, suggestions for improvements and upgrades to the numerical
models produced for HyCentA will be given along with suggestions for future research topics

6.1. Model Improvements
While the purpose of the thesis was to only create a numerical model describing the operation of solid
oxide electrolyse systems, the decision was made at the beginning to make the produced code expand-
able and upgradable with new or refined sub-models as easily as possible. Therefore, the following
coding recommendations are what could be of benefit to HyCentA in the future with regards to SOC
modelling.

Improvements to be made to the detailed model include:

• Add support for the dusty gas model for diffusion modelling
• Improve the exchange current density model to account for variations in exchange current density
of electrodes based off manufacturing method, catalyst particle density and other relevant factors

• Additional model to account for carbon build up (coking) on electrodes when running with carbon
based fuels

• Extend the ohmic model to allow for the use of layered electrolytes and co-doped electrolytes
• Expand the options for different cathode and anode materials
• Extend model capabilities to also include co-electrolysis operation (electrolysis of water and car-
bon dioxide simultaneously)

• Add a consumption API to the detailed model to allow for future uses of the code to easily deter-
mine, based off a voltage-current curve, the power available from a SOFC along with the reactant
consumption rates and produced product rates.

Improvements to be made to the SOEC system model include:

• Extend user options for different implementing different system layout designs by adding a graph-
ical user interface for easier system design

• Extend the operation mode to allow the Hydra model to work in SOFC mode along side the
currently implemented SOEC mode

• Design and implement more advanced stack operation strategies such that optimised operation
conditions of a SOEC system can be obtained according to the desired operation case

• Extend the balance of plant models to allow for two-phase flow rather than only single phase flow

Of the above improvements, adding support for the dusty gas model will enable the the models to
be more readily accepted by the scientific community when publishing the results. However, allowing
different system designs to be investigated more easily, it will be easier to determine more efficient
system design options.
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6.2. Future Research
No technology is ever fully ”finished”; there is always more which could be done to improve usability,
improve profitability, improve reliability etc. After spending eight months researching SOCs, the future
topics of further research in SOCs, I believe, which would be beneficial to expanding the capabilities of
the technology are:

• Development of models which can simulate degradation effects on SOCs. This can be used to
make a digital twin of existing SOC systems and therefore can be useful to predict the mainte-
nance and changes i performance of SOC systems, allowing for preventative maintenance and
to enable the development of operational strategies to extend SOC system life

• Development of lower temperature electrolytes for SOC operation in combination with develop-
ment of materials which are stable in the operating conditions and when in contact with other
system materials. This will enable the development of more durable and easier to operate SOCs
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A
Appendix A - Ohmic Overpotential

Comparison

This appendix contains a worked out proof that in the ohmic overpotential, the electrolyte overpotential
dominates and electrical overpotential can be neglected. This can be done by comparing the area
resistance of both the electrode and electrolyte to each other.

The resistance of an electrical conductor as a function of its geometry can be described by:

R =
ρ · l
A

(A.1)

Where:
R is the resistance of the conducting material [Ω]
ρ is the electrical resistivity of the conducting material [Ωm]
l is the length of the conducting material [m]
A is the cross sectional area of the conducting materials [m2]

The electrical resistivity, ρ, of a material changes with temperature. The equation for this is:

ρ = ρ0 · (1 + α · (T − T0)) (A.2)

Where:
ρ is the electrical resistivity of the conducting material [Ωm]
ρ0 is the reference electrical resistivity of the conducting material [Ωm]
α is the temperature coefficient of resistance for the conducting material [Ω/m K]
T is the operating temperature [K]
T0 is the reference temperature [K]

Assuming the connection between the electrode and bipolar plate is achieved via the metallic par-
ticles contained in the electrode, which are typically made from nickle, the the following values can be
used:

What Value
αNi 0.005866 [Ωm/K]
ρ0 7x10−8 [Ωm]
T0 293.15 [K]

Assume 1% the surface area of a reference cell (i.e. active area is 1 m2) is nickle particles, with
the electrode thickness being 50 µm. Then letting the electrical paths being four times longer than the
thickness of the electrode, for the operating temperature of SOC,±1073 K, the the electrical resistance
can be calculated:
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ρ = ρ0 · (1 + α · (T − T0))

ρ = 7 · 10−8 · (1 + 0.005866 · (1073− 293.15))

ρ = 3.9022 · 10−7 Ωm

R =
ρ · l
A

R =
3.9022 · 10−7 · (4 · 50 · 10−6)

1%
R = 9.44692 · 10−9 Ωm2

For an electrolyte material, say 8YSZ, the data for which can be taken from Table 3.3, the area
resistance can be determined using the method provided in subsubsection 3.1.2.3 (the equations for
which will be repeated here for convince). Assume the thickness of the electrolyte is 200 µm and the
cell operates at 1073 K.

Material σ0 [S/m] Eel [J/mol]
8YSZ 133 117 255.5 96 611.97

σmem =
σ0

T
· exp

(
−Eel

R · T

)
Where:
σmem is the conductivity of the membrane [S/m]
σ0 is the pre-exponential factor of the conductivity [S/m]
T is the temperate of the membrane [K]
Eel is the activation energy for ion transport [J/mol]
R is the universal gas constant [J/mol K]

Rmem =
lmem

σmem

Where:
Rmem is the ohmic resistance of membrane [Ωm2]
lmem is the thickness of the membrane [m]
σmem is the membrane conductivity [S/m]

Calculating the electrolyte resistance:

σmem =
σ0

T
· exp

(
−Eel

R · T

)
σmem =

133117255.5

1073
· exp

(
−96611.97

8.3145 · 1073

)
σmem = 2.45791 S/m

Rmem =
lmem

σmem

Rmem =
200 · 10−6

2.45791

Rmem = 8.1370 · 10−5 Ωm2

Comparing the values from electrical resistance and electrolyte resistance, it can be seen that the
resistance value for the membrane/electrolyte is orders of magnitude higher than for the electrical
resistance. As such, the overpotential from the electrolyte will be the dominant ohmic overpotential.



B
Appendix B - Exchange Current

Density Verification Plots

All figures shown in this appendix show the relation between humidity or oxygen concentration and
electrode exchange current density. The solid line is the exchange current density values the detailed
model uses. The model used to determine the exchange current density is the same as the curve fit
model from [49]. The individual data points are taken from [49]. The equation which the data points
are curve fit to in [49] is shown in subsubsection 3.1.2.2, and a generalised form of the equation is and
repeated here for convince:

i0,w = rw ·Πk=1

(
yqk

yqk,ref

)Ak

· exp
(
−Ea,w

RT

)
(B.1)

Where:
i0,w is the exchange current density at the w electrode [A/cm2]
w is the electrode. Can either be fuel or oxygen electrode
rw is the reaction rate constant for the w electrode [-]
yqk is the molar fraction of species qk [-]
k is a numerical indication of a species at an electrode [-]
yqk,ref is the molar fraction of qk in the reference conditions [-]
Ak is a gas concentration exponent which is determined by fitting the equation to data [-]
Ea,w is the activation energy of the species reacting at the w electrode [J/mol]
R is the universal gas constant [J/mol K]
T is the temperature [K]
k is a reference to a species which exists at electrode w
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C
Appendix C - Impact of Charge
Transfer Coefficient Variation

In the Butler-Volmer equation, typical values for the charge transfer coefficients used are 0.5 for both
the anodic and cathodic reactions at both electrodes, as explained in subsubsection 3.1.2.2. While this
is the standard approach to activation overpotential modelling, this appendix will quantify the order of
magnitude in error in deviating from this value. The activation overpotential from both the cathode and
anode for various charge transfer coefficient values can be seen in Figure C.1. It should be noted that
the overpotential is calculated in electrolysis mode and therefore the overpotentials are negative. If the
activation overpotentials were for fuel cell mode, the overpotentials would be positive. The exchange
current density values used for the cathode and anode are 0.0466 A/cm2 and 0.0591 A/cm2 respectively.
The temperature of operation is 1073 K.

As can be seen in Figure C.1, the smallest activation overpotential for the cathode and anode electrode
(at 1.5 A/cm2), is (-)0.178 V and (-)0.167 V respectively. The maximum activation overpotential for the
cathode and anode electrode (at 1.5 A/cm2) is (-)1.6 V and (-)1.5 V respectively. The default case
(charge transfer coefficients equal at 0.5) for the cathode and anode (at 1.5 A/cm2) is (-)0.32 V and
(-0.299) V. For the presented range of charge transfer coefficients, the variation in overpotential can be
seen in Table C.1. As the Nernst equation gives a minimum voltage for electrolysis of water, which at
800◦C is (-)0.977 V, the variations in activation overpotential for changing charge transfer coefficients
are significant.

Table C.1: Difference in activation overpotential for various charge transfer coefficients

Default
case [V]

Minimum overpo-
tential case [V]

Absolute differ-
ence between
default and mini-
mum case [V]

Maximum overpo-
tential case [V]

Absolute differ-
ence between
default and maxi-
mum case [V]

Cathode (-)0.32 (-)0.178 (-)0.142 (-)1.6 (-)1.28
Anode (-)0.299 (-)0.167 (-)1.371 (-)1.5 (-)1.201
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Figure C.1: Overpotential (in electrolysis mode) at the cathode and anode for various charge transfer coefficients. αc and αa

are the charge transfer coefficients for the cathodic and anodic reactions at the electrodes respectively. The exchange current
density values used for the cathode and anode are 0.0466 A/cm2 and 0.0591 A/cm2 respectively. The temperature of

operation is 1073 K.
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Appendix D - SOEC System Run

Settings

The system operation conditions for the efficiency curves shown in subsection 3.1.4.
Settings which are constant between all four cases

• Cell settings:

– Operation temperature: 1073 K
– Operation pressure: 1.0 bar
– Mode: Water electrolysis mode
– Membrane thickness: 10 µm
– Membrane material: 8YSZ
– Cathode thickness: 10 µm
– Cathode porosity: 0.25
– Cathode tourtorosity: 15
– Cathode pore radius: 0.4
– Anode thickness: 40 µm
– Anode porosity: 0.34
– Anode tourtorosity: 10
– Anode pore radius: 0.5 µm
– Diffusion model: Fick’s Diffusion
– Diffusion modelled for activation overpotential: True

• System settings:

– Maximum System power: 500 000 W
– Anode inflow temperature: 300 K
– Design current density: 1.0 A/cm2

– Overflow (how much additional flow is provided over what is minimally required for electrol-
ysis): 2

– Cell area: 100 cm2

– Standby power %: 5
– Reference Temperature: 300 K
– Industry flow pressure: 101325 Pa
– Pump pressure difference: 6000 Pa
– Anode pump efficiency: 70%
– Cathode pump efficiency: 70%
– Anode trim heater efficiency: 85%
– Cathode trim heater efficiency: 85%
– Anode heat exchanger efficiency: 70%
– Cathode heat exchanger efficiency: 70%
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– Vaporiser efficiency: 70%

Settings which changed between runs are:

• Cathode inflow temperature:

– 300 K
– 400 K

• Control method:

– Stacks same
– irho design

• Minimum current density:

– 0.3 A/cm2 for stacks same method
– 0.8 A/cm2 for irho design

• Maximum current density:

– 1.0 A/cm2 for stacks same method
– 1.2 A/cm2 for irho design
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