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Overview

Understanding the content of an image can become complicated when noise is present. Noise often
occurs in dark environments but can also arise inside a camera system. In this thesis, we aim to improve
the human perception of noisy images. Part of this improvement can be achieved by using Convolutional
Neural Networks (CNNs) as denoisers [10, 33], which try to remove the noise from noisy images.
However, denoisers are not able to fully recover a noise-free image. Thus, for images with a high level
of noise, denoising might not improve human perception enough. We propose to use a combination
of image denoising and classification to improve human image understanding. Image classification is
used, as it is a form of machine perception which can assist a human in interpreting the denoised image.

We take a security camera during the night as an example. The security guard is trying to determine if
there is a human or animal in the images. Due to the lack of light, the image is noisy, which hinders
image understanding. Removing noise from the image assists the security guard, but classifying the
content as animal or human improves understanding even further.

We target edge devices, such as the security camera, which have limited computational power. So the
CNN, which performs denoising and classification, should require little resources. We, therefore, design
a model to be efficient, defined as (i) having low inference time, further referred to as latency, while (ii)
retaining denoising performance and classification accuracy. To achieve this, we propose and study two
methods to efficiently join denoising and classification in one model.

Using the joint model for different applications requires altering it for different requirements and devices.
However, manually adjusting the model for each device and desired latency can take significant effort
and requires expert knowledge. These issues have been recently addressed using Neural Architecture
Search (NAS) [18, 27, 28, 31], where the design of models is automated to some extent. An additional
benefit is the ability of NAS to design a model for specific latency requirements while taking the
computational power of the target device into account. We combine NAS with the joint architectures,
proposing a seamless and efficient approach to designing joint denoising and classification models for
diverse use cases.

This thesis consists of two parts. In Chapter 2, we present our work in the form of a scientific paper,
targeting deep learning and computer vision experts. Additionally, Chapter 3 provides background
information for the specialized topics in our study. We advise non-experts to first get acquainted with
unfamiliar topics by reading Chapter 3. Section 3.1, explains the convolutional operator and its efficient
replacement MBConv. In Section 3.2, we discuss noise, noise metrics, training loss, and our denoising
baseline UNet. Image classification is discussed in 3.3. Finally, Section 3.4, explains different NAS
approaches and then dives into differentiable NAS and the basis of our NAS method TF-NAS [16].



Scientific paper

The scientific article starts on the next page due to its fixed full-page CVPR format.



Architectural Innovations for Efficient Denoising and Classification:
A Manual vs. Neural Architecture Search Comparison

Thomas Markhorst!+
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Abstract

In this paper, we combine image denoising and classi-
fication, aiming to enhance human perception of noisy im-
ages captured by edge devices, like security cameras. Since
edge devices have little computational power, we also op-
timize for efficiency by proposing a novel architecture that
integrates the two tasks. Additionally, we alter a Neural Ar-
chitecture Search (NAS) method, which searches for classi-
fiers [10], to search for the integrated model while optimiz-
ing for a target latency, classification accuracy, and denois-
ing performance. QOur NAS architectures outperform our
manually designed alternatives in both denoising and clas-
sification, offering a significant improvement to human per-
ception. Moreover, our approach empowers users to con-
struct architectures tailored to domains like medical imag-
ing, surveillance systems, and industrial inspections.

1. Introduction

The intersection of edge devices, such as security cam-
eras, and deep learning has sparked an interest in optimiz-
ing neural networks for inference time, further referred to
as latency. Common tasks to optimize for such efficiency
are object classification and detection, which mainly aid in
machine perception. However, when aiming to improve
human perception, the quality of the processed image is
equally significant. This importance intensifies particularly
for images containing noise, which can arise from various
sources such as low-light conditions, sensor noise, or any
stage within the image processing pipeline. We focus on
using an efficient model to enhance the human perception
of noisy images.

Domains relying on human image perception but chal-
lenged by noisy images, like medical imaging [21], surveil-
lance systems [29], and industrial inspections [&], can ben-
efit from recently proposed denoising Convolutional Neural
Networks (CNNs) [12,41]. As CNNs denoise better than
traditional methods [5, 11]. Fast CNN denoisers [10, 42]
are required to accommodate the real-time requirement of
the affected domains. However, denoisers are not able to
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Figure 1. We take a noisy image (a), which can be interpreted as
an animal (b) or human (c). DC-NAS S is used to denoise and
classify (a), aiming to improve human perception (d). Note, in a
real application (b) and (c) would not be available, which increases
the difficulty of interpreting the noisy image. Artist: Astkhik Rakimova

remove all noise, which is not always enough for human
image perception.

We further improve human understanding of the image
by combining denoising with machine perception, like im-
age classification. For instance, while improving the quality
of a noisy image would assist a security guard, the ability to
classify the scene content could help interpret the denoised
image. This classification could distinguish between a hu-
man and a large animal. Therefore, we investigate models
which can leverage the benefits of both denoising and clas-
sification to enhance human understanding in real-time.

A model combining both denoising and classification is
studied in [17], focusing on denoising performance. In ad-
dition, we optimize for efficiency, which is required for
edge devices, and classification. Our efficiency definition
is based on two elements: (i) latency reduction while (ii) re-
taining denoising performance and classification accuracy.
These elements could be optimized using independent clas-
sification and denoising models. However, we propose an
architecture combining the tasks more efficiently.

First, we employ established model design approaches
to enhance independent denoising and classification mod-
els, such as model scaling [20, 31] and the introduction of
efficient operators [27]. Although the models are optimized,
they still operate separately, resulting in unnecessary over-



head. Hence we propose and compare two methods that join
both tasks, yielding a novel and efficient architecture.

Adjusting this architecture for each device and desired
latency can be laborious and requires expert knowledge.
These issues have recently garnered interest, leading to
the emergence of new automated architecture search tech-
niques, which have achieved competitive results in image
classification [32, 35]. Moreover, recent Neural Architec-
ture Search (NAS) approaches incorporate latency in their
loss function, enabling the design of architectures tailored
to specific latency requirements. Combining NAS with the
proposed architecture provides a seamless and efficient ap-
proach to designing denoising and classification models for
diverse use cases.

We find that our proposed efficiency-focused architec-
ture consistently outperforms our more straightforward al-
ternative. This is observed for both the manually and NAS
designed models. In addition, our NAS models significantly
outperform the manually designed ones in denoising and
classification performance.

We have the following contributions. (i) We introduce
a novel architecture to combine denoising and classifica-
tion efficiently. The novelty lies in sharing an encoder be-
tween the denoiser and the classifier. (ii) We propose mod-
ifications to an existing NAS method for classification [16]
to stabilize its search, which improves the performance of
the found architectures. (iii) We extend an existing NAS
method to search for a model which combines denoising
and classification, optimized with respect to a target latency,
classification accuracy, and denoising performance.

Since no prior work proposes a joint efficient model for
denoising and classification, we study the tasks both sepa-
rately and joint in Section 3. The findings are used as expert
knowledge to construct the NAS method in Section 4.

2. Related work

Denoising. Image denoising aims to reconstruct a clean
image x from its observed noisy variant y. This relation can
be formulated as y = = + n, where we assume 7 to be addi-
tive white Gaussian noise (AWGN). Neural network-based
denoisers offer faster inference and good performance com-
pared to traditional denoising methods like BM3D [5] and
WNNM [I1]. The interest in deep learning for denois-
ing started with DnCNN [4 1], a simple Convolutional Neu-
ral Network (CNN). Encoder-decoder architectures became
popular due to their efficient hierarchical feature extrac-
tion. Specifically, UNet [26] whose skip-connections be-
tween the en- and decoder enhance the denoising process
as shown in follow-up methods [12, 19, 24]. The interest
in the UNet structure continued with transformer architec-
tures [9,34]. In this paper, our denoisers are based on UNet,
ensuring our findings can translate to most related work.

Efficient classification. Optimization for efficiency is

generally achieved by either compressing pre-trained net-
works [23] or designing small networks directly [27, 32].
We focus on efficient design, for which handcrafted mod-
els and neural architecture search (NAS) have played es-
sential roles. Studies proposing handcrafted models often
introduce efficient operators [14, 27, 43] or scaling meth-
ods [31]. These efficient operators are used in NAS meth-
ods [32, 35] aiming for the automated design of efficient
neural networks. Such an operator is the inverted resid-
ual with a linear bottleneck (MBConv) introduced in Mo-
bileNetV2 [27]. In our models, we study scaling methods
and MBConv’s efficiency characteristic.

Neural Architecture Search. The use of reinforcement
learning (RL) for neural architecture search introduced ef-
ficient architectures with competitive classification perfor-
mance [13,25,30,32]. However, their discrete search space
is computationally expensive. Differentiable NAS (DNAS)
methods [, 18, 35] significantly reduce this cost by re-
laxing the search space to be continuous using learnable
vectors « for selecting candidate operations, which allows
for gradient-based optimization. The popularity of DNAS
started with DARTS [18], which searches a cell structure.
Due to the complex design and repetitiveness throughout
the network of the cell structure, follow-up works [16, 35]
search operators for every layer instead of constructing re-
peating cells.

Pitfalls of DNAS are the collapse of search into some
fixed operations and a performance drop when converting
from the continuous search network to the discretized infer-
ence network [4, 38, 39]. TF-NAS [16] addresses these is-
sues with an adaptation in the search algorithm, which lets
the search model mimic the discrete behavior of the infer-
ence model. In addition, TF-NAS searches an architecture
with a target latency by adding a latency loss to the search
optimization. Because of these properties, we use TF-NAS
as a baseline for our NAS study.

Existing NAS methods for denoising are either not repro-
ducible [22], have a cell-based search space [40], or do not
have an encoder-decoder [3] architecture. Instead, we use a
layer-based search space and encoder-decoder structure.

Joint classification and denoising. In [36], the posi-
tive influence of denoising methods on classification perfor-
mance is discussed. Moreover, [ 7] proposed a joint model
where a VGG classifier [28] is attached to a denoiser sim-
ilar to UNet. They report qualitative improvement of the
denoised images when adding the classification loss to the
denoiser’s optimization. Although the model denoises well,
the proposed model is not optimized for classification and
efficiency, nor is another joining method studied.

3. Gaining expert knowledge on DC-Net

For the separate classification and denoising tasks, we
construct a baseline model. Additionally, methods to in-



crease their respective efficiency are studied, resulting in a
reduced version of the baseline models. The different sizes
of the classifier and denoiser are used to study joining meth-
ods and their efficiency.

Dataset & settings. We generate a controlled synthetic
data set to study the behavior of the classifier and denoiser
when applying model scaling, replacing the convolutional
operations, and combining both models. The dataset con-
sists of 30k images, each with a random monotone back-
ground in a gray tint [0.1 - 0.3] with two randomly placed
non-overlapping MNIST [7] digits. We use two digits to
increase the complexity of the denoising task. For experi-
ments including classification, the two digits are extracted
from the image using ground truth locations. These ex-
tracted digits are separately used as input for the classifier.
In the experiments where noise is required, for either de-
noising or noisy classification, synthetic Gaussian noise is
added. This noise is zero mean, and the intensity of the
noise is controlled using the standard deviation (o) of the
distribution. Figure 4a shows a sample, and Figure 4b its
noisy variant. To test the model behavior on an extensive
noise range, every model is trained and tested on eleven o
values evenly spaced on the interval [0, 1].

The models are trained using Adam optimizer with 1E-3
learning rate (LR), plateau LR scheduler, and 100 epochs.

Since the experiments with the controlled data set are not
targeted at a specific device, the metric defining efficiency
should not depend on a device. Such a metric is compu-
tational power, most commonly defined as Floating Point
Operations (FLOPs), which we use as the primary metric.
Despite being device dependent, we assess latency as a sec-
ondary metric. The latency is measured with a batch size of
32, 100 warm-up inference passes and averaged over 1000
inference passes. Denoising performance is quantified us-
ing the Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity Index (SSIM) metrics [33]. For both metrics,
higher is better.

3.1. Efficient Classification

Experimental setup. Our baseline classifier (Conv-
L) consists of two convolutional, one global max pooling,
and a linear layer. Each convolutional layer also has a
group normalization [37], max pooling, and ReLU activa-
tion function.

To construct the reduced version, we use two methods
similar to previous works [27,31]. In the first method, we
replace the second convolutional layer with an MBConv
layer. Three expansion rates are used {1,2.5,4}: (i) rate
1 is the lowest possible value, (ii) rate 4 matches the num-
ber of FLOPs of the baseline, and (iii) rate 2.5 is in the
middle of those two. The second reduction method is to
lower the number of filters in the baseline, also called the
model width. Using these techniques, models with three

Model Size Exp.rate FLOPs(K)] Lat. (ms)] Acc(%)7T

Conv-L L - 447 0.336 63.2
MBI-S S 1 177 0.300 56.2
MB25-M M 2.5 350 0.384 64.1
MB4-L L 4 424 0.468 64.9

Table 1. Classification models using convolutions (Conv) and MB-
Convs (MB), designed for three different FLOP targets: {S, M,
L}, to compare scaling methods. MB models scale down more ef-
ficiently than normal Conv models.

different FLOP sizes are constructed, {S, M, L}. We use
the following naming scheme, Conv-z and MBe-x, where
x represents the FLOP size and e is the expansion rate of
the MBConv.

The models are trained using Cross Entropy loss. We
report the accuracy averaged over all 11 noise levels.

Exp. 1: Conv vs MBConv comparison. According
to [27], the MBConv layer should be more efficient than a
normal convolutional layer. Therefore, when comparing the
two operators in our network, we expect the version with
an MBConv layer to need fewer FLOPs for the same accu-
racy. In Table 1, the MB models with expansion rates 2.5
(MB2.5-M) and 4 (MB4-L) classify better than the Conv-L
model with fewer FLOPs. However, with an expansion rate
of 1 (MB1-S), the accuracy drops 7% compared to Conv-L.
Therefore, [27]’s theory also holds for the noisy classifier,
but only for the higher expansion rates.

Conclusion. The MBConv layer can replace the con-
volutional layers. Additional experiments in Appendix A
study the scaling method. We find that compared to the
Conv models, the MB models also scale down more effi-
ciently by first reducing the expansion rate, possibly fol-
lowed by a width reduction. Scaling effectively reduces the
number of FLOPs.

MB2.5-M has the second-best accuracy with low FLOPs
and a latency close to the baseline, Conv-L. Therefore,
MB2.5-M is used as the reduced classifier. We also use
MB2.5-M as the new baseline classifier as it outperforms
the old baseline, Conv-L, in FLOPs and accuracy.

It is important to note that the reduction in FLOPs in-
stantiated by using MBConvs, does not translate to a latency
reduction in these experiments. This issue is discussed pre-
viously in [32]. Since the target of these experiments is
FLOPs and the latency increase is manageable, we place
minimal emphasis on the latency.

3.2. Efficient Denoising

Experimental setup. For denoising, the baseline and
reduced version are constructed by performing a hyperpa-
rameter study on UNet similar to [20]. Figure 2 shows the
UNet architecture along with its hyperparameters to tune.
We explore the parameters one at a time, starting with the
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Figure 2. Schematic of the UNet, with hyperparameters base fea-
ture map width (b), depth (d), channel multiplier () and convolu-
tions per layer (c¢). For the joint model either attaching the classi-
fier (i) Sequential or (ii) Integrated.
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Figure 3. UNet hyperparameter (Figure 2) scaling experiments.
Shows how altering a specific hyper-parameter influences denois-
ing performance and FLOPs. We only show PSNR results of
0=0.8, as the other results show the same trend. We find that b
and m scale down efficiently, d and ¢ do not.

number of base features maps b, then the UNet depth d, the
feature map multiplier m, and the number of convolutional
blocks per layer ¢. In the original UNet: {b = 64, d = 5,
m =2, ¢ =2}. Altering these hyperparameters can greatly
reduce the model size. Similar to the classification experi-
ments, we also study the ability of the MBConv operator to
increase efficiency in the denoiser. The models are trained
using Charbonnier loss [2].

Exp. 1: The base feature map width b. In this ex-
periment, we aim to find the relevant range of b. Since
b is multiplied at every level, the number of feature maps
throughout all layers depends on it, which makes it a pow-
erful hyper-parameter. We use d = 4 and the other hyper-
parameters as in the original UNet, then we test b € {4, 8,
16, 32, 64}. The trend in Figure 3.a shows that the per-
formance and FLOPs increase with b. We observe that the
trend is significantly disrupted by b = 4. Conversely, the
performance difference between b = 32 and b = 64 is small,

Noise level (o)
02 04 08 1

PSNR?T 339 295 238 223
SSIMT 099 098 095 092

PSNR T 332 287 233 220
SSIM1T  0.99 098 094 0.92

Model FLOPs M) | Lat. (ms)| Metric

UNet Baseline 1301.8 7.10

UNet Reduced 51.2 2.38

Table 2. Compares Baseline and Reduced UNet denoisers. The
reduced model has significantly lower FLOPs and latency yet sim-
ilar denoising performance.

but the network size quadrupled. Therefore in further ex-
periments, we focus on b € {8, 16, 32}.

Exp. 2: The UNet depth d. Given the robustness of
b, we are interested in how reducing d compares in terms of
efficiency. Figure 3.b displays the performance of the archi-
tectures with the selected b € {8, 16, 32} testing d € {2, 3,
4, 5}. We observe that reducing d causes a drop in denois-
ing performance, whereas b retains performance better, also
in Figure 3.a. Therefore b scales down more efficiently. The
models with d = 3 or 4 denoise most efficient. Especially
for the smaller models, d = 4 performs well.

Exp. 3: The number of conv blocks per layer ¢. Does
reducing ¢ further increase efficiency? To test this, we take
the best-performing settings, d =4 and b € {8, 16, 32, 64},
and compare ¢ = 1 and ¢ = 2. Figure 3.c shows that the
model with ¢ = 2 outperforms ¢ = 1. Therefore reducing ¢
does not benefit the model’s efficiency.

Exp. 4: The feature map multiplier m. We test if our
smallest model could be further reduced in size by lowering
m. We take d = 4 and b = 8, and compare m € {1, 1.5, 2}.
Figure 3.d shows that the reduction to m = 1.5 retains per-
formance. For m = 1, the performance drops. Reducing m
to 1.5 could therefore be used to scale down the model when
further reducing b significantly decreases performance.

Conclusion. To construct the reduced and baseline de-
noiser, we use the smallest and largest value from the found
hyperparameter ranges. Resulting in baseline: {b =32, d =
4, m=2,c=2}and reduced: {b=8,d=4,m=15,c=
2}. Table 2 compares the two models for a selection of the
noise levels. Although the reduced model has significantly
fewer FLOPs and lower latency, the denoising performance
is relatively similar to the baseline denoiser.

The UNet hyper-parameter experiments are replicated
using MBConvs, which lead to similar findings. Moreover,
the Conv UNet slightly outperforms the MB model. There-
fore, the Conv model is used.

3.3. Joint model: DC-Net

Experimental setup. We construct a baseline and re-
duced joint model, Denoising-Classifying Network (DC-
Net). The baseline uses MB2.5-M as classifier and the base-
line UNet as denoiser. Reduced DC-Net also uses MB2.5-
M as classifier but the reduced UNet as denoiser.



DC-Net Type FLOPs(M)|] Lat. (ms)l PSNR?T SSIM1T Acc. (%)1

Baseline 1Mt 1301.8 7.14 328 0.97 88.1
Seq. 1302.1 7.55 27.1 0.95 89.6
Reduced 1Mt 512 241 29.9 0.97 86.2
Seq. 515 2.83 25.2 0.92 87.6

Table 3. Compares the reduced and baseline joint models, both the
Integrated and Sequential method trained on the synthetic noise
dataset. Integrated performs significantly better in denoising and
slightly worse in classification. Integrated also scales down better.

2 1210

(a) GT (b)0=0.8 (c)Int. S (d)Seq.S (e)Int. L (f)Seq. L

Figure 4. Ground-truth sample (a), which is the target for the de-
noiser when given noisy image (b). With S for reduced and L for
baseline. (c-f) are the cropped denoised outputs for input (b). The
red square is a zoomed-in region. For higher noise levels, the de-
noising performance of Sequential is inferior to Integrated.

For joining the denoiser and classifier, we propose two
models: (i) a Sequential model where the classifier is at-
tached after the denoiser (Figure 2.i), and (ii) an Integrated
model where the classifier is attached to the UNet encoder
(Figure 2.ii). For Integrated, classification and denoising
share the encoder, after which two branches are used, the
decoder for denoising and another branch for classification.

The benefits of the Integrated model could come in three-
fold. First, using a shared encoder removes the need for a
second large classifier, like in the Sequential method. Sec-
ond, the decoder and classifier branches could run in par-
allel compared to running sequentially, which can result in
lower latency. Thirdly, the decoder is only optimized for de-
noising as the optimization of the classifier does not influ-
ence it anymore. This should result in better image quality.

The models are trained using a weighted combination
of the Cross-Entropy and Charbonnier loss [0.1 - 0.9], re-
spectively weighted by 0.1 and 0.9. We report the metrics
averaged over all 11 noise levels.

Exp. 1 Integrated vs. Sequential. Which joining
method performs better for the baseline, and does the same
hold when reducing its size? We compare the Sequential
and Integrated models. In Table 3, we see that for both the
baseline and reduced DC-Net models, the Integrated ver-
sion performs significantly better at denoising, while the Se-
quential version performs better at classification. For higher
noise levels, the Sequential models are not able to recon-
struct the digit in detail, as visible in Figure 4.

Conclusion The integrated model has a slightly lower
classification accuracy compared to the Sequential model.
However, when aiming for improved human perception, it is
still required for the human to see the content of the image.
Therefore the Integrated model is more suitable.

4. Neural Architecture Search

We follow similar experimentation strategies as in the
previous section. TF-NAS is used to construct a classifier,
which we use as a basis for our denoiser and joint model.

Dataset & settings. NAS experiments are conducted on
Imagenet [6], randomly cropped to 224x224 pixels. To re-
duce search and training time, 100 classes (Imagenet 100)
from the original 1000 classes were chosen, as in [16]. In
the experiments requiring noise, Gaussian noise is sampled
uniformly with a continuous range of ¢ in [0, 1].

The models are searched using SGD with momentum,
2E-2 LR with 90 epochs. After that, the found architecture
is trained from scratch with 2E-1 LR for 250 epochs. All
other settings are similar to [16]. The loss function form de-
pends on the task of the experiment, smooth Cross-Entropy
for classification (Lcg), combined Charbonnier-SSIM for
denoising (Lchar,Lssiv), and a weighted combination for
the joint model (Lpo)-

Leoh =0.1-Lcg+0.9- (08 - Lchar +0.2 - ESSIM) (1)

Since our NAS method uses a latency look-up table con-
structed for our device, these experiments target a specific
device, GeForce RTX 3090 GPU. Therefore latency is suit-
able for defining efficiency in the NAS experiments.

4.1. Classification: C-NAS

Experimental Setup. Since TF-NAS [16] learns 3’s to
control the number of convolutional operators per stage, 3’s
can reduce the model size. However, in the models pro-
posed by [16], only 2 out of 24 stages are reduced by /.
So the ’s have little effect on the found architectures, yet
they make the search space more complex. Therefore we
propose a version of TF-NAS where the 3’s are removed so
that all convolutional blocks are used.

The candidate operations in the search space of TF-NAS
are MBConvs with 8 different configurations, see App. B.
The configurations differ in kernel size, expansion rate, and
in- or excluding a squeeze- and excitation layer (SE) [15].

The classification experiments are performed using data
without noise, as the aim is to examine the NAS method,
which is designed for clean images. We investigate key
components of TF-NAS and try to improve its stability and
classification performance.

Exp 1. Learned vs. Removed 5. We conduct an exper-
iment to study the effect of removing 3 on the search qual-
ity. The SE-layer is excluded from the candidate blocks,
halving the search space to ensure the number of candidate
operations does not cause search instability. We set a low
target latency of 6 ms, as learning 3 should have a positive
effect on small networks. For both the learned and removed
settings, we run two searches, search 1 and 2.
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Figure 5. Stage-5:block-4’s « values for Re-
moved and Learned . Search is more stable for
Removed S.

Figure 5 shows that when [ is learned, the a’s oscillate
and therefore do not decide on an architecture. Whereas
with Removed (3, the search is stable. This stability reflects
in the performance, as the average accuracy of the Removed
B models is 86.3%, compared to 84.2% for Learned 3. The
separate results for each model are shown in Appendix C.

Exp 2. Number of operators in search space. Does re-
ducing the number of operators during search positively in-
fluence the performance of the found models? We test this
by comparing the performance of architectures searched
with three different search space sizes, {4, 6, or 8} oper-
ations, defined in App. B. For each of these search spaces,
three different latency targets are used: {6, 8, and 12} ms.

In Figure 6, we see that for lower target latencies, 6 and 8
ms, using fewer operations in the search space does not alter
performance significantly. When targeting 12 ms latency,
reducing the number of operations in the search space does
show a significant improvement. Additionally, we find that
when using the larger search spaces, the operators from the
small search space are still preferred for lower latencies.

Exp 3. Compare with original TF-NAS. How do ar-
chitectures found using our proposed changes to TF-NAS
perform compared to models with similar latency? We com-
pare our model, C-NAS M, with TF-NAS C, MobileNetV2,
and ResNet-18. MobileNetV2 and our model have similar
latency, architecture, and operator types. ResNet only dif-
fers in that it uses the Conv operator.

Figure 7 shows that the model found using our method
(Figure 8.1) has lower latency yet higher accuracy than TF-
NAS C as proposed in [16]. The model was searched with
target latency 8.0. Therefore, it reached its target. Although
ResNet-18 and MobileNetV?2 run faster than our model, our
classification accuracy is superior, especially when com-
pared to ResNet-18, which only uses Convs.

Conclusion. By Removing 8 and reducing the num-
ber of operators used in the search, the search stability in-
creases, and we find architectures that have better accuracy.

Figure 6. Acc for different search spaces,
showed for different target latencies. Us-
ing fewer operations is most robust.

Figure 7. Comparing classifiers with sim-
ilar latency. Our model classifies best,
competing with MBNetV2

Model UNetparams: y 0y | PSNR+  SSIM 1
d b m

Reduced UNet 4 8 15 9.2 25.0 0.69

D-NAS S - 9.45 26.0 0.72

UNet 5 64 2 116.5 26.6 0.74

D-NAS S upscaled - - 109.8 265 0.73

Table 4. Comparison of D-NAS and UNet variants for denoising.
The rows are split into two latency ranges. D-NAS outperforms
Reduced UNet. The larger variants perform similarly.

An architecture found using our changes classifies better
than a TF-NAS architecture with similar latency.

The comparison between our model and ResNet-18
shows that our search space is able to compete with widely
accepted Conv-based classifiers. Moreover, our model per-
forms on par with MobileNetV2, a manually designed clas-
sifier using MBConvs.

4.2. Denoising: D-NAS

Experimental setup. To construct a denoiser, D-NAS
(Figure 8.i1), we use the first six stages of a found C-NAS
classifier, which has four levels of resolution. Afterwards,
we attach a UNet style decoder by using both a transposed
convolution and two normal convolutions for each decoder
level. Like UNet, we also add skip connections between the
encoder and decoder layers. The decoder is not searched.

Exp 1. D-NAS vs UNet denoiser. Does our denoiser
D-NAS perform similarly to the UNet denoisers? Reduced
UNet (Section 3.2) is used, {d =4, b=8,c =2, m= 1.5},
with a latency of 9.2 ms. We compare with D-NAS S, which
is found by searching with a target latency of 9.2 ms. In ad-
dition, we test the standard UNet architecture. To compare
with standard UNet, we increase the number of channels in
D-NAS S to match the latency of both architectures.

Table 4 shows that D-NAS S outperforms Reduced UNet
by 1.0 dB PSNR and 3% SSIM. The two large models per-
form similarly.



Search

# Model Images  Loss Lat. (ms) | PSNR1T SSIM1 Acc. (%) 1
| DCNAS L Clean L 18.3 25.0 0.69 76.0
DC-NASL Clean L 17.9 25.5 0.70 76.0
DC-NASge M Clean L 13.9 254 0.70 75.7
2 DC-NASuisy M Noisy  Lei 13.7 25.4 0.70 76.0
DC-NAS;%* M Noisy  Lpon 13.8 254 0.70 75.5
3 C-NASyiy M Noisy  Lcis 7.9 - - 755
DC-NAS™ Clean L 27.7 25.8 0.71 75.5
4 DC-NASP Clean L 16.4 253 0.70 75.4
DC-NASTh Clean Ly 22.1 25.4 0.70 75.1
DC-Netyequced - - 10.0 24.5 0.68 61.9
5 DC-Net®! - - 10.5 24.6 0.69 68.6
DC-NAS S Noisy L 10.3 254 0.70 74.3

Table 5. DC-NAS experiments. 1: Sequential vs Integrated model.
Similar latency and denoising performance, yet Integrated de-
noises better. 2: Different search strategies for DC-NAS. Search-
ing on noisy images with only Lcis performs best. 3: C-NAS;oisy
M vs DC-NAS;isy M. The Integrated model classifies better. 4:
Using MBConvs in the DC-NAS, sy M decoder, and two down-
scaled versions. Original DC-NAS,;sy is more efficient. 5: DC-
NAS vs DC-Net. The NAS model outperforms the manually de-
signed ones.

Conclusion. D-NAS outperforms our denoising base-
line, UNet, for small models. Therefore D-NAS is a suitable
denoising architecture, especially when kept small.

4.3. Joint Model: DC-NAS

Experimental setup. To construct the joint model, we
use the Integrated and Sequential setup. The Integrated
model, DC-NAS, is constructed similarly to D-NAS. As
seen in Figure 8.iii, we connect the decoder after the first
six stages of C-NAS but still use the remaining stages as
classification branch. Whereas the Sequential model, DC-
NAS;q, is constructed by attaching C-NAS to the output of
D-NAS, see Figure 8.iv. Therefore, the searched classifier
is used twice in DC-NAS,, which increases its latency. To
counter this, a smaller C-NAS model is used in both the
encoder and classifier.

Exp 1. Compare Integrated vs. Sequential. We com-
pare DC-NAS and DC-NAS,.q models with similar latency.
To get the same latency, C-NAS in DC-NAS., L has low
latency, only 6.7 ms. Whereas in DC-NAS L, C-NAS has a
latency of 12 ms.

In Table 5:1, we see that both models have similar la-
tency and the same classification accuracy, however, DC-
NAS L improves denoising performance with 0.5 db PSNR
and 1% SSIM.

Exp 2. Encoder search. C-NAS contains the search-
able operations within DC-NAS. We test several search ap-
proaches: (i) using clean images, and (ii) using noisy im-
ages. For both approaches, we search the classifier us-
ing only classification loss. Resulting in models (i) DC-

NAS jean M and (ii) DC-NAS, iy M. In addition, for ap-
proach (ii), we construct DC-NASfO?;‘)‘j M by searching us-
ing the combined denoising and classification loss. There-
fore optimizing C-NAS for both tasks within DC-NASﬁﬁ;‘;‘.
Regardless of the search method, the found models are
trained using noisy images and the combined loss.

Table 5:2, shows that using noisy images during search
improves classification accuracy, as DC-NASgjesy M im-
proves 0.3% acc compared to DC-NAS,;sy M. Surprisingly,
the denoising performance is the same. Using both the de-
noising and classification objective during the search, as in
DC-NASnCOCi';y, reduces the classification accuracy.

Exp 3. C-NAS vs DC-NAS. We are interested in the dif-
ference in noisy classification performance of C-NAS and
DC-NAS. We remove the decoder from DC-NAS,,;,, to ob-
tain C-NAS,;sy and train it for classification.

We see that DC-NAS,;,,, improves classification accu-
racy by 0.5% compared to C-NAS,,;y, in Table 5:2-3.

Exp 4. Decoder tuning. All models found in Experi-
ment 2, have similar denoising performance. These models
have the same latency but differ only in the operators that
are used in the encoder. We test if the denoising perfor-
mance is influenced by adjusting the operators in the de-
coder while retaining the latency. DC-NAS jean M is used
as a basis. We construct three alternatives. (i) DC-NAS™,
for which the convolutional operators in the decoder are re-
placed with MBConvs (MB-k3-e3), which significantly in-
creases the latency of the model. To account for this, we
also test with (ii) DC—NAS‘I’TBP, where 1 instead of 2 MB-
Convs are used per layer and (iii) DC-NASg“_'l’ay where we
reduce the number of decoder layers by one. Method (ii)
and (iii) relate to scaling ¢ and d in Section 3.2, where scal-
ing the number of channels (b), was found more effective.
Scaling b is not considered here as this would require alter-
ing the encoder too.

In Table 5:4, we see that DC-NAS™ compared to DC-
NAS lean M improves the denoising performance. However,
at the cost of 13.8 ms latency increase, only caused by the
MB decoder. When reducing the complexity of the MB
decoder with DC-NAST'® and DC-NASY}, , the denoising
performance reduces to the original level again, but the la-
tency is still higher than for DC-NASjean M.

Exp 5. DC-Net vs DC-NAS How does our model, con-
structed by search, compare to the model we manually con-
structed? DC-NAS S is searched on noisy data with a tar-
get latency set to the actual latency of DC-Net Reduced,
from Section 3.3. Since the classification branch of DC-Net
is designed for the simpler synthetic dataset, we also test
with DC-Net®! which uses the same classification branch
as DC-NAS S.

Table 5:5, shows that DC-NAS S outperforms both DC-
Net models by at least 0.8 dB PSNR, 1% SSIM, and 5.7%
accuracy. We display the denoising results of DC-NAS S
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Figure 9. Denoising performance of DC-Net,; and DC-NAS S. Left to right:

Figure 8. C-NAS and D-NAS architecture. Attach
(iii) for DC-NAS and (iv) for DC-NAS,. Search-
able stages consist of a maximum of four MBConvs.

and DC-Net'®! in Figure 9. We observe better denoising on
smooth planes, sharper edges and better color reconstruc-
tion for DC-NAS S.

Conclusion. We have seen that the Integrated combining
method outperforms its Sequential counterpart in denoising.
To construct the integrated model, we find that searching for
a classifier on noisy data, without taking the denoising ob-
jective into account results in the best classification perfor-
mance. Surprisingly, the search method does not influence
the denoising performance. Furthermore, replacing the con-
volutional blocks in the decoder with MBConvs and then
scaling them down does not benefit denoising efficiency ei-
ther. However, the NAS denoising experiments demonstrate
that our denoising setup is competitive and gains perfor-
mance when scaled significantly. Since up-scaling is not
of interest for our models and tuning the decoder operators
does not improve performance, our method is focused on
searching for only the encoder of the integrated model. The
models found by this approach, outperform our manually
designed models with similar latency.

5. Limitations & Conclusion

One limitation of our NAS method is its inability to alter
the decoder. It is designed this way as manually altering the
decoder does not improve efficiency. However, when tar-
geting a significantly different latency, a change in denois-

clean image, noisy variant, and the denoiser output. Comparing (c) and (d),
we see better performance on a smooth plane and slightly sharper edges for
(c). With (g) and (h), we see observe a better color reconstruction for (h).

ing architecture could be optimal. Applying model scaling
to the found models is of interest, similar to the Efficient-
Nets [31,32].

Another limitation is the fixation of 8 in our NAS
method. Although this improved the stability of search and
network performance, learning 5 while retaining a stable
search would be preferred. As this would introduce more
possibilities in the search space for optimizing efficiency.

In addition, the Integrated models already outperform
the Sequential alternatives, but latency could be optimized
further for Integrated models by running the denoising and
classification branches in parallel.

To conclude, we show that using efficient operators and
scaling methods proposed in previous work are relevant for
denoising and noisy classification. In addition, we present
the integrated model to join the two tasks efficiently. We
analyze how the performance of the Integrated model com-
pares to the Sequential model. This shows that the Inte-
grated design is more suitable across various latencies. To
simplify the design process of the joint model when target-
ing a latency, we present a NAS method. We alter an exist-
ing NAS method to improve the stability and performance
of the search. This method searches a classifier. Using the
searched classifier as a basis, we build the Integrated model.
We demonstrate that the Integrated model built using our
NAS method outperforms the manually constructed model.
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A. Efficient Classification: Additional results

In Section 3.1, we compare the performance of MBConv
operations with normal convolutions. We present the results
for scaling the MBConv and Conv models.

Exp. 2: MBConv width & expansion rate scaling.
Since MBConv layers can be used to improve efficiency, we
question how to further reduce the MB model’s FLOP size.
We compare two options: (i) reducing the expansion rate
and (ii) scaling the width of the network. We take MB4-L
as starting model, as this is our best and largest model.

From the MB models with size S in Table 6, MB1-S per-
forms the worst. It only has a reduced expansion rate from 4
to 1. MB4-S, which is obtained by scaling the width of MB-
L, increases classification performance by only 0.4%. How-
ever, when slightly reducing MB4-L’s width and expansion
rate, we derive MB2.5-S, which reaches 58.4% accuracy,
significantly outperforming both other S-sized MB models.
So the combination of the two methods is most effective.

Exp. 3: Conv width scaling. In this experiment, we
compare the width scaling of the Conv-L model. Table
6 shows that all S-sized MB models outperform Conv-S,
MB2.5-S even by 3.0%. MB2.5-M also outperforms Conv-
M, by 2.7%. Therefore, scaling is more efficient for the MB
models than the Conv models when optimizing for FLOPs.

Exp. Model Size Exp.rate FLOPs(K)] Lat. (ms)] Acc(%) T
Conv-L L - 447 0.336 63.2
13 MBI1-S N 1 177 0.300 56.2
~  MB25M M 2.5 350 0.384 64.1
MB4-L L 4 424 0.468 64.9
23 MB2.5-S S 2.5 178 0.390 58.4
: MB4-S S 4 188 0.403 56.6
3 Conv-S S 163 0.281 55.4
Conv-M M 345 0.317 61.4

Table 6. Classification baseline and reduced models, designed for
three different FLOP targets: {S, M, L}, to compare scaling meth-
ods: expansion rate and model width. Each section of rows is used
by the experiments from Sec. 3.1 defined in the Exp. column. MB
models scale down more efficiently than normal Conv models.



B. Search space

In Section 4.1, different variations of the TF-NAS search
space are used [16]. Table 7 displays the candidate oper-
ations and for which search space size they are used. The
search space with 4 operators is constructed using the MB-
Convs without SE-layer, as this is most common in recent
NAS methods [32, 35]. For the 6-operator search space, we
add the possibility of using an SE layer on the operators
where the kernel size is three and the expansion rate is three
or six. We use the two smallest operators as they can be
used for smaller target latencies too. The search space with
8 operators simply uses all combinations.

Name Kernel Expansionrate SE-layer 4 6 8
MB-k3-e3 3 3 - v v Vv
MB-k3-e6 3 6 - v v v
MB-k5-e3 5 3 - v v v
MB-k5-e6 5 6 - v v v
MB-k3-e3-se 3 3 v - v Vv
MB-k3-e6-se 3 6 v - v Y
MB-k5-e3-se 5 3 v - - Y
MB-k5-e6-se 5 6 v - - Y

Table 7. Overview of the candidate blocks for the different search
space sizes {4, 6, 8}. MBConv operators are used with different
kernel sizes k, expansion rate e and in- or excluding the squeeze-
and excitation-layer.

C. Learned vs. Removed 5: Additional results

In Experiment 1 of Section 4.1, we test the influence of
removing (3 from the search approach. The models with Re-
moved [ significantly outperform the models with Learned
B in accuracy. Besides, the found models are more similar
for Removed than Fixed, Removed § differs only 0.04ms
and 0.2% accuracy, while Learned g differs 0.57ms and
1.4% accuracy. This indicates that the search for Removed
is more stable.

Type Searchid LAT (ms)] Acc (%) T

1 5.85 6.2
Removed f 2 5.81 86.4
1 5.04 84.9
Learned § 2 447 83.5

Table 8. Compares four searched models with target latency 6 ms.
Trained on clean images. Two models are searched without 8 and
the other two using learned /5. Removed outperforms learned 3.



Background

3.1. Convolutional & MBConv operator

To understand the MBConv operator, knowledge of the convolutional operator and the depth-wise
separable convolution is required. This section will take you through this required knowledge and then
explain the MBConv operator.

3.11. Convolution

In the field of deep learning, convolutions are mainly used in convolutional layers. Specifically,
convolutional layers are used to find patterns in data presented in a grid. Images are a typical example
of such a grid, as images are a series of pixels ordered in a grid. The value of the pixel denotes the
brightness of that pixel. These grids, the in- and output of the convolutional operators, are also called
feature maps.

The convolutional layer uses a matrix called the filter to extract the features from the input images. The
filter matrix has dimensions n x n and is used in the dot product with a part of the image with the same
dimensions, see Figure 3.1. The spatial dimension of the filter, 3 x 3 in our case, is smaller than the
image. To perform the convolutional operation on the entire image, the filter slides over the full image.
For every location of the filter on the input, the dot product is added to the result. So the second dot
product, created by the green window, is added to the green pixel in the result.
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iy Xi,= 6x6

Figure 3.1: Visualization of a convolutional operation with channel dimension = 1.

In the previous example, our image had only one channel, like a grayscale image. For an RGB image,
the input would have 3 channels, the filter should match this number of channels. In Figure 3.2, the
process is visualized with filter dimension 3 x 3 x 3. To calculate one output pixel, we still take the dot
product between the filter and the red highlighted part of the input. Taking the dot product with more
channels is similar to taking the dot product between the matching channels (e.g. red input - red filter)
and adding the result. In Figure 3.2, the '4’ in the output is, therefore, a weighted combination of all
values in the red cube. Consequently, a normal convolution fuses spatial and channel information.

14
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Figure 3.2: Visualization of a convolutional operation with channel dimension = 3.

If the convolutional layer uses multiple filters, the output of the layer will have the same amount of
channels. In Figure 3.3, we see that for each filter, the described process is used to create a 4 x 4 matrix.
These 2 matrices are stacked and form the output of the layer, with dimension 4 x 4 x 2. Therefore, the
number of filters corresponds to the number of channels in the output. At the same time, the number of
channels in the filters corresponds to the number of input channels.
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Figure 3.3: Visualization of a convolutional operation with 2 filters and channel dimension = 3.

3.1.2. Depth-wise convolution

In the normal convolution operator, each value in the result fuses input values from different channels
and spatial locations. Take Figure 3.2 as an example, the 2" in the result is a combination of all the
values in the red box. On the contrary, the depth-wise convolution keeps the channels separate. It does
this by taking the dot product of the matching channels (e.g. input green - filter green) and putting
it in the corresponding output channel but not adding it together as before. See Figure 3.4. Because
the channels are kept separate in the depth-wise convolution, the operation needs significantly less
computational power than the normal convolution. The depth-wise convolution only performs spatial
information fusion.
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Figure 3.4: Depth-wise convolution visualization, the convolution only combines the values in the same channel.

3.1.3. Point-wise convolution

The point-wise convolution does the opposite of the depth-wise convolution. Instead of keeping the
input dimensions separate, it keeps the spatial pixels separate and fuses the channels. This is done
by performing a normal convolution with a filter dimension of 1 x 1 x ¢;, where ¢; is the number of
input channels. Because the filters of the point-wise convolution are small, it is a computationally cheap
method to increase or decrease the number of channels of the input. The point-wise convolution only
performs channel information fusion.
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Figure 3.5: Point-wise convolution visualization, the convolution only combines the values with the same spatial location.

3.1.4. MBConv

The MBConv operator is an efficient replacement for a standard convolution and is proposed in
MobileNetV2 [23]. Efficient operators aim to reduce the required computations while retaining
performance compared to the operator they replace. An MBConv operator is a combination of two
point-wise convolutions and one depth-wise convolution. We define the number of input channels
¢i, output channels ¢,, and expansion rate e. As shown in Figure 3.6, the first point-wise convolution
expands the input channels c; to ¢; - e. This expansion enlarges the feature space of the feature map and
combines the features across channels. These two factors increase the expressiveness of the following
depth-wise convolution, as discussed in [13]. The second point-wise convolution is used to reduce and
combine the channels again. This reduction forces the information from the larger feature map into a
smaller representation, which is more efficient than keeping the larger version. A skip-connection is
added between the in- and output feature map, similar to [12].

We emphasize that an MBConv only uses depth- and point-wise convolutions, which separates the
fusion of spatial and channel information. This should be inferior to a normal convolution that fuses
both spatial and channel information. However, the MBConv is designed under the hypothesis that
spatial and channel fusion can be decoupled [5, 14]. This allows the replacement of the convolution
with the computationally less expensive depth- and point-wise convolutions.
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Adding a non-linear function after a convolutional layer is standard practice to introduce non-linearity
in neural networks. In MBConv, the RelLU function [20] is used to this end. However, MBConv does
not use a ReLU function in the last point-wise convolution as [23] shows and discusses how adding a
non-linear function after the channel reduction destroys information.
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Figure 3.6: MBConv visualization, the convolution combines point- and depth-wise convolutions. With input channels ¢; and
expansion rate e.
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3.2. Image Denoising
3.2.1. Noise

Noise in an image refers to the presence of elements that are non-existent in the actual scene, which can
be observed as variations in pixel brightness, often random. Since these variations are not natural, they
result in the loss of correct image information. Noisy images are, therefore, harder to interpret for both
humans and machines.

Sources of noise in digital images are abundant, and examples are signal transmission errors, photon
shot noise in low-light environments, and sensor imperfections. Noise models are used to imitate these
real noise sources. Combining a clean image with the noise generated by a noise model results in an
image resembling an actual noisy image. This ability to create a noisy version of a clean image is helpful
for learning-based denoising approaches since those approaches require a large amount of noisy and
clean image pairs. These image pairs are used to train and test the denoising methods, where the noisy
image is the input, and the clean image is used as the training target. Since there are different sources of
image noise, there are also different methods of modeling them. We discuss the three most commonly
studied noise models.

Starting with signal-dependent noise [17], for which some knowledge of the workings of a camera is
required. Cameras measure light intensity per pixel using the photons traveling from the world to the
camera sensor. Each photon that hits a pixel in the camera sensor is converted into a charge, which
is measurable. Therefore, the intensity of a pixel is proportional to the average number of photons
hitting that pixel in a certain amount of time. This average has an uncertainty stemming from random
fluctuations in the arrival time of the photons. The Poisson distribution theoretically describes this type
of noise. It is called signal-dependent because the intensity of the pixel is related to the amount of noise
that is sampled. This noise model is mainly used to mimic noise in low-light environments.

The other noise model we explain is the one modeling signal-independent noise [17], specifically read
noise. This noise models the errors that occur while measuring the accumulated charge created by the
photons. So, this noise is independent of the signal and is simply a measurement error. Read noise
is modeled using a Gaussian distribution with zero mean. The standard deviation of the distribution
controls the level of noise.

The signal-independent noise model, which uses a Gaussian distribution, is commonly used to study
denoising methods [32, 33]. Although it does not fully capture the complexity of real-world noise sources,
it does serve as a reasonable approximation for a wide range of situations. In well-lit environments,
the Poisson distribution even becomes a Gaussian [3]. It is therefore used as noise model in this study,
visualized in Figure 3.7.

(@) std =0.0,PSNR:  (b) std =0.1, PSNR:  (c) std =0.2, PSNR:  (d) std = 0.3, PSNR:  (e) std = 0.4, PSNR:  (f) std = 0.5, PSNR:
100.0, SSIM: 1.0E®  20.5,SSIM: 5.9E~1 15.1,SSIM: 3.2E~! 12.2,8SIM:2.0E~! 104,SSIM: 1.4E~! 9.2,SSIM: 1.0E !

(g) std = 0.6, PSNR:  (h) std = 0.7, PSNR: (i) std =0.8, PSNR:  (j) std =0.9, PSNR: (k) std = 1.0, PSNR:
8.4,58IM: 7.9E~2  7.8,SSIM:6.3E~2  7.4,SSIM:5.5E2  7.0,S5IM:4.8E~2  6.8,5SIM: 4.2E 2

Figure 3.7: Different noise levels from the Gaussian distribution in the range of standard deviation (std) [0-1]. For each sample,
the PSNR and SSIM score (see Section 3.2.2), comparing the sample to the ground truth, are added to the caption. Flower image
from Imagenet [6].
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3.2.2. Metrics

The quantitative measures to evaluate the performance of the denoiser are SSIM and PSNR [30].
The Peak Signal-to-Noise Ratio (PSNR) compares the noisy image to the clean ground truth image,
it is derived from the Mean Squared Error (MSE). The benefit of PSNR over MSE is its increased
interpretability caused by the logarithm and maximum range value normalization. A higher PSNR
value indicates a better-denoised image. Equation 3.1 defines the PSNR metric, with p the number of
pixels in ground-truth image X and denoised image X. A pixel intensity can be indexed using i with
X;. MAXis the maximum range of pixel intensities which is 1 in our case.

MAX?
PSNR = 10 . loglo(m),
L2 (3.1)
MSE = — 3 (X; - X;)?

i=1

The Structural Similarity Index (SS5IM) measures the similarity between two images [30]. Different from
PSNR, which compares images pixel by pixel, SSIM quantifies how similar the visible structures are in
the image. This is achieved by calculating the SSIM score using multiple windows of the image. For
each window pair, denoised and ground-truth, the SSIM metric is computed. The values of all windows
are combined into one SSIM score for the image. SSIM scores can range between -1 and 1, a higher score
corresponds to a better-denoised image. The mathematical definition of SSIM is complex, we therefore
refer to [30]. Figure 3.7 also shows the PSNR and SSIM score for each noise level.

PSNR and SSIM quantify different visual qualities. [30] shows how a ground-truth image can be
distorted in five different ways, visible in Figure 3.8, with each of these 5 distortions resulting in the
same PSNR score but a different SSIM score. When compared visually, there is a significant difference
in quality between the distorted images. This might indicate that the PSNR score is not able to quantify
the image quality in line with human perception. However, PSNR simply scores differently than SSIM.

(e

Figure 3.8: (a) Original image, (b-f) Different distortions of the original image. All images have the same PSNR score, yet they are
visually different. The SSIM scores are, a: 1.0, b: 0.92, c: 0.99, d: 0.69, e: 0.71. These scores are in line with human perception.
Figure from [30].

In [24], an example is given where an original image is altered in two ways, Figure 3.9. First, by adding
a patch with a similar structure but visually significantly different. Second, by adding a barely visible
noise. The visually significant different image scored better with SSIM than the noisy variant. Therefore,
SSIM does not capture completely capture denoising performance either. However, when both SSIM
and PSNR are taken into account, they quantify denoising performance well.
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Figure 3.9: (a) Original images, (b) Patches of the images are replaced, (c) The original image with uniformly sampled noise added.
The SSIM scores with (a) as ground truth are better for (b) than (c). Even though (c) is visually better than (b). Figure from [24].

3.2.3. Loss function

Both £, and £, loss are popular loss functions for image denoising [17]. These losses compare the
ground truth and denoised image pixel by pixel, their definition is given in Equation 3.2. Again p the
number of pixels in ground-truth image X and denoised image X. The pixel intensity can be indexed
per pixel i with X.

1N, .
Ly = ]3Z|Xi - Xi,
o (3.2)
1 ~
£2 = - Z(Xz - Xi)2

p i=1

Similar to the PSNR metric, these losses only compare the ground truth and denoised image pixel by
pixel. To address this, [34] proposes a weighted combination of £; and SSIM, which is reported to have
the best denoising performance. Instead of using £; in our combined loss, we use a combination of
Charbonnier [4] and SSIM loss. The Charbonnier loss behaves similarly to £, loss for larger errors and
is smoothed for small errors by using a small constant ¢, defined in Equation 3.3. This smoothness for
smaller values eases differential optimization [8]. The Charbonnier function is used as a loss function in
recent denoising studies [1, 9, 29].

LCharbormier = (£1)2 + €2 (33)

3.2.4. U-Net

U-Net [22] was originally proposed for medical image segmentation. The model has since become
popular for denoising too [2, 7, 11], due to its hierarchical feature maps and skip connections between
the encoder and decoder. This section will explain these benefits and the U-Net architecture.

Besides normal convolutions, the U-Net architecture uses max pool and transposed convolution operators.
The max pool operator reduces the resolution of the feature map by a factor of two. It does so by dividing
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the feature maps into grids with cells of 2 x 2 pixels, as in Figure 3.10. For each of the cells, the maximum
pixel value is taken and used in the output feature map. A transposed convolution! is similar to a normal
convolution but increases the resolution of the feature map.
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Figure 3.10: Max pooling operation example.

The U-Net encoder has five layers, and its decoder has four, see Figure 3.11. Both the en- and decoder
layers follow a structure. All encoder layers have two convolutions operators, where the first convolution
doubles the number of channels in the feature map, and the second keeps the number of channels
constant. After each of the first four encoder layers, a max pooling layer is added to reduce the resolution.
All decoder layers use a transposed convolution to increase the resolution of the feature map. The
channels of this feature map are stacked with the channels of the skip connection originating from the
corresponding encoder level. This combined feature map is reduced in the number of channels by the
first normal convolution of the decoder level and then followed by another normal convolution. After
the last decoder level, a point-wise convolution is used to reduce the feature map to one channel for
gray-scale images and three channels for RGB images. Since we want to output the denoised image
with the same resolution as the input image, all the convolution operators in our U-Nets use padding,
which differs with [22].

The hierarchical feature maps form a benefit of U-Net. These are constructed by halving the resolution
after every encoder level. This significant reduction in resolution allows the network to capture the
context of the full image [22]. The decoder uses a combination of this captured context from the encoder
and the finer details preserved in the skip-connections to construct the full-size denoised image [7].

thttps:/ /towardsdatascience.com/what-is-transposed-convolutional-layer-40e5e6e31c11
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Figure 3.11: U-Net architecture, similar to [22].



3.3. Image Classification 23

3.3. Image Classification

Convolutional Neural Networks (CNNs) are popular models for image classification. In a CNN,
convolutional layers are used to detect local features, such as edges and textures in the image. Max
pooling layers downsample the feature map to reduce the resolution, which improves the understanding
of the full image context. Fully connected layers then combine the feature maps for classification by
predicting a probability for each class. A simple classification model could use two convolutional
operators, each with a max pooling layer, followed by one fully connected layer. However, popular
complex classifiers [12, 25, 27], use dozens of convolutional layers and multiple fully connected layers.

For an image classification model, trained on a dataset with three different classes, the output is a vector
with three values. Each value in the vector corresponds to a class and is the predicted probability that
the input image is of that class. To construct this probability vector, a softmax is taken over the output
of the last fully connected layer. The softmax function normalizes the values between zero and one and
ensures that the values add up to one. Equation 3.4 defines the softmax, where g; is the output of the
fully connected layer for class ¢ and g; is the corresponding class probability.

C eap(p)

Yi = m (3.4)
J

Taking [cat, dog, sheep] as an example, with § = [0.7,0.1, 0.2], then cat has the highest probability. The
ground truth of a cat image would be [1,0,0]. During training, the Cross-Entropy (CE) loss is used
to quantify the difference between these predicted probabilities § and the ground truth. The CE loss
encourages models to assign high probabilities to the correct class. Larger errors in predictions are
penalized stronger, which makes the optimization process effective. To compute the CE loss, only the
prediction ¢, corresponding to the correct class k is used. The loss is then the negative logarithm of .
Since §, is supposed to be one, the logarithm is large when gy, is close to zero and small when gy, is close
to one. Equation 3.5 defines the CE loss, where ¢; is 1 if the input image is of class i and 0 otherwise,
and g; is the predicted value for class 4.

Lop=—Y ti-logy; (3.5)
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3.4. Neural Architecture Search
3.4.1. NAS Approaches

Neural Architecture Search (NAS) is used to streamline the process of designing neural networks. The
general idea is to search for an architecture in a manually defined search space. When trained, this
architecture should score well on the defined metrics. One of the key elements of NAS is the search
space definition, as searching in a poor search space cannot lead to finding a proper architecture.

To study the three most common NAS approaches, we propose a simple search space. Figure 3.12
displays the skeleton of the architecture to be searched, for each of the four blocks an operator needs
to be selected. In a human-designed architecture, each block would have a manually picked operator
assigned. Whereas with NAS, only the set of operators to choose from is human-designed. The options
are {Convolution, MBConv, Skip-connection}. The Skip-Connection is a common operator candidate as
using a skip-connection is analogous to removing the block from the network, thus altering the network
architecture. This simple search space already amounts to 3% = 81 architectures.

MBConv

Candidate operations: -

Figure 3.12: Examplary search space for Neural Architecture search, consisting of 4 sequential blocks which need an operator to
be assigned. The operators can be selected from the candidate operators: Conv, MBConv and Skip-connection.

The first NAS approach uses a reinforcement learning (RL) model, which we will call an agent to avoid
confusion. This agent builds an architecture by choosing an operator for each block in the skeleton,
Figure 3.12. The generated architecture is trained, and its performance is used as a reward for the agent.
Based on the reward, the agent learns what decisions benefit the performance of the architecture. With
this knowledge, the agent can design an architecture without searching the entire discrete search space
[27, 28].

The second NAS approach is based on evolutionary algorithms (EA) [21] such as genetic algorithms [19].
In these approaches, a subset of the architectures in the search space is constructed. This subset called
the population, is trained and evaluated. For the next iterations, the population is created by combining
the architecture decisions of the best-performing architectures and then training and evaluating the
models. When iterating over this process, the non-optimal design choices will be removed, like natural
selection. Moreover, the search converges to the best-performing architectures in the discrete search
space.

Both of these NAS approaches create one or more architectures, which need to be trained and evaluated,
to then iterate extensively over this process. Since training one architecture is already time-consuming,
the full search can take over 100 GPU days. Differentiable NAS approaches [16, 18, 31] address this
issue by changing the search space to be continuous, enabling differential optimization. For which only
one large model needs to be optimized to construct an architecture. This results in a search taking 1-2
GPU days. As differentiable NAS is used in this study, we elaborate further on the approach.

3.4.2. Differentiable NAS

The key idea behind differentiable NAS is representing the architectural choices as continuous rather
than discrete. To understand this, we first propose a different perspective on the discrete choices made
in our example for which we use a search network. In the search network, instead of using one candidate
operator in each block, we use all candidate operations in parallel and perform a weighted addition of
the results, see Figure 3.13. The weights, a, change the influence each candidate operator has on the
outcome of the block. In the discrete search space, the vector a® for block b sums to 1, and the values o?
can either be 0 or 1. When choosing the Conv operator in block 1, a® = [1, 0, 0] which results in the Conv
being the only operator of which the output is used, visualized in Figure 3.14a.
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Figure 3.13: The search network where each block executes all candidate operations in parallel and adds their results using a
weighted sum. For each block b, this sum is weighted using a, and each operator 7 in block b has its own weight a?.
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Figure 3.14

We relax this representation to be continuous by allowing o to range between 0 and 1, see Figure 3.14b.
The vector a® should still sum to 1, which is achieved by taking the softmax of the vector, see Equation
3.7. In Equation 3.6, we define the weighted sum, which is also used for the continuous block. For block
b, we have the input 2°, output 2", candidate operations op? with i € {Conv, MB, Skip} and A? the
softmax of a?.

2t = Z AY - op(a?) (3.6)
o _cap(a) |
i z]: ezp(al) (3.7)

When using the definition in 3.6 for all blocks in our search space, finding the optimal values for « is
analogous to finding the best candidate operation for each block. The search process for these o values
becomes differentiable as Equation 3.6 is differentiable with respect to o, and « is a continuous value. To
find the optimal values of «, the candidate operators need to perform well, which requires their weights
w to be trained. Therefore, the search process becomes a bi-level optimization in which w is optimized.
Using the optimized weights w*, a is optimized. This process is repeated until convergence. Equation
3.8 shows the bi-level optimization.

min £(w*, @)

(3.8)

st w* =argmin L(w, a)
w
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Obtaining the optimal weights w* for each update of « is time-consuming. When O(n) updates are
required to optimize a and w separately, then O(n?) updates are required to perform the bi-level
optimization. Instead, most differentiable NAS methods [16, 18, 31] approach w* using only one update
step. Therefore, each a update requires only one w update, resulting in O(2n) = O(n) steps for the
bi-level optimization.

When the bi-level optimization converges, one of the candidate operations for each block needs to
be selected. For block b, the candidate operation op? with the highest corresponding ! is selected.
Selecting the operator using the max a! value is appropriate, as during search « is optimized using a
softmax, which is a differentiable alternative to standard max operation. The architecture constructed
using the selected operators, called the train network, is the network that is proposed by the differentiable
NAS method. This train network is subsequently trained with a clean initialization.

3.4.3. TF-NAS

The differentiable NAS (DNAS) method used in this study is TF-NAS [16]. TF-NAS suits our study
as it addresses issues in earlier DNAS methods, the classification architecture it proposes is similar to
a U-Net encoder, and it optimizes the architecture for a target latency. These three properties will be
discussed in the following sections.

Improvements over DNAS
TF-NAS addresses two main issues of earlier DNAS methods [18].

The first issue is called operation collapse. This happens when the w of a specific operation is optimized
faster than competing operations. Such quick-to-optimize operations often have few weights to learn.
Since these operations have better-optimized weights, they perform better early in training leading to an
increase in their « value. This might cause the search procedure to select and stick with an operator
that performs well in the early stages of training but would be outperformed by another operator when
trained longer. TF-NAS addresses this issue by altering the optimization procedure of w. One of the
changes is replacing the softmax in Equation 3.7 with a different softmax. Since these changes are used
but not further discussed in this study, we refer to [16] for further details.

The second issue with previous work [18, 31] relates to the use of skip connections in the proposed
architecture. Skip connections are used as a choice to reduce the number of blocks used in the proposed
architecture. If a skip connection has the highest «, the block will be removed from the proposed
architecture. Similar to our example search space, many NAS methods use a skip connection to compete
directly with the other candidate operations. This introduces instability in the search, where the derived
architectures remove too many blocks [16]. Therefore, TF-NAS proposes to extract the skip connection
from the parallel block. To replace them, skip connections are introduced, starting after every block and
connecting to the same point after the last convolution, where a weighted addition is performed. The
addition is weighted by a new parameter 3, similar to . This new configuration, shown in Figure 3.15,
lets the skip-connections compete amongst each other instead of against the other candidate operations.
In Equation 3.9, the definition is given, the softmax is used again to normalize 5.
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Figure 3.15: Extracting the skip connection from o and using 5 to weight the new skip connections in the new configuration.

£L,o’u,t — § Bb A {Eb,
b

b _erp(B’) 39)

> exp(f9)
d



3.4. Neural Architecture Search 27

Search space

The search space is based on the EfficientNet architecture [26]. Therefore, a classifier is searched, shown
in Figure 3.16. The first and last two stages are manually set, while the stages in between are searchable.
Each searchable stage contains between 1 and 4 blocks. A block can get any of the candidate operations
assigned. The candidate operations are MBConvs with 8 different configurations. Each operation has a
kernel size k = 3 or k = 5 for the depth-wise convolution, an expansion rate ¢ = 3 or e = 6, and the
possibility to add a squeeze- and excitation-layer (SE-layer) [15]. All combinations of these three choices
construct the 8 different configurations listed in Table 3.1. The SE-layer is a method that introduces
additional weights to a convolutional operator. We do not further explain it, as it will not be used in this
study.

Stage 4
Y
Stage 5
Y
Stage 6
Y
Stage 7

\
I

Figure 3.16: The full search space of TF-NAS, the green stages are manually chosen, while the orange stages can be searched. The
width of each orange stage indicates the number of searchable blocks it contains. The orange block shows how a stage with 4
blocks looks internally.

Name Kernel Expansionrate SE-layer
MB-k3-e3 3 3 -
MB-k3-e6 3 6 -
MB-k5-e3 5 3 -
MB-k5-e6 5 6 -
MB-k3-e3-se 3 3 v
MB-k3-e6-se 3 6 v
MB-k5-e3-se 5 3 v
MB-k5-e6-se 5 6 v

Table 3.1: Overview of the candidate MBConv operators with different kernel sizes k, expansion rate e and in- or excluding the
squeeze- and excitation-layer.

Latency optimization

TEF-NAS searches an architecture with a configurable target latency. The network latency is controlled
by aand 8. o controls which operators are used in the network. One operator is slower than the other.
B controls the number of blocks in a stage, reducing the operations also reduces the latency. The last
parameter influencing the latency, is the scaling factor which slightly alters the expansion rate of the
MBConvs. This MBConv scaling is further discussed in [16] and not required knowledge for this study.

The latency is taken into account by adding a latency loss to the bi-level optimization defined in Equation
3.8. For each block, the latency is predicted by performing a weighted addition of the previously
measured operator latencies. The weight is o. Equation 3.10 defines the latency prediction LAT® for
block b, with operators op?, LAT(op?) which returns the latency of a candidate operation op and A?
defined in Equation 3.7. LAT() is a look-up table which can be constructed for a specific device, by
measuring the latencies of all operators.

LAT’ = " A?-LAT(op?) (3.10)
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The latency predicted per block is added for all blocks in a stage, again weighted but this time using
B. Combining the predicted latencies of all stages results in a total predicted latency LAT, which is
dependent on the architecture parameters o and 3. TF-NAS aims to find an architecture for which
LAT equals the target latency latarger. Therefore the latency loss should equal 0 when LAT < latiarget.
Combined with the normalization of LAT, this results in the following function to calculate the latency
loss. See Equation 3.11.

LAT(e, )

Liat = max
at ( lattarget

—1,0) (3.11)

The latency loss is added to the bi-level optimization with a weight A, which is set to 0.5 in this study:.
Equation 3.12 defines this updated optimization.

migl L(w* a,B8)+ X\ Liat

(3.12)
st w" =argmin L(w, a)
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