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ABSTRACT
This study deals with the high-fidelity block-based finite element simulation of dynamic out-of-plane (OOP) responses of
unreinforced masonry (URM) walls, explicitly focusing on two-way bending behaviors under seismic loads, which is a common
critical failure mode in real-world masonry structures. While experimental shake-table tests provide valuable insights into these
behaviors, their high costs, complexity, and limited scalability highlight the need for advanced numerical modeling approaches.
A state-of-the-art block-based finite element modeling strategy that conceives masonry as an assemblage of 3D damaging blocks
interacting via contact-based cohesive-frictional zero-thickness interfaces, previously proposed for simulating cyclic quasi-static
and dynamic one-way bending tests, is here extended for the first time to the simulation of incremental dynamic shake-table
tests on OOP two-way spanning URM full-scale walls, subjected to a sequence of dynamic loads. The numerical models track the
reference experimental behaviors with high accuracy in terms of collapse onset, failure mechanism, experienced acceleration and
displacements, and hysteretic response. The effects of variations in mechanical properties, boundary conditions, and damping
on the dynamic response are explored in a sensitivity study. The results indicate that slight changes in these parameters can
lead to considerable differences in outcomes. This highlights the chaotic nature of the dynamic response of masonry walls,
especially in near-collapse conditions, whichmakes probabilistic approachesmore suitable for predictingmasonryOOPdynamics.
The proposed numerical methodology appears compatible with statistical frameworks, given the limited costs with respect to
experimental tests, and it extends knowledge beyond physical experiments.
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1 Introduction

Masonry structures, particularly those made of unreinforced
masonry (URM), are very common around the world due to the
accessibility of the material, a simple construction process, high
durability, low maintenance costs, and so forth [1]. However, the
high vulnerability of masonry structures to earthquake actions
remains a critical issue for seismic engineering, given their wide
use in regions with significant as well as moderate seismicity
and the challenges in predicting their behavior [2–7]. While most
research on the seismic response of URM structures focuses on
in-plane loading, where forces act parallel to the wall, the out-
of-plane (OOP) response is also crucial for structural stability,
especially for slender walls [6, 8]. OOP failure, particularly in
the case of two-way bending, presents additional complexities
compared to one-way bending. Two-way bending behaviors are
widely encountered in real-world buildings due to the connection
of URM walls to adjacent structural components, such as pillars
or return walls [9]. The OOP response of this structural config-
uration is particularly complex, but its study has been relatively
limited in the literature [10–18].

To better understand andmitigate this vulnerability, it is essential
to develop models that can reliably predict the behavior of
masonry structures under dynamic loading conditions. Mod-
els for assessing the seismic response of masonry structures
can be either physical or numerical. Physical models, typically
tested in laboratories, provide valuable real-world data on how
structures respond to earthquakes. State-of-the-art testing of
URM walls under OOP two-way bending behavior is carried
out in the form of quasi-static monotonic [19–23] or cyclic
[24–27] pushover and dynamic shake-table [10–12] tests in the
literature. Shake-table tests are particularly useful for replicating
seismic loads and studying the effects of dynamic loading on
the failure mechanisms, crack propagation, and load-bearing
capacity.

Despite their advantages, physical models have significant lim-
itations. They are expensive to build and operate, limiting the
number of tests that can be conducted [19]. Shake-table experi-
ments also suffer from reproducibility issues related to variations
in workmanship, boundary conditions, loading sequences, or
the test setup. Moreover, the boundary conditions and loading
sequences used in these tests may not fully represent real-
world conditions due to setup constraints [28–31]. As a result,
physical models are highly specific to the tested structure, and
their findings may not be generalized easily to other scenar-
ios unless they are repeated a statistically significant number
of times, which is often prohibitively expensive. Additionally,
physical models can only test a limited number of cases,
restricting their ability to explore the broader statistical dynam-
ics of masonry behavior [32]. These drawbacks highlight the
need for alternative methods that can complement physical
experiments.

Numerical models offer a flexible and cost-effective alternative
to physical testing, enabling the simulation of dynamic behavior
in masonry structures under a wide range of conditions. When
properly validated against benchmark experiments, their main
advantage is their ability to test several scenarios at a fraction of

the costs and time of physical tests, allowing for comprehensive
statistical investigations of masonry dynamics under different
loading conditions. Additionally, numerical models offer greater
freedom in representing complex boundary conditions and struc-
tural configurations that are difficult to replicate in a laboratory.
They can also simulate full-scale structures, a critical point
in dynamics, without being constrained by specimen size. A
variety of numericalmodels are available, ranging from simplified
macro-element [13, 14, 33] and continuum-based [34–38] models
to multi-scale [39] and more detailed block-based ones [40–
43]. Macro-element models are computationally efficient and
useful for large-scale seismic assessments but fail to account
for localized (material-scale) effects of cracking and crushing,
which are critical for understanding failuremechanism evolution
[44]. Continuum-based and multi-scale models can theoretically
account for these effects, yet the calibration of their constitutive
behaviors is not typically straightforward and often requires
adjustment at different levels [44]. In contrast, block-based
models, within the discrete element [45], the finite element
[46, 47], and the advanced element [15] frameworks, simulate
masonry at the unit level, providing a detailed representation
of blocks and joints. These models rely on solid mechanical
hypotheses to accurately represent failure mechanisms such as
joint cracking and shearing andunit crushing and splitting, being,
therefore, able to capture both global behavior and localized
failures with high fidelity [44], especially in near-collapse and
collapse scenarios. However, these models have rarely been used
to simulate full-scale OOP behaviors in a dynamic framework,
plausibly due to large computational demands. Moreover, they
require careful calibration and then validation against physical
experiments to ensure their reliability in extending the current
knowledge.

To address the knowledge gapsmentioned, this study investigates
the dynamic OOP two-way bending responses in URM walls
via a robust high-fidelity computational modeling framework.
A state-of-the-art damaging block-based finite element model,
which conceives masonry as an assemblage of 3D damaging
expanded blocks interacting via contact-based cohesive-frictional
zero-thickness interfaces, originally proposed for cyclic quasi-
static simulations [48], has been recently extended in [49] for
dynamic analysis of OOP one-way bending responses. A simpli-
fied mechanical characterization for the nonlinear response of
blocks and joints was proposed for improved efficiency in wall-
level analyses. Dynamic simulation was made possible using a
generalized HHT-𝛼 (Hilbert Hughes Taylor) direct integration
implicit solver and by implementing Rayleigh damping in the
expanded blocks. This combination allowed the use of both
mass and stiffness proportional damping without affecting the
simulation time. The modeling approach was validated against a
full-scale experiment on a one-way spanning single-leaf calcium
silicate wall under incremental dynamic shake table loading [50].
The numerical model accurately captured the response of the
experiment in terms of collapse onset, failuremechanism, experi-
enced accelerations and displacements, hysteretic response, and
energy dissipation.

This study builds on the previous work by focusing on the
more complex OOP two-way bending behaviors and furthering
the current knowledge base to scenarios that are not studied
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experimentally. The proposed numerical modeling strategy is
employed to replicate the outcomes of the incremental dynamic
shake table tests performed by Graziotti et al. [11] on single-leaf
two-way spanning calcium silicate URM walls. Only two prior
studies [15, 39] have attempted detailed numerical simulation of
dynamic OOP experiments on unreinforced masonry walls, such
as the tests [11] used in this study. One of these studies [39] approx-
imates the dynamic response through a simplified pushover
loading approach, which does not allow for a point-by-point
comparison between numerical and experimental observations.
The other study [15] conducts dynamic analysis with a simplified
loading sequence and exhibits mismatches with experimental
outcomes, as will be discussed in the manuscript. Hence, current
publication marks one of the few and first instances where they
are successfully modeled up to collapse via a high-fidelity 3D
block-based approach and with their entire multi-step dynamic
loading sequencies considered. The experimental specimens
selected for model validation, introduced in Section 2, cover
different boundary conditions and geometries. The wide range
of responses these walls exhibit is simulated by considering
a consistent set of assumptions for the boundary conditions,
loading protocol, mechanical parameters, and solver settings,
avoiding the specimen-specific adjustment of modeling parame-
ters. Section 3 details themodeling procedure. Section 4 compares
the results of the simulations to the experimental data, evaluating
the effectiveness of the modeling strategy and highlighting the
challenges encountered in the simulation process. A sensitivity
study, presented in Section 5, explores how variations applied
to mechanical properties, boundary conditions, and damping
affect the dynamic response, offering insights into potential
experimental variations and checking the appropriateness of
the block-based finite element modeling assumptions. Such
variations can also be considered as the extrapolation of the
current experimental findings to scenarios that could have been
observed had the experiments gone slightly differently. The study
concludes in Section 6with a discussion of the findings and future
research directions.

2 Reference Experimental Tests

The experiments of Graziotti et al. [11] on URMwalls subjected to
OOP seismic loading are used to validate the proposed modeling
strategy and to carry out the subsequent sensitivity studies. The
experimental campaign, conducted at EUCENTRE Foundation
in Pavia, Italy, contains several tests on single- and multi-leaf
one- and two-way spanning walls under shake table loading
[50–53]. Three tests on two-way spanning single-leaf calcium
silicate return walls with distinct boundary conditions and
geometries (see Section 2.1) are simulated. These tests are selected
because (1) the experimental campaign covers the behavior
of masonry constructions at different levels, from small-scale
material characterization to dynamic testing of buildings [54],
providing the data necessary for the calculation of the numerical
input parameters, and (2) they are among the most advanced
studies on the effects of geometry and boundary conditions on
the OOP response, offering the most comprehensive benchmarks
to assess the applicability of the proposed modeling strategy over
a wide range of structures. This section reports the key features
of the experimental specimens in terms of geometry, boundary
conditions, and testing procedure.

2.1 Geometry

The experimental specimens simulated in this study consist of
a three-sides supported wall without an opening with a free
top edge, a similarly supported wall with a window opening,
and another no-opening wall supported at all its four edges.
The walls are indicated as CS-000-RF, CSW-000-RF, and CS-
005-RR/CS-010-RR in the reference publication [11], respectively,
and are referred to as 3SS (3-side supported solid), 3SO (3-
side supported opening), and 4SS (4-side supported solid) walls
in this study. Figure 1 provides an overview of the specimens
and their geometrical dimensions. Each wall is 275.4 cm high
and 397.8 cm long, connected to 99.4 cm perpendicular return
elements (referred to as “flanges” in the text) at each end. The
window opening in the 3SO wall is 177.6 cm long and 162.0 cm
high. It is positioned at a 154.5 cm distance from the left edge
of the wall and a 56.7 cm distance from the base, giving the wall
an asymmetric geometry. All three walls are constructed with 34
courses of 21.2 × 7.1 × 10.2 cm (length × height × thickness) solid
calcium silicate bricks, assembled in running bond layup using
1.0 cm thick multipurpose M5 mortar layers. For the 3SO wall, a
199.8× 16.2× 10.2 cm (length× height× thickness) concrete lintel
is placed above the window opening and is connected to the rest
of the wall via regular mortar. No window frame is considered
inside the opening.

2.2 Test Set-Up

The test set-up shown in Figure 1a,b is used in the experiments to
apply the dynamic excitation at the boundaries of each wall. The
base of the walls is placed on a pre-stressed reinforced concrete
foundation fixed to the shaking table via steel bolts. Regular
mortar is used between the lower-most brick course and the
foundation. A rigid steel frame transfers the dynamic motion of
the shake table to the top of thewallswith almost no amplification
effect on the input signal. The frame is connected to the top of
the walls via a rigid steel beam placed on the topmost course of
bricks. The hinge system shown in Figure 2a connects the frame
to the beam. It is made of four steel braces pinned to the frame via
cylindrical hinges and fully fixed to the beam, allowing uplift as
well as rotation of the beam around the in-plane axis (of the main
wall) with no relative rotation of the beamwith respect to the steel
braces. The dynamic motion is transferred to the flanges via L-
shaped steel profiles assembled to enclose the top brick course
of each flange (except for the corner bricks) and to connect to
the steel beam via steel plates and the bolting system shown in
Figure 2b. In the 4SS wall, the top beam rests on the wall and
is fully clamped to the top brick course via high-strength mortar
and the L-shape profiles shown in Figure 2c. In contrast, a 30mm
gap is maintained between the beam and the top of 3SS and 3SO
walls to create the top-free boundary conditions. Accordingly,
steel spacers are used to establish the beam-flange connections,
as Figure 2d,e shows. A steel assembly is used at the back of
each flange (from the bottom to four brick courses beneath the
top) to restrain their lateral movement while allowing uplift and
rotation around the in-plane axis (of the main wall), as Figure 2f
shows. A compressive force is applied to the top of the walls via
the vertical spring system shown in the same figure. The stiffness
of the spring adopted ensures that the compressive force remains
almost constant during the seismic tests. In fact, this force was
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FIGURE 1 Overview and geometry of the two-way-bending benchmark experimental walls [55]: overview of the 3SS/4SS walls (a) and the 3SO
wall (b), and geometrical dimensions (c). In the drawing, the lintel and the window, highlighted with green dashed lines, belong to the 3SO wall only.

monitored to vary only by a maximum of 5% of the initial static
pre-compression. It should be noted that while the entire top
of the 4SS wall (main panel and flanges) is pre-compressed, the
vertical load in the 3SS and 3SO walls is only applied to the top
of the flanges, preventing any confinement at the top of the main
walls. Hence, the springs connected to the main panel of the 4SS
wall, shown in Figure 2f, are replaced by vertical jacks in 3SS and
3SO walls to establish the previously maintained beam-wall gap,
as Figure 2a shows.

2.3 Loading Sequence

Each wall is subjected to multiple dynamic loading steps (or
runs). The intensity of the motions is incrementally increased
from each run to the next until collapse is reached. Figure 3 shows
the acceleration time histories and the spectral acceleration
and displacement data of the reference signals used in the
experimental study. The FHUIZ-DS0 signal is the second-floor
acceleration time history obtained from the numerical model

of a two-story URM building subjected to the Huizinge event
ground motion at its base [56]. The Huizinge induced-seismicity
earthquake, which occurred on April 16, 2012, represents the
largest earthquake event in theGroningen province of theNether-
lands until the experiments of Graziotti et al. [11] were being
carried out. Signals FEQ2-DS3 and FEQ2-DS4 are the second-
floor acceleration time histories recorded during the shake table
testing of a two-story URM building subjected to incremental
dynamic loading [57]. The input ground motion used in the
reference building experiment has been obtained from a hazard
study conducted in 2015 [58]. It represents an induced-seismicity
event with an associated PGA of 0.16 g in the Groningen area.
The two FEQ2 signals are recorded during different loading
runs of the building experiment with different levels of damage
observed in the building. FEQ2-DS3 is the floor accelerationwhen
moderate (damage state 3/DS3) damages have been observed in
the building. FEQ2-DS4 is the acceleration of the same floor
recorded when the building reached near-collapse (damage state
4/DS4) conditions. The signals introduced above had not been
able to push the 4SS wall to collapse. Hence, a fourth record is
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FIGURE 2 Test set-up of the two-way-bending benchmark experiments [55]: frame/beam hinge connection (a), beam/flange connection (b), beam
connection to 4SS wall (c), beam/wall connection (d), beam/flange spacers in 3SS/3SO walls (e), and vertical loading springs (f).

FIGURE 3 Overview of the loading input signals used in the testing of the experimental benchmark [11]: acceleration time histories (a), and
5%-damped acceleration (b) and displacement spectra (c).

adopted for this specimen. This record is indicated as SSW and
consists of a 20-s artificial acceleration time history generated
using a sequence of sine impulses with gradually increasing
periods. The wide spectral shape of the signal has allowed it to
excite the wall in all frequency ranges without the need to scale
the load to unrealistically high intensities.

Table 1 provides the detailed loading sequence of each specimen.
The 3SS, 3SO, and 4SS walls are subjected to 31, 22, and 27 loading
runs, respectively. This has allowed Graziotti et al. [11] to extract
themaximumamount of information froma single test, achieving
a detailed characterization of the OOP response of the specimens
both in the undamaged elastic regime and under the influence
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TABLE 1 Loading sequence adopted in the testing of the experimental benchmarks [11].

3SS wall 3SO wall 4SS wall

Run # Input Scale
PTA*
[g] Run # Input Scale

PTA*
[g] Run # Input Scale

PTA*
[g]

0.05 MPa vertical compression (flanges) 0.05 MPa vertical compression (flanges) 0.1 MPa vertical compression (entire wall)
1 RN — — 1 RN — — 1 RN — —
2 FHUIZ-DS0 50% −0.07 2 RN — — 2 FHUIZ-DS0 50% −0.07
3 FHUIZ-DS0 100% −0.15 3 FHUIZ-DS0 50% −0.07 3 FHUIZ-DS0 100% −0.16
4 FHUIZ-DS0 150% −0.23 4 FHUIZ-DS0 100% −0.16 4 FHUIZ-DS0 150% −0.20
5 RN — — 5 FHUIZ-DS0 150% −0.22 5 FEQ2-DS3 40% −0.11
6 FEQ2-DS3 50% −0.16 6 FEQ2-DS3 50% −0.13 6 FEQ2-DS3 89% −0.22
7 FEQ2-DS3 89% −0.23 7 FEQ2-DS3 89% −0.25 7 FEQ2-DS3 100% −0.27
8 FEQ2-DS3 100% −0.25 8 FEQ2-DS3 100% −0.27 8 FEQ2-DS3 125% −0.31
9 FEQ2-DS3 125% −0.34 9 FEQ2-DS3 125% −0.31 9 RN — —
10 FEQ2-DS4 100% −0.39 10 RN — — 10 RWA 100% +0.30
11 FEQ2-DS4 125% −0.38 11 FEQ2-DS4 50% −0.16 11 FEQ2-DS4 50% −0.17
12 FEQ2-DS4 150% −0.46 12 FEQ2-DS4 100% −0.30 12 FEQ2-DS4 100% −0.32
13 FEQ2-DS4 175% −0.54 13 FEQ2-DS4 125% −0.39 13 FEQ2-DS4 125% −0.38
14 FEQ2-DS4 200% −0.68 14 FEQ2-DS4 150% −0.45 14 FEQ2-DS4 150% −0.47
15 FEQ2-DS4 250% −0.78 15 FEQ2-DS4 175% −0.53 15 FEQ2-DS4 200% −0.74
16 FEQ2-DS4 300% −0.95 16 FEQ2-DS4 200% −0.65 16 FEQ2-DS4 250% −0.91
17 FEQ2-DS4 350% −1.10 17 FEQ2-DS4 250% −0.81 17 FEQ2-DS4 300% −0.90
18 FEQ2-DS4 400% −1.28 18 FEQ2-DS4 300% −0.91 vertical compression reduced to 0.05 MPa
19 RN — — 19 FEQ2-DS4 350% −1.13 18 FEQ2-DS4 100% −0.32
20 FHUIZ-DS0 100% −0.15 20 FEQ2-DS4 400% −1.28 19 FEQ2-DS4 200% −0.64
21 FEQ2-DS3 100% −0.24 21 RN — — 20 FEQ2-DS4 300% −1.05
22 FEQ2-DS4 200% −0.62 22 FHUIZ-DS0 100% −0.15 21 FEQ2-DS4 400% −1.18

23 FEQ2-DS3 100% −0.25 22 FEQ2-DS4 600% −1.93
24 FEQ2-DS4 100% −0.33 23 RN — —
25 FEQ2-DS4 150% −0.46 24 SSW×2 75% +0.38
26 FEQ2-DS4 200% −0.78 25 SSW×2 200% +0.99
27 FEQ2-DS4 300% −0.91 26 SSW×2 250% +1.39

27 RN — —
28 SSW×2 150% +0.92
29 SSW×2 150% +0.81
30 SSW×2 100% +0.66
31 SSW 300% +1.42

*Recorded peak table acceleration.
Note: Loading runs highlighted in bold are those after which the first cracks of each wall specimen are observed during visual inspection.

of damages accumulated during preceding loading runs. This
helps to simulate real-world conditions where pre-existing dam-
age from previous loading events can potentially influence the
behavior of the walls. The loading runs are carried out back-to-
back without repositioning the specimen to its original resting
(no-displacement) conditions. Moreover, the signals of Figure 3
are scaled to different intensities for each loading run via the
factors reported in Table 1, leading to the recorded peak shake
table accelerations (PTAs) listed in the table. The sign of the PTAs

indicates the direction in which the PTA is recorded: a negative
sign means the PTA points toward the face of the wall (where
the flanges start), while a positive sign aligns with the flanges,
pointing in the direction they extend. For the 3SS and 3SO walls,
a 0.05 MPa pre-compression is applied as vertical loading to the
flanges and maintained constant during the dynamic loading
runs. In contrast, the 4SS wall is first subjected to a 0.1 MPa pre-
compression at its entire top surface until loading run 17, and
then the vertical load is reduced to 0.05 MPa from run 18 forward.

6 of 23 Earthquake Engineering & Structural Dynamics, 2025
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FIGURE 4 Geometry, discretization, and boundary conditions of the numerical models.

Low amplitude random noise (indicated as RN) excitation is used
at the start of the experiments and between different loading
runs to obtain the natural frequency of the first vibration mode
of the specimens and to check the changes in the stiffness as
a consequence of damage accumulations. Bold text is used in
Table 1 to highlight the loading run, after which the first cracks
of each specimen are observed through visual inspection. The
collapse of each specimen has occurred during its last reported
loading run either in the form of loss of stability (3SS and 4SS
walls) or excessive cracking (3SO wall). The “SSW×2” in the
loading runs 24 and beyond in the 4SS wall indicates that the
SSW signal has been applied two times in each run, without rest
time between the motions. A 2 Hz Ricker Wavelet, indicated with
RWA, is also used for the 4SS wall.

3 Numerical Modeling of The Reference
Experiments

The 3D damaging block-based numerical modeling strategy
developed in [48] for quasi-static cyclic loading and extended
to dynamics in [49] has been employed. This section briefly
describes the relevant points of the numerical modeling strategy
and the specific considerations made for the simulation of the
benchmark experiments introduced in Section 2. The reader is
referred to publications [48, 49] for further details.

3.1 Geometry and Boundary Conditions

Figure 4 presents the geometry and the boundary conditions
in the two-way spanning numerical models considered in this
study. Specifically, the 3SO wall is illustrated as it presents the

most complex geometrical details among the three walls. The
geometry of the masonry is represented unit-by-unit via zero-
thickness joints and three-dimensional expanded blocks: each
block is expanded in height and length by 10 mm to account
for the thickness of the horizontal (bed) and vertical (head)
mortar layers, resulting in 22.2 × 8.1 × 10.2 cm (length × height
× thickness) dimensions (see Figure 1c). Each expanded block
is discretized into 16 eight-node hexahedral solid finite elements
with a 4 × 2 × 2 (length × height × thickness) distribution
according to Figure 4. Masonry joints are idealized as zero-
thickness planar contact-based cohesive-frictional interfaces. A
contact algorithm using amaster-slave formulation that connects
each point on the slave surface to several points on the master
surface is employed. The main walls are assembled in the x-
y plane, with the y-axis representing the vertical direction and
pointing toward the top of the wall. The flanges are assumed to
extend along the z-axis in the negative-to-positive direction.

For simplicity, the boundary conditions are directly applied to
the extremities of the specimen, and the test set-up is not
included in the simulation. This assumption is supported by high-
strength mortar and clamping profiles to connect the walls to
different parts of the test set-up in the original experiments and
by the absence of any damage at the wall-frame connections
reported during the tests. Nevertheless, a semi-rigid foundation
is placed below the walls in order to include the lowermost
mortar layer and the potential failures that can occur at the
wall-foundation connection. To simplify the application of base
constraints and the post-processing of the quantitative outcomes,
the entire foundation is connected to a reference point placed at
its geometrical center (with a 14.06 cm offset in the z-direction
from the side of the foundation) and restricted in all degrees of
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freedom (DoFs). Kinematic coupling in all DoFs connects the
foundation to the reference point [59]. A similar simplification
is considered at the back of the flanges, where the surface of the
endbricks (except the three topmost brick courses) for each flange
is connected to a reference point at their mid-height (125.55 cm
from the base mortar joint), for which all DoFs except uplift
and rotation around x-axis are constrained. The top surface of
each flange (except for the corner bricks) is also connected to
a reference point at its mid-length (44.15 cm distance from the
back of the flange in the z-direction) to simulate the rigidity of the
clamping profiles used in the experiment. Here, the experimental
footage showed complex behavior at the flange-top boundaries.
Because the flange-beam connections in the experiments could
not fully clamp the flanges, the movement of the top of the
flanges has not been fully restricted, making it difficult and
time-consuming to set accurate numerical boundary conditions.
Hence, it is assumed that the flange-top reference points are free
in all DoFs except for rotation around the y-axis, preventing the
torsion of the flanges around the vertical direction. In addition to
the explained boundary conditions, the top surface of the main
wall in the 4SS and half of the corner bricks aligning with the
main wall are connected to a reference point at its center, which
was only allowed to uplift in the y-direction and rotate around the
x-axis freely.

3.2 Loading Procedure

The self-weight load is applied through constant gravitational
acceleration (9.81 m/s2). A constant vertical pressure is subse-
quently applied to the top surface of the walls (in the case of 3SS
and 3SOwalls, only to the flanges) following themagnitudes used
in the experiments. The entire loading sequences in Table 1 are
applied, excluding the random noise runs to reduce simulation
time. Modal analysis is performed at the start of the simulations
and after each loading run to track the evolution of the natural
frequencies of the walls and to identify the onset and progression
of damages. The possibility of simplifying the loading sequence
for each wall is investigated in Section 5.1. Rather than using the
input signals reported in Section 2.3, the dynamic simulations
are performed using the acceleration data recorded at the base
of the walls, allowing the numerical loadings to closely match
the experimental ones. Hence, the base accelerogram recorded
in each loading run is applied to the z-direction translation
DoF (see Figure 4) of all boundary reference points in the
numerical models. The loading signals are applied to the wall
in the same directions as those used during the experiments.
Applying a similar input motion to all boundaries assumes that
no amplification occurred during the transfer of the motion
to different parts of the specimens during the experimental
campaign. All the recorded signals are used without cropping out
their low-amplitude portions. However, they are cleaned from the
electrical noises imposed by the experimental data acquisition
instruments using a fourth-order Butterworth bandpass filtering
between the 0.1 to 50 Hz frequency range [60].

3.3 Mechanical Behavior Calibration

Themechanical behavior of the expanded blocks is nonlinear and
modeled by means of the concrete damaged plasticity (CDP) con-

stitutive model developed in [61] and extended in [62]. Compres-
sive crushing and tensile cracking are assumed as the two main
failure mechanisms of the expanded blocks, reproducing the
response ofmasonry assemblies under compression andmasonry
units under tension, respectively. A contact-based formulation is
adopted for masonry joints, idealized as zero-thickness cohesive-
frictional interfaces, obeying aMohr–Coulomb yield surface with
tension cut-off to couple the shear and tensile responses in the
joints, and no compressive cap. Dilatancy effects are considered
in the behavior of the expanded blocks via a non-associative
flow rule, and while joints are controlled by a non-dilatant
behavior.

The main feature of the constitutive assumptions for the
expanded blocks and joints is depicted in Figure 5. The behaviors
are expressed in a simplified manner to reach a compromise
between simulation speed and accuracy. In the monotonic uni-
axial stress-strain response of the expanded blocks (Figure 5a),
a post-peak compressive plateau is assumed, and tensile and
compressive softening behaviors are formulated via linear func-
tions. A 10% post-softening residual strength is considered for
the expanded blocks to avoid numerical divergence. The uniaxial
response of the blocks is projected onto a three-dimensional space
via the Drucker–Prager type multi-yield surface [62]. The cyclic
nonlinear behavior of the expanded blocks is characterized by
elastic unloading-reloading in the compressive plateau regime
and reduced-stiffness unloading-reloading during both compres-
sive and tensile softening. The compressive and tensile behaviors
of the expanded blocks are coupled in this study, meaning that
prior tensile damages are assumed to reduce the compressive
strength and stiffness, and vice versa. More details of the cyclic
behaviors of the expanded blocks and joints can be found
in [49].

The stress-displacement response of the joints is characterized
by post-peak linear softening in both shear-cohesion (blue curve,
Figure 5b) and tension (red curve, Figure 5c), as well as a
constant shear-friction (green curve, Figure 5b). Secant unloading
and reloading toward the origin point is considered for the
normal response, and the overall shear response is governed
by elastic cyclic stiffness. The shear response of the joints is
assumed isotropic in their plane, defined based on the vectorial
summations of stresses (and slipping) in the longitudinal (Vector
1, Figure 5b) and transverse (Vector 2, Figure 5b) directions,
producing a three-dimensional behavior.

The values of Table 2 are used to characterize the mechanical
behavior of the expanded blocks and the joints, that is, for the
input parameters highlighted in Figure 5. For the expanded
blocks, these include the elastic modulus 𝐸m, the strength
of masonry wallets in compression (𝑓′

m), the lengths of the
compressive plateau and softening branches (𝜀mh and 𝜀mk), and
the tensile strength of masonry units (𝑓bt) and the length of
the tensile softening regime (𝜀btk). For the joints, they include
the overclosure stiffness (𝑘no), stiffness of cohesive tensile and
shear responses (𝑘nt and 𝑘s), the elastic slip controlling the
development of the shear-frictional response and the slope of
the friction loading-unloading branch (𝛿e), tensile and shear-
cohesive strength of the mortar layers and unit-mortar interface
(𝑓t and 𝑐), friction coefficient (tan 𝜙), and the length of the tensile
and shear softening responses (𝑢k and 𝛿k).
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FIGURE 5 Constitutive material behaviors considered in the numerical model: uniaxial response of the expanded blocks (a) and shear (b) and
tensile (c) response of the zero-thickness joints. Cyclic behaviors are detailed in [49].

TABLE 2 Input parameters for the mechanical characterization of the numerical model.

Expanded blocks

Elastic behavior CDP parameters Compressive behavior Tensile behavior

Em [MPa] 6460 𝜓 [◦] 10 𝑓
′

m [MPa] 9.5 𝑓bt [MPa] 0.9
𝜈m [−] 0.17 𝜖 [−] 0.1 𝜀mp [−] 0.002 𝜀btk [−] 7.5 × 10−4

Density [kg∕m3]

1850 𝑓b0∕𝑓c0 [−] 1.16 𝜀mk [−] 0.012

𝜌 [−] 2/3

Zero-thickness masonry joints

Overclosure behavior Tensile cohesive behavior Shear cohesive behavior Shear frictional behavior

kno [N∕mm
3] 241 𝑘nt [N∕mm

3] 241 𝑘s [N∕mm
3] 103.1 tan 𝜙 [−] 0.58

𝑓t [MPa] 0.12 𝑐 [MPa] 0.17 𝛿e [mm] 0.001
𝑢k [mm] 0.4 𝛿k [mm] 0.4

The approach proposed in [48] is adopted for the mechanical
characterization of the expanded blocks and joints. The approach
involves directly using small-scale tests conducted on the mate-
rials used to construct the walls to calibrate the mechanical
input parameters described above.Additionally, input parameters
for the expanded blocks, including the Poisson’s ratio (𝜈m)
and dilatancy angle (𝜓) of the masonry and the remaining
CDP parameters, are assigned typical values used for quasi-
brittle material such as masonry [61, 63–65]. Since the Young’s
modulus in the expanded blocks (𝐸m) already represents the
elastic response of masonry, the overclosure stiffness in the joints
(𝑘no) is set to a large value to prevent block interpenetration.
The length of the softening phases in the response of the blocks
and the joints is calibrated (for the adopted discretization size)
to represent the fracture energy of the corresponding failure
mechanisms they represent. For simplicity, the length of the
tensile and shear softening responses in the joints (𝑢k and 𝛿k)
are assumed equal, and the normal stiffness in tension (𝑘nt) is set
equal to its overclosure stiffness (𝑘no). Since the vertical mortar
layers were filled during the construction of the experimental
specimens, the head and bed joints in the numerical models
are assigned the same material properties, with no distinction
between them, assuming that the head joints are as strong as the

bed joints. The lintel beam in the 4SO wall is assigned the same
elastic properties and density as the expanded blocks. Finally,
the joints between the foundations and the walls, as well as the
joints surrounding the lintel beam, are given the same material
properties as the regular mortar joints.

3.4 Dynamic Analysis Framework

Dynamic analyses are conducted via an implicit Hilbert-Hugh-
Taylor (HHT) direct integration solver with automatic time-
stepping incrementation [66]. Following the methodology pre-
viously introduced in [49], the dynamic solver is used with
𝛼HHT = −0.05, and a small maximum allowed increment size
(Δ𝑡max) equal to the sampling interval is used for the recordings
of the experimental sensors (0.00391 s). This setting was shown
to introduce almost no numerical dissipation of the kinetic
energy. Instead, dynamic energy dissipation is introduced by
using Rayleigh damping in the expanded blocks. Both mass and
stiffness proportional terms of the Rayleigh damping are utilized.
A 5% damping ratio (𝜁R), which performed adequately well in
the simulations of the one-way spanning walls, is adopted here
also for the simulation of the two-way spanning walls, while the
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FIGURE 6 Results of the modal analysis of the numerical models under self-weight load: modal shapes (a) and natural frequencies and
participating mass factors (b).

performance of lower and higher damping ratios is investigated
in Section 5. Natural frequency analysis of each numerical
specimen is performed preliminarily to assess the effectiveness
of the adopted numerical boundary conditions and the elastic
material properties to reproduce the experimentally measured
fundamental mode of vibration of the walls. The outcomes
are also used to calibrate the Rayleigh damping parameters of
the numerical models. The modal shape and natural modes of
vibration, as well as participating mass factors of the first four
natural modes of vibration for each numerical specimen, are
shown in Figure 6, along with the first-mode natural frequencies
of the pristine experimental specimens obtained from random
noise excitation. A good agreement between the numerical and
experimental fundamental frequency has been observed for all
specimens, with the highest difference being 2.9% in the 3SO

specimen. Most of the participatingmass of each specimen (more
than 70%) is related to the first-to-third naturalmodes. Hence, the
frequencies of the first and third natural modes of vibration are
used to calibrate the Rayleigh damping parameters of each wall.

4 Simulation Results

This section provides the outcomes of the simulation of the
three benchmark walls, detailing failure mechanisms and crack
patterns, displacement and acceleration outputs, hysteretic force-
displacement response, and changes in frequency due to damage
evolution. The simulation results for the 3SS, 3SO, and 4SS
walls are shown in Figures 7, 8, and 9, respectively. These
results are first compared against the reference experimental
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Numerical – Front View Numerical – Back ViewExperimental

81 nur gnidao
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22 nur gnidao
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Diagonal tensile cracking

Bed joint opening+

–
Loading Direction
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(b)

(c) (d)

FIGURE 7 Simulation results for the 3SS wall: magnified deformed shapes at select loading runs (a), maximum acceleration and displacements
recorded at the control point during each loading run (b), hysteretic force-displacement response (c), and evolution of the frequency of the first mode of
vibration after each loading run (d).
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FIGURE 8 Simulation results for the 3SO wall: magnified deformed shapes at select loading runs (a), maximum acceleration and displacements
recorded at the control point during each loading run (b), hysteretic force-displacement response (c), and evolution of the frequency of the first mode of
vibration after each loading run (d).
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FIGURE 9 Simulation results for the 4SS wall: magnified deformed shapes at select loading runs (a), maximum acceleration and displacements
recorded at the control point during each loading run (b), hysteretic force-displacement response (c), and evolution of the frequency of the first mode of
vibration after each loading run (d).
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data to demonstrate the performance of the numerical modeling
approach, followed by a discussion on their discrepancies as well
as the complexities in simulating each wall.

4.1 Numerical versus Experimental:
Performance of the Modeling Strategy

The numerical deformed shapes of the walls during dynamic
runs are shown in Figures 7a, 8a, and 9a, compared with the
experimental crack propagation maps. Each image captures the
moment of maximum deformation at loading runs when new
damage appears in the experimental specimens. The regions
highlighted in red indicate damage in the blocks all occurred
in tension. The primary crack patterns contributing to the wall
collapse are also highlighted using arrows and text descriptors.
The numerical model demonstrates high accuracy in replicating
the primary failure mechanisms observed in the experiments
across all specimens, on par with the simulations of [15], closely
matching major crack locations and damage progression. For
the 3SS wall (Figure 7a), the numerical simulation aligns well
with the development of vertical cracks (line failure) at the mid-
length of the wall and at the wall-flange connections during
loading run 18, as well as the horizontal crack at the wall base
during loading run 22. The 3SO specimen (Figure 8a) shows
a similar level of resemblance. The vertical cracks at the left
wall-flange connection and the top left corner of the window
opening during loading run 20 are accurately depicted. Themodel
also replicates the OOP motion of the left (long) pier and the
cracks at the right (short) pier during loading run 26. For the 4SS
wall (Figure 9a), the model captures the general crack pattern,
including vertical cracks at wall-flange connections and stepped
and horizontal cracks in the lower wall region. Despite minor
differences in the cracking sequence, especially in the 4SS wall,
the numerical strategy effectively models both brittle behaviors,
like unit splitting in the 3SS wall, and more ductile responses in
the 3SO and 4SS walls, where stepped cracks and joint shearing
contribute to the failure. The latter shows the reliability of the
model in capturing the propagation of discrete cracking of the
joints to the smeared continua of the blocks during line failures
without the need for alternativemeasures such as putting discrete
potential crack joints in the middle of the blocks as done in
previous block-based approaches [46, 67].

The quantitative results of the numerical simulations are summa-
rized in the envelope curves in Figures 7b, 8b, and 9b, comparing
the maximum acceleration and displacement experienced at the
control point of each wall during different loading runs to the
experimental readings. For the 3SS and 3SO walls, the control
point is at the top mid-length of the main panel, and for the
4SS wall, it is the mid-height central point of the main panel,
as specified in the experimental study [11]. Solid lines repre-
sent acceleration data, and dashed lines indicate displacement
data, with black lines for experimental and colored lines for
numerical readings. The specimens’ collapse is marked with a
cross (×) for both experiments and numerical simulations. In the
displacement curves of the 3SO wall where the experimental and
numerical collapse points coincide, the numerical collapse mark
is replaced with a plus (+) for clearer highlighting. It should be
noted that the collapse in the numericalmodels is identified as the
moment wherein the complete failure mechanism is developed

and the end of the loading sequence is reached (3SS and 3SO
walls), or the high mechanical and geometrical nonlinearities
prevent the numerical convergence in the implicit solver (4SS
wall). A strong agreement between experimental and numerical
results is seen across all walls, indicating an accurate prediction
of deformation demands, inertial effects, and collapse onset.
Although the 4SS wall (Figure 9b) numerically collapses during
loading run 26 compared to run 31 in the experiment, peak base
acceleration values for runs 26 and 13 (1.39 and 1.42 g, respectively)
are comparable, as shown in Table 1. This suggests that, despite
the difference in collapse run, the model reliably predicts failure
at similar intensities, affirming its robustness without any need
for recalibration. Moreover, the model compares well with the
outcomes of [15] simulating the same walls, showing a more
accurate match of the loading runs and intensities corresponding
to the initiation and full development of failure mechanisms.

The hysteretic force-displacement responses are shown in
Figures 7c, 8c, and 9c, with solid black lines for experimental
data and colored curves for numerical results. The numerical
forces are normalized by the gravitational weight of the entire
geometry to facilitate their comparison with the experimental
shear coefficients detailed in [11]. The model effectively captures
key response characteristics, including stiffness, peak shear coef-
ficients, and displacements, closely matching the experimental
data. Moreover, the numerical hysteretic responses provide an
even more accurate approximation of the initial stiffness and
near-collapse energy dissipation compared to the previous work
in [15]. Two main differences are noted. First, the numerical
models show a higher maximum shear coefficient in the neg-
ative direction, up to 30% in the 3SO wall, potentially due to
over-constraint against backward motion from ideal boundary
conditions as well as the effect of flanges, as cited in [25]. Second,
in the final experimental cycle, where large displacements are
observed, the 3SS numerical model displays lower displacements,
and the 3SOwall shows inconsistent energy dissipation compared
to the experiment. These differences can be attributed to the
inherent unpredictability of collapse dynamics, where minor
variations significantly affect the progression. Differences in
motion and failure mechanism in the left pier may also explain
this discrepancy in the 3SO wall. Additionally, the lower energy
dissipation of the 4SS numerical models is attributed to the early
collapse of the specimen and the unavailability of the response
beyond loading run 26.

Figures 7d, 8d, and 9d illustrate the evolution of the first-mode fre-
quency in the numericalwalls as the loading sequence progresses,
with line plots for numerical results and dots for experimental
random noise runs. Each point reflects the frequency extracted
after the complete application of each loading run. The data
corresponding to runs where no frequency changes occur are
skipped (indicated in the figures with “/ /”). The numerical
frequency changes, decreasing with damage, align closely with
the experimental records, demonstrating that the adopted bound-
ary conditions and mechanical properties effectively capture the
observed behavior in all three walls. Moreover, together with the
recorded acceleration and displacements (Figures 7b, 8b, and 9b),
this confirms the ability of the model to replicate the gradual
progression of damages across long testing sequences such as
those adopted in the reference experiments. Nevertheless, minor
discrepancies are observed. First, the 3SS numerical wall shows
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39% higher damaged frequency compared to the experimental
benchmark after loading run 18, likely due to the incomplete
formation of a horizontal crack at the base, which also results in
a slightly larger cracked stiffness than that of the experimental
counterpart beyond this loading run (see Figures 7c). Second,
while damage initiation is reported to occur during loading run
18 of the experiment, the first significant change in the first-
mode frequency of the 3SS numerical wall is observed in loading
run 17. Likewise, both the numerical and experimental 3SO
wall frequencies display a sudden reduction at the beginning
of the loading sequence. While no damage is reported in the
experiment, the 3SO numerical model indicates minor cracks
at the intersection of the left flange and larger pier as early
as loading run 3. These observations denote the possibility that
minor damage, undetectable by visual inspection, could have
already occurred in these loading runs of the corresponding tests.

4.2 Complexities Associated with the
Simulations

Despite the effectiveness of the model, some discrepancies
between numerical and experimental results are observed,
mainly due to idealized assumptions in the numerical setup. In
the 3SS wall, the model does not capture certain minor crack
patterns, such as the horizontal lower crack and stepped cracks
in the lower wall region. These discrepancies likely result from
the imperfections present in experimental settings not reflected
in the numerical model, such as geometrical inconsistencies due
to workmanship and spatial variations in material properties.
Idealizations such as having perfect block shapes, complete joint
connections across all blocks, assuming head joints as strong as
bed joints, and uniformmaterial distribution across the geometry
regularize the stress distribution and minimize localized stress
concentrations, preventing some experimental crack patterns
from forming. Additionally, a vertical opening at the right wall-
flange connection appears within the flange in the numerical
model, while in the experiment, it forms in the main wall. This
results from the standardized block layout in the numerical
model, which shifts the mid-length crack position and causes
stress concentration at the flange/corner interface rather than at
the wall/corner intersection. Nonetheless, both numerical and
experimental corner cracks indicate similar fracture mechanisms
driven by relative bending of the main wall with respect to the
flange.

In the 3SO wall, the numerical model does not fully replicate
the detachment of the left pier from the flange and its one-
way bending motion observed in the experiment. This limitation
may stem from model constraints: the blocks’ residual tensile
strength, retained to prevent numerical divergence, may have
prevented the complete separation, causing the pier to rotate
around the vertical axis of the wall-flange connection rather
than exhibiting one-way bending. Additionally, unaccounted
in-plane deformations during the experiment may have also
contributed to the mid-height and the stepped cracking of the
left pier, which is absent in the numerical model. Another
possibility is that the presence of openings may lead to high
stress concentrations at the corners that result in the idealized
failure mechanism achieved here and in [15] while preventing
secondary damages (such as the stepped cracks) specific to the

experimental conditions. The numerical model also does not
show the horizontal crack extending into the left flange, possibly
due to more restrictive boundary conditions in the x-direction at
the top of the experimental flanges compared to the model, a dis-
crepancy further examined in the sensitivity studies of Section 5.
Finally, the lower energy dissipation observed in the hysteretic
response of the 3SS and 3SO numerical models may result from
overdamping, especially in later loading cycles where frequency
changes during collapse cause Rayleigh damping to restrict the
rigid-bodymotions associated with the failuremechanisms of the
walls.

The 4SS wall displays differences in cracking sequence and dam-
age patterns between the numerical and experimental results. In
the numerical model, the vertical crack at the right wall-flange
connection develops earlier (run 22) than in the experiment (run
26), likely due to restrictive numerical boundary conditions that
prevent movement or rotation at the wall-flange intersection.
In the experiment, such deformations could be absorbed by
minor rotations or translations at the back supports, which
distributed stress more evenly across the structure. The idealized
numerical boundary conditions restrict this flexibility, leading
to early vertical cracking and detachment of the wall from the
flanges. Additionally, the horizontal crack at the wall base opens
partially at loading run 22 and fully by run 26 in the model,
while in the experiment, it appears more prominently at run 22,
forming four courses above the base. The delay in base crack
formation and the replacement of the stepped crack observed in
the experimental lower-right region with a diagonal crack in the
numerical model may result from adopting material properties
based on the average of experimentally reported small-scale
behaviors. Moreover, the model idealizations encourage cracks
to form at maximum flexure points, such as the wall base. The
excessive distortions at the top corners of the numerical 4SS
wall are attributed to the coupling conditions between the top
of the corner blocks and the main wall reference point. In the
experiment, clamping profiles attached to the top beam and the
sides of the corner bricks confined these areas, effectively limiting
deformation. In contrast, the coupling setup in the numerical
model allows more flexibility, leading to distortions not observed
experimentally. Section 5 further explains that this coupling
is essential for activating the failure mechanism and damage
progression in the numerical 4SS wall.

Finally, the mid-height horizontal crack at the right side of the
main experimental panel is absent in the 4SS model, and the
right half of the numerical panel shows a different one-way
bending deformation. These, along with the earlier collapse (run
26 instead of 31) of the 4SS numerical model, can be attributed
to variations in input motions. Even though filtering is needed
for accuracy, certain low- and high-frequency components may
be lost during the noise-reduction process, particularly affecting
the artificial SSW signal, which covers all frequency ranges. The
filtering process significantly impacts base displacements while
maintaining consistent acceleration data. Figure 10 illustrates
this effect on the base motion in loading run 26, where double-
integrated filtered base acceleration data produced peak negative
displacements and low-frequency oscillations not observed in
the direct experimental readings, likely contributing to the early
collapse of the model. This discrepancy underscores the impor-
tance of using input motions closely aligned with the actual
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(a) (b)

Control Point

+

–

FIGURE 10 Comparison of experimental and numerical base motions in loading run 26 of the 4SS wall: input acceleration time histories (a)
resultant base displacements (b).

experimental environment, as even minor deviations in applied
motions can alter dynamic responses.

5 Sensitivity Study of The Variability of Dynamic
Behaviors

The results presented in Section 4 demonstrate the potential
to extend the modeling strategy proposed in [49] for reliably
modeling the two-way bending OOP dynamic behavior of URM
masonry walls. Moreover, the calibrated numerical models make
possible the study of the influence of different parameters such
as material properties, damping ratio, loading direction, and
boundary conditions on the dynamic behavior of the benchmark
specimens. The sensitivity study discussed in this section is per-
formed to investigate these effects further. These results should
be regarded as representations of alternative behaviors that could
have emerged during the experiments, given the uncertainties
associated with the testing conditions and the chaotic nature of
dynamic behavior.

5.1 Reduction of Computational Efforts

Before conducting the sensitivity study, efforts aremade to reduce
computational demand. Each of the high-fidelity simulations
presented in Section 4 takes an average of 550 h on moderately
powerful hardware (16 CPU cores @4.2 GHz clock speed) when
the complete loading sequences are considered. This presents a
bottleneck and amajor hindrance to generating new understand-
ing of the dynamicOOP responses by simulating cases that are not
studied experimentally. Hence, similar to [49], the information
regarding damage initiation and propagation is used to simplify
the loading sequence independently for each numerical wall. It
was found that removing the low-amplitude loading runs from
the numerical loading sequence and initiating the analyses from
the first run with a noticeable influence on frequency changes
(run 17 in the 3SS wall, run 20 in the 3SO wall, and run 22 in the
4SSwall) can significantly reduce the average computational time
to 230 h on the same hardware. This, being a 60% improvement
compared to the original full-sequence simulations, does not alter
the response of the numerical specimens in any manner. In fact,
the simplified simulations of all three walls show the exact same
response as the original analyses in terms of collapse onset, failure

mechanism, and quantitative response discussed in Section 4.
Hence, the models with simplified loading sequences of Table 3
(simply referred to as “simplified” models) are used to analyze
the variations reported in this section. It should be noted that
in the 4SS wall, the simplified simulations are carried out under
the 0.05 MPa vertical compression used in the experiment for the
considered runs.

5.2 Numerical Model Variations

Table 4 lists the different parameters considered for each varia-
tion, with the parameters deviating from the original simulations
highlighted in bold. It should be noted that in each variation,
only one parameter is changed while the others remain at
their original values. Each variation is identified as Vi, with “i”
denoting the number of the variation, being V0, the original
numerical models subjected to the simplified loading sequence.
The variations V1 to V3 are conceived to check the influence of
boundary conditions, specifically those considered for the top of
the flanges. In V1, the top of the flanges is fixed also in the x-
direction. V2models maintain the original constraints but extend
the coupling area to half the length of the corner bricks. For
the 4SS wall, V2 variations require uncoupling half the corner
brick surfaces from the main-top reference point; thus, V3 is
included as an intermediate variation where only the coupling
of the corner block half-surfaces is removed. The V4 variations
simulate a scenario with reversed loading direction,meaning that
the sign of all input signals in Table 3 is reversed. Figure 11 further
clarifies the boundary conditions and loading directions across
V0 to V4 models. Variations V5 and V6 explore the impact of
material properties, specifically the tensile strength of the zero-
thickness joints (ft). V5 models use a 0.01 MPa lower 𝑓t, and V6
variations are modeled with 0.01 MPa higher 𝑓t compared to the
reference models, resulting in an 8.3% variation of the parameter,
which is well below the 31% coefficient of variation reported
in material-level experiments [11] and a very minor variation.
Finally, the sensitivity of response to the amount of Rayleigh
damping is investigated in V7 and V8 variations where lower and
higher target damping ratios (𝜁R =3% and 8%) are considered,
respectively. The 3% damping ratio is adopted as the lowest value
deemed appropriate during the investigation of one-way bending
dynamic OOP behaviors [49]. The 8% ratio is adopted to include
an extreme case of the overdamped response.
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TABLE 3 Simplified loading sequence adopted in the sensitivity study.

3SS wall 3SO wall 4SS wall

Run # Input Scale PTA* [g] Run # Input Scale PTA* [g] Run # Input Scale PTA* [g]

0.05 MPa vertical compression (flanges) 0.05 MPa vertical compression (flanges) 0.05 MPa vertical compression (entire wall)
17 FEQ2-DS4 350% −1.10 20 FEQ2-DS4 400% −1.28 22 FEQ2-DS4 600% −1.93
18 FEQ2-DS4 400% −1.28 22 FHUIZ-DS0 100% −0.15 24 SSW×2 75% +0.38
20 FHUIZ-DS0 100% −0.15 23 FEQ2-DS3 100% −0.25 25 SSW×2 200% +0.99
21 FEQ2-DS3 100% −0.24 24 FEQ2-DS4 100% −0.33 26 SSW×2 250% +1.39
22 FEQ2-DS4 100% −0.62 25 FEQ2-DS4 150% −0.46 28 SSW×2 150% +0.92

26 FEQ2-DS4 200% −0.78 29 SSW×2 150% +0.81
27 FEQ2-DS4 300% −0.91 30 SSW×2 150% +0.66

31 SSW 100% +1.42

*Recorded peak table acceleration.

TABLE 4 Different numerical variations considered for the sensitivity study.

Coupling*
Boundary
constraints Loading Material Damping

Variation Flange-top Main-top**
Flange-Top
X-Translation Direction Joints 𝒇𝐭 𝜻𝐑

V0 Original Original Free Original 0.12 MPa 5%
V1 Original Original Fixed Original 0.12 MPa 5%
V2 Extended Main panel Free Original 0.12 MPa 5%
V3** Original Main panel Free Original 0.12 MPa 5%
V4 Original Original Free Reversed 0.12 MPa 5%
V5 Original Original Free Original 0.11 MPa 5%
V6 Original Original Free Original 0.13 MPa 5%
V7 Original Original Free Original 0.12 MPa 3%
V8 Original Original Free Original 0.12 MPa 8%

*Different couplings are depicted in Figure 11.
**Only for the 4SS wall.
Note: The parameters deviating from the original simulations are highlighted in bold.

5.3 Analysis Outcomes

The outcomes of the sensitivity study are presentedherein. Table 5
provides an overview of the collapse run for each variation, cat-
egorized into three groups: “Reference Collapse,” where collapse
occurs at the same loading run as the original models; “Early
Collapse,” where collapse occurs at earlier runs; “No Collapse,”
where stability ismaintained until the end of the simulation, with
either no damage or incomplete failure mechanisms. The final
deformed shapes are classified into four different types based on
the development of the failure mechanism and are illustrated
in Figure 12. They consist of a “Reference Mechanism” type
wherein the failure patterns are similar to those of the original
numerical models, an “Incomplete Mechanism” type where only
parts of the original crack patterns are obtained by the end
of the analysis, a “Severe Mechanism” type with cracks even
more pronounced compared to the original models, and a “No
Mechanism” type where the specimens show from no to very
minor damages. In this last category, not only is the original

mechanism recreated, but additional damage is also observed.
The maximum accelerations and displacements experienced at
the control points of the numerical variations at different runs
are shown in Figure 13.

5.4 Implications for the Study of Dynamics in
URMWalls

The behavior of different variations of each wall is compared
herein based on their final deformed shape and collapse status.
The role of boundary conditions is explored by comparing
variations V1 to V3 with the reference model V0. Fixing the
translational DoF for the flange-top reference points does not
significantly affect the 3SS and 3SO walls. The V1 variations of
bothwalls, when compared to V0 specimens, collapse at the same
loading runs and show similar failure mechanisms, with only the
vertical crack at the top right corner of thewindow in the 3SOwall
being replaced by a diagonal step crack extending to the corner of
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FIGURE 11 Boundary and loading variations considered in the parametric study: V0 (a), V1 with fixed flange-top x-translations (b), V2 with
extended flange-top couplings (c), V3 with released corner couplings (d), and V4 with reversed loading direction (e).

TABLE 5 The final loading run and overall outcome corresponding to different variations of the sensitivity study.

Variation

3SS wall 3SO wall 4SS wall

Final
run

Outcome
(Mechanism*)

Final
run

Outcome
(Mechanism)

Final
run

Outcome
(Mechanism)

V0 22 Reference collapse (a) 27 Reference collapse (a) 26 Reference collapse (a)
V1 22 Reference collapse (a) 27 Reference collapse (a) 26 No collapse (b)
V2 18 Early collapse (c) 20 Early collapse (a) 31 No collapse (d)
V3** — — — — 31 No collapse (b)
V4 22 No collapse (d) 27 No collapse (c) 31 No collapse (d)
V5 18 Early collapse (c) 20 Early collapse (a) 22 Early collapse (c)
V6 22 No collapse (b) 27 No collapse (d) 31 No collapse (d)
V7 22 No collapse (b) 27 No collapse (d) 31 No collapse (d)
V8 17 Early collapse (c) 20 Early collapse (c) 22 Early collapse (c)

*Parentheses indicate the deformed shape observed at the end of the analysis, shown in Figure 12.
**Only for the 4SS wall.

thewall. The 4SSwall, on the other hand, is noticeably affected by
the new boundary conditions. Although the wall collapses during
loading run 26, similar to the V0 specimen, it shows a premature
failuremechanismwithout the bed joint crack at the base and the
vertical tensile cracks at the center of thewall. The high sensitivity
of the dynamic simulations to the boundary conditions is further
revealed by the V2 variations, where the slight extension of the
flange-top coupling area leads to the early collapse of both 3SS

and 3SO walls and, on the other hand, prevents the collapse of
the 4SS wall entirely. Moreover, the V3 variation of the 4SS wall
does not reach collapse conditions either.

The V4 variations, analyzed under reversed-direction loading
motions, exhibit entirely different deformation patterns than the
reference models. Instead of the horizontal bending observed in
theV0model, the 3SSwall shows a vertical bendingmotionwhere
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FIGURE 12 Typical final deformed shapes observed across different simulations of the sensitivity study: when regular (a), incomplete (b), or severe
(c) failure mechanism is formed, and when no mechanism is obtained (d).

damages are solely concentrated at thewall-flange connections in
the form of vertical Mode-II shear cracks. The 3SO wall shows
a similar change where the damage is mainly caused by the
horizontal bending at the top of the left (long) pier and the
spandrel at the top of the wall. None of the three V1 walls collapse
by the end of the simulation. No visible damage appears in the
deformed shape of the 4SSwall. This suggests that the assumption
of the loading direction is crucial due to the asymmetric position
of the return walls.

As expected, the performance of V5 and V6 variations highlights
the remarkable sensitivity of the performance of the numerical
simulations to the adoptedmaterial properties. It should be noted
that the aim of these variations has not been to comprehensively
quantify the sensitivity to material properties in a manner that
could be generalized to other cases. For instance, the behavioral
variations observed can also be dependent on the specificmaterial
properties of the walls under study, as specimens with stronger
units may have shown different sensitivities compared to the
weak-unit ones studied here. Nevertheless, it is interesting to see
that this effect is of high importance for dynamic analyses where
many known and unknown factors contribute to the behavior
of the models. A 0.01 MPa reduction of the tensile strength
in the joints leads to an early collapse in all three V5 walls
upon reaching their first high-intensity loading run. Interestingly,

the V5 simulation of the 4SS wall shows the complete failure
mechanism observed in the experiment since diagonal cracks at
the lower portion of the wall have been able to form. On the other
hand, an increase in the tensile strengthwith the samemagnitude
can prevent (partially or completely) the collapse of the walls. It is
also observed in the V6 walls that damage is concentrated in the
blocks since the joints previously opened in the V0 models have
a higher strength. The findings here imply that a deterministic
approach to dynamic simulation of such complex experiments
leads to a partial understanding of the dynamic response and
should not be adopted. Moreover, one should also consider the
spatial variation of the material properties in the wall, as well as
the differences between bed and head joints. Finally, the extent
of sensitivity to material properties may vary when different
modeling approaches, for instance distinct element [15] or applied
element [68] methods with rigid blocks, are adopted.

The V7 variation shows a stronger behavior when using 3%
damping, while V8 walls with 8% damping collapse during
the very first loading run. A similar effect has been observed
when studying the one-way bending dynamic behaviors in [49].
This differing behavior arises from assumptions in the Rayleigh
damping approach, where input parameters are set with equal
target damping ratios for specific wall modal frequencies. This
results in underdamping (below target 𝜁R) within the frequency
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FIGURE 13 Accelerations and displacements of the numerical variations considered in the sensitivity study: maximum accelerations (i) and
displacements (ii) recorded at the control points of the 3SS (a), 3SO (b), and 4SS (c) walls during different loading runs.

range and overdamping (above 𝜁R) outside it. Low 𝜁R values fail
to dissipate sufficient energy across all frequencies, while high
𝜁R values overdamp the response, emphasizing the deformation
mode with the largest participating mass and leading to rapid
collapse. An appropriate damping ratio, ideally between 2% and
5% [69], is crucial for accurate response. However, due to dynamic
variability, even moderate values like 3% in V7 may still yield
different results than the expected ones. Overall, this study
identifies V0 models as the most representative of benchmark
experiments and suggests a 5%damping ratio as an effective initial
estimate. It should be noted that part of the sensitivity to damping
can be affected by the choice of the solver type. For instance,
numerical procedures using an explicit solver may show different
variability of the results when damping is changed.

Aside from differences in collapse behaviors and failure patterns,
the small variations considered in this study also produce dif-
ferent acceleration and displacement outputs. Figure 13 shows
that maximum acceleration data are less sensitive to variations
if compared to the maximum displacement data. Even displace-
ment demands show large scatters only in high-intensity loading

runs—specifically, loading runs 18 and 22 in 3SS, 20 and 22 in
3SO, and 18, 26, and 31 in 4SS. In these cases, the effects of
the adopted variations are only activated when the specimens
approach collapse conditions, where the dynamic responses are
more chaotic. It should be noted that given the complexity
and sensitivity of the model to numerous parameters, such as
damping values and material properties, other combinations of
these (not explored herein) may have also yielded satisfactory
results. Therefore, adopting a systematic calibration procedure,
such as the one in this study, is key to preventing the process
from becoming interminable. Hence, it is recommended to
conduct modeling by setting up the geometry and the boundary
conditions, followed by selecting an appropriate damping ratio,
and finally prescribing the material properties.

6 Conclusions

This study proposes a computational modeling strategy for the
detailed study of the OOP two-way bending behaviors in URM
walls. A high-fidelity block-based numerical model, originally
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proposed in [48] for static analyses and later extended to the
dynamic framework in [49], is used for the first time to repro-
duce several experimental incremental dynamic tests of two-way
spanning calcium silicate return walls with different geometries
and boundary conditions subjected to long multi-step sequences
of shake table loading. Additionally, the study examines the
influence of different modeling considerations on the two-way
bending dynamic responses. The main findings of this study are
as follows:

∙ The modeling strategy reliably reproduced the response of
the benchmark experiments under sequential earthquake
loading. The strategy also consistently captured the complex
behavior across all three benchmarks despite differences
in geometry, with a single set of assumptions for material
properties and boundary conditions.

∙ The implicit solver effectively simulated dynamic behaviors
up to collapse. Rayleigh damping in the blocks proved
effective in capturing energy dissipation without increasing
the computational demands due to its combination with the
implicit solver.

∙ The computational demands can be reduced up to 60% by
simplifying the loading sequence of each wall and removing
seismic loading runs with no effect on the response of the
specimens.

∙ The importance of the accuracy of input motions was high-
lighted by the 4SS wall, where slight deviations in applied
acceleration data compared to those experienced by the
experimental benchmark led to substantial differences in
displacements at the wall base and an earlier-than-expected
collapse.

∙ The sensitivity study showed that a careful selection of
boundary conditions is crucial to accurately reflect the real-
world constraints, though even the best assumptions may
not perfectly replicate experimental deformation patterns or
failure mechanisms.

∙ High variability of the results from minor changes in bound-
ary conditions, material properties, and damping ratio under-
scores the chaotic nature of dynamic behaviors, reinforcing
the need for a probabilistic approach to dynamic analysis of
these structures. Aprobabilistic approach to dynamic analyses
is also made possible by the numerical strategy proposed in
this study.

∙ A 5% damping ratio resulted in reasonable energy dissipation
and peaks in experienced acceleration and displacements.

The numerical modeling procedure presented in this study
enables the study of dynamic responses in walls with complex
geometrical and boundary conditions, such as gable walls or
masonry infills in frame structures, which have been found
practically vulnerable in case of earthquakes. The two-way
spanning models provide sufficiently reliable benchmarks for
the study of dynamic OOP behaviors under various structural
conditions, including varying levels of in-plane pre-damage and
pre-deformation. Finally, these findings help bridge knowledge
gaps in the real-world dynamics of masonry walls and contribute
to enhancing the accuracy ofmore simplifiedmodeling strategies.
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