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Preface
With this report, I conclude 5 years of studies at the Delft University of Technology. While my Bachelor widened
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My graduation research is on the study of the ascent trajectory of the Mars Ascent Vehicle and on the effect
that its solid rocket motors have. This rocket, currently designed by the Jet Propulsion Laboratory, is set to
bring samples from the surface of Mars to its low orbit in 2031. Studying the different reports on the progress of
the design of this vehicle, it appeared that no precise definition was made for the geometry of the solid motors
used. I took this gap as an opportunity to do what I learned in my Master and like best: numerically represent
the rocket and its motors, simulate the motor burn and ascent to orbit, and optimise both the ascent trajectory
and the motor geometry.

I would like to thank my daily supervisor, Marc Naeije, for his support and guidance during not only this thesis,
but also during my Bachelor thesis, as well as throughout my first year of master’s studies in the context of
the publication of my first scientific article. His weekly investment greatly helped to keep me on track on my
work, motivating me to keep investing time in my work even when getting stuck for weeks on end. Our weekly
meetings also helpedme stay on track, and see that, after all, progress was sometime slow but still very present.
I also thank my daily supervisor for his trust, leaving me room to develop my own process and methodology,
while giving advice and critical comments to prevent me from losing track of my research goal. Lastly, thank
you to both Marc Naeije and the Astrodynamics and Space Missions department, for allowing me to make use
of their server, considerably reducing the time required to run my simulations and optimisations, allowing me
to explore more solutions.

I am also very grateful to Dominic Dirkx for the opportunity to work as an assistant on the TU Delft Astro
dynamics Toolbox, in parallel to my master’s thesis. Amongst other benefits, this allowed me to be a lot more
familiar into the capabilities of this software, making my graduation work more efficient, and allowing me to
explore more possibilities for my models and simulation. Working in the team for this software also motivated
me to go more indepth into the numerical aspect of this research, studying for instance the limits of feasible
accuracy, or working with a high number of integration schemes. Moreover, working on this code also made
me trust my results more, since I was seeing this tool less as a black box, having worked on its source.

While my graduation project is not related to the von Karman Institute for Fluid Dynamics, I thank them for
the internship the I undertook preceding my master’s thesis. In particular, would like to thank Thierry Magin,
Damien Le Quang, Amandine Denis, and Pietro Parodi. This internship allowed me to gain a much deeper
understanding of the physics of the Martian atmosphere and gave me the understanding and tools to study a
spacecraft that flies through it. The academic setting in which I was during my internship also motivated me to
be more rigorous in my work and revealed how much I enjoy theoretical research.

Last but not least, I would like to thank my family. First, I thank my parents for their continued support, and
for offering me the occasion of studying in Delft for 5 years. I am also grateful for the way they allowed me to
grow curious about the world I live in, and more specifically Science and engineering. Thanks also go to my
brother for keeping me on my toes, motivating me to never fear being challenged, but to always give my all
instead. Finally, I hearty thank my partner for supporting me daily and being patient during the entirety of my
studies, allowing me to stay positive whenever I got stuck on my project, to get some fresh air when needed,
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Ad astra per audacia et scientiam.
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The 17th of August 2022
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𝐼 Shadow parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . []
𝑖 Inclination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [rad]
𝐼sp Specific impulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [s]
𝐾𝑛 Knudsen number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . []
𝐾𝑛grid Knudsen number with 𝐿ref = Δ𝑥 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . []
𝐿 Length of a solid rocket motor6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝐿ref Reference length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝐿𝑓 Fin length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑀 Molar mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg/mol]
𝑚 Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg]
𝑀0 Initial mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg]
𝑀inert Motor inert mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg]
𝑚𝐴 Mass of body A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg]
𝑀𝑃 Propellant mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg]
𝑛 Burning rate exponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . []
𝑁𝑎 Number of anchors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . []
𝑁𝑓 Number of fins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . []
𝑛𝑂 Atomic oxygen number density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [1/m3]
𝑃 Burning perimeter7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑃 Total power output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [W]
𝑝𝑎 Ambient pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
𝑝𝑐 Chamber pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
𝑝𝑒 Exhaust pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
𝑅 Reference radius of a body . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑟 Solid propellant regression rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
6Used related to SRM geometry.
7Used related to solid motor burning.
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𝑅app,M Apparent radius of Mars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑅app,S Apparent radius of the Sun . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑅Mars Mars radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑅mid Intermediate solid propellant radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑅𝐴 Absolute gas constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J/K/mol]
𝑅𝑒 SRM exhaust conduit radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑟𝑓 Fillet radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑅𝑖 Inner solid propellant radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑅𝑜 Outer solid propellant radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑆 Burning surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m2]
𝑆ref Reference surface area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m2]
𝑇 Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [K]
𝑡 Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [s]
𝑡𝑏 Burn time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [s]
𝑇𝑐 Chamber temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [K]
𝑢 Flow velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
𝑉 Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
𝑉0 Initial velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
𝑉Mars,circ Circular velocity of a body in Martian orbit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
𝑉𝑒 Exhaust velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m/s]
𝑉𝑝 Propellant volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
𝑤 Web thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑤ds Web trough the detached silver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑤𝑓 Fin width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
𝑤𝑡 Total web thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]



Abstract
In 2020, the Perseverance rover landed on Mars, starting the Mars Sample Return mission. These
samples are then to be returned to Earth, being the first ones from a different planet. This is the work
that will be carried by the Mars Ascent Vehicle, a twostage rocket that uses solid propellant, and
of which a preliminary design has been made by the Jet Propulsion Lab. Once in Martian orbit, the
payload will then be caught by the Earth Return Orbiter that will take care of the transfer from Low
Mars Orbit to the surface of the Earth.

However, a research gap has been identified: finding what the optimum solid rocket motors ge
ometries are to bring the Martian samples to a target orbit between 300 km and 375 km above Mars.
Trough the modification of the solid rocket motors, the thrust profile itself is altered, which highly
affects the ascent trajectory.

To fill in the research gap, a simulation of both the ascent and the propellant burn has been setup.
The thrust profile is thus computed from the geometry of both motors and is then included in the
ascent simulation. The model that has been setup also includes the launch angle of the rocket, which
can vary between 30 deg and 60 deg, as well as the stage separation angle. Thrust vectoring control
has also been implemented, with nozzle deflection angles between 4 deg and 4 deg.

A benchmark simulation has then been setup, studying the highest accuracy feasible for the thrust
simulation and 4 sections of the ascent simulation, splitting the ascent into first and second stage, and
powered and unpowered. Using this benchmark, the integrators used for the simulations has been
tuned to achieve an accuracy of 5 km and 5m/s with the least number of function evaluations possible,
to save as much CPU time as possible during the optimisation that will follow. The same requirement
and benchmark have been used to tune the numerical representation of the Martian environment used
in the ascent simulation.

Using the tuned simulation, an optimisation has then been setup, with the following design vari
ables: the motor geometry of both stages, the launch and separation angles, and the nozzle deflection
angles during first stage burn. The objectives of this optimisation were to minimise to deviation to the
target periapsis and apoapsis altitude range, and to minimise the launch mass.

From the optimisation setup, and running the optimisation itself, more than 634 thousand propel
lant burn and ascent simulations were run, amongst which thousand satisfy the requirement in target
orbit, and in mass. From these, multiple cases were selected. First, the absolute optimum reached
an orbit with a periapsis altitude of 314 km, a periapsis of 339 km, and a launch mass of 343 kg, 57 kg
less than required.

Then, while the optimisation aimed at minimising the launch mass, the solutions database was
used to look for other types of solutions. One of these is the ascent that has a minimum total burn
time, which is of 32.2 s: 24.9 s for the first stage, and 7.3 s for the second stage. In this case, the
launch mass is 27 kg higher, at 370 kg. One last feasible solution that has been searched in the
solutions database is the one that leads to the lowest second stage burn time. Because that stage is
uncontrolled, reducing the burn time can reduce the orbital deviation. This lowest second stage burn
time is of 5.2 s, following a first stage burn time of 34.7 s.

Following the optimisation, a sensitivity analysis has been run with two goals. This first is to ensure
the robustness of the solutions that were found to various errors in initial state, in environment, and
in vehicle design. The second goal is to study the orbital decay of the final orbits. From this process,
it was found that the solutions were robust to initial errors of the levels that could be expected from
similar missions. Also, the final orbit that is reached decays below the altitude at which the Earth
Return Orbiter can catch the samples after 84 days. During this period, the inclination of the orbit
repeats back to the target one 5 times, with the last opportunity to catch the samples being 78 days
after launch.

All results from the optimisation and the sensitivity analysis have then been used to fill the research
gap that was identified. At the same time, the setup of the numerical simulation was used as a context
to study the importance of numerical accuracy in details.
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1
Introduction

One of the most fundamental questions one can ask is whether life is present somewhere else in the
universe. The latter being so vast, it is likely that life is indeed present somewhere else, in one form
or another.

For years, scientists and engineers have wondered what secrets Mars could be keeping, and if
life was one day on it. In this context, the Mars Sample Return mission that started in 2020 aims at
returning samples from relevant localisation of the surface of Mars, back to Earth. An overview of this
mission is given in Chapter 2, in Section 2.1.

This sample return mission bears second importance: it will be the first time that a rocket takes
off from the surface of Mars. Indeed, the Mars Ascent Vehicle (MAV) is a twostage solid propellant
rocket that will bring 16 kg of samples from the surface of Mars to its orbit. The requirements for this
rocket, as well as its preliminary design, are discussed also in Chapter 2, in Section 2.2.

This Chapter shows that a lot has already been designed for this vehicle. However, optimising
its trajectory has not been done yet. In particular, it has been identified that the geometry of the two
solid rocket motors that propel the MAV can be optimised to create a thrust profile that will inject the
Martian samples into a predefined orbit with the lightest vehicle possible.

This task of optimising the ascent trajectory of the MAV, as well as its motors, is at the core of
the research that is described in this report. The objectives of this research can also be found in
Chapter 2, in Section 2.3.

Chapter 3 then describes the methodology that was followed, with the objective of answering
the different research questions. This methodology is split into three distinct sections: modelling,
simulation, and optimisation. These three sections have been executed in that order. First, the MAV,
its motors, and its environment have been modelled, as described in Section 3.1.

Then, these models have been used to set up a numerical simulation of the ascent trajectory, in
cluding a simulation of the solid motors. The methodology followed for this is discussed in Section 3.2,
including the methodology used to ensure the accuracy of the numerical simulation.

Finally, Section 3.3 reflects on the methodology followed to set up the optimisation of the solid
motors and of the ascent trajectory. This includes the design variables and objectives selection, as
well as the optimiser algorithm tuning, and the method for picking optimums.

The results that directly follow from applying the different methodologies are then laid out in Chap
ter 4. The goal of this Chapter is to give an indepth report of the results, as objectively as possible.
This includes the definition of the accuracy of the numerical simulation, the optimisation results, vali
dation of the models, and the sensitivity analysis of the results.

Chapter 5 then reflects on the results, explaining how they answer the research questions. A
discussion is also made in this Chapter, to explain how the results of the simulations can be used to
adapt the design of the MAV, or to prove its feasibility up to a certain extent.

Last but not least, Chapter 6 compiles recommendations that are made, should anyone push this
research further. Recommendations are especially made regarding possible improvements in the
models, and in the research setup. A discussion is also made on further investigations that could be
made based on the set of results that have been uncovered thanks to this research.
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2
Problem statement

This chapter sets up the scene for the research that is reported in this document First, an overview of
the overall mission in which the research fits is given in Section 2.1. Then, the most uptodate design
and requirements of the Mars Ascent Vehicle (MAV) are given in Section 2.2. Follows a discussion
on the proposed research in Section 2.3, concluded by Section 2.4 in which relevant previous work
on the MAV and on similar topics is described.

2.1. Mission overview
This section presents a global overview of the Mars Sample Return (MSR) mission in which the Mars
Ascent Vehicle registers itself. As seen in Figure 2.1, the MSR mission contains different segments,
some of them developed by ESA, and some of them by NASA. These four segments are Mars 2020,
the Earth Return Orbiter, the Sample Retrieval Lander, and the Sample Return and Science. These
are explained in Sections 2.1.1 to 2.1.5 respectively.

Figure 2.1: Different segments of the Mars Sample Return mission campaign [3].

As specified by Muirhead et al. [3], the Mars 2020 segment has already started and will end in mid
2028. The Sample Retrieval Lander (SRL) will be launched at the end of 2026, and the samples will
be launched from Mars in mid2029. The Earth Return Orbiter will also be launched at the end of
2026 and will return to Earth towards the middle of 2031.

To be noted is that this mission plan has evolved. In November 2020, an Independent Review
Board recommended that two distinct landers be used for the SRL and the MAV, as to keep the
interplanetary capsule the same size as previous missions such as Perseverance or Curiosity [4].
Later, in July 2022, NASA decided to scrap the SRL altogether, fitting everything once again into
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the MAV lander, and using Perseverance and two helicopters to retrieve the samples [5]. This is
discussed in Section 2.1.2.

2.1.1. Mars 2020
The MSR mission first starts with the Mars 2020 segment. It consists in the collection of the samples,
and their depot on the Martian surface.

One of the assignments of the Perseverance rover that landed on Mars in February 2021 is to take
samples of the surface of Mars. As discussed by Farley et al. [6], Perseverance is equipped with an
arm that can take a sample tube and put it behind a drill bit. Then, the samples that it drills from the
surface of Mars go directly into sample tubes.Perseverance then degases the tubes and seals them.
Furthermore, to preserve the scientific interest of the samples, a great deal of attention was paid so
that every element of Perseverance that gets in contact with the samples does not alter nor pollute
them in any way. A render of such a sampling tube can be seen in Figure 2.2.

Figure 2.2: Render of a sample tube made using the file from NASA/JPLCaltech [7].

2.1.2. Sample retrieval
After Perseverance takes a sample from the Martian surface, it splits the sample in two, and places it
in two samples tube. Each sample tube weights a total of 150 gr [8]. Perseverance then leaves one
sample tube on the surface and keeps one inside of it.

Then, there are two distinct ways to bring the samples to the MAV. The first is to make Perse
verance drive to the MAV platform, and make it place the samples directly into the sample container
that, together, constitute the MAV payload. The second way is to use two helicopters to retrieve the
samples [5]. These helicopters, inspired by the Ingenuity helicopter that landed with Perseverance,
can fly to the samples that were left on the surface of Mars, land close to them, then drive a fewmeters
and grab the sample. They then fly back to the MAV, and a robotic arm places the sample tubes into
the MAV sample container.

In this mission scenario, Perseverance could fail, as well as one helicopter, and it would still be
possible to place the samples in the MAV. In the original MSR plan, a Sample Fetch Rover was to be
used to drive to the samples left behind by Perseverance, and drive back to the MAV with them [9].
Bringing the samples back to the MAV should be done in 111 sols, as to avoid solar conjunction. If a
hibernation mode is used, up to 180 sols can be used to fulfil the sample retrieval mission [9].

However, in July 2022, it was decided to use Perseverance or the two helicopters, depending
on which system was most successful [5, 8]. This is because Perseverance has proven to be more
persevering than planned. It is then thought that it would still be functional in 2031. The Ingenuity
helicopter surviving on Mars for more than a year more than planned inspired the use of the two
helicopters.

2.1.3. Mars Ascent Vehicle
Once the samples are collected and brought back to the SRL, up to 30 are placed in a container that
houses all of them together, such that they can be transferred to Earth. The Mars Ascent Vehicle is a
rocket that is then used to transfer this payload of samples from the surface of Mars to Martian orbit [3].
The design requirements and aspects of this MAV are discussed in more depth in Section 2.2.



2.1. Mission overview 5

2.1.4. Earth Return Orbiter
After the MAV brings the samples into Mars orbit, the Orbiting Samples (OS) container is released
from it. The Earth Return Orbiter (ERO), which is placed in a Low Mars Orbit similar to the one in
which the MAV injects itself, then has to detect, rendezvous, and capture the OS [10]. The system to
capture, contain, and return the OS, as part of the ERO, can be seen in Figure 2.3.

In addition, the ERO acts as a communication relay between the SRL, the MAV, and the Earth
during the entire mission leading to the orbiting sample retrieval [3]. Finally, after the ERO catches
the OS, it departs from Mars, places the sample container into an Earth entry capsule, and places the
capsule in an Earth reentry trajectory before executing an Earth avoidance manoeuver [10].

Figure 2.3: Capture, Contain, and Return System of the Earth Return Orbiter [11].

2.1.5. Sample Return and Science
The last step in the Mars Sample Return mission is to get the samples safely to Earth and make
Science. The entry capsule that allows for the samples to get into the Earth atmosphere will also
serve as an aerodynamic decelerator up to the Earth surface, as discussed by Corliss [12].

Furthermore, shock absorbers are placed below the sample container, such that their scientific
integrity is preserved by limiting off nominal landing loads below 3000 g [12]. The layout of the entry
capsule can be seen in Figure 2.4, with the sample container in its core and the pink shock absorbers.

Figure 2.4: Layout of the entry capsule with the Mars sample container [12].
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Finally, once the samples of the Martian surface have completed their journey to the surface of the
Earth, they can be analysed. It is then of high importance that the samples are not contaminated
by Earth, and that they do not contaminate Earth. Indeed, the Martian samples are a category V
restricted Earth return [9]. According to Planetary Protection Policy [13], this means that, for such
samples, total containment of the unsterilised samples and material being in contact with them is
required. Moreover, if any sign of life is detected, the samples must remain contained unless effective
sterilisation has been made.

2.2. Requirements and design from JPL
This section first discusses the requirements that have been elaborated for the MAS, as part of the
MSRmission. Then, the preliminary design that has already be made by the Jet Propulsion Lab (JPL)
for different systems and subsystems is elaborated.

2.2.1. Requirements
Multiple requirements have been identified by JPL for the Mars Ascent Vehicle. These requirements
first concern the quality of the Orbiting Sample’s final orbit. They are identified by MAVOSO, and
have been established by Jackman et al. [14]. Of interest, MAVOSO01 is defined so that the OS
does not decay too fast into the atmosphere, and MAVOSO03 because the ERO will be placed in a
similarly inclined orbit before capturing the OS.

Then, requirements regarding the volume and mass have been established. These are identified
byMAVVM, and have been established by Jackman et al. [14]. TheMAVVM requirements aremostly
related to the logistics associated with bringing the MAV from Earth to Mars.

Finally, the requirements identified byMAVLL concern the launch of the MAV fromMars. Require
ments MAVLL01 to MAVLL03 have been established by Jackman et al. [14], while Requirements
MAVLL04 to MAVLL06 have been established by Prince et al. [15].

MAVOSO01 The final orbit of the payload of the MAV shall be at a hard lower altitude of
300 km.

MAVOSO02 The final orbit of the payload of the MAV shall be at a soft upper altitude of
375 km.

MAVOSO03 The final orbit of the payload of the MAV shall be at an inclination of 20 deg.
MAVVM01 The MAV shall have a height of a maximum of 2.8 m.
MAVVM02 The MAV shall have a diameter of a maximum of 0.57 m.
MAVVM03 The MAV shall have a gross liftoff mass (GLOM) of a maximum of 400 kg.
MAVVM04 The MAV shall carry a payload of a mass of 16 kg.
MAVLL01 The earliest launch date from the surface of Mars shall be 2031.
MAVLL02 The launch of the MAV shall be done from the Jezero crater (18.5∘N,77.5∘E),

at an altitude of 2.55 km
MAVLL03 During ascent, the angle of attack of the MAV shall not exceed 4 deg.
MAVLL04 The MAV shall be launched by the SRL at an angle between 30 deg and 60

deg from the local horizon.

2.2.2. MAV preliminary design
This section describes the design tradeoff that has been carried to select the overall architecture of
the MAV. Then, the selected architecture is expanded upon in more depth, as well as key elements
related to it. Finally, the latest design update is elaborated upon.

Design tradeoff
Two distinct concepts have been assessed and traded off by NASA Marshall Space Flight Center
and JPL to fulfil the mission of the Mars Ascent Vehicle. Firstly, a single stage hybrid propulsion
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concept has been assessed by McCollum et al. [16]. The oxidiser is liquid, composed of Mixed Oxide
of Nitrogen (MON), pressurised by helium. The MON is also used for Thrust Vectoring Control (TVC),
by injecting it directly into the nozzle to redirect the thrust. Also, helium is used as a monopropellant
for the Reaction Control System (RCS). The fuel is solid and made of SP7 wax. The engine can be
throttled by throttling the oxidiser flow. This first concept can be seen illustrated in Figure 2.5, and it
has preliminarily been computed by McCollum et al. [16] that it has a GLOM of 372 kg.

The second concept that has been assessed by McCollum et al. for the MAV is a twostage solid
propellant rocket [16]. Solid rockets have already flown on Mars for instance to propulsively land the
Curiosity or Perseverance rovers, making this technology flightproven, and this concept overall less
complex. This concept has a preliminary GLOM of 384 kg and can be seen illustrated in Figure 2.6.

Figure 2.5: Hybrid propulsion concept for the Mars Ascent Vehicle [16].

Figure 2.6: Solid propulsion concept for the Mars Ascent Vehicle [16].

Yaghoubi [17] has summarised the advantages of disadvantages of both concepts. Ultimately, the
solid propellant rocket has been selected as the concept to develop further for the MSR mission,
mainly due to the Martian flight heritage of solid rockets and the higher Technology Readiness Level
of electromechanical TVC. The main disadvantage of the twostage solid rocket propellant rocket
is that it is impossible to throttle its engine during flight. This decision has been made official in
December 2019, and only the design of the solid MAV has been evaluated further since [1].

Subsystems
With the twostage solid rocket propellant concept selected, a more indepth preliminary design has
been made by JPL, the latest update of it found to be in September 2020 [18]. This section de
scribes the following relevant subsystems of the MAV: the solid motors, the thrust vectoring control,
the reaction control system, and the launch system.

Motors The solid motor of the first stage is cylindrical. The solid motor of the first stage is cylindrical.
As identified by Jackman et al. [14], in the simulation that has been run to assess the feasibility of this
concept, it needs to provide a specific impulse of about 293 s, an average of 9854 N of thrust during a
burn time of 75.9 s, and using 216 kg of solid propellant. The second stage motor has been decided
to be spherical, with a specific impulse computed to be of about 282 s, burning 54 kg of propellant
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during 24.5 s to generate an average thrust of 6937 N. In this first design, the area ratio of the first
stage nozzle is 81 [15], while it is 73 for the nozzle of the second stage [19]. Also, the throat area
of the first stage is 0.065 m2 [19], while the throat area of the second stage is 0.005 m2 [19]. This
means that the throat of the nozzle has a radius of 14.4 cm for the first stage, and of 4.55 cm for the
second stage. Both of these motors are to burn from the inside out [1]. Furthermore, all elements of
the structure of the MAV are to be made of metal, mainly in aluminium. The main exception is with
the titanium enclosure of the solid propellant motors [14]. Last but not least, the solid propellant that
has been selected for both stages is a Hydroxyl Terminated PolyButadiene (HTPB) propellant, with a
mixture of Ammonium Perchlorate (AP) and Aluminium (Al), named TPH3544 [20].

Thrust Vectoring Control As discussed earlier, the twostage solid MAV makes use of an electro
mechanically activated TVC. As discussed by Yaghoubi et al. [1], the TVC provides pitch and yaw
control during the motor burn. It does so using a similar nozzle to the one of the ASAS 1330V
motor from Northrop Grumman, offering thrust vectoring of 5 deg from the exhaust centreline [14].
Furthermore, as discussed by Yaghoubi and Ma [21], the vectored nozzle uses a ball joint supersonic
split line design with a trapped ball. Such design can be seen illustrated in Figure 2.7. Lastly, in
September 2020, it has been decided to equip only the first stage motor with TVC, in an attempt to
keep the mass of the MAV lower [18]. However, to keep the second stage stabilised during the burn of
its motor, 2 spin and 2 despin solid motors have been added, to rotate the entire stage between 5 and
10 rpm before firing its motor. This update in the architecture of the MAV can be seen in Figure 2.8.

Figure 2.7: Example of supersonic split line nozzle with a trapped bal design [21].

Figure 2.8: Updated architecture for the MAV [18].

Monopropellant Reaction Control System As discussed by Yaghoubi and Ma [21], the RCS of the
preliminarily designed MAV use a hydrazine monopropellant to provide roll control during first stage
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motor burn, and full control during coasting. The assembly for the RCS can be seen in Figure 2.9,
showing the hydrazine tank in orange, three thrusters on each side in red for roll, yaw, and pitch
control. Also, the original design included two axial thrusters, as seen in red at the bottom of Figure 2.9.
These thrusters were placed to finetune the final orbit, as to reduce orbital deviations [21]. However,
with the design update of September 2020, it was decided to remove these axial thrusters, and for
RCS to be placed only in the first stage. As previously discussed and as shown in Figure 2.8, spin
and despin thrusters have been placed on the second stage, as to spin the vehicle during the second
stage burn and reduce deviations due to thrust misalignment.

Figure 2.9: RCS assembly showing the hydrazine tanks and the thrusters [21].

Launch system It was first assumed that the MAV would be launched using a launch rail. However,
as discussed by Yaghoubi [18], a Vertically Ejected, Controlled TipOff Rate (VECTOR) launch has
been selected instead. With it, the MAV will be launched from the surface of Mars by being launched
in the air by a system of springloaded arms, placing the MAV in a ballistic trajectory at an angle of
30 deg to 60 deg from the horizontal when the first stage motor ignites [21]. This is illustrated in
Figure 2.10.

Figure 2.10: Vertically Ejected, Controlled TipOff Rate launch of the MAV [21].

2.3. Research proposal
NASA and ESA have laid a plan to return samples from Mars in an ambitious mission that consists of
the different submissions discussed in Section 2.1. The first one, Mars 2020, is already in operation.
The last one, consisting of the reentry of the Mars samples on Earth, is set to take place in mid2031.
As part of this global mission, a socalled Mars Ascent Vehicle will be used to bring the samples from
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the Martian surface to an orbit around Mars.
It has already been predefined that the MAV will consist of a twostage solid rocket, as mentioned

in Section 2.2. However, a detailed launch profile still has to be established. This is the research
that is proposed in this report. Such launch profile is to be defined on one hand by optimising the
use of thrust vectoring control during ascent, and on the other hand by optimising the crosssectional
geometry and size of the solid motors. The latter directly characterises the MAV thrust profile.

The research will thus consist in modelling the vehicle, simulating its environment and launch, and
finally optimising the different design variables that parametrise its ascent and solid motor geometry
with the goal of minimising the mass, and the deviation from the target orbit.

Also, this research offers the pretext of studying how accurate a numerical simulation needs to
be in such a context, where twostages are used, both of which are quite light, with powerful solid
motors. This means that the acceleration on the vehicle is high, making the dynamics of the problem
at hand more complex, and offering the opportunity of studying the feasible and required accuracy of
such numerical simulation.

This section presents the research proposal. In a first time, the research questions are laid out.
The research objectives are then discussed in a second time.

2.3.1. Research questions
The main research question has first been formulated. It consists of the following:

Main research question
What is the optimum trajectory and solid propellant geometry for
the Mars Ascent Vehicle to bring samples from theMartian surface
to a defined Martian orbit?

From this research question, two main subquestions arise. The first one is axed more on the physical
vehicle itself, and more practical manners, while the second one relates more to the sensitivity of the
design and of the simulation that will be carried during the research. Both of these subquestions have
then been detailed into 5 more detailed questions. Once all of these detailed questions are answered,
the main research question will be answered too.

Subquestion 1 What vehicle configuration and control allows to reach the target
orbit with the highest accuracy and lowest mass?

Subquestion 1.1 What crosssectional geometry and length of the first stage solid
motor gives the best orbital accuracy at lowest mass?

Subquestion 1.2 What inner and outer diameter of the second stage spherical solid
motor gives the best orbital accuracy at lowest mass?

Subquestion 1.3 How should thrust vectoring control be used through ascent to
reach the target orbit with the highest accuracy?

Subquestion 1.4 What is the minimum burn time of both stages combined that al
lows to reach the target orbit?

Subquestion 1.5 What is theminimumMars Ascent Vehicle Gross LiftOff Mass that
allows to reach the target orbit?

Subquestion 1.6 What are the optimum launch and stage separation angles to
reach the target orbit with minimum Gross LiftOff Mass?

Subquestion 2 How do key simulation variations impact the overall propagated
states of the Mars Ascent Vehicle and the final payload orbit?
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Subquestion 2.1 How does the initial launch angle impact the final propagated
state?

Subquestion 2.2
What choice of integrator, propagator, and environment leads to
the best combination of speed and accuracy for the numerical sim
ulation of the propellant burn and ascent trajectory?

Subquestion 2.3 How do deviations in the environment affect the simulated states
of the Mars Ascent Vehicle?

Subquestion 2.4 How do deviations in the initial state affect the final propagated
state and final orbit?

Subquestion 2.5 How stable is the final orbit of the second stage at the minimum
target altitude?

2.3.2. Research objectives
With the research questions elaborated, the objectives of the proposed research can now be set up.
The main research objective is related to the main research question and consists in the following:

Main research objective

To design the lightest possible solid motors for the Mars Ascent
Vehicle to reach a target orbit, by finding the best compromise in
CPU speed and numerical accuracy for an ascent and propellant
burn simulations, and optimising the launch profile and solid motor
geometry.

Once again, multiple subobjectives can be identified, which are smaller goals that have to be reached
in order to fulfil the main research objective.

Subobjective 1 To setup an alterable thrust profile by modelling a parametrised
solid motor geometry and simulating its burn.

Subobjective 2
To setup an ascent trajectory simulation framework by selecting
appropriate integrators, propagators, and environmental acceler
ations.

Subobjective 3
To setup an optimisation framework of both the trajectory and the
solid propellant by selecting appropriate design variables and their
allowable range, and appropriate optimisation objectives.

Subobjective 4
To find the solid propellant geometry and control during ascent that
lead to the lowest mass and highest orbital accuracy by optimising
the numerical simulation of the solid propellant and ascent.

Subobjective 5 To investigate the sensitivity of the solutions by varying different
combinations of simulation, optimisation, and design parameters.

2.4. Relevant previous work
As described in Section 2.2, the work carried out by JPL offers a strong basis for the research de
scribed in this report. However, the research gap that was identified in this feasibility study is that no
accurate ascent simulations were run, that only an estimated and simplified thrust profile was used,
and that no optimisation of neither the thrust profile nor the MAV was carried [19].
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In addition to the design from JPL, the work of S. D. Petrović [22] from 2017 has been studied.
In it, the ascent trajectory of the MAV has been studied, with a focus on the use of Taylor Series
Integration for the numerical simulation. From this study, multiple recommendations were given, the
ones being most relevant to the work of this report being In addition of the design from JPL, the work
of S. D. Petrović [22]:

• Perturbing accelerations such as higherorder gravity terms or thirdbody effects should be
added to the simulation.
• A more complex model of thrust should be explored, whereas constant thrust was used.
• Thrust angles in the form of for instance TVC should be incorporated into the simulation to tune
the ascent.
• Optimisation of the trajectory should be attempted.

Furthermore, different papers have been written about the Mars Ascent Vehicle, studying different
mission scenarios, in different ways. Desai, P. et al. [23] studied a different MAV configuration entirely
in 1998, setting the vehicle more as a lifting platform than as a rocket. Then, Whitehead, J. [24]
studied propulsion trades for the MAV with a maximum GLOM of 100 kg, whereas that value was set
to 400 kg by JPL. Further, Di Sotto, E. et al. [25] studied the MAV system and GNC for rendezvous in
a target orbit with a periapsis of 300 km and apoapsis of 2000 km, where JPL set the target altitude
range of 300 km to 375 km. Finally, the research carried out by Benito, J. and Johnson, B. [26] is the
closest to the one carried out in this report. Still, their target altitude was 500 km, they only explored
one solution for the configuration discussed in Section 2.2, and they used a constant thrust.

Lastly, in the study of JPL on the MAV, optimisations of the motor have been started, using the
Solid Performance Program to carry the SRM burn simulation [27]. This software simulates the burn
of the propellant grain itself, in 3D. It was found by Hetterich [27] that the burn simulation is then very
CPU intensive, taking considerate CPU time to run, making the optimisation of the motor challenging
because a high number of simulations are to be run. This also means that coupling the SRM optimi
sation with an ascent optimisation was out of the question.

The gap from the research of JPL, the thesis of S. D. Petrović, and other studies, left the door open for
the research of this report as proposed in Section 2.3. In particular, the coupling of a fast propellant
burn simulation with the ascent simulation, and with an optimisation, allow for a more complex MAV
ascent model. In turn, this allows exploiting how drag, gravity, and thrust all affect one another,
opening the doors to finding new ascent trajectories for a MAV at a lower mass, while fitting the
design envisioned by JPL.



3
Methodology

This chapter describes the different methods that have been used to simulate and optimise the tra
jectory and design of the MAV, with the goal of answering the research laid out in Chapter 2. First,
all of the models that have been setup to numerically represent the MAV, its environment, and its
motors, are detailed in Section 3.1. Then, a discussion is made in Section 3.2 on how the models
are assembled in a numerical simulation framework, to simulate the ascent of the MAV. Finally, in
Section 3.3, details are given on the setup that has been established to optimise both the motors and
the trajectory of the MAV.

3.1. Modelling
This section describes the different models that have been made and implemented to numerically
represent the MAVwith respect to its aerodynamics and mass. Then, this section presents the models
used to represent theMartian environment in which theMAVwill launch and orbit. Finally, a discussion
is made on the numerical models setup to represent the performance of the solid motors used by the
MAV.

3.1.1. Vehicle models
This section discusses three different models that have been set up for the MAV itself. These mod
els cover aerodynamics using two different methods, one for each stage, as well as how mass was
modelled. The aerodynamics properties of the MAV have been modelled in two distinct ways. From
liftoff to stage separation, the different aerodynamics coefficients have been obtained using the Mis
sile DATCOM software [28]. Then, after stage separation, only the drag of the second stage is taken
into account, using a Direct Simulation Monte Carlo (DSMC). Aerodynamics from both methods are
to be used for the ascent trajectory, while aerodynamics of the second stage, from DSMC, is also
of particular interest to analyse the stability of the final orbit. Then, this section discusses how the
mass of the MAV has been modelled as a function of its motors. Lastly, it is worth noting that, while
the solid motors are an important part of the MAV, their model is not described in this section, but in
Section 3.1.3.

Aerodynamics from Missile DATCOM
This software can be used to input the geometry of the vehicle, and to get aerodynamic coefficients as
a function of the angle of attack and Mach number. To do so, Missile DATCOM uses semiempirical
relationships [28]. While this method allows for both force and moment coefficients to be gathered,
only the force coefficients will be used for this research.

To specify the geometry of the MAV to Missile DATCOM, a ComputerAided Design (CAD) has
been generated, based on the literature discussed in Section 2.2. Discrete points have then been
taken along this CAD so that their coordinate can be input to Missile DATCOM. Then, the software
interprets these points, fits a line through them, and revolves this line around a centerline, which is
the centerline of the rocket. This means that, in the implementation used, Missile DATCOM computes
the aerodynamic properties of the MAV as a vehicle that is radially symmetric.

Furthermore, as inputs of Missile DATCOM, angles of attacks ranging from 4 deg to 4 deg have
been specified, with increments of 0.5 deg. This is because, as mentioned in Section 2.2, the angle
of attack of the vehicle shall not exceed 4 deg.

Also, the Mach number have been set to vary between 0.3 and 12. The orbital velocity of a
satellite in a circular orbit around Mars at the minimum required MAV altitude can be computed using

13
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Equation 3.1, with said velocity 𝑉Mars,circ [m/s], the orbital altitude ℎ [m], Mars radius 𝑅Mars [m], and the
gravitational parameter of Mars 𝜇Mars [kg⋅m3/s2] [29]. This gives an orbital velocity of around 3.4 km/s
or Mach 9.9. Adding some margins, and starting with a nonzero velocity otherwise aerodynamics
would be irrelevant, this is why the Mach number has been varied between 0.3 and 12.

𝑉Mars,circ = √
𝜇Mars
𝑟 = √

𝜇Mars
𝑅Mars + ℎ

= √ 4.282837 ⋅ 1013
(3389.5 + 300) ⋅ 103 = 3407.078 [m/s] (3.1)

Finally, the flight conditions input of Missile DATCOM has been set to a given altitude on Earth, as
Missile DATCOM only supports flight conditions on Earth. The atmospheric density at zero altitude on
Mars is of an average of 0.02 kg/m3. According to the U.S. Standard Atmosphere, this corresponds
to an altitude on Earth of 30 km [30], which is then the altitude used to input the flight conditions.

Aerodynamics from DSMC
In a successful ascent trajectory, the second stage of the MAV flies at orbital altitude. While the effect
of the atmosphere at such altitude becomes almost insignificant for the ascent, the research Sub
question 2.5 from Section 2.3.1 requires the orbital decay of the second stage to be studied with
accuracy. This means that the aerodynamics of the second stage of the MAV are still to be studied.

Given the altitude, the atmospheric flow that the second stage encounters is most likely to be
rarefied. It has thus been decided to analyse the aerodynamic drag of the vehicle using a Direct
Simulation Monte Carlo.

Kinetic theory is the foundation on which the DSMC method is built [31]. In essence, DSMC sim
ulates the macroscopic displacement of individual particles in straight lines, checking for collisions
between the particles or with surfaces that are placed in the simulation volume. Furthermore, in
kinetic theory, three assumptions are made:

• The density of the rarefied flow is very low, and the gas is dilute. The mean free path is thus
higher than the size of the particles.
• The high number of particles justifies the use of a probabilistic model for the kinetic problem.
• The particles exert no forces on each other besides when they collide.

Because simulating all of the particles would be too CPU intensive in most applications, only a frac
tion of the particles are simulated. Thanks to the aforementioned assumptions, DSMC allows for a
reduction in the number of simulated particles without sacrificing the accuracy of the results. This is
because a decrease in particle number can be statistically compensated by an increase in the size of
the particles, carefully treating how the collisions are computed [32].

Additionally, a Variable Soft Sphere model has been used to approximate the elastic interactions
between the particles [33]. This helps fit the Schmidt number of the interactions, representing how
much momentum and mass are being diffused.

More details about the models of kinetic theory and DSMC are given by P. Parodi in its thesis
about the analysis and simulation of an ABEP intake in very low Earth orbit [34]. The books of Boyd
and Schwartzentruber [32], and of Bird [35] about DSMC are also recommended.

Figure 3.1: Specular and diffuse reflection models [34].

Finally, the concept of specular and diffuse reflection is of importance. As illustrated in Figure 3.1, a
surface with an accommodation coefficient 𝛼 of 0 means that a particle colliding with a surface will
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reflect in a perfectly specular way, with the reflection angle equal to the incidence angle. Conversely,
when 𝛼 = 1, the reflection of particles colliding with a surface is done in a perfectly diffuse manner,
according to Lambert’s cosine law.

For the second stage of the MAV, it has been decided to use an accommodation coefficient based
on the absorption of atomic oxygen. This is following the semiempirical model established by Pilinski
et al. [36] that suggests the use of Equation 3.2 to use as the accommodation coefficient for a satellite
in low Earth orbit, with the temperature 𝑇 [K] and the oxygen number density 𝑛𝑂 [1/m3]. It has been
decided to use the same law for the CubeSat in VLMO. As shown in Figure 3.2, this leads to accom
modation coefficients above 0.92 for temperatures and oxygen number densities corresponding to
altitudes above Mars from 90 km to 200 km.

𝛼 ≈ 7.5 ⋅ 10−17 ⋅ 𝑛0 ⋅ 𝑇
1 + 7.5 ⋅ 10−17 ⋅ 𝑛𝑂 ⋅ 𝑇

(3.2)
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Figure 3.2: Accommodation coefficients computed for oxygen number densities and temperatures corresponding to
altitudes above Mars from 90 km to 200 km.

Simulation constraints have to be respected for the DSMC simulation to be valid, as discussed by
P. Parodi [34] First of all, the simulation time step Δ𝑡 [s] has to be smaller than the mean collision time
𝜏 [s] divided by 5, as shown in Equation 3.3. This is to ensure that the DSMC method has enough
time to properly compute the collision between the particles.

Then, Equation 3.4 shows that the spacing of the simulation grid Δ𝑥 [m] has to be at least five
times smaller than the mean free path of the flow 𝜆 [m]. This is to reduce the error associated with
the cell dimension.

In addition, a constraint is set on both Δ𝑥 and Δ𝑡, so that the flow velocity 𝑢 [m/s] multiplied by the
simulation time step is above the grid size, as in Equation 3.5. Then, a constraint is stating that there
should be at least 10 simulated Particles Per Cell (PPC). This is to allow for particle interactions to
develop, and is represented by Equation 3.6.

Δ𝑡 < 𝜏
5 (3.3) Δ𝑥 < 𝜆

5 (3.4) Δ𝑥 < 𝑢 ⋅ Δ𝑡 (3.5) PPC > 10 (3.6)
Lastly, a DSMC method can be applied for any flow, but is most efficient when used for a rarefied

flow. The flow can be characterised using Equation 3.7 to compute the Knudsen𝐾𝑛 [], using themean
free path 𝜆 [m] and the reference length of the MAV 𝐿ref [m]. Then, from the following categorisation
can be made [37]:

• 𝐾𝑛 < 0.01: Continuum flow.
• 0.01 < 𝐾𝑛 < 0.1: Slip flow.
• 0.1 < 𝐾𝑛 < 10: Transitional flow.
• 𝐾𝑛 > 10: Freemolecular flow.

𝐾𝑛 = 𝜆
𝐿ref

(3.7)
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Stochastic PArallel Rarefiedgas Timeaccurate Analyzer (SPARTA) is the opensource software
that has been used to run the DSMC [38]. Specialised for rarefied flow simulations, it can run on
multiple processors in parallel, allow for triangulated objects to be placed in the 3D simulation volume,
and can automatically split the simulation domain and balance the load between each processor.

A script has been written in Python so that the input file required to run the DSMC related to each
satellite configuration at each altitude can be automated. This script automatically adjusts all of the
parameters related to the atmosphere at the given altitude, such as the flow velocity, the molecular
composition, the temperature, and the density. It also adjusts the size of each satellite to generate an
adapted simulation volume.

Furthermore, running SPARTA with a uniform grid that respects all the constraints from Equations
3.3 to 3.6 would be too CPU intensive. Instead, the simulation grid size Δ𝑥 is initially adapted to the
free stream, resulting in a very coarse grid. The time step Δ𝑡 is then taken equal to the minimum of
𝜏/5 and Δ𝑥/𝑢. Then, the number of simulated particles is set relative to the number of cells in the
simulation volume so that the number of PPC is above 10.

This DSMC is then run until the number of particles that get into the simulation volume at orbital
velocity equals the number of particles getting out of it, hinting that the simulation stabilises. This
ensures that the simulation volume is filled with particles and that these particles started accumulating
where they should when they get compressed into the atmosphere inlet.

As this point, the Knudsen number of the grid 𝐾𝑛grid [] is computed everywhere on the grid, using
Equation 3.8. The grid size Δ𝑥 is then halved where this 𝐾𝑛grid is below 5, to enforce the constraint
from Equation 3.4. At the same time, the simulation time step Δ𝑡 is halved. Also, the macroparticle
weight is decreased, which can be analogously seen as increasing the number of particles in the
simulation volume everywhere as well as of the particles that enter it. This refinement is tuned so
that the number of PPC is still above 10 after it is carried. The grid is finally rebalanced between the
processors to keep the operation as efficient as possible.

This grid refinement process is carried 3 times so that all of the aforementioned conditions are
respected. Using progressive refinement based on 𝐾𝑛grid allows for some places in the simulation
grid to be refined more where needed, instead of uniformly refining the grid everywhere.

𝐾𝑛grid =
𝜆
Δ𝑥 (3.8)

Atmospheric conditions needed for a DSMC are more elaborate than for Missile DATCOM. This
is explained as a fraction of the rarefied flow itself is simulated, and so are the particles composing
the atmosphere. This contrasts with the semiempirical relations used by Missile DATCOM.

The first parameter that is required for the DSMC is the velocity of the vehicle. This is computed
as a function of altitude using once again Equation 3.1, assuming that the vehicle is at orbital velocity.
Then, the atmospheric mass density, temperature, and pressure are all required. Finally, the mixture
of the atmosphere is an important input, representing the molecular composition of the atmosphere.
In the implemented setup, the mixture is input as mol per mol, and then converted to a number
density1, making use of the atmospheric mass density and of the molar mass of each atmosphere
component. All of these inputs, with the exception of the velocity, have been taken from the Mars
Climate Database [39], averaging values over latitude, longitude, and time.

Finally, while the target altitude of the MAV is between 300 km and 375 km, it has been decided
to sample these atmospheric conditions for 13 points between 100 km and 500 km above Mars. This
allows for the simulation that will study the orbital decay to run at slightly higher altitudes if needed,
and to be more precise when the MAV starts deorbiting to lower altitudes.

Mass
The mass of the MAV is modeled by following analytical relations based on similar vehicles tuned
based on the preliminary design of the MAV by JPL.

First of all, the propellant mass of both stages is computed by multiplying the volume of propellant
by the propellant density. Since the geometry of the solid motors is parametrised, it is possible to com
pute the propellant volume for each set of geometry parameters. This is described in Section 3.1.3.
1As opposed to the mass density that represents the mass of the atmosphere in a given volume, the number density
represents the number of particles is a given volume. The number density then has a unit of 1/m3.
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The density of the propellant is also discussed in Section 3.1.3, in the propellant specifications. This
then allows to compute the propellant mass of both the first and second stage motors for any motor
parametrisation.

Next, the mass of the casing and nozzle of the motors are to be computed. To do so, Equation 3.9
has been used, adapted from [40]. This equation can be used to get the motor inert mass 𝑀inert [kg]
from the propellant mass 𝑀𝑃 [kg], and is fitted from various different solid motors that all have a case
made of titanium, as will be for the MAV. This relation was made based on 20 data points and has a
coefficient of determination of 0.985. The equation has been adapted by adding a constant mass of
10 kg to account for TVC, and to fit the motor mass indicated by JPL in its MAV preliminary design [19].

𝑀inert = 10 + 0.2833 ⋅ 𝑀0.789𝑃 (3.9)

Finally, the mass of each stage of the MAV without any motors is still to be computed. This has been
done by taking values given in the preliminary design of the MAV by JPL [19]. From it, it was found
that the entire vehicle without any motors has a mass of 112.5 kg. To split this mass between the first
and second stage, the following has been taken into account: RCS is only in the first stage and has
a mass of 9.4 kg [19]; the second stage contains the 16 kg payload, avionics, and spin thrusters; the
first stage shall have a sturdier structure than the second stage due the higher mechanical load on it
during ascent. Given all these considerations, it has been decided to split the motorless mass of the
MAV to 65 kg for the first stage, and 47.5 kg for the second stage.

In conclusion, the empty mass of both stages is fixed, the propellant mass of both stages can
be computed from the motor geometry, and the inert mass of the motors can be computed from the
propellant mass. Combining all of this together allows to compute the GLOM of the MAV for any solid
motor configuration, as well as the mass of the second stage only, after stage separation.

3.1.2. Environment models
Following the models used to represent the MAV, the modelling of the environment in which it flies is
discussed in this section.

Mars and Earth comparison
It is important that the main differences between the Earth and Mars are kept in mind. To this extent,
Table 3.1 has been created.

Parameter Unit Earth Mars (% of Earth)
Surface gravity m/s2 9.81 3.71 (37.8%)
Surface air density kg/m3 1.225 0.02 (1.6%)
Average temperature K 288 210 (72.9%)
Mean radius km 6371.0 3389.5 (53.2%)
Escape velocity m/s 11.19 5.03 (45%)
Gravitational parameter 106⋅ km3/s2 0.3986 0.04283 (10.7%)
Solar irradiance W/m2 1361.0 586.2 (43%)
Day length hrs 24 24.6597 (102.7%)
Distance from Sun AU 1 1.5236 (152.4%)

Table 3.1: Mars and Earth main differences [29].

Ephemeris
If the launch of the MAV is to be simulated, it is important that the state of certain bodies be known as
a function of time. Such bodies include for instance Mars, its moons, and the Sun.

The most complete and open way to do so is by using the SPICE Toolkit [41, 42]. Part of this library
compiles the state of all of the important bodies in the Solar system. This state include information
such as the position and orientation at a given moment in time. As explained by Dirkx and Mooij [43,
p.28], full state consistency of a certain set of bodies can be reached only if all of the bodies that exert
an acceleration are propagated together. This means that, taking the Solar system as an example,
the state of all of the planets, massive Moons and planetoids, and of the Sun need to be propagated
together, using an nbody simulation. This explains why using precompiled data from a toolkit such
as SPICE is useful thanks to the precious CPU time that can be saved.
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Mars atmosphere
The atmosphere of Mars is of importance for the MAV flight since it is expected that aerodynamic
effects will influence the ascent trajectory. This subsection focuses on the ways in which the Mar
tian atmosphere can be modelled. More details on the aerodynamic of the MAV itself are given in
Section 3.1.1.

Exponential atmosphere is a simplified model that can be used to compute the density 𝜌 [kg/m3]
of the Martian atmosphere at a given altitude ℎ [m]. The single equation of this model is given in
Equation 3.10, taken from Wertz et al. [44]. In it, 𝜌0 [kg/m3] is the density at the bottom of an arbitrary
layer of the atmosphere, ℎ𝑠 [m] is the socalled scale height for the given layer, and Δℎ [m] is the
difference between the altitude of the vehicle and the bottom of the atmosphere layer in which it is.

𝜌(ℎ) = 𝜌0 ⋅ exp(
−Δℎ
ℎ𝑠

) = 𝜌0 ⋅ exp(
−(ℎ − ℎ0)

ℎ𝑠
) (3.10)

The most common values used for the Martian atmosphere is to use a value of 𝜌0 = 0.02 kg/m3 and
a scale height of ℎ𝑠 = 11100 m [45]. These values then assume that the Martian atmosphere follows
an exponential profile across its entire altitude range.

A different exponential model has been fitted to increase the accuracy of the density for higher
altitudes. Indeed, it was found by P. Gallais that splitting the model in two distinct steps, with a
discontinuity at 25 km, allows for a better fit of the Martian atmosphere up to at least 125 km [45].
The first part of the atmosphere then starts with a density at 0 km of 𝜌0 = 0.0159 kg/m3, and has a
scale height of ℎ𝑠 = 11049 m. The second part of the atmosphere starts at 25 km with a density of
𝜌0 = 0.0525 kg/m3, and has a scale height of ℎ𝑠 = 7295 m.

Mars Climate Database (MCD) is a more detailed atmospheric model can be obtained for the Mar
tian atmosphere [46, 47]. Much like Earth, Mars has a predictable weather. Variations in the physical
and chemical properties of its atmosphere due to for instance the topography or seasonal cycles
can be modelled. From this, the MCD contains information such as air density and temperature at
given altitudes, times, and localisation on Mars. The MCD also provides an online interface [48],
which allows to easily get information such as the air density as a function of the altitude (at a fixed
localisation) or as a function of the localisation (at a fixed altitude). This is graphically illustrated in
Figure 3.3. Atmosphere information is available from the MCD tabulated as a function of the altitude,
with logarithmic spacing varying from 250 m to 50 km, and averaged over longitude, latitude, and
time. Also, the same information is available tabulated as a function of the latitude, longitude, and
altitude, averaged over time [49].

Figure 3.3: Predicted air density on Mars at an altitude of 10 m for the 6th of June 2029 [48].
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Mars GRAM 2010 is another detailed atmospheric model for Mars. As discussed by Justus and
Johnson [50], this engineeringoriented atmospheric model was first based on the data gathered
during the Mariner and Viking missions. However, this model is nowadays improved with data from
the NASA Ames Mars General Circulation Model and the University of Arizona Mars Thermospheric
General Circulation Model [51]. The input of both of these models has been tweaked so that the Mars
GRAM model fits the measurements made by the Mariner and Vikings missions. Unfortunately, it has
been decided from the start to not use the MarsGRAM model, since it is found to be less accurate
than the MCD [45], and since this model is not available at altitudes above 250 km.

Mars gravitational field
There are two distinct way to account for the impact of a massive body acting on another one. First,
the point mass model will be described, followed by spherical harmonics (SH).

Point mass model The acceleration that a certain body 𝐵 exert on a smaller body 𝐴 can be written
as Equation 3.11, with the gravitational parameter of body 𝐵, 𝜇𝐵, and the difference in position be
tween the two bodies, rBA. This relation holds only if the mass of body 𝐴 can be assumed negligible
compared to the mass of body 𝐵. From it, one can see that the acceleration between the two bodies
varies with the inverse of the square of the distance between them.

aBA =
𝜇𝐵

||rBA||3
rBA (3.11)

Spherical harmonics While the point mass contributions approximate a complete body to a point,
variations in the gravitational field around the body are most often important. For instance, mountains,
valleys, or crust density variations will induce fluctuations in the gravity field. These fluctuations can
be modelled using socalled spherical harmonic expansions [52, pp.6367]. These are governed by
Equation 3.12, as taken from [53]. In it, 𝑅 [m] is the reference radius of the body exerting the accel
eration, �̄�lm is the associated Legendre polynomial, �̄� and �̄� are the spherical harmonic coefficients,
and 𝜙 and 𝜃 [deg] are the latitude and longitude of the spacecraft in orbit as seen from the body.
The spherical harmonic coefficients �̄� and �̄� can be taken from the SPICE Toolkit [41, 42] that was
discussed earlier in this section.

𝑎BA =
𝜇𝐵
𝑟BA

∞

∑
𝑙=0

𝑙

∑
𝑚=0

[( 𝑅𝑟BA
)
𝑙
�̄�lm(sin𝜙) ⋅ (�̄�lm cos𝑚𝜃 + �̄�lm sin𝑚𝜃)] (3.12)

The spherical harmonic expansions can be grouped in three types: zonal, when𝑚 = 0, tesseral, when
𝑙 > 𝑚, and sectoral, when 𝑙 = 𝑚. An illustration of where this represents can be seen in Figure 3.4.
Using Equation 3.12 with 𝑙 = 𝑚 = 0 then comes down to the same acceleration magnitude as with
Equation 3.11.

Figure 3.4: Illustration of the three different type of spherical harmonic expansions [54].

Other considerations
The atmosphere and the gravitational field of Mars are the two most important factors that will affect
the ascent of the MAV. Still, other accelerations have been considered. These are the pressure of the
Sun on the MAV, and the relativistic correction due to the mass of Mars bending space.
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Solar radiation pressure is the phenomenon caused by element of a spacecraft that absorbs,
emits, or reflects photons, inducing a force on it. This causes an acceleration on the vehicle that can
be modelled.

A simplified model has been used, to avoid having to model every antenna, panel, thruster and
similar subsystems of the spacecraft [43, Slide 35]. This firstorder model is the cannonball radiation
pressure model, approximating the vehicle as a sphere and computing the acceleration of the Solar
pressure on it using Equation 3.13 from [55, Slide 8]. In this equation, 𝑃 [W] is the total power output of
the Sun, 𝑐 [m] is the speed of light in vacuum, 𝐶𝑟 is the dimensionless radiation pressure coefficient,
𝑆ref [m2] is the effective spacecraft area, 𝑚 [kg] is the spacecraft mass, and r̂BA is the unit vector
pointing from the Sun to the vehicle.

A value of 1 for 𝐶𝑟 means that all of the radiation is absorbed by the vehicle. A value of 2 means
that the radiation is completely reflected. These are the two limiting values for 𝐶𝑟.

aBA =
𝑃

4 ⋅ 𝜋 ⋅ 𝑐 ⋅
𝐶𝑟 ⋅ 𝑆ref
𝑚 ⋅ rBA

||rBA||3
(3.13)

Then, an additional computation is made to check whether the satellite is fully exposed to the Sun,
fully in the umbra of Mars, or in the penumbra inbetween. This is done by first computing the appar
ent radius of the Sun 𝑅app,S [m] and of Mars 𝑅app,M [m], and the apparent separation between them
𝑑app [m]. This is done using Equations 3.14 to 3.16.

Then, the occulted area 𝐴occulted [m2] is computed using Equation 3.19, making use of Equations
3.17 and 3.18 as helpers. Finally, Equation 3.20 is used to computed the fraction of Sun 𝑓Sun that gets
to the MAV. Equations 3.14 to 3.20 have been taken from Montenbruck and Gill [56].

𝑅app,S = arcsin( 𝑅Sun
|rSun − r|) (3.14)

𝑅app,M = arcsin( 𝑅M
|r− rM|

) (3.15)

𝑑app = arccos((rM − r) ⋅ (rS − r)
|rM − r| ⋅ |rS − r| ) (3.16)

𝑋𝑠 =
𝑑2app + 𝑅2app,S − 𝑅2app,M

2 ⋅ 𝑑app
(3.17)

𝑌𝑠 = √𝑅2app,S − 𝑋2𝑠 (3.18)

𝐴occulted = 𝑅2app,S ⋅ arccos(
𝑋𝑠

𝑅app,S
) + 𝑅2app,M ⋅ arccos(

𝑑app − 𝑋𝑠
𝑅app,M

) − 𝑑app ⋅ 𝑌𝑠 (3.19)

⎧
⎪

⎨
⎪
⎩

𝑓sun = 0 𝑖𝑓 (𝑑app < (𝑅app,M − 𝑅app,S) and 𝑅app,S < 𝑅app,M)
𝑓sun = 0 𝑖𝑓 (𝑑app < (𝑅app,S − 𝑅app,M) and 𝑅app,S > 𝑅app,M)
𝑓sun = 1 −

𝐴occulted
𝜋 ⋅ 𝑅2app,S

𝑖𝑓 |𝑅app,S − 𝑅app,M| < 𝑑app 𝑎𝑛𝑑 𝑑app < (𝑅app,S + 𝑅app,M)

𝑓sun = 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.20)

Relativistic corrections are needed to correct for the difference between the somewhat simplified
Newtonian mechanics that are used over General Relativity. The most important correction is the
Schwarzschild term that accounts for the difference in acceleration caused by a point mass in Newto
nian and relativistic dynamics. This correction can be computed as in Equation 3.21, taken from [57,
p.155]. In this equation, rBA is the position of the spacecraft with respect to the massive body 𝐵, and
𝛽 and 𝛾 are the parameterised postNewtonian parameters, both equal to 1 in General Relativity.

ΔaBA =
𝜇𝐵
𝑐2𝑟3BA

{[2(𝛽 + 𝛾) 𝜇𝐵𝑟BA
− 𝛾ṙBA ⋅ ṙBA] rBA + 2(1 + 𝛾)(rBA ⋅ ṙBA)ṙBA} (3.21)
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3.1.3. Solid rocket motor
A model is needed to translate the 3D geometry of a given Solid Rocket Motor (SRM) into a thrust
profile. This model first needs to compute the thrust at any given time from the burning surface area of
the motor. Then, this model needs to simulate the evolution of the burning surface area of the motor
over time. Finally, it is important that this model can be tuned with the parameters that are specific to
the type of propellant used. All three of these aspects relative to the required model are discussed in
this section.

Rocket thrust
The thrust of a rocket is produced by the combination of the matter that it ejects at a certain velocity
and of the difference of pressure between the rocket motor and the environment. As discussed by
Sutton [58, Section 2.2], the thrust 𝐹𝑇 [N] can thus be computed as in Equation 3.22, with the engine
mass flow �̇� [kg/s], the exhaust velocity 𝑉𝑒 [m/s], the exhaust pressure 𝑝𝑒 [Pa], the ambient pressure
𝑝𝑎 [Pa], the exhaust area 𝐴𝑒 [m2], and the thrust efficiency 𝜂𝑇 [].

𝐹𝑇 = 𝜂𝑇 ⋅ 𝐹𝑇ideal = 𝜂𝑇 ⋅ (�̇� ⋅ 𝑉𝑒 + (𝑝𝑒 − 𝑝𝑎) ⋅ 𝐴𝑒) (3.22)

The simulation of the solid propellant burn is discretised in time. As such, the mass flow �̇� in a
time step Δ𝑡 [s] is computed from the propellant density 𝜌𝑝 [kg] multiplied by the volume of propellant
burned between two time steps, equal to 𝑆 ⋅ Δ𝑏, with 𝑆 [m2] and Δ𝑏 [m] being the burning surface and
the change in burned distance between two time steps. This results in Equation 3.23. As shown, this
equation can be simplified further, taking into account that the solid propellant regression rate 𝑟 [m/s]
is equal to the burning distance over time: 𝑟 = Δ𝑏/Δ𝑡.

�̇� =
𝑆 ⋅ Δ𝑏 ⋅ 𝜌𝑝

Δ𝑡 = 𝑆 ⋅ 𝑟 ⋅ 𝜌𝑝 (3.23)

In Equation 3.23, the propellant density 𝜌𝑝 is a fixed value, related to the propellant type. The burning
surface 𝑆 is related to the geometry of the solid motor and varies over time, as discussed further in
this section.

This regression rate 𝑟 at which the propellant burns is computed using Equation 3.24 [40]. As
shown in this equation, 𝑟 varies with the chamber pressure 𝑝𝑐 [Pa]. This equation also makes use of
the burning rate exponent 𝑛 [] and of the burning rate coefficient 𝑎 [m/s/Pa𝑛]. Both of these values
are also constant and associated with the type of solid propellant used.

𝑟 = 𝑎 ⋅ 𝑝𝑛𝑐 (3.24)

In the last equation, the chamber pressure is a value that is not constant over time. It is computed
during the simulation using Equation 3.25 from [40], with the characteristic velocity 𝑐∗ [m/s], the pro
pellant density 𝜌𝑝, the chamber gas density 𝜌𝑐, the burning rate coefficient 𝑎 [m/s/Pa𝑛], the burning
surface 𝑆 [m2], the motor throat area 𝐴𝑡 [m2], and the burning rate exponent 𝑛 []. Under the assump
tion that the chamber gas density is much lower than the propellant density (𝜌𝑐 << 𝜌𝑝), Equation 3.25
has been simplified.

𝑝𝑐 = (𝑐∗ ⋅ (𝜌𝑝 − 𝜌𝑐) ⋅ 𝑎 ⋅
𝑆
𝐴𝑡
)

1
1−𝑛

= (𝑐∗ ⋅ 𝜌𝑝 ⋅ 𝑎 ⋅
𝑆
𝐴𝑡
)

1
1−𝑛

(3.25)

All of the parameters in the simplified Equation 3.25 are then either already computed, or fixed values,
with the exception of the characteristic velocity 𝑐∗ [m/s]. This value is computed using Equation 3.26,
with the combustion efficiency factor 𝜂𝑐 [], the Vandenkerckhove function Γ [], the gas constant
𝑅𝐴 [J/mol/K], the propellant molar mass 𝑀 [kg/mol], and the chamber temperature 𝑇𝑐 [K]. Assuming
a constant chamber temperature, all of the parameters used in this equation have constant values
and are related to the propellant type. The Vandenkerckhove function Γ is a constant value that is
computed solely based on the specific heat ratio of the propellant 𝛾 [], as shown in Equation 3.27 [40].

𝑐∗ = 𝜂𝑐 ⋅ 𝑐∗ideal =
𝜂𝑐
Γ ⋅

√𝑅𝐴
𝑀 ⋅ 𝑇𝑐 (3.26)
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Γ = √𝛾 ⋅ (
2

𝛾 + 1)
𝛾+1

2⋅(𝛾−1) (3.27)

Last but not least, the exhaust velocity 𝑉𝑒 used in Equation 3.22 is to be computed. This is done
using Equation 3.28, which makes use of propellantspecific properties that have been discussed in
the previous equations, and of the ratio of the exhaust pressure 𝑝𝑒 [Pa] and the chamber pressure 𝑝𝑐
[Pa]. The computation of the chamber pressure has already been discussed with Equation 3.25. The
exhaust pressure is found by numerically solving Equation 3.29, which contains already known and
discussed parameters, and the engine exhaust area 𝐴𝑒 [m2].

𝑉𝑒 = √
2 ⋅ 𝛾
𝛾 − 1 ⋅

𝑅𝐴
𝑀 ⋅ 𝑇𝑐 ⋅ (1 − (

𝑝𝑒
𝑝𝑐
)
𝛾−1
𝛾
) (3.28)

𝐴𝑒
𝐴𝑡
= Γ

√ 2𝛾
𝛾 − 1(

𝑝𝑒
𝑝𝑐
)
2
𝛾
(1 − (𝑝𝑒𝑝𝑐

)
𝛾−1
𝛾
)

(3.29)

During the propellant burn simulation, it is important to notice that the results of Equations 3.26 to
3.29 is constant. This means that CPU time can be saved by computing 𝑐∗, 𝑉𝑒 and 𝑝𝑒/𝑝𝑐 only once.

Also, from Equations 3.22 to 3.29, it becomes apparent that the following propellantrelated pa
rameters shall be known before starting to simulate the burn of the solid propellant: 𝛾, 𝑎, 𝑛, 𝜌𝑝, 𝐴𝑡, 𝐴𝑒,
𝑀, 𝜂𝑐, 𝜂𝑇, and 𝑇𝑐. The throat and exhaust areas 𝐴𝑡 and 𝐴𝑒 are also to be known before the propellant
burn simulation. From Section 2.2.2, the throat area of the first stage motor was set to be of 0.065 m2,
and the throat area of the second stage motor was set to be of 0.005 m2.

Finally, the burning propellant surface 𝑆 as a function of the propellant geometry and time is also
to be modeled. The propellant properties and geometric models are discussed in the two following
subsections.

Propellant specification
As discussed in Section 2.2.2, the propellant selected for both stages of the MAV is TPH3544. Since
this propellant has been custommade to answer the needs of the MAV, finding documentation for it
was challenging. Also, JPL has been contacted directly for the need of this research, in the hope of
sharing information, but to no avail.

This means that the required properties of the TPH3544 propellant will have to be derived from
different sources and proxies. Also, the code supporting this research will be made in such a way
that the propellant properties can be replaced at only one place in the code to adapt the study, if later
needed. The following sources have been selected:

• In their report on the preliminary design of the MAV, Q. Bean et al. explicitly mentions that the
propellant selected for the MAV burns at a high chamber temperature of 3645 K [19].
• From the Rocket Propulsion Elements book, the density of HTPB/AP/Al propellant is given to
be in the ballpark of 1860 kg/m3 [58].
• From their work on the TPH3544 propellant, Dankanich, J. et al. mention that the density of
this propellant is higher than the one of TPH3062 [20]. Then, in the US Patent 5071495, the
density of TPH3062 is given to be of 1749 kg/m3 [59].
• In their studies on internal ballistic of solid propellant motors, Terzic, J. et al. report that the
TPH3062 propellant has a burning rate exponent of 0.31, and a burning rate coefficient of
4.202 mm/s/Mpa𝑛 [60]. This propellant is used in the STAR 8 motor, that is similar to the one
that will be used in the MAV [61].

In addition, the Chemical Equilibrium Application (CEA) [62] and Rocket Propulsion Analysis Com
bustion (RPAC) [63] software can both be used to compute the molar mass and the specific heat
ratio of a propellant, given its composition, burn temperature, and burn pressure.
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Solid propellant geometry
As seen in the previous section, the thrust 𝐹𝑇 of a SRM depends on the burning propellant surface
area 𝑆 over time. In the case of a cylindrical SRM, this burning area can be computed by multiplying
the perimeter of the burning propellant 𝑃 [m] by the length of the motor 𝐿 [m], as in Equation 3.30.

𝑆 = 𝑃 ⋅ 𝐿 (3.30)
In addition to the variation of perimeter over time, the port surface area 𝐴𝑝 [m2] before the motor
starts burning is also of importance. This area represents the crosssectional surface of the propellant.
Multiplying the port surface area 𝐴𝑝 by the length of the motor 𝐿 then allows to get the initial propellant
volume 𝑉𝑝 [m3] and, in turn, the initial propellant mass for a given SRM geometry.

The influence of the crosssectional geometry of a SRM on the burning perimeter over time, and
thus on the thrust profile, can be seen in Figure 3.5.

Figure 3.5: Crosssectional geometry and thrust profile of the most common solid rocket motors [64].

From these crosssectional geometries, the four selected geometries and associated thrust profiles
are the following: tubular, with a progressive thrust; rod and tube, with a neutral thrust; anchor, with
a regressive thrust; and multifin, with a dual thrust. These geometries are selected as they allow to
cover progressive, neutral, dual thrust, and regressive thrust profiles. The evolution of the burning
perimeter over time for each of these four geometries is described in the following paragraphs.

Tubular The propellant burns uniformly from the inside to the outside. Setting 𝑅𝑖 [m] as the initial
inner radius, and 𝑅𝑜 [m] as the outer radius, the burning perimeter is equal to Equation 3.31, with the
burned distance 𝑏. This parametrisation is graphically represented in Figure 3.6, with the propellant
in grey and the burning hot gases in orange. This motor stops burning when 𝑏 = 𝑅𝑜 − 𝑅𝑖 is reached.
Also, the initial propellant port area is computed through Equation 3.32 for this tubular motor geometry.

𝑃tubular(𝑏) = 2𝜋 ⋅ (𝑅𝑖 + 𝑏) (3.31)
𝐴𝑝tubular = 𝜋 ⋅ (𝑅2𝑜 − 𝑅2𝑖 ) (3.32)

Figure 3.6: Parametrisation of the tubular SRM geometry.
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Rod and tube The solid propellant is composed of two rings. The outer ring, called the tube, has
an outer radius 𝑅𝑜 and inner radius 𝑅mid, and it burns like the tubular SRM, until 𝑏 = 𝑅𝑜 − 𝑅mid.
The inner rod, of radius 𝑅𝑖, burns from the outside to the inside, with a burning perimeter equal to
Equation 3.33, until 𝑏 = 𝑅𝑖. As long as none of the tube or rod has burned off, both of these perimeters
need to be added together to get the total burning perimeter of the motor, as in Equation 3.34. For
this SRM geometry, the propellant port area before ignition is as in Equation 3.35. This geometry and
its parametrisation are represented in Figure 3.7.

𝑃rod and tube, i(𝑏) = 2𝜋 ⋅ (𝑅𝑖 − 𝑏) (3.33)
𝑃rod and tube(𝑏) = 𝑃tubular(𝑏) + 𝑃rod and tube, i(𝑏) (3.34)

𝐴𝑝rod and tube = 𝜋 ⋅ (𝑅2𝑖 + 𝑅2𝑜 − 𝑅2mid) (3.35)

Figure 3.7: Parametrisation of the rod and tube SRM geometry.

Anchor This solid propellant is more complex to model than the previous ones. To this extent, the
parametrisation derived by Umbel [65] is used. Though the double anchor is most commonly seen,
as in Figure 3.5, Umbel’s model is based on a generalised anchor solid propellant. Some examples of
the generalised anchor can be seen in Figure 3.8, with the following number of anchors 𝑁𝑎 illustrated:
2, 3, 5, and 6.

Figure 3.8: Example of variations of the generalised anchor geometry for solid propellant [65].

The generalised anchor is parametrised as in Figure 3.9, which represents half of an anchor. In this
figure, 𝑅𝑜 [m] is the outer radius of the propellant, 𝑅𝑖 [m] is the radius of the initial empty cylinder at
the centre of the propellant, 𝑤 [m] is the web thickness, 𝑟𝑓 [m] is the fillet radius, and 𝛿𝑠 [m] is the
width of the anchor shank.

Figure 3.9: Parameters describing the solid propellant geometry of a generalised anchor [65].
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From the geometry, Umbel [65] has identified the 6 constraints of Equations 3.36 to 3.41. In particular,
Equation 3.40 enforces the fact that the arc defined by 𝑅𝑖 is more than just a point, and Equation 3.41
ensures that the arc defined by 𝑅𝑖 does not burn out before 𝑤 is reached.

0 < 𝑅𝑖 < 𝑅𝑜 (3.36)

0 < 𝑤 < 𝑅𝑜 − 𝑅𝑖
3 (3.37)

0 < 𝑟𝑓 <
𝑅𝑜 − 3 ⋅ 𝑤 − 𝑅𝑖

2 (3.38)

2 ≤ 𝑁𝑎 (3.39)

0 < 𝛿𝑠 < 2 ⋅ 𝑅𝑖 sin(
𝜋
𝑁𝑎
) (3.40)

arcsin( 𝛿𝑠 + 2 ⋅ 𝑤2 ⋅ (𝑅𝑖 +𝑤)
) + arcsin(

𝑟𝑓 +𝑤
𝑅𝑖 + 2 ⋅ 𝑤 + 𝑟𝑓

) < 𝜋
𝑁𝑎

(3.41)

Seven distinct sections of the perimeter have then been defined by Umbel [65], resulting in the total
burning perimeter to be computed as in Equation 3.42, as a function of the burned distance 𝑏. These
seven perimeter sections can be seen illustrated in Figure 3.10.

𝑃anchor(𝑏) = 2 ⋅ 𝑁𝑎 ⋅
7

∑
𝑖=1
𝑃𝑖(𝑏) (3.42)

Figure 3.10: Sections of the anchor SRM defining the burning perimeter [65].

To compute the perimeter of the burning anchor SRM, the total web thickness 𝑤𝑡 [m] and the web
through the detached sliver 𝑤ds [m] first have to be computed. This can be done as in Equations 3.43
and 3.44, taken from [65].

𝑤𝑡 = √(𝑤 + 𝑟𝑓)2 + 2 ⋅ 𝑅2𝑜 − 2 ⋅ 𝑅𝑜 (√𝑅2𝑜 − 2 ⋅ 𝑅𝑜(𝑤 + 𝑟𝑓) + 𝑤 + 𝑟𝑓) − 𝑟𝑓 (3.43)

𝑤ds =
𝑅2𝑖 + (2 ⋅ 𝑤 + 𝑟𝑓 −√𝑅2𝑖 + 2 ⋅ 𝑅𝑖 (2 ⋅ 𝑤 + 𝑟𝑓) + 3 ⋅ 𝑤2 + 2 ⋅ 𝑟𝑓 ⋅ 𝑤) ⋅ 𝑅𝑖 + 2 ⋅ 𝑤(𝑤 + 𝑟𝑓)

√𝑅2𝑖 + 2 ⋅ 𝑅𝑖 (2 ⋅ 𝑤 + 𝑟𝑓) + 3 ⋅ 𝑤2 + 2 ⋅ 𝑟𝑓 ⋅ 𝑤 + 𝑟𝑓 − 𝑅𝑖
(3.44)
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The length of the perimeters 𝑃1 to 𝑃7 can finally be computed as a function of the burning distance 𝑏
using Equations 3.45 to 3.51.

P1(b) = … if

(𝑅𝑖 + 𝑏) ⋅ (
𝜋
𝑁𝑎
− arcsin ( 𝛿𝑠+2⋅𝑏2(𝑅𝑖+𝑏)

)) 0 ≤ 𝑏 ≤ 𝑤

(𝑅𝑖 + 𝑏) ⋅ (arcsin (
𝑟𝑓+𝑤

𝑅𝑖+2⋅𝑤+𝑟𝑓
) − arccos (𝑅

2
𝑖 +(2⋅𝑤+𝑏+𝑟𝑓)𝑅𝑖+(2⋅𝑤−𝑏)𝑟𝑓+2⋅𝑤2

(𝑅𝑖+2⋅𝑤+𝑟𝑓)(𝑅𝑖+𝑏)
)) 𝑤 < 𝑏 ≤ 𝑤ds

0 𝑤ds < 𝑏

(3.45)

P2(b) = … if

√(𝑅𝑖 + 2 ⋅ 𝑤 − 𝑏)2 − (
𝛿𝑠
2 + 𝑏)

2
−√(𝑅𝑖 + 𝑏)2 − (

𝛿𝑠
2 + 𝑏)

2
0 ≤ 𝑏 ≤ 𝑤

0 𝑤 < 𝑏

(3.46)

P3(b) = … if

(𝑅𝑖 + 2 ⋅ 𝑤 − 𝑏) (
𝜋
𝑁𝑎
− arcsin ( 𝛿𝑠+2⋅𝑏

2⋅(𝑅𝑖+2⋅𝑤−𝑏)
) − arcsin ( 𝑟𝑓+𝑤

𝑅𝑖+2⋅𝑤+𝑟𝑓
)) 0 ≤ 𝑏 ≤ 𝑤

0 𝑤 < 𝑏

(3.47)

P4(b) = … if

(𝑟𝑓 + 𝑏)arccos (
𝑟𝑓+𝑤

𝑅𝑖+2⋅𝑤+𝑟𝑓
) 0 ≤ 𝑏 ≤ 𝑤

(𝑟𝑓 + 𝑏) (arccos (
𝑟𝑓+𝑤

𝑅𝑖+2⋅𝑤+𝑟𝑓
) − arccos (𝑟𝑓+𝑤𝑟𝑓+𝑏

) − arccos ( (𝑅𝑖+2⋅𝑤+𝑟𝑓)
2+(𝑟𝑓+𝑏)2−(𝑅𝑖+𝑏)2

2(𝑅𝑖+2⋅𝑤+𝑟𝑓)(𝑟𝑓+𝑏)
)) 𝑤 < 𝑏 ≤ 𝑤ds

0 𝑤ds < 𝑏
(3.48)

P5(b) = … if

√(𝑅𝑜 −𝑤 − 𝑟𝑓)2 − (𝑟𝑓 +𝑤)2 −√(𝑅𝑖 + 2 ⋅ 𝑤 + 𝑟𝑓)2 − (𝑟𝑓 +𝑤)2 0 ≤ 𝑏 ≤ 𝑤

0 𝑤 < 𝑏

(3.49)

P6(b) = … if

(𝑟𝑓 + 𝑏) (
𝜋
2 + arcsin ( 𝑟𝑓+𝑤

𝑅0−𝑤−𝑟𝑓
)) 0 ≤ 𝑏 ≤ 𝑤

(𝑟𝑓 + 𝑏) (arccos (
(𝑅0−𝑤−𝑟𝑓)2+(𝑟𝑓+𝑏)2−𝑅2𝑜

2(𝑅𝑜−𝑤−𝑟𝑓)(𝑟𝑓+𝑏)
) − arccos (𝑟𝑓+𝑤𝑟𝑓+𝑏

) − arccos ( 𝑟𝑓+𝑤
𝑅0−𝑤−𝑟𝑓

)) 𝑤 < 𝑏 ≤ 𝑤𝑡

0 𝑤𝑡 < 𝑏
(3.50)

P7(b) = … if

(𝑅𝑜 −𝑤 + 𝑏) (
𝜋
𝑁𝑎
− arcsin ( 𝑟𝑓+𝑤

𝑅𝑜−𝑤−𝑟𝑓
)) 0 ≤ 𝑏 ≤ 𝑤

0 𝑤 < 𝑏

(3.51)

Finally, the initial port area of the anchor SRM can be computed by splitting the port area into the
7 areas shown in Figure 3.11, as discussed by Umbel [65]. Then, Equation 3.52 can be used to
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sum the sections together, and multiply the areas by the number of anchors. This makes uses of
Equations 3.53 to 3.59 to compute the 7 individual areas.

Figure 3.11: Zones of the anchor SRM fractionating the port area [65].

𝐴𝑝anchor = 2 ⋅ 𝑁𝑎 ⋅
7

∑
𝑖=1
𝐴𝑝,𝑖 (3.52)

𝐴𝑝,1 =
𝑅2𝑖
2 ⋅ ( 𝜋𝑁𝑎

− arcsin( 𝛿𝑠
2 ⋅ 𝑅𝑖

)) (3.53)

𝐴𝑝,2 =
(𝑅𝑖 + 2𝑤) ⋅ 𝑅𝑖

2 ⋅ sin(arcsin( 𝛿𝑠
2 ⋅ 𝑅𝑖

) − arcsin( 𝛿𝑠/2
𝑅𝑖 + 2𝑤

)) (3.54)

𝐴𝑝,3 =
(𝑅𝑖 + 2𝑤)2

2 ⋅ arcsin( 𝛿𝑠
2(𝑅𝑖 + 2𝑤)

) (3.55)

𝐴𝑝,4 =
(𝑅𝑜 −𝑤)2 − (𝑅𝑖 + 2𝑤)2

2 ⋅ ( 𝜋𝑁𝑎
− arcsin(

𝑤 + 𝑟𝑓
𝑅𝑖 + 2𝑤 + 𝑟𝑓

)) (3.56)

𝐴𝑝,5 =
(𝑅𝑜 −𝑤)

2

2 ⋅ (arcsin(
𝑤 + 𝑟𝑓

𝑅𝑖 + 2𝑤 + 𝑟𝑓
) − arcsin(

𝑤 + 𝑟𝑓
𝑅𝑜 −𝑤 − 𝑟𝑓

))−

(𝑅𝑜 −𝑤 − 𝑟𝑓) ⋅ (𝑅𝑖 + 2𝑤 + 𝑟𝑓)
2 ⋅ 𝑠𝑖𝑛 (arcsin(

𝑤 + 𝑟𝑓
𝑅𝑖 + 2𝑤 + 𝑟𝑓

) − arcsin(
𝑤 + 𝑟𝑓

𝑅𝑜 −𝑤 − 𝑟𝑓
))

(3.57)

𝐴𝑝,6 =
𝑟2𝑓
2 arccos(

𝑤 + 𝑟𝑓
𝑅𝑖 + 2𝑤 + 𝑟𝑓

)+𝑟𝑓 ⋅(√(𝑅𝑜 −𝑤 − 𝑟𝑓)2 − (𝑤 + 𝑟𝑓)2 −√(𝑅𝑖 + 2𝑤 + 𝑟𝑓)2 − (𝑤 + 𝑟𝑓)2)
(3.58)

𝐴𝑝,7 =
𝑟2𝑓
2 (

𝜋
2 + arcsin(

𝑤 + 𝑟𝑓
𝑅𝑜 −𝑤 − 𝑟𝑓

)) (3.59)

Multifin This solid propellant geometry can be approximated by a modified tubular geometry, with
𝑁𝑓 added burning fins. These fins can be approximated by thin rectangles of which only the two longer
sides burn. This can be done by virtually moving the innermost burning side of the fin back to the
tubular section, meaning that the burning perimeter is the sum of the tubular burning perimeter and
the two lengths of the fins. The total burning perimeter can then be computed as Equation 3.60, with
the length of the fins 𝐿𝑓 [m]. This can be used until 𝑏 = 𝑤𝑓/2, with the fin width 𝑤𝑓 [m]. Afterwards,
Equation 3.60 can be used, as for the tubular burning propellant. The initial port area of a multifin
geometry can be computed from Equation 3.61. The graphical representation of the parametrisation
used for multifin SRM can be seen in Figure 3.12.
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𝑃multifin = 𝑃tubular + 𝑁𝑓 ⋅ 𝑃fin = 2𝜋 ⋅ (𝑅𝑖 + 𝑏) + 2 ⋅ 𝑁𝑓 ⋅ 𝐿𝑓 (3.60)

𝐴𝑝multifin = 𝜋 ⋅ (𝑅2𝑜 − 𝑅2𝑖 ) + 𝑁𝑓 ⋅ 𝑤𝑓 ⋅ 𝐿𝑓 (3.61)

Figure 3.12: Parametrisation of the multifin SRM geometry.

This model imposes two conditions. First, the length of the fin shall be smaller than the inner radius
of the tubular section, as in Equation 3.62. Second, the fins shall be spaced such that they do not
spatially interfere with each other, as in the equality of Equation 3.63.

𝐿𝑓 < 𝑅𝑖 (3.62)

𝑁𝑓 ⋅ 𝑤𝑓 < 2𝜋 ⋅ (𝑅𝑖 − 𝐿𝑓) (3.63)

Spherical As discussed in Section 2.2.2, the first design iteration from JPL imposes that the SRM of
the second stage is a spherical motor. These spherical SRM differ from the cylindrical SRM of which
crosssectional geometries were discussed in the previous paragraphs. The geometry of a spherical
SRM is shown in Figure 3.13. To visualise this geometry in 3D, one has to imagine that this figure is
made to revolve around the dotted line. This then forms a propellant shell in grey, with outer radius 𝑅𝑜
[m] and inner radius 𝑅𝑖. Also, this geometry contains an exhaust conduit of radius 𝑅𝑒 [m]. The burning
surface 𝑆 of a spherical SRM can directly be computed using Equation 3.64, without first computing
the burning perimeter. Similarly, the volume of propellant before the motor starts can be computed
using Equation 3.65.

𝑆 = 4 ⋅ 𝜋 ⋅ (𝑅𝑖 + 𝑏)2 − 𝜋 ⋅ (𝑅𝑒 + 𝑏)2 + 2 ⋅ 𝜋 ⋅ (𝑅𝑒 + 𝑏) ⋅ (𝑅𝑜 − 𝑅𝑖 − 𝑏) (3.64)

𝑉𝑝spherical =
4
3 ⋅ 𝜋 ⋅ (𝑅

3
𝑜 − 𝑅3𝑖 ) − 𝜋 ⋅ 𝑅2𝑒 ⋅ (𝑅𝑜 − 𝑅𝑖) (3.65)

Figure 3.13: Parametrisation of the spherical SRM geometry.
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3.2. Simulation
In this section, discussions are made on how the simulation of both the MAV ascent and the propellant
burn are implemented. First, a simplified ascent model is discussed, followed by a description of the
tools from the TU Delft Astrodynamics Toolbox that have been used. Then, the implementation of the
propellant burn simulation and of TVC is discussed. Finally, the methodology used to setup the entire
simulation is laid out.

3.2.1. Semi analytical model
First of all, a simulation of the MAV ascent has been made by propagating analytical equations that
represent a first order model. This is to ensure that, using baseline values discussed in Section 2.2
results in the MAV reaching an altitude and velocity that is satisfactorily close to the target orbit. Also,
this model can be used to discuss first order estimated of the MAV’s performance, in the form of a
mass and Δ𝑉 budget.

This model takes into account a constant thrust, a constant mass flow, drag using a twostep
exponential atmosphere model, and a constant gravitational acceleration. Also, this model does not
implement any TVC, but rather ensures a gravity turn, forcing the angle of attack to remain at 0.
Further, only two dimensions are considered in this model: the ydimension goes from the centre of
Mars up to the vehicle at liftoff; the xdimension is on the horizontal, and can be used to measure the
sideways displacement of the MAV. All of the equations used for this model have been adapted and
reworked from the Rocket Motion reader from Wittenberg, H. et al. [66].

This model is initiated with the initial velocity of the MAV 𝑉0 [m/s], its initial altitude ℎ0 [m], its first
stage propellant mass 𝑀𝑃 [kg], its liftoff mass 𝑀0, the initial kick angle 𝛿 [deg], the effective exhaust
velocity 𝑐eff [m/s], and the constant thrust 𝐹𝑇 [N]. The initial kick angle represents the angle with respect
to the vertical by which the vehicle is orientated when the gravity turn starts. The effective exhaust
velocity is also the specific impulse 𝐼sp [s] multiplied by 𝑔0 = 9.80665 [m/s2].

From these parameters, the burn time of the first stage motor can first be computed using Equa
tion 3.66. In this equations, simplifications are made using Equation 3.67 for the mass ratio of the
rocket Λ, and Equation 3.68 for the constant thrust load. Then, the constant mass flow �̇� [kg/s] is
computed with Equation 3.69.

𝑡𝑏 =
𝑐eff
𝑔0 ⋅ 𝜓

⋅ (1 − 1Λ) =
𝑐eff ⋅ 𝑀0
𝐹𝑇

⋅ (1 − 𝑀0 −𝑀𝑃𝑀0
) = 𝑐eff ⋅ 𝑀0

𝐹𝑇
⋅ 𝑀𝑃𝑀0

= 𝑐eff ⋅ 𝑀𝑃
𝐹𝑇

(3.66)

Λ = 𝑀0
(𝑀0 −𝑀𝑃)

(3.67)

𝜓 = 𝐹𝑇
𝑀0 ⋅ 𝑔0

(3.68)

�̇� = 𝐹𝑇
𝑐eff

(3.69)

The simulation then starts with computing different accelerations at a given time. The values of these
accelerations depend on the mass of the MAV𝑚, its altitude ℎ, its velocity 𝑉, and its flight path angle 𝛾.

First of all, the different accelerations that act on the MAV are computed. This is done by first com
puting the acceleration caused by the thrust in the inertial direction, through the use of Equation 3.70.
Then, the acceleration of the vehicle towards the center of Mars, in the inertial direction, can be com
puted using Equation 3.71, with the Mars gravitational acceleration 𝑔 [m/s2]. The third acceleration
that is computed is the one caused by the drag of the atmosphere on the vehicle. It can be computed
as in Equation 3.72, also in the inertial direction. As this equation needs the air density 𝜌 as a function
of altitude, the twostep exponential atmosphere model that is discussed in Section 3.1.2 is selected
for use in this simplified ascent simulation. All of these accelerations are then added together into
one total inertial acceleration, as in Equation 3.73.

𝑎thrust =
𝐹𝑇
𝑚 (3.70)

𝑎gravity = 𝑔 ⋅ sin 𝛾 (3.71)
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𝑎drag =
𝜌 ⋅ 𝑉2 ⋅ 𝐶𝐷 ⋅ 𝑆ref

2 ⋅ 𝑚 (3.72)

𝑎total = 𝑎thrust − 𝑎gravity − 𝑎drag (3.73)

With the total inertial acceleration acting on the MAV known, its velocity can be incremented over time
using Equation 3.74, with the discrete time step Δ𝑡 [s]. Then, the individual component of the velocity
in the x and y directions can be computed using Equations 3.75 and 3.76 respectively, with the flight
path angle 𝛾. The position in the x and y directions is similarly computed using Equations 3.77 and
3.78 respectively.

𝑉𝑖+1 = 𝑉𝑖 + 𝑎total ⋅ Δ𝑡 (3.74)

𝑉𝑥 = 𝑉 ⋅ cos 𝛾 (3.75)

𝑉𝑦 = 𝑉 ⋅ sin 𝛾 (3.76)

𝑋𝑖+1 = 𝑋𝑖 + 𝑉𝑥 ⋅ Δ𝑡 (3.77)

𝑌𝑖+1 = 𝑌𝑖 + 𝑉𝑦 ⋅ Δ𝑡 (3.78)

At each discrete time step, the flight path angle is also to be updated. The rate at which the flight path
angle changes is given as a function of the velocity of the vehicle in Equation 3.79. From it, the new
flight path angle can be computed using Equation 3.80 at each time step.

�̇� = −𝑔 ⋅ cos 𝛾𝑉 (3.79)

𝛾𝑖+1 = 𝛾𝑖 +
𝑑𝛾
𝑑𝑡 ⋅ Δ𝑡 (3.80)

Last but not least, the mass of the MAV is to be updated at each time step. This is done using
Equation 3.81, with the constant propellant mass flow �̇�.

𝑀𝑖+1 = 𝑀𝑖 − �̇� ⋅ Δ𝑡 (3.81)

Iterating on the previous equations from 𝑡 = 0 s up to 𝑡 = 𝑡𝑏 s with time steps of Δ𝑡 s allows to get the
position, velocity, flight path angle, and mass of the MAV after first stage burnout.

The coasting phase then starts, where no motor is used, and both stages are kept attached so
that RCS of the first stage can continued being used. During coasting, Equations 3.74 to 3.80 are
iterated, with the exception of 𝑎thrust now being equal to 0 m/s2.

Finally, the same process can be repeated for the second stage burn as for the first stage. The
only difference being that, this time, the initial position, velocity, and mass, is now the final position,
velocity, and mass of the MAV after coasting. The initial flight path angle is set so that the second
stage of the MAV is horizontal at second stage ignition, as to circularize the orbit of the vehicle.

3.2.2. TU Delft Astrodynamics Toolbox
More complex simulations can be setup using the TU Delft Astrodynamics Toolbox (Tudat) [67]. It
contains various libraries to simulate a vehicle in many different situations such as a rocket launch, a
satellite in orbit, a capsule in reentry, and everything inbetween. Also, this toolbox is opensource,
its code being noncompiled and publicly accessible on GitHub [68]. Furthermore, while the code
base is written in C++, a Python interface is available since 2021, called Tudat(Py). This offers the
comprehensibility of Python with the speed of execution of C++. Not only does this toolbox allows for
the use of all of the environment models described in Section 3.1.2, and for the custom thrust models
of Section 3.1.3 to be implemented. Tudat also allows for a more complex initial state to be set for the
MAV and for complex simulation termination conditions to be used. Moreover, a wide set of different
numerical integration methods can be used, and different state propagators are available.



3.2. Simulation 31

Initial state
The liftoff position of the MAV is known in spherical elements by its altitude, longitude, and latitude.
The initial velocity of the MAV is known to be of 0. However, the initial flight path angle is nonzero, and
set to be between 30 deg and 60 deg, as discussed in Section 2.2.1. Since Tudat requires the initial
state of the propagated vehicle to be given in cartesian coordinates, conversion is needed. These
initial conditions as spherical elements are listed as follows:

• The radial distance from the centre of Mars 𝑟, consisting in the average radius of Mars 𝑅Mars
summed with the altitude in the Jezero crater, which is of ℎ = 2.55 km.
• The latitude 𝜙 of the MAV in the Jezero crater, which is of about 18.5 deg.
• The longitude 𝜃 of the MAV in the Jezero crater, which is of about 77.5 deg.
• The velocity of the MAV 𝑉, which is decided to be set to 0.1 m/s, as to be close to 0 given the
VECTOR launch system, but different to 0 to avoid any singularity in the initial state.
• The initial flight path angle 𝛾 is set to be between 30 deg and 60 deg.
• The heading angle of the MAV 𝜒 is set to 0 by default. This value will evolve during ascent as
TVC is used.

Termination conditions
Four distinct termination conditions from Tudat have been used. Two of them are to end the simulation
when desired, and two of them are used as safeguards to make sure a simulation is not run needlessly
long.

Altitude termination is triggered when the altitude of the MAV gets above or below a specified
altitude. This is useful to stop the simulation if the vehicle goes to negative altitudes, which is un
recoverable. Similarly, some optimisations may lead to the MAV going to very high orbital altitudes.
Since this is not the target, there is no need to continue the simulation above a certain altitude thresh
old.

Apogee termination is used to stop the simulation when the MAV, after stage 1 burnout, and coast
ing, reaches apogee. This is done by setting a condition to terminate when the flight path angle be
comes negative, hinting that the vehicle starts falling back to Mars. For consistency, and to make
sure stage separation occurs exactly at apogee, this condition has been set to terminate at the exact
moment the flight path angle becomes 0. A secant root finder is then used to this end.

Time termination stops the simulation after a certain simulation epoch is reached. This is for in
stance used to propagate the final orbit of the MAV for a predefined amount of time.

CPU time termination is used to ensures that, would anything cause a simulation to get stuck
during the optimisation, it will be stopped after a given amount of CPU time is elapsed. This value
should be set high enough to ensure that a simulation that is taking a long time but not stuck does
not get unnecessarily stopped. Taking a value multiple times higher than what a baseline successful
simulation takes is thus recommended.

Propagators
With Tudat, a propagator consists in the differential equations that are integrated [69]. This thus
include the way the dynamics of the systems are implemented.

For propagation of translational dynamics, the following propagators are supported by Tudat:
Cowell, Encke, Gauss Keplerian, Gauss Modified Equinoctial, Unified State Model with Quaternions,
Unified State Model with Modified Rodrigues Parameters, and Unified State Model with Exponential
Map [70].

For propagation of rotational dynamics, only the Quaternions, Modified Rodrigues Parameters and
Exponential Map propagators are suited, and implemented in Tudat [71]. All of these propagators,
and most importantly their singularities, are discussed in the following subsections.
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Cowell propagator works by directly integrating the differential Equation 3.82, from [72]. In it,𝑚𝐴 [kg]
is the mass of the vehicle and F𝑝 is a perturbation force. This propagator propagates the states
x = [r ṙ] in Cartesian frame. This means that the state derivative ẋ = [ṙ r̈] may contains large values
and large deviations. This makes large numerical error more common.

𝑚𝐴 ⋅ r̈BA = −
𝑚𝐴 ⋅ 𝜇𝐵
||rBA||3

rBA +∑F𝑝 (3.82)

Finally, the Cowell propagator is mostly singularityfree. As seen from Equation 3.82, the only
singularity present is for rBA = [0 0 0]. This only occurs when the position of the vehicle coincides
with the centre of mass of the body 𝐵 that it orbits.

Encke mitigates the issue that arises with the Cowell propagator in which the state derivative may
contains large values. Indeed, the Encke propagator makes advantage from the fact that a perturbed
orbitlike trajectory is similar to a Kepler orbit for some time.

The differential equation that is then propagated is the one of Equation 3.83, containing the differ
ence between the perturbed orbit from Equation 3.82 and the perfect Kepler orbital state computed
with Equation 3.84 [73].

Δr = r−𝜌𝜌𝜌 (3.83)

�̈�𝜌𝜌 = −𝜇𝐵
𝜌𝜌𝜌

||𝜌𝜌𝜌||3 (3.84)

As discussed by Dirkx and Mooij [74, Slides 2124], because the propagated state Δr is now small,
it does not suffer from numerical error anymore, but may suffer from numerical noise. Also, a high
propagation time will result in the same pitfall as with Cowell since Δr will become similar in magnitude
as r.

Gauss Keplerian propagator uses Gauss planetary equations with Keplerian elements as the state.
The Gauss planetary equations are then propagated, with extra terms added to account for the per
turbation forces. Such modified equations can be found derived by Rodríguez [75]. This propagator
contains a singularity when 𝑒 = 0. This is because it is not possible to compute the argument of
periapsis 𝜔 of a perfectly circular orbit, since its ascending node is undefined. A similar singularity
exists for a zero orbital inclination 0, when the orbit is equatorial. Moreover, singularities are present
when the orbit is parabolic (𝑒 = 1) or when the orbit is highly eccentric (𝑒 −→ ∞).

Gauss Modified Equinoctial propagator also uses Gauss planetary equations, with the modifica
tions of Equations 3.85 to 3.90, taken from [76]. In them, the parameter 𝐼 can take the value of 1 or−1,
and is a socalled shadow parameter, implemented to avoid an otherwise present singularity.

This propagator contains singularities for 𝑖 = 0 and 𝑖 = 180 [deg]. The value parameter 𝐼 can
either be set at the beginning of the propagation, or be set as a 7th element to propagated, and
switched as to avoid the singularities of this integrator.

𝑝 = { 𝑎(1 − 𝑒
2) (𝑒 ≠ 1)

2𝑎 (𝑒 = 1) (3.85)

𝑓 = 𝑒 cos(𝜔 + 𝐼Ω) (3.86)

𝑔 = 𝑒 sin(𝜔 + 𝐼Ω) (3.87)

ℎ = tan𝐼 (𝑖/2) sinΩ (3.88)

𝑘 = tan𝐼 (𝑖/2) cosΩ (3.89)

𝐿 = 𝜔 + 𝐼Ω + 𝜃 (3.90)
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Unified State Model (USM) propagator attempts as a singularityfree propagator, using as propa
gated state: 3 from an velocity hodograph, and the remaining being used to represent the orientation
of the vehicle.

As discussed by Vittaldev, Mooij, and Naeije [77], while a quaternion with 4 elements is com
monly used to represent the orientation, it is possible to lower the total number of states from 7 to 6
by replacing the quaternion usingModified Rodrigues Parameters (MRP) or an Exponential Map (EM).

A quaternion is a unit vector that can represents the orientation of a vehicle with 4 elements, as in
Equation 3.91 from [77, pp.256257]. In it, �̂�𝛼𝛼 is the Euler axis, 𝜙 is the Euler angle, 𝜂 is the real scalar
part of the quaternion, and 𝜖𝜖𝜖 is the vector representing the imaginary part of the quaternion.

{𝜖𝜖𝜖 = [𝜖1 𝜖2 𝜖3]
′ = â sin(𝜙/2)

𝜂 = cos(𝜙/2) (3.91)

Modified Rodrigues Parameters work by using a projection point to project a 4dimensional quaternion
on a 3dimensional hyperplane. This method results in a MRP vector instead of the quaternion vector.
The MRP vector 𝜎𝜎𝜎 can be written as in Equation 3.92, also taken from [77, pp.256257]. It can
however be seen that 𝜎𝜎𝜎 contains a singularity. The latter can be solved using the shadowed MRP, as
in Equation 3.93.

𝜎𝜎𝜎 = â tan(𝜙/4) (3.92)

𝜎𝜎𝜎𝑆 = −𝜎𝜎𝜎
𝜎2 (3.93)

The Exponential Map of a quaternion, a, is simply the unit Euler axis â scaled by the magnitude of
the Euler angle 𝜙, as in Equation 3.94. However, to avoid the singularity present when converting the
quaternion into the EM, and when 𝜙 = 0, the shadowed EM a𝑆 from Equation 3.95 can be used [77,
p.258].

a = â𝜙 (3.94)

a𝑆 = (1 − 2𝜋
||a||)a (3.95)

Two singularities remain with the USM. The first one is when the orbit is a retrograde equatorial orbit,
having an inclination 𝑖 of 180 deg. The second singularity is when the angular momentum of the
vehicle is close to 0 kg⋅m2/s [77, pp.265266]. Both of these singularities are related to the orbital
velocity hodograph.

RungeKutta integration
Integrators are used to compute the state x of a body at a given time, usually using a combination
of a previous state, and of the state derivative evaluated at key moments in time. For this research,
RungeKutta (RK) integration methods have been exclusively considered. This is due to the large
number of RK integration coefficients that have been added to Tudat in parallel to this study, making
the room for decision between different RK integration methods large. First of all, the example of the
Euler and RK4 integration methods are made.

Euler integration computes the next state x of a body at an initial time 𝑡0 [s] plus a time step ℎ [s],
using Equation 3.96, as written by Hahn [78]. In this equation, f (𝑡0,x0) is the derivative of the state
at the initial time 𝑡0 and at the initial state x0. It is important to note that, while it is common that the
state derivative f only depends on the time 𝑡, it happens that it also depends on the state x itself.
For instance, the state derivative of the MAV will depend on its position to compute the gravitational
acceleration, and on its velocity to compute the aerodynamic forces.
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x(𝑡0 + ℎ) ≈ x0 + f (𝑡0,x0) ⋅ ℎ (3.96)

RK4 integration is less straightforward than Euler integration, and requires more function evalua
tions, but is a generally more accurate method. Indeed, an RK4 integrator evaluates the derivative f
at four different emplacements, and take a weighted average of these derivatives to add them to the
initial state x0 [79]. This is seen in Equation 3.97, with the four derivatives taken as in Equations 3.98
to 3.101.

x(𝑡0 + ℎ) ≈ x0 +
ℎ
6 ⋅ (k1 + 2 ⋅ k2 + 2 ⋅ k3 + k4) (3.97)

k1 = f (𝑡0,x0) (3.98)

k2 = f(𝑡0 +
ℎ
2,x0 +

ℎ
2 ⋅ k1) (3.99)

k3 = f(𝑡0 +
ℎ
2,x0 +

ℎ
2 ⋅ k2) (3.100)

k4 = f (𝑡0 + ℎ,x0 + ℎ ⋅ k3) (3.101)

An illustration of the advantage of the RK4 integration can be seen in Figure 3.14. As seen, the
next state 𝑦𝑛+1 is close to the true one, on the dotted line. If a Euler integrator was used instead, 𝑦𝑛+1
would be aligned with the derivative that is computed at 𝑦𝑛.

Figure 3.14: Illustration of the benefit of using a RungeKutta integrator [79].

Butcher tableaus are used to generalise RungeKutta methods. Indeed, both the Euler and RK4
integrators make use of the same mechanisms. The only difference is the state, time, and weights
used to evaluate the derivative and combine to the next state. This general formula is given in Equa
tion 3.102, with the evaluated derivatives 𝑘𝑖 computed as in Equation 3.103 [80].

𝑥(𝑡0 + ℎ) = 𝑥0 + ℎ ⋅
𝑠

∑
𝑖=1
(𝑏𝑖 ⋅ 𝑘𝑖) (3.102)

𝑘𝑖 = 𝑓(𝑡0 + ℎ ⋅ 𝑐𝑠, ℎ ⋅
𝑠−1

∑
𝑗=1
(𝑎𝑠,𝑗 ⋅ 𝑘𝑗)) (3.103)

⎡
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 … 0
𝑐2 𝑎2,1 0 0 … 0
𝑐3 𝑎3,1 𝑎3,2 0 … 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝑐𝑠 𝑎𝑠,1 𝑎𝑠,2 𝑎𝑠,3 … 0

𝑏1 𝑏2 𝑏3 … 𝑏𝑠

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(3.104)

The Butcher tableau that corresponds to the Euler integration method is then straightforward, as given
in Equation 3.105. Indeed, swapping the coefficients for 𝑎, 𝑏, and 𝑐 from this tableau into Equations
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3.102 and 3.103 gives Equation 3.96. Similarly, the Butcher tableau for the RK4 integration method
is given in Equation 3.106.

[ 0 0
1 ] (3.105)

⎡
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0

1/6 1/3 1/3 1/6

⎤
⎥
⎥
⎥
⎥
⎦

(3.106)

In Tudat, since the completion of the work made in parallel to this research, the following Butcher
tableaus can be used for RungeKutta integration:

• Euler forward.
• Heun Euler.
• Explicit midpoint method.
• Explicit trapezoid rule (also called Heun’s method or improved Euler’s method).
• 3/8th rule of order 4.
• Ralston’s method of degree 2, 3, 4.
• RungeKuttaFehlberg method of degree 1, 2, 4, 5, 6, 7, 8, 9.
• Strong Stability Preserving RungeKutta of order 3.
• RungeKutta DormandPrince method of order 7, 8.
• RungeKuttaVerner method of order 8, 9.
• RungeKuttaFeagin method of order 10, 12, 14.

Variable step size RungeKutta integration is also available through Tudat. While the classic RK
method described above uses a fixed step ℎ, an alternative method exists with a step size that adapts
itself during the simulation, based on an estimation of the integration error over time. These vari
able step RK integrator are for instance the RungeKuttaFehlberg integrator [81], or the widely used
RungeKutta DormandPrince integrator [82].

The way the step size is computed is described by Fehlberg in [81]. In essence, two similar
integration methods of different orders are used. These methods of different orders are setup in such
a way that all of the 𝑎 and 𝑐 values from their Butcher tableaus are identical. The only difference
between the two methods is that they have different values for the 𝑏 coefficients, and that the higher
order method has more 𝑏 coefficients than the lower order one. This means that, during an integration
step, the state derivative is evaluated at both states and times for both methods, saving computational
resources. The only additional step to compute the distinct order method is to compute a different
weighted average with different 𝑏 coefficients.

Then, from the resulting state found by the two methods of different orders, an estimate is made
on the integration error, from the difference in state from the two orders. This error is then used to
adjust the step size. The following parameters are used to tune the step size control algorithm:

• The minimum and maximum allowed step size.
• The relative and absolute error tolerance, used to determine how much the step size should be
adapted based on the estimated error.
• The maximum and minimum factor by which the step size can be adjusted.
• The safety factor, used to ensure that the step size stays low enough to mitigate estimated
errors.

3.2.3. Thrust
It has been decided that the model for the thrust described in Section 3.1.3 shall be kept distinct from
the ascent simulation, in the sense that they do not run at the same time. Indeed, the burn simulation
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is implemented to run first, the thrust and mass flow over time saved, and then these values are used
during the ascent simulation. This keeps the simulation setup more straightforward, and allows to
know the exact burn time before starting the ascent, which is used to control TVC during the burn.

Besides this, there is still a need to setup the integration of the thrust equations from Section 3.1.3.
Thrust vectoring control also needs to be implemented in the simulation. Both of these aspects of the
simulation are discussed in the following sections.

Solid propellant burn integration
The state that is propagated to simulate the burn of the solid propellant is, as described in Equa
tion 3.107, the propellant mass𝑀𝑃 and the burned distance 𝑏. The initial propellant mass is computed
from the propellant density and volume, while the initial burn distance is zero.

Then, the state derivative that is computed is the propellant mass flow �̇� and the motor regres
sion rate 𝑟, as in Equation 3.108. These values are computed by following the steps detailed in
Section 3.1.3. With a representation for the state and state derivative, and with a set of equations
to compute the latter, the propellant burn and thrust simulation can be setup. While, in theory, any
integration method could be used, it was decided to hardcode an RK4 method, tune its fixed step
value, and advise on whether this setup was sufficient for the required accuracy or not.

The value of the mass flow �̇� is then saved for each integration step, to be used later in the ascent
simulation. The thrust itself is computed at each of the integration substeps, at the same time as each
derivative evaluation. Then, the weighted average of the thrust from the substeps is taken, with the
same weights as used to compute the next state. This ensures that a high accuracy is reached for
the thrust, without impacting the integration itself.

𝑥 = [𝑀𝑃 , 𝑏] (3.107)

�̇� = [�̇�, 𝑟] (3.108)

Thrust vectoring control
During the ascent, it is assumed that the thrust of the MAV is always aligned with its inertial direction,
meaning that the thrust is aligned with the velocity. An exception is made with the addition of TVC.
Setting the centerline of the MAV as the xaxis, TVC can be deflected by rotation either around the
yaxis or the zaxis. The model used to represent this effect of TVC on the thrust orientation is set
up using rotation matrices. A deflection of 𝜃𝑦 [rad] of the nozzle around the yaxis will result in a
thrust rotation matrix as in Equation 3.109. The rotation matrix representing a deflection of 𝜃𝑧 [rad]
of the nozzle around the zaxis is given in Equation 3.110. Finally, if the nozzle is deflected around
both the y and the z axes, matrix multiplication can be used to combine both rotation matrices, as in
Equation 3.111.

𝑅𝑦(𝜃𝑦) = [
cos𝜃𝑦 0 sin𝜃𝑦
0 1 0

− sin𝜃𝑦 0 cos𝜃𝑦
] (3.109)

𝑅𝑧(𝜃𝑧) = [
cos𝜃𝑧 − sin𝜃𝑧 0
sin𝜃𝑧 cos𝜃𝑧 0
0 0 1

] (3.110)

𝑅(𝜃𝑦 , 𝜃𝑧) = 𝑅𝑦(𝜃𝑦) ⋅ 𝑅𝑧(𝜃𝑧) = [
cos𝜃𝑦 cos𝜃𝑧 −𝑐𝑜𝑠𝜃𝑦 sin𝜃𝑧 sin𝜃𝑦

sin𝜃𝑧 cos𝜃𝑧 0
− sin𝜃𝑦 cos𝜃𝑧 sin𝜃𝑦 sin𝜃𝑧 cos𝜃𝑦

] (3.111)

3.2.4. Setup
This section describes how the whole simulation has been implemented and setup. First, a bench
mark has been generated, to have a accurate baseline to compare variation in the simulation with.
This benchmark was then used to study the effect of tuning the ascent simulation integrator, and the
time step for the burn simulation. Similarly, the benchmark has been used to tuned which type of
environmental accelerations are relevant. Finally, what propagator should be used has been studied.
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This entire simulation setup has been carried based solely on the multifin SRM model. This
is because this model offers the best compromise in ease of implementation and complexity in the
dynamics. Indeed, only few equations are required to setup this model, allowing to carry the simulation
setup in parallel to the implementation and validation of the other SRMmodels. Also, themultifin SRM
offers complex dynamics through its two distinct level of thrusts, making the simulated dynamics more
complex.

Benchmark
The goal of the benchmark is to simulate the ascent of the MAVwith an accuracy at least 100 times the
accuracy required for the optimisation simulation. This factor of 100 is used to quantify the accuracy of
the optimisation simulation with a high degree of certainty, and to allow for the study of the numerical
accuracy of the ascent simulation.

To generate this benchmark, simulations for the propellant burn and MAV ascent are run with the
highest accuracy possible. The limit for this accuracy is expected to be the numerical accuracy of the
code. Indeed, as smaller and smaller time steps are used, the accuracy of the numerical integration
is expected to increase up to a certain point. At this point, the state is being incremented by such low
values that the numerical integration becomes unstable, introducing errors in the simulation.

This process is run to first find the highest accuracy possible for the motor burn simulation of the
first stage of the MAV. The simulation is run with the RK4 method, first with a time step2 of 9.95 s.
Then, a logarithmic scale of base 10 is used, so that 10 time steps are tried for each power of 10.
The burn simulation is thus run with increasingly small time steps, and the resulting thrust and mass
of the motor is saved for each of these simulations.

Afterwards, each burn simulation is compared to the simulation that uses the highest time step
that is at least twice as low. Comparing these simulations, an estimate for the simulation with the
higher time step can be made. Finally, this estimate is used to generate a plot of the integration error
in thrust and mass as a function of the time step. From this plot, the point at which numerical accuracy
starts to degrade is found. The benchmark is then set to be the simulation that achieves the highest
accuracy before any numerical accuracy degradation.

The ascent simulation is then run for the first stage ascent up until motor burnout, using the thrust
and mass flow values computed from the propellant burn benchmark. This simulation is not run
further since it is expected that the high thrust from the SRM will cause the minimum time step to be
different than when the thrust acceleration is not present. Once again, this ascent simulation is run
with increasingly small time steps, so that the point at which numerical accuracy starts degrading can
be found, analysing the error in position and velocity. In this case, the integration method that is used
is the RungeKuttaFeagin method of order 14, as it is the one that theoretically leads to the highest
accuracy amongst all of the integration methods implemented in Tudat.

Then, the same process is repeated to generate the benchmark for the first stage ascent from
motor burnout to apogee. Once the benchmark for the entire ascent simulation of the first stage is
made, the benchmark for the burn simulation of the second stage motor is generated, following the
same procedure as for the first stage. Finally, the benchmark for the ascent of the second stage of the
MAV is generated, first only during motor burn using the second stage propellant burn benchmark and
starting from the final state of the first stage benchmark. Then, the second stage ascent benchmark
is made, starting from motor burnout to a set time in orbit.

With this procedure completed, a benchmark is now available that covers the entire ascent sim
ulation of the MAV, and the propellant burn simulation for both stages. In conclusion, the following
separate benchmarks are made:

• Burn simulation of the first stage.
• Ascent simulation of the first stage from liftoff to motor burnout.
• Ascent simulation of the first stage from motor burnout to apogee.
• Burn simulation of the second stage.
• Ascent simulation of the second stage from apogee to motor burnout.

2This number is guessed, since multiple time steps will be tried. Of importance, it is selected to be noninteger on purpose,
to avoid any possible unexpected issue with numerical accuracy due to the time step having no decimals.
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• Ascent simulation of the second stage from motor burnout to set time in orbit.

Still, since the benchmarks were generated separately from each other, there is no guarantee that an
error that is introduced during the simulation of the first stage will for instance not affect the simulation
of the second stage above the required accuracy.

To this extent, a study is made on how sensitive each part of the simulation benchmark is to initial
state and thrust deviations. Starting with the simulation of the second stage from motor burnout to set
time in orbit. First, the initial state is varied in position and in velocity at the same time. The ratio of the
variation in velocity compared to the variation in position is based on the observed ratio in integration
error for both of these values, as analysed during benchmark generation.

This variation in position and velocity is tuned until the final error in the second stage simulation
from motor burnout to orbit is below the required accuracy. These initial variations are then used as
the required accuracy for the previous ascent simulation step, or for the relevant burn simulation. For
phases of the ascent that use thrust, in addition to initial deviations in position and velocity, the study
of a constant error in thrust and mass flow is made. This error is then used as a requirement for the
motor burn simulation.

Running this procedure from the end of the simulation all the way back to its beginning then allows
to check whether the higher possible numerical accuracy is indeed below the required accuracy for
each part of the benchmark. If it is not, the benchmark cannot, as a whole, be used to detect error
above the required accuracy.

Generating these six benchmarks requires countless simulations to be run, of increasing CPU time,
due to the increasingly high accuracy. To partially mitigate this, multiprocessing has then been used
to run simulations that use different time steps in parallel. This directly reduced the CPU time needed
to generate the benchmarks by the number of processes used.

This entire setup aims at ensuring a predetermined accuracy for the simulation. Still, selected
results from the optimisation will be rerun with a higher accuracy integrator and environment. This
is to ensure that optimisation results carry the same accuracy, instead of just proving the accuracy of
the benchmark.

Integrator tuning
With a benchmark for the entire MAV ascent and propellant burn simulations, the integrator used to
carry the simulation can be tuned.

For the propellant burn simulation, the time step was selected to be the highest one possible
that still manages to achieve the required accuracy, as from the results of the benchmark accuracy
verification process.

For the ascent simulation, the methodology followed has been to try all of the fixed step integration
methods that Tudat possesses, with different times steps. The results of the simulations are then
compared to the benchmark to compute the error in position and velocity for each of the integrator
and time step. The number of function evaluations made for each integration method and time step
is also saved. A plot can then be made of the state error as a function of the number of function
evaluations, for each of the time steps and integrator.

A similar plot has been made for variable step integration methods, trying different tolerances for
step size control. The other parameters of step size control have been set in such a way that the
time steps can take value as high or low as they need, and switch as fast as possible between high
and low time steps. This is because of the expected drastic change in dynamics when thrust starts
or stops.

The plots that compare state error and function evaluations for the different integrators and time
steps have then been used to select the combination that results in a state error below the required
accuracy, but still relatively close to the requirement as to keep the number of function evaluations
low.

Environment tuning
Environment tuning is a more straightforward process than integrator tuning. Models that aim at
representing the same aspect of the environment are compared to each other, and the one that leads
to an error below the required accuracy is selected, keeping somemargin below the required accuracy
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to ensure that errors do not accumulate. For instance, gravitational models such as a point mass
and different degree and orders of spherical harmonics are compared together, since they are all
representing the gravitational field of Mars.

In some cases, it may also be found than adding some other aspect of the environment, such as
the gravitational acceleration of a distant planet, does not contribute to the accuracy of the simulation
significantly, when looking at the required accuracy. This means that these parts of the environment
can be omitted for the simulation.

Propagator selection
Lastly, it is important to ensure that an appropriate propagator is used for the simulation. Up to this
step, a Cowell propagator will be used, since it leaves the least opportunity for errors caused by
singularities, and it has been used in similar studies successfully in the past.

However, all of the other available propagators will be tried, and their error will be compared to
one another. If significant deviations are found, an investigation must then be made to find if the error
is caused by the Cowell propagator or by the one that it is compared with. Furthermore, if it is found
that the Cowell propagator is not the best choice for the given problem, a different propagator is to
be selected. In this case, a new benchmark needs to be generated, the integrator needs to be tuned
again, and so does the environment.

3.3. Optimisation
This section describes each step of the optimisation process. To carry the optimisation, the optimisa
tion library described by Biscani and Izzo [83] can be used. This is the Parallel Global Multiobjective
Optimizer library, called Pagmo. Similarly to Tudat, the Python interface of Pagmo will be used, called
Pygmo [83]. This allows to use only one programming language to make the simulation and optimise
the design. Thanks to this, the two processes can be interlinked, offering a more efficient implemen
tation.

3.3.1. Design variables
According to Noël et al. [84], the design variables of an optimisation problem are the variables with
which the design is parametrised. These can also be seen called control variables, or decision vari
ables. The design variables are thus the parameters that are tuned by an optimisation algorithm, as
to change the studied design.

For this research, the following design variables have been selected:

• Launch angle of the MAV at liftoff. This value is allowed to vary between 30 deg and 60 deg
from the horizontal, as discussed in Section 2.2.2.
• MAV angle at stage separation. This value is preliminarily allowed to vary between 60 deg
and 120 deg from the horizontal, since a value of 0 would mean that the orbit is being solely
circularised, and that increasing the angle by more than 30 deg would result in a nonoptimum
manoeuver.
• Outer radius of the first stage SRM, allowed to vary between 0.1 m and 0.285 m. The upper
value is set from the maximum allowed MAV size, as discussed in Section 2.2.1. The lower value
is set to prevent the MAV from being too thin.
• Length of the first stage SRM, allowed to vary between 0.3 m and 1.25 m. The upper value
being a restriction due to the allowed length of the MAV, as extrapolated from Section 2.2.2. The
lower value is set to ensure that the first stage motor will always be longer than its radius.
• The angle of the nozzle deflection in two planes due to the use of TVC at 5 nodes equispaced
through the burn time of the first stage motor. This implementation is described in Section 3.2.3.
The deflection angle is allowed to vary between 5 deg and 5 deg, as required by JPL and dis
cussed in Section 2.2.1.

In addition, the geometry of the SRM of both stages that has been parametrised in Section 3.1.3 is
also included as design variables. An effort has been made to ensure that the design variables could
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take any value within their respective range, so that no unfeasible SRM geometry would be attempted
and have to be discarded during optimisation.

For the second stage spherical SRM, two design variables are set, to compute the inner and outer
radius of the propellant shell. These are shown in Table 3.2, with the equations used to deduct the
SRM geometry parameter from the design variable. Both of these design variables can in theory vary
between 0 and 1, meaning that the outer radius of the second stage SRM can vary between 0 m and
the outer radius of the first stage SRM, and that the inner sphere can occupy any volume withing the
outer one.

In Section 3.1.3, the exhaust conduit of the spherical SRM was also discussed, of radius 𝑅𝑒. It has
been decided that this variable would not affect the optimisation significantly, hence it was not included
as a design variable. Instead, the value of 𝑅𝑒 is fixed at half the inner sphere radius: 𝑅𝑒 = 𝑅𝑖,2/2.

Design variable Associated equation Maximum range
Outer radius fraction 𝑅𝑜,2,frac 𝑅𝑜,2 = 𝑅𝑜,2,frac ⋅ 𝑅𝑜,1 0 to 1
Inner radius fraction 𝑅𝑖,2,frac 𝑅𝑖,2 = 𝑅𝑖,2,frac ⋅ 𝑅𝑜,2 0 to 1

Table 3.2: Design variables for the spherical SRM geometry.

For the first stage SRM, different crosssectional geometries can be used: tubular, rod and tube,
multifin and anchor. To ensure that the optimisation stays as clear as possible, distinct optimisations
have been performed for each of these geometries, and the results combined afterwards.

Irrespective of the cylindrical SRM type, two common design variables are used. These are the
length of the SRM 𝐿, and its outer radius 𝑅𝑜,1. Different sets of design variables have then been
established for the crosssectional geometry of the first stage SRM, depending on its type.

The tubular SRM type being the most straightforward one, it is characterised by only one addi
tional design variable, the inner radius fraction. This is shown in Table 3.3. Then, the rod and tube
SRM has one more design variable, to define the intermediate radius of the inner propellant rod, as
shown in Table 3.4. The multifin SRM geometry being more complex, it has four design variables to
characterise its crosssectional geometry. The relation between these design variables and the ge
ometry parameters is given in Table 3.5. Most notably, the number of fins 𝑁𝑓 must be an integer, and
the design variable that defines the fin width 𝑤𝑓 is made to ensure that the fins do not interfere with
one another. Lastly, the anchor SRM geometry is the most complex. The design variables are trans
lated into the geometry parameters through the equations presented in Table 3.6. Again, the number
of anchors 𝑁𝑎 must be an integer. All the design variables in this table are setup as to enforce the
constraints from Equations 3.36 to 3.40.

Design variable Associated equation Maximum range
Inner radius fraction 𝑅𝑖,1,frac 𝑅𝑖,1 = 𝑅𝑖,1,frac ⋅ 𝑅𝑜,1 0 to 1

Table 3.3: Design variables for the tubular SRM crosssectional geometry.

Design variable Associated equation Maximum range
Intermediate radius fraction 𝑅mid,frac 𝑅mid = 𝑅mid,frac ⋅ 𝑅𝑜,1 0 to 1
Inner radius fraction 𝑅𝑖,1,frac 𝑅𝑖,1 = 𝑅𝑖,1,frac ⋅ 𝑅mid 0 to 1

Table 3.4: Design variables for the rod and tube SRM crosssectional geometry.

Design variable Associated equation Maximum range
Inner radius fraction 𝑅𝑖,1,frac 𝑅𝑖,1 = 𝑅𝑖,1,frac ⋅ 𝑅𝑜,1 0 to 1
Number of fins 𝑁𝑓 N.A. 3 to 20
Fins length fraction 𝐿𝑓,frac 𝐿𝑓 = 𝐿𝑓,frac ⋅ 𝑅𝑖,1 0 to 1
Fins width fraction 𝑤𝑓,frac 𝑤𝑓 = 𝑤𝑓,frac ⋅

2𝜋⋅(𝑅𝑖,1−𝐿𝑓)
𝑁𝑓

0 to 1

Table 3.5: Design variables for the multifin SRM crosssectional geometry.
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Design variable Associated equation Maximum range
Inner radius fraction 𝑅𝑖,1,frac 𝑅𝑖,1 = 𝑅𝑖,1,frac ⋅ 𝑅𝑜,1 0 to 1
Number of anchors 𝑁𝑎 N.A. 2 to 15
Anchor spacing fraction 𝑤frac 𝑤 = 𝑤frac ⋅

𝑅𝑜,1−𝑅𝑖,1
3 0 to 1

Fillet radius fraction 𝑟𝑓,frac 𝑟𝑓 = 𝑟𝑓,frac ⋅
𝑅𝑜,1−3𝑤−𝑅𝑖,1

2 0 to 1

Anchor spoke thickness fraction 𝛿𝑠,frac 𝛿𝑠 = 𝛿𝑠,frac ⋅ 2 ⋅ 𝑅𝑖,1 ⋅ sin (
𝜋
𝑁𝑎
) 0 to 1

Table 3.6: Design variables for the anchor SRM crosssectional geometry.

Depending on the SRM type selected for the first stage, this means that there are between 17 and 21
design variables used to optimise the MAV ascent and SRM geometry.

3.3.2. Objectives
As discussed by Papalambros and Wilde [85], an optimisation objective is a quantity that shall be
minimised or maximised. It is also referred to as the cost function, the merit function, or the fitness
function. An optimisation problem can be a singleobjective or a multipleobjective optimisation. As
for the design variables, the objectives are also associated with an objective space that contains all
feasible outcomes of the optimisation process [86].

It is worth knowing that, in Pagmo, the objectives are always minimised by default [83]. In the
case of the optimisation of the MAV ascent trajectory, the following three objectives are used:

• Minimise the mass of the vehicle, including solid motors.
• Minimise the deviation between the final orbit periapsis and the target orbit.
• Minimise the deviation between the final orbit apoapsis and the target orbit.

These objectives can actually be seen as truly the goal of finding the lowest mass possible, with
the other two objectives serving as constraints. However, they are still implemented as objectives, so
that the optimiser does not simply see the target altitude as something that is binary (reached or not),
but as something that should be targeted.

Because all of these objectives should be minimised, laws have been setup to translate them in
functions. The objective of minimising the mass is implemented through Equation 3.112, with the MAV
mass 𝑚 [kg], and a limiting mass 𝑚lim [kg]. The value for this limiting mass is set to 400 kg, as this
is the maximum MAV mass as discussed in Section 2.2.1. This relationship results in the objective
score as a function of the MAVmass shown in Figure 3.15a. It can then be seen that a mass of 400 kg
results in an objective score of 1, and that the objective score decreases linearly as the mass gets
lower. Also, the slope of the line is higher when the mass is of more than 400 kg, to increase on the
importance of first reaching the requirement, and then trying to decrease the mass even lower.

Similarly, the relationship used to computed the final orbital altitudes score is given in Equa
tion 3.113, with the minimum and maximum required altitude of ℎmin = 300 [km] and ℎmax = 375
[km], as discussed in Section 2.2.1. The buffer altitude ℎbuffer [km] is used so that the optimiser tries
to stay further from the lower limit than the upper one, as the lower altitude is a hard requirement, and
the upper altitude is a soft requirement. It has been decided to set the value of this buffer to 315 km.
Both the periapsis and the apoapsis of the final orbit are to be scored using Equation 3.113. The
plot of Figure 3.15b shows the mapping of the orbital altitude to the objective score. Once again, the
slopes are made in a way to represent the importance of staying clear of low altitudes at all costs, to
represent the optimum altitude range, and to be gentler at higher altitudes, since the consequences
of going higher are less severe.

𝑓mass(𝑚) = {
𝑚

𝑚limit
= 𝑚

400 if 𝑚 ≤ 𝑚limit
5⋅𝑚limit−4⋅𝑚−500

𝑚limit−500
= 4⋅𝑚−1500

100 otherwise
(3.112)
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𝑓altitude(ℎ) =

⎧
⎪

⎨
⎪
⎩

0 if ℎ > ℎbufferand ℎ ≤ ℎmax
ℎ−ℎmax
450−ℎmax

= ℎ−375
25 if ℎ > ℎmax

ℎbuffer−ℎ
450−ℎmax

= 315−ℎ
75 if ℎ ≥ ℎminand ℎ < ℎbuffer

ℎ−ℎbuffer
ℎmin−ℎbuffer

⋅ 34 −
9
16 =

1215−4⋅ℎ
80 otherwise

(3.113)
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Figure 3.15: Representation of the functions mapping the simulation results to the objective space.

An additional objective to minimise the cost of the MAV could have been added. However, only the
SRM will have their size changed, and they will thus be the main elements influencing the cost in this
study. In addition, the mass of the SRM can be taken as a direct proxy for the cost [44]. While the
mass can be modelled precisely, the cost cannot, and taking both of them as objectives would only
duplicate the objective of minimising the mass of the MAV.

3.3.3. Design space exploration
As mentioned by Mooij and Dirkx [86], the design variables can take values within their respective
design space, also called the search space. It is important that the design space is known before
starting the optimisation. More importantly, nonrelevant sections of the design space should be
excluded, to allow for a more efficient optimisation process. This can be done via a design space
exploration (DSE). The methodology followed to study the design space is to split the design variable
in five categories. These categories are the following:

• The SRM geometry of the first stage.
• The SRM geometry of the second stage.
• The initial liftoff and stage separation angles.
• The TVC angles.
• All design variables at the same time.
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Different methods have then been used to vary the design variable for each of the categories
individually. Also, to capture the impact that design variables would have on each other, variation
on the design variables all at the same time, across categories, has also been studied. For each
simulation run for given design variables, the MAV state and mass over time has been resampled to
2000 points and saved. Also, data such as the value of the design variables, the value of the objective
functions, and the value of relevant parameters such as the burn time of each motor, have all been
saved in a database. This allows to browse the results by running requests on the database, selecting
sets of design variables or results as needed.

One at a time analysis
This procedure has only been applied to study the design space of the SRMrelated design variables.
As discussed by Hamby [87], it consists in keeping all of the design variables constant, and varying
only one of the design variable at a time. The baseline values are the one used to generate the
simulation benchmark that were discussed in Section 3.2.4.

This process is applied for all of the different type of SRM considered: spherical, tubular, rod and
tube, multifin, and anchor.

Monte Carlo
A Monte Carlo has been applied to all categories of design variables individually, and together. With
it, each design variable is randomly chosen within its range using a uniform distribution. This means
that, to cover the design space to a satisfying extent, a high number of samples are required. Also,
this methods allows to find out what kind of probabilistic distribution, if any, exists in the outputs, in
light with the probabilistic distribution of the inputs.

Sobol sequence
As introduced by Sobol [88], the variancebased sensitivity analysis, also called the Sobol method, is
a probabilistic model. A Sobol sequence is meant to cover a multidimensional space more uniformly,
leaving less room for large spaces without any design variable. This means that, in theory, less
samples are required with this method than with a Monte Carlo.

Still, it was decided to use a combination of both a Sobol sequence and a Monte Carlo to explore
the design space. This is to ensure a good coverage thanks to the Sobol sequence, and still allow
for a more random exploration to be carried through Monte Carlo. As such, 6000 samples have been
taken from a Monte Carlo, and 8192 from a Sobol sequence, for each category of design variables,
and for each type of SRM for the first stage. In total, this means that 283 840 propellant burn and
ascent simulations have been run for the design space exploration.

Results analysis
From the results of the one at a time analysis, the crosssectional geometry of each resulting SRM
has then been plotted, so that the most extreme cases could be visually inspected. From this, the
range in which the design variables can vary has been manually tuned, ensuring that no combination
of design variables would result in unfeasible SRM design, for instance containing unmanufacturable
features.

The results of both the Monte Carlo analysis and the Sobol sequence have been analysed in a
similar manner. First of all, the altitude over time of all of the ascent simulations run has been plotted
in one figure for each of the design variable category. While the resulting plot is not the most readable,
it allows to see whether simulations cover the trajectory space to a satisfying extent.

Then, plots have been made of the objective scores as a function of the design variable values.
The goal of this plot is to then see if some part of the design variables range always results in very
high objectives score. If that is the case, the design variable range can then be narrowed down, to
keep only design variables that results in low objective scores.

Last but not least, heat maps have been made based on the correlation between the design
variables values and the objectives scores. This allows to reflect on which design variables impacts
the simulation the most. If some design variables are found to not affect simulation results or objective
scores, they can be excluded from the optimisation.
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3.3.4. Initial population
The initial population of the optimisation could be initialised at random, by letting Pagmo randomly
select design variables. However, this means that the initial population would most likely be far from
optimum, and it would take the first generations of the optimisation to even starts finding good solu
tions.

Instead, it has been decided to start from a population sampled amongst the best solutions from
the design space exploration. The goal through this is to start with a population that is already close to
optimum, but still contains solutions that differs from each other, to keep a mixed population. As such,
optimum design variables from the design space exploration are selected from different categories,
as shown in Table 3.7.

... of the initial population is taken from the design space exploration of...
2/7 the initial liftoff and stage separation angles
1/7 the TVC angles
3/7 the SRM geometry
1/7 all design variables at the same time

Table 3.7: Initial population composition.

3.3.5. Optimiser
In this case, an optimiser is the algorithm that varies the design variables of a set of points, run the
simulations to compute the different objective scores and, based on the scores of the entire population,
compute the next design variables to be evaluated, making the entire set of points, also referred to as
population, evolve. Each iteration is called a generation. This section explores the different optimisers
that are implemented in Pagmo, how one has been selected, and how it has been tuned to offer the
most efficient optimisation for the given research.

Available algorithms
The following optimisation algorithms are implemented in Pygmo for multiple objectives problems [89]:

• Nondominated Sorting Genetic Algorithm (NSGA2): this algorithm is a variation of the genetic
algorithm. In it, different sets of design variables constitute so called population members. They
are encoded as bitstrings. A new generation is made by using a specific crossover of population
members and bit mutations, and then using nondominated sorting and the distance between the
population members [90].
• Multiobjective Evolutionary Algorithmwith Decomposition: this algorithm decomposes the pop
ulation to find optimum solutions in different directions, and combining them, using a Differential
Evolution operator [91].
• Multiobjective Hypervolumebased Ant Colony Optimisation (MHACO): this algorithmmaps the
individuals in the population to a hypervolume, in order to archive the different solutions. Then, it
uses nondominated fronts to rank them and generate new population members [92].
• Nondominated Sorting Particle Swarm Optimisation (NSPSO): this algorithm treats the indi
viduals in the population as particles, and iteratively moves them closer to a local optimum. The
variant implemented contains three different methods that help ensures the diversity of the Pareto
front [93].
• Improved Harmony Search: this algorithm is essentially a genetic algorithm, with the improve
ment that each of the individual tunes itself to the other ones over time, to progressively arrive at
an harmonised population [94].

To make the optimisation process more CPUefficient, it is required that batch fitness evaluation is
supported by the optimiser. This means that, instead of running simulation serially, having to wait for
each simulation to end before starting a new one, the optimiser will run the simulations in batches,
running simulations in parallel in different threads. From the optimisers listed above, only the NSGA2,
MHACO, and NSPSO optimisers allow for both multiobjective optimisation and batch fitness evalu
ation.
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Optimiser selection
To select the best optimiser given the problem at hand, the three different optimisers have been used
to run separate optimisations. In this process, the default parameters of each optimiser are kept, as
implemented in Pagmo. Then, two sets of plots have been made for each optimiser.

The first set of plots shows the value that each design variable has at each generation. To be able
to compare the design variables values to each other, their value has been scaled to fir their allowed
range. These plots offer a visual aid to investigate how well the optimiser keeps variation in the design
variables, which is important for the earlier generations, to ensure that the optimiser is not stuck in a
local optimum.

The second set of plots shows the objective score of each individual in the population, also as a
function of the generation. The allows to investigate if and how the optimiser is improving the objective
scores, and thus converging to optimums.

Optimiser tuning
Once an optimiser has been selected, it is now time to tune its different parameters. This is done
varying the parameters oneatatime, in decreasing order of expected influence. The parameter that
is estimated to have the highest influence on the optimisation is thus first varied between different
values, while the other are kept to their default values. The effect that the given parameter has on the
optimisation is then analysed, and the best value for the given parameter is chosen. Then, the next
parameter is varied, taking the default values except for the first parameter that was now tuned. This
process is repeated until all parameters have been tuned.

It is important to note that the optimiser has been tuned only with the optimisation that uses the
multifin SRM for the first stage, while optimisations have later also been run for the tubular, rod and
fin, and anchor SRM, using the same optimiser. This is done to prevent having to run the same time
consuming process four times. Still, it is estimated that themultifin SRMoptimisation is representative
of the optimisation for the other SRMs, as it uses the second highest number of design variables, one
shy of the anchor SRM.

3.3.6. Optimum identification
After a multiobjective optimisation has been carried, many optimums can be considered best de
pending on which of the objectives is prioritised. To present the optimum solutions, Pareto fronts
have been generated. As described by Kumar et al. [95], a Pareto front is the collection of points that
dominate the solution space. That is, there is no solution that scores higher than a Pareto optimal
solution without scoring lower on a different objective. This is illustrated in Figure 3.16.

Figure 3.16: Pareto front illustration, with objectives 𝐹1 and 𝐹2 [95].

In the case of this research, Pareto fronts have been generated by plotting the sum of the objective
of the periapsis and apoapsis altitude, versus the objective in mass. Presenting the Pareto fronts in
this way offers two advantages. First, this allows to make 2D plots. Second, it allows to see how low
the mass of the MAV can get while staying within the required altitude range.
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3.3.7. Optimum refinement
The last step in the optimisation process is to refine the Pareto fronts of optimal solutions to try and
find even better solutions. To that extent, a Sobol sequence has been used to vary the design variable
of the Pareto optimum points, to potentially find even better solutions.

This process is run by first varying the design variables corresponding to the Pareto optimal points
by multiplying them by factors between 0.999 and 1.001, selected by the Sobol sequence. For this,
64 design variable variations are investigated for each Pareto optimal point. Then, optimums are
refined by varying the design variables not by a given factor, but by a random value within 0.1% of
the design variable range. This is once again done using a Sobol sequence and taking 64 variations
per point. Last but not least, the point that leads to the absolute minimum mass while adhering to the
requirement on the target altitude is taken. Then, the design variables of this points are varied by up
to 0.25% of the design variable range. In this case, a Sobol sequence is used with 1024 samples.
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Results

This chapter presents all of the different results that have been generated through this research.
First, the results that come from setting up the different models are shown in Section 4.1. Follows
the discussion of the simulation results in Section 4.2, discussing the basic feasibility of the MAV
ascent, and the challenges of the more complex simulation to reach a satisfactory accuracy. Then, the
Section 4.3 compile the results from the optimisation setup, and the optimisation results themselves.
Last but not least, Sections 4.4 and 4.5 present the results of the validation and sensitivity analysis
that have been run to guarantee the credibility of the results.

4.1. Models setup
The first results are the ones that emerge from setting up the different models. These results con
tain the aerodynamic coefficients of the MAV from Missile DATCOM and from the DSMC, and the
parameters of the SRM propellant used for both stages.

4.1.1. Missile DATCOM
First, the aerodynamic coefficients of the first section of the MAV have been computed using Missile
DATCOM. To do so, the geometry of the MAV needs to be known. To this effect, a CAD model has
been made based on the preliminary design discussed in Section 2.2.2. A drawing of this CAD model
can be seen in Figure 4.1.

This CAD model was used to first estimate the reference area of the MAV, which is taken to be of
𝑆ref =0.144 m2. What is important here is not the exactitude of the value, but to ensure that the same
one is used in Missile DATCOM and in the ascent simulation, for the aerodynamics coefficients to be
consistent.

Also from this CAD, the coordinated of 15 points have been sampled along the line that, once
revolved, would form the MAV. This sampling is done by trial and error so that, once processed by
Missile DATCOM, these points represent the MAV as expected.

The sampled points are represented in blue in Figure 4.2. In the same figure, the orange points
represent the reconstructed geometry as computed by Missile DATCOM. Comparing Figures 4.1 and
4.2, it is judged that Missile DATCOM satisfactorily understands the geometry of the MAV.
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Figure 4.1: Dimensions of the MAV based on a CAD generated using CATIA.
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Figure 4.2: Geometry of the MAV in Missile DATCOM.

Running Missile DATCOM, and processing the output, the aerodynamic coefficients of the first section
are extracted as a function of both the Mach number and the angle of attack. Due to the geometry of
the vehicle, and not varying the sideslip angle in Missile DATCOM, the side force coefficients are all
zero. During the ascent simulation, a 2D interpolation will then be performed by Tudat to get the lift
and drag coefficient as a function of the angle of attack and Mach number.

The drag and lift coefficients are represented in Figures 4.3 and 4.4 respectively. As seen, the drag
coefficient does not significantly vary with the angle of attack, since the angle of attack is only varied
between the low values of 4 deg to 4 deg. The drag coefficient also shows a significant increase in
the transonic regime, with a peak of about 𝐶𝐷 = 1.4 at Mach number 1.2. Also, as one would expect
from the radial symmetry of the MAV, the lift coefficient corresponding to the angle of attack 𝛼 is equal
to the lift coefficient of the opposite angle −𝛼.
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Figure 4.3: Drag coefficient of the MAV as a function of Mach number for different angles of attack, from Missile DATCOM.
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Figure 4.4: Lift coefficient of the MAV as a function of Mach number for different angles of attack, from Missile DATCOM.
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4.1.2. DSMC
The drag coefficient of the second stage is obtained as a function of altitude from DSMC. To do so,
the atmospheric conditions must be known for each altitude for which DSMC will be run. These are
compiled in Table 4.1.

Altitude
[km]

Velocity
[m/s]

Density
[kg/m³]

Temperature
[K]

Pressure
[Pa]

Mixture [mol/mol]
CO2, N2, Ar, CO, O, O2

100 3.50334E+03 1.82031E07 1.28643E+02 4.58579E03 93.270%, 2.445%, 2.513%,
0.965%, 0.607%, 0.200%

125 3.49086E+03 4.29462E09 1.33166E+02 1.07168E04 81.674%, 6.398%, 4.972%,
3.851%, 2.509%, 0.596%

150 3.47851E+03 1.94534E10 1.72404E+02 7.27184E06 65.826%, 11.923%, 4.910%,
7.796%, 8.533%, 1.012%

175 3.46629E+03 2.15307E11 1.78405E+02 9.83263E07 44.654%, 16.782%, 3.754%,
10.801%, 22.822%, 1.186%

200 3.45420E+03 3.60822E12 1.79196E+02 2.05882E07 24.723%, 17.401%, 2.297%,
11.148%, 43.375%, 1.055%

225 3.44223E+03 8.64996E13 1.79330E+02 6.32226E08 11.796%, 14.477%, 1.210%,
9.397%, 62.345%, 0.775%

250 3.43039E+03 2.74321E13 1.79369E+02 2.59061E08 5.102%, 10.644%, 0.582%,
7.033%, 76.132%, 0.507%

275 3.41867E+03 1.01443E13 1.79380E+02 1.29177E08 1.900%, 7.190%, 0.249%,
4.862%, 85.498%, 0.301%

300 3.40707E+03 4.26962E14 1.79382E+02 7.73174E09 0.648%, 4.581%, 0.098%,
3.174%, 91.333%, 0.166%

350 3.38421E+03 1.10285E14 1.79383E+02 4.31813E09 0.074%, 1.758%, 0.015%,
1.271%, 96.835%, 0.047%

400 3.36181E+03 4.70352E15 1.79383E+02 3.26268E09 0.012%, 0.679%, 0.003%,
0.501%, 98.792%, 0.014%

450 3.33985E+03 2.97560E15 1.79382E+02 2.72788E09 0.004%, 0.280%, 0.001%,
0.203%, 99.507%, 0.005%

500 3.31831E+03 2.29431E15 2.29431E15 2.35800E09 0.003%, 0.132%, 0.001%,
0.088%, 99.775%, 0.002%

Table 4.1: Atmospheric conditions as a function of altitude, used as DSMC inputs.

While the DSMC is run to get the drag coefficient as a function of altitude, it is also an opportunity to
investigate how the Martian atmosphere behaves around the second stage.

The velocity of the flow in the xdirection is shown in Figures 4.5 and 4.6 for altitude of 100 km
and 500 km respectively. These figures show slices of the 3D simulation, visualised using the Par
aView software [96]. This shows that, at low altitude, the particles that hit the MAV are reflected back
according to the cosine law, but then collide with the incoming flow and get back to the MAV, creating
a sort of boundary layer. At higher altitudes, the incoming is less dense, hence is stops the reflected
flow less. This is seen in the more focused beam of reflected particles.

This phenomenon is also caused by the higher concentration in atomic Oxygen in the Martian
atmosphere at higher altitudes. As discussed in Section 3.1.1, this means that the accommodation
coefficient is higher, making the particle reflection more specular.
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Figure 4.5: Velocity of the atmosphere around the MAV at an altitude of 100 km, from the DSMC.
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Figure 4.6: Velocity of the atmosphere around the MAV at an altitude of 500 km, from the DSMC.

Themass density of the flow around the second stage is then shown in Figures 4.7 and 4.8, at altitudes
of 150 km and 500 km respectively. These figures show that, at 150 km, there is a shockwave in front
of the vehicle, as seen by the bubble of higher density in front of the nose. At higher altitudes, the
shockwave starts to separate, and the atmosphere is freer to flow around the vehicle.
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Figure 4.7: Mass density of the atmosphere around the MAV at an altitude of 150 km, from the DSMC.
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Figure 4.8: Mass density of the atmosphere around the MAV at an altitude of 500 km, from the DSMC.
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Finally, the drag coefficient as a function of altitude is shown in Figure 4.9. This coefficient is computed
using once again a reference surface area of 𝑆ref = 0.144 m2. This shows that the drag coefficient
peaks at around 130 km, before decreasing and then plateauing after around 250 km. This can be
explained by the atmospheric conditions also varying less with the higher altitude.

Moreover, a quadratic spline has been fitted through the drag coefficient as a function of altitude,
represented in orange. During the simulation, Tudat will then use this spline to interpolate the drag
coefficient for any altitude.
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Figure 4.9: Drag coefficient for the MAV as a function of altitude from DSMC.

4.1.3. SRM propellant
The different parameters required to run the SRM burn simulation are compiled in Table 4.2. It is worth
noting that, while an effort is made to get values as close as possible to the ones of the TPH3544
propellant, the exact values are not known. However, the code base that supports this research has
been made to be easily adapted to updated parameters values.

Table 4.2 shows both the proxy values that have been found in literature, as well as the values
used in the simulation, making an informed decision based on the sources. The molar mass and
specific heat ratio have been found not in literature, but using the CEA and RPAC software, and
comparing results.

In case of the CEA software, a flame temperature of 3645 K was used, and a chamber pressure
range of 10 bar to 75 bar. In case of the RPAC software, a chamber pressure of 35 MPa was used.
In both cases, the propellant recipe was set to 70% AP, 16% Al, and 14% HTPB.

In addition to the parameters compiled in Table 4.2, a combustion efficiency of 0.93 and a thrust
efficiency of 0.95 have been used, as conservative estimates inspired by values from the reader of
Zanbergen, B. [40].

Parameter Source Value
from source

Value used
for simulation

𝑇𝑐 [K] [19] 3645 3645

𝜌𝑝 [kg/m3] [58] 1860 1854.5[20, 59] >1749
𝑛 [] [60, 61] 0.31 0.31

𝑎 [mm/s/MPa𝑛] [60, 61] 4.202 4.202

𝑀 [g/mol] CEA 22.75 to 24.528 24.14RPAC 26.2646

𝛾 [] CEA 1.1148 to 1.194 1.125RPAC 1.1575

Table 4.2: Propellant parameters used for the SRM burn simulation.
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4.2. Simulation
Trough baseline simulations and their setup, various results have also been gathered. First, the semi
analytical ascent model is used to ensure the feasibility of the MAV to reach orbit within the mass
margin. Then, a benchmark simulation is setup, that is used to tune the integrator, environment, and
select a propagator to reach a predefined positional and velocity accuracy.

4.2.1. Semi analytical ascent
Results from the semi analytical ascent model that was discussed in Section 3.2.1 are presented
in this section. First of all, the parameters that have been used to run this simulation are listed in
Table 4.3. In addition, a value of 𝑆ref = 0.144 [m2] is used for the MAV reference surface area, and
a constant drag coefficient of 𝐶𝐷 = 1.1, as average from the Missile DATCOM results. These are
extracted from the work of JPL discussed in Section 2.2.2.

Parameter Value
Stage 1 burn Coasting Stage 2 burn

𝐹𝑇 [N] 9854 0 6937
𝑐eff [m/s] 293 ⋅ 9.81 = 2874.33 N.A. 282 ⋅ 9.81 = 2766.42
𝑀𝑃 [kg] 216 N.A. 54
𝑀0 [kg] 385 385216=169 99
𝛿 [deg] 30 N.A. 180

Table 4.3: Parameters used to run the semi analytical ascent simulation.

Table 4.4 then showcases the Δ𝑉 budget of the MAV ascent, as computed using the semi analytical
simulation. In this table, the results from using a vertical ascent and a gravity turn are both presented.
This showcases that, as one would expect, gravity losses are lower when using a gravity turn, at the
expense of an increase in drag loss. The coasting and second stage circularisation phases are then
based on the final state after the gravity turn. This Δ𝑉 budget also shows that, during the short time
of the second stage burn, drag losses are insignificant. However, it is expected that drag losses will
become nonzero as the MAV stays in orbit for a longer period of time.

Ascent phase Final
velocity

Initial
velocity

ΔV from
thrust

ΔV from
gravity loss

ΔV from
drag loss

First stage vertical ascent 2200.6 100 2366.5 234.4 31.5
First stage gravity turn (𝛿 = 30 deg) 2236.8 100 2366.5 179.3 50.5
Coasting (almost ballistic flight) 1557.9 2236.8 0 678.0 0.8
Second stage circularisation 3740.6 1557.9 2181.0 1.6 0

Table 4.4: Δ𝑉 budget based on the semi analytical ascent simulation. All values are in m/s.

Furthermore, this semi analytical simulation allows to plot the altitude and velocity of the MAV over
time. As shown in Figure 4.10, the final altitude of the MAV after the circularisation burn is just shy
of 400 km, and the final velocity is of 3740 m/s. As previously shown in Equation 3.1, orbital velocity
on Mars at an altitude of 300 km is of 3407 m/s. Since the orbital velocity decreases with altitude,
this means that the MAV has enough velocity once at 400 km to stay in orbit, according to this semi
analytical simulation.
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Figure 4.10: Altitude and velocity of the MAV over time using the semi analytical ascent simulation and a gravity turn with
𝛿 = 30 deg.
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Finally, from the thrust and effective velocity, the burn time of both motors has been computed. It is of
𝑡𝑏 = 63 s for the first stage, and 𝑡𝑏 = 21.5 s for the second stage. Also, the coasting phase between
stage 1 burnout and apogee lasts 431 s, or 7 minutes and 11 seconds.

In conclusion, this semi analytical MAV ascent simulation shows the apparent feasibility of the
MAV reaching orbit for its given mass and thrust, and it serves as a baseline to compare velocity and
burn times from the more detailed simulations later on.

4.2.2. Benchmark
To generate the benchmark, baseline values are required for the SRM geometry and ascent parame
ters. These values have been tunedmanually, based on the ascent trajectory that results from running
the simulation with them. Since the integrator and environment have not been tuned yet, a setup is
then guessed, as to tune these baseline values. This setup is to use a variable step size integrator
with RKF7(8) coefficients and a tolerance of 1E18. The environment is setup to comprise the classic
exponential atmosphere model, the SRM thrust, and SH up to D/O 4 for Mars gravitational field. The
manually tuned baseline parameters are compiled in Table 4.5, in case the first stage SRM is of the
multifin type. The baseline values that have been manually tuned for the different first stage SRM
types are presented and discussed in Appendix A.1. Running the SRM burn and ascent simulation
with these parameters for the multifin first stage SRM results in periapsis and apoapsis altitudes of
300 km and 505 km respectively, with a MAV GLOM of 409 kg, including 90 kg for the second stage.
The TVC deflection angles were set at random, rather than at zero, as to capture the effect of TVC on
the simulation later on during the benchmark generation. The SRM parameters were tuned to reach
orbit, while keeping close to the thrust level discussed in Section 2.2.2.

Design variable Baseline value
Launch angle [deg] 57.5
Stage separation angle [deg] 90
TVC in ydirection, 5 nodes [deg] 0, 2.86, 5.73, 0, 2.85
TVC in zdirection, 5 nodes [deg] 0, 2.86, 0, 2.86, 2.86
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.6875
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.5555
First stage SRM length 𝐿 [m] 1.05
First stage SRM outer radius 𝑅𝑜 [m] 0.24
Multifin SRM inner radius fraction 𝑅𝑖,1,frac [] 0.729
Multifin SRM number of fins 𝑁𝑓 [] 20
Multifin SRM length fraction 𝐿𝑓,frac [] 0.2857
Multifin SRM width fraction 𝑤𝑓,frac [] 0.5093

Table 4.5: Baseline values manually tuned for the benchmark, using a multifin first stage SRM.

The first step in the benchmark generation has been to find the highest accuracy possible for the
thrust simulation of both stages. For the first stage, the error in mass and thrust as a function of the
number of function evaluations can be seen in Figure 4.11. As expected, increasing the number of
function evaluations, and thus decreasing the time step, the final error decreases.

However, just after 1E+08 function evaluations, as marked by the vertical green line, the error
starts to increase again. This is the point that has been identified as where the computer numerical
accuracy is reached. As such, the highest accuracy possible for the thrust simulation of the first stage
contains an estimated error of about 8E05 N and 1E06 kg.

The same effect can be seen in Figure 4.12, for the simulation of the second stage thrust. One can
also see that the errors behave more linearly over the number of function evaluations for the second
stage thrust than for the second stage thrust. This is because the first stage SRM uses a multifin
geometry, that causes an important jump in thrust when the fins burnout. This jump in thrust causes
the error in thrust and in mass to be more erratic.
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Figure 4.11: Error in thrust and mass versus function evaluations for the stage 1 thrust integration.
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Figure 4.12: Error in thrust and mass versus function evaluations for the stage 2 thrust integration.

Table 4.6 presents a summary of the best accuracy feasible for the thrust simulation from the SRM of
both stages. In this table, the last columns list the relationship between the error in magnitude and in
mass. Indeed, as can be seen in Figures 4.11 and 4.12, the errors can be seen to decrease with the
same slope, but scaled by some factor. This factor is thus reported in Table 4.6, and will be of use
later in the study of the feasibility of this benchmark.

Stage Best time
step [s]

Number of
function evaluations

Magnitude
error [N]

Mass
error [kg]

Ratio magnitude /
mass error []

1 7.9036E07 1.3289E+08 8.8375E05 1.0117E06 90
2 9.9500E07 9.5764E+07 1.0849E04 8.2331E08 930

Table 4.6: Summary of the best achievable accuracy for each SRM propellant burn.
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With the benchmark for the thrust simulation of both stages completed, the benchmark has been
generated for each phase of the ascent. The results of this process can be seen in Figures 4.13 to
4.14 for the first stage, and in Appendix A.2 for the second stage. These show that, as for the thrust
simulation, there is a constant factor linking the error in position and in velocity. Furthermore, the best
feasible accuracy is reached with roughly the same number of function evaluations for each phase.
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Figure 4.13: Error in position, velocity, and mass versus function evaluations for the stage 1 powered ascent integration.
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Figure 4.14: Error in position and velocity versus function evaluations for the stage 1 unpowered ascent integration.

Table 4.7 compiles the best achievable accuracy for each phase of the ascent simulation. One point
of interest is that the feasible accuracy for the unpowered phases of the ascent is reached with a
higher time step than for powered phases. This is because the unpowered simulations typically run
for considerably higher simulated times than the powered ones. This means that any rounding error
has more time steps to accumulate.
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Stage Thrust Best time
step [s]

Number of
function evaluations

Position
error [m]

Velocity
error [m/s]

Ratio position /
velocity error []

1 Yes 4.9868E05 1.9019E+07 3.5362E07 2.2993E08 10
1 No 1.9853E03 1.0093E+07 2.2928E06 6.3764E09 285
2 Yes 3.9612E04 2.1651E+06 1.5594E06 1.4792E07 10
2 No 6.2780E03 5.1570E+07 1.4626E03 1.3215E06 1000

Table 4.7: Summary of the best achievable accuracy for each section of the ascent.

In splitting the benchmark in different sections of the ascent, the error that would be present in the
earlier phase of the ascent simulation do not affect the later phases. This is not realistic, and could
lead to the benchmark, when run as one single simulation, to be significantly less than the benchmark
when run as separate simulations.

For the benchmark, the target accuracy is set to be 100 times lower than the simulation accuracy
of 5 km and 5 m/s. This means that the benchmark target accuracy is of 50 m and 5 cm/s. Having this
factor of 100 thus allows to detect errors when tuning the simulation with a higher level of certainty.
This also allows to analyse the error in position and velocity of the simulation below the target, which
may put light to possible integrator stability errors.

This effect has been studied by faking an error in position and velocity at the beginning of the
second stage unpowered simulation, and looking what is the maximum error that still allows to reach
the required benchmark accuracy of 50 m and 5 cm/s. Variations in position and velocity are made at
the same time, using the ratio of their errors as analysed in the benchmark, and reported in Table 4.7.

The results of this process is shown in Figure 4.15. From it, one can see that, to reach a final
accuracy of 50 m and 5 cm/s, the initial error cannot be higher than 1 m and 1 mm/s. The same
procedure is then run for the second stage powered ascent simulation, with a required accuracy
this time of 1 m and 1 mm/s. Repeating this process until the first stage powered ascent results in
a maximum allowed error of 5.6E04 m and 1.9E06 m/s at the end of first stage powered ascent.
These required accuracies for each ascent phases are summarised in Table 4.8. Similar plots to the
one of Figure 4.15 are presented in Appendix A.2 for the other ascent sections.

In this table, the errors from the highest accuracy benchmark simulations are presented on the
same rows. This allows to check whether the benchmark can offer the required accuracy for each
ascent phase. As the minimum feasible final errors are lower than the maximum allowed final errors,
the benchmark can indeed propagate errors lower than 50 m and 5 cm/s.
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Figure 4.15: Effect of variations in initial state on the unpowered second stage ascent.
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Stage Thrust Maximum allowed final error Minimum feasible final error
Position [m] Velocity [m/s] Position [m] Velocity [m/s]

2 No 5.0E+01 5.0E02 1.4626E03 1.3215E06
2 Yes 1.0E+00 1.0E03 1.5594E06 1.4792E07
1 No 5.6E03 5.6E04 2.2928E06 6.3764E09
1 Yes 5.6E04 1.9E06 3.5362E07 2.2993E08

Table 4.8: Summary of the feasible and required benchmark ascent integration accuracy for each phase, for a final
accuracy of 50 m and 5 cm/s.

However, ensuring that errors in position and velocity do not increase over the benchmark accuracy
requirement is just half the effort. It is also important to ensure that the thrust simulation is accurate
enough to not introduce errors that will grow.

4.2.3. Integrator tuning
To tune the thrust RK4 integrator time step, the study from Section 4.2.2 is run again. However, this
time, the target accuracy is of 5 km and 5 m/s, being the accuracy desired for the simulations during
the optimisation. The results of this are compiled in Table 4.9, with plots of the error in position and
velocity as a function of the initial state error shown this time shown in Appendix A.3. Unsurprisingly,
the values of this table are the same as the ones of Table 4.8, reduced by a factor of 100, as is the
required accuracy.

Stage Thrust Maximum allowed final error
Position [m] Velocity [m/s]

2 No 5.0E+03 5.0E00
2 Yes 1.0E+02 1.0E01
1 No 5.6E01 5.6E02
1 Yes 5.6E02 1.9E04

Table 4.9: Summary of the required ascent integration accuracy for each phase, for a final accuracy of 5 km and 5 m/s.

From Table 4.9, the required accuracy for the powered phases of the ascent are known. A constant
error in thrust and mass flow is then simulated for the SRM burn simulation, as to investigate what is
the maximum allowed error, given the accuracy requirement for the powered ascent phases. For the
second stage SRM burn simulation, Figure 4.16 shows that a maximum error of 3.2 N and 3.4 g/s is
acceptable.
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Figure 4.16: Effect of variations in thrust on the powered second stage ascent.
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The required SRM burn simulation accuracy is summarised in Table 4.10 for both stages. The time
step that corresponds to these errors is also reported in the same table, as well as the CPU time
required to run the SRM burn simulation that achieves such accuracy. These time steps represent the
tuned RK4 integrator values for the SRM burn simulation, which will be used during the optimisation
simulations. Keeping some margin, it is then recommended to use a time step of 2E06 s for the first
stage burn simulation, and of 1.5E02 s for the second stage burn simulation.

For the first stage SRM burn simulation, the accuracy requirement is such that is takes more than
9 min to run on an Intel© Xeon© E52683 CPU cadenced at 2 GHz. This is unacceptable, since this
will bottleneck the entire optimisation process. As such, an effort has been made to first optimise the
code, and ensure that constant values are computed only once. This however did not change the
required CPU time significantly. Instead, the SRM burn simulation has been rewritten in C++, where
it was previously implemented in Python. Doing so, and interfacing the C++ burn simulation with the
Python ascent simulation, the CPU time is reduced by a factor of more than 36, down to 15 s.

Stage Maximum allowed error Corresponding
time step [s]

Function
evaluations [] CPU time [s]Thrust [N] Mass flow [kg/s]

2 3.2E+00 3.4E03 2.7E02 3.4E+03 0.075
1 3.2E04 3.5E06 3.2E06 3.3E+07 550 −→ 15

Table 4.10: Summary of the feasible and required benchmark SRM burn integration accuracy.

Then, the integrator used during the ascent simulation itself also needs tuning. As such, a fixed step
RungeKutta integrator is used, varying the time step and the integration coefficients, and comparing
the results with the benchmark results to get an estimate of the error for each combination. This
results in Figure 4.17 for the error in position. From this figure, it can be seen that the explicit mid
point integration method is the one that reached the required accuracy represented by the horizontal
orange line, with the least function evaluations. However, this number of function evaluations is still
of about 3E+06. The error in velocity is shown in Appendix A.3.
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Figure 4.17: Error in position versus number of function evaluations for various fixed step integrators.

It has then been decided to run the same study, but with variable step integrators. This makes more
sense given the problem at hand, since a lower time step is required when thrust is used. Using a
variable step, the integrator is expected to automatically adjust its time step based on whether thrust
is active or not. This results in Figure 4.18, showing the error in position versus the number of function
evaluations for the different integration coefficients. This figure was generated varying not the time
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step, but the time step control tolerance. A similar plot showing the error in velocity is shown in
Appendix A.3.

As seen, the RKF4(5) variable step method reaches an accuracy of 3.6 km (and 3.3 m/s) with just
shy of 2E+03 function evaluations, 1500 times less than for fixed step integration. This corresponds
to a step size control tolerance of 1E07.
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Figure 4.18: Error in position versus number of function evaluations for various variable step integrators.

The time step that is computed by the step size control algorithm over time from the RKF4(5) method
is shown in Figure 4.19. This confirms that the time step automatically gets reduced when thrust is
activated or deactivated. It is worth noting that, during use of thrust, the time step is automatically
allowed to grow higher, since there are less changes in dynamics. During the unpowered phases, the
time step progressively grows. These phases are coasting and an orbital propagation once the MAV
is in orbit. It thus makes sense that the time step is allowed to be higher during these phases.
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Figure 4.19: Evolution of the time steps from the variable step size control for the benchmark simulation.
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In conclusion, the following integrator setup is to be used for the optimisation simulations, to ensure
an accuracy of 5 km and 5 m/s:

• First stage thrust simulation:

– RK4 integrator
– Fixed time step of 2E06 s

• Second stage thrust simulation:

– RK4 integrator
– Fixed time step of 1.5E02 s

• For the ascent simulation:

– RKF4(5) integrator
– Step size to vary between 3E05 s and 60 s
– Step size control tolerances of 1E07
– A maximum and minimum factor increase of 1.01 and 0.01 respectively
– A safety factor of 0.8

If a higher accuracy is required, it is recommended to lower the time step by a factor of 10 for the
thrust simulations, and the step size control by a factor of 105 for the ascent simulation.

4.2.4. Environment tuning
With the integrator tuned, the environment tuning is now performed, as to reach the required accuracy
using the simplest models possible. The required accuracy is now decreased, to take the integration
error into account. As such, the environment tuning is performed to reach a accuracy in position of
1.4 km and in velocity of 1.7 m/s. Each plot made in the environment tuning showing the error in
position is also presented in Appendix A.4 showing the error in velocity.

Mars gravitational acceleration
First of all, different models have been tried to represent the gravitational acceleration caused by Mars
on the MAV. For each attempt, the error in position and velocity is computed by comparing results with
the use of SH up to D/O 14, which is assumed to be of higher accuracy. This results in the errors
shown in Figure 4.20, and summarised in Table 4.11. From these, it is decided to use SH up to D/O
6 for the optimisation ascent simulations.
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Figure 4.20: MAV relative position over time for different Mars gravitational field models.
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Model Final position
difference [m]

Final velocity
difference [m/s]

Point Mass 1.21E+05 1.10E+02
SH D/O 2 7.23E+03 6.88E+00
SH D/O 4 5.74E+03 5.61E+00
SH D/O 6 1.10E+03 1.16E+00
SH D/O 8 1.85E+02 1.30E01
SH D/O 10 1.55E+02 1.33E01

Table 4.11: State error due to different models for Mars gravitational field, compared to the use of SH up to D/O 14.

Other gravitational accelerations
The gravitational acceleration of other bodies than Mars has also been considered. First, Table 4.12
the distance fromMars of various bodies in the Solar system, as well as their gravitational parameters.
From these, the acceleration that these bodies have on another body located on Mars is computed.
From the order of magnitude of these accelerations, the Sun will for instance have a significantly
higher effect than the Earth or Venus, as one would expect.

Body Distance from
Mars [m]

Distance from
Mars [AU]

Gravitational
parameter [m³/s²]

Gravitational acceleration
on Mars [m/s²]

Sun 2.08e+11 1.39e+00 1.33e+20 3.06e03
Jupiter 5.90e+11 3.94e+00 1.27e+17 3.64e07
Venus 3.16e+11 2.11e+00 3.25e+14 3.26e09
Earth 2.77e+11 1.85e+00 3.99e+14 5.21e09
Saturn 1.24e+12 8.28e+00 3.79e+16 2.47e08
Phobos 5.99e+06 4.00e05 7.07e+05 1.97e08

Table 4.12: Gravitational acceleration of various bodies on Mars on January 1st 2031.

The ascent simulation has then been run with each the gravitational acceleration of each of these
bodies modelled as point masses. Phobos is not included in this study, for which the position is not
available at the given dates in the SPICE ephemeris. However, from Table 4.12, it is known that the
effect of Saturn and Phobos should be of similar magnitude. This results in Figure 4.21 and Table 4.13,
showing that most of these accelerations are irrelevant for the MAV ascent for the target accuracy. It
is thus decided to only use the gravitational acceleration of the Sun, as this is the most relevant one,
leading to an error of 110 m and 9.97 cm/s if omitted.
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Figure 4.21: MAV relative position over time for different point mass contributions to the environment.
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Model Final position
difference [m]

Final velocity
difference [m/s]

Sun PM 1.10E+02 9.97E02
Jupiter PM 5.59E05 3.77E08
Venus PM 1.14E06 7.83E10
Earth PM 4.92E03 4.36E06
Saturn PM 7.38E07 7.73E10

Table 4.13: State error due to different bodies PM contributions to the environment.

Miscellaneous accelerations
The accelerations caused by the Solar radiation pressure on theMAV and by Schwarzschild relativistic
correction are then considered. Following the same process, Figure 4.22 and Table 4.14 have been
generated. This shows that none of these accelerations are required to reach the target accuracy, by
a fair margin.
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Figure 4.22: MAV relative position over time for different miscellaneous acceleration models.

Model Final position
difference [m]

Final velocity
difference [m/s]

Schwarzschild relativistic correction 1.91E+02 1.75E01
Radiation pressure 2.77E+02 2.54E01

Table 4.14: State error due to miscellaneous contributions to the environment.

Mars atmospheric drag
Last but not least, the different models for the Martian atmosphere have been compared, which im
pacts drag. First, the atmospheric density that the MAV encounters during its ascent is plotted as a
function of altitude in Figure 4.23 for the different atmosphere models. This clearly shows that the
twostep exponential atmosphere and MCD 5.3 models keep relatively close up to roughly 150 km,
in thicker and thus more important parts of the atmosphere. However, the classic exponential atmo
sphere model significantly deviates starting already at around 50 km.
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Figure 4.23: Density profile of the different Mars atmosphere models.

Then, the position of the MAV over time is plotted in Figure 4.24, for the use of the different atmo
sphere models. This shows that, indeed, the highest deviation is reached when using the exponential
atmosphere model. However, while towards the end of the simulation, the different deviations appear
to correct themselves to some extent, after increasing at around 120 min at periapsis. Also, it is de
cided to use the twostep exponential atmosphere model for the optimisation, due to the low speed
of querying the MCD 5.3 during the simulation, and the fact that the smoother twostep exponential
atmosphere models cause less sudden variations in the atmosphere, allowing the variable step size
integrator to keep lower time steps. After the optimisation, selected results will be run again with the
MCD 5.3 atmosphere model, to see if the results are still within the target accuracy.
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Figure 4.24: MAV relative position over time for different Mars atmosphere models.

In conclusion, the following environment models are to be used for the optimisation ascent simulation:

• Mars gravitational field modelled as Spherical Harmonics up to Degree and Order (SH up to
D/O) 6.
• The Sun gravitational field modelled as a point mass.
• The Martian atmosphere modelled as a twostep exponential atmosphere.

In light of these results, in case simulations are run that require a higher accuracy, it is recommended
to increase the SHD/O from 6 to 8, to include the radiation pressure from the Sun on theMAVmodelled
as a cannonball, and the use the MCD to get the atmosphere density.
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4.2.5. Propagator selection
With the integrator and environment tuned, the last step is to confirm that the propagator does not
introduce errors due to for instance singularities. For the benchmark generation, a Cowell propagator
was used. The error in position of the MAV for all propagators compared to Cowell is plotted in
Figure 4.25. As seen, the deviations with the Cowell propagator are minor. This seems to indicate
that no particular singularity is reached during the simulation.
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Figure 4.25: MAV relative position over time for different propagators.

Figures 4.26 to 4.27 show different parameters computed by all the propagator during the MAV ascent
simulation. First, the eccentricity history shows that, while the initial eccentricity is of 0, the high thrust
allows it to decrease to lower values almost immediately. Similarly, the angular momentum, while
low at first, increases almost instantly. This means that, while these are potential singularities, these
parameters reach noncritical values in a few time steps, preventing any of the propagator to introduce
significant errors. Moreover, the inclination of the MAV never reaches 0 deg nor 180 deg, preventing
any singularity to arise.

This explains why no significant differences are found when selecting a distinct propagator. As
such, it is decided to keep the Cowell propagator, since the integrator and environment were tuned to
it. This prevents having to rerun the integrator and environment tuning to ensure that no difference
would have been introduced during a change of propagator.

0 20 40 60 80 100 120 140 160
Time [min]

10 2

10 1

100

Ec
ce

nt
ric

ity
 [-

]

Cowell
Encke
Gauss-Kepler
GME
USM Q
USM MRP
USM EM

Figure 4.26: MAV orbital eccentricity over time for different propagators.
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Figure 4.27: MAV momentum over time for different propagators.
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Figure 4.28: MAV orbital inclination over time for different propagators.

Baseline simulation
In tuning of the baseline simulation parameters, integrator, environment, and propagator, had to be
guessed as a starting point. Since all of these have now been tuned, it is possible to plot the position
and mass of the MAV over time, for both the initial guessed setup, and the tuned one. These are
shown in Figure 4.29. From it, a clear difference can be seen in the altitude history, indicating that the
initially guessed setup was introducing a significant error.
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Figure 4.29: Altitude and mass of the MAV over time, for the benchmark and the guessed simulation setup.
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4.3. Optimisation
Most of the results come from the optimisation that is run to find the configuration that allows the
MAV to reach orbit with the lowest GLOM possible. In the optimisation context, the first results come
from the design space exploration, studying the relation between the design variables and their effect
on the objective space. Then, an example of how the initial optimisation population is generated is
shown. Follows the results of the optimisation algorithm selection and tuning. Lastly, the optimisation
results themselves are presented and discussed.

4.3.1. Design space exploration
The first part of the design space exploration was carried out to restrict the range in which the design
variables that define the SRM geometry can vary. As such, the design variables of each of the SRM
type have been varied one at a time, with the exception of the outer radius and length of the motors.
This is because the motor length is not related to the other design variables, and its range will thrust
not change. Similarly, the inner geometry of the motor is typically specified as a function of the outer
radius, as discussed in Section 3.1.3. Varying the outer radius will therefore scale the entire motor
dimensions, and the outer radius does not need to have its allowed range tuned.

First, the inner radius of the tubular SRM is varied, as shown in Figure 4.30. This figure was
generated by trial and error to find the best range of inner radius for the SRM. It was thus decided to
set the inner radius fraction range to [0.2, 0.9], as to keep the smallest inner empty tube big enough
to guide the hot gas out, and the biggest outer propellant shell thick enough to provide a significant
thrust impulse.

Rifrac = 0.200 Rifrac = 0.375 Rifrac = 0.550 Rifrac = 0.725 Rifrac = 0.900

Figure 4.30: Crosssectional geometry of tubular SRM from the design space exploration.

Then, the same process was carried out for the rod and tube SRM, as shown in Figure 4.31. The
intermediate radius fraction and the inner radius fraction range are both set to [0.2, 0.9]. This is to
allow for hot gases to escape through the propellant rod and tubes, and ensure a sufficient outer
propellant tube thickness.

Rmidfrac = 0.200 Rmidfrac = 0.375 Rmidfrac = 0.550 Rmidfrac = 0.725 Rmidfrac = 0.900

Rifrac = 0.200 Rifrac = 0.375 Rifrac = 0.550 Rifrac = 0.725 Rifrac = 0.900

Figure 4.31: Crosssectional geometry of rod and tube SRM from the design space exploration.

The multifin SRM geometry is more complex, containing more design variables. As shown in Fig
ure 4.32, the inner radius fraction range is once again set to [0.2, 0.9]. Then, the number of fins is
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allowed to vary between 3 and 15. This is to ensure a radial symmetry, as having only two thick fins
could potentially make the vehicle unbalanced. The upper bound of 15 fins is set to ensure that there
are not a high number of thus very thin and fragile fins. Then, the fin length fraction range is set to
[0.25, 0.75], to avoid having fins so short that they would burn immediately, or so long and slender
that they would break or interfere with each other. Lastly, the fin width fraction range is set to [0.35,
0.9], to prevent them from interfering with each other, or from being too thin and prevent breaking
during ascent from Earth, during Mars atmospheric entry, or during Mars ascent.

Rifrac = 0.200 Rifrac = 0.375 Rifrac = 0.550 Rifrac = 0.725 Rifrac = 0.900

Nf = 3.000 Nf = 6.000 Nf = 9.000 Nf = 12.000 Nf = 15.000

Lffrac = 0.250 Lffrac = 0.375 Lffrac = 0.500 Lffrac = 0.625 Lffrac = 0.750

wffrac = 0.350 wffrac = 0.487 wffrac = 0.625 wffrac = 0.762 wffrac = 0.900

Figure 4.32: Crosssectional geometry of multifin SRM from the design space exploration.

The spherical SRM geometry also contains only one design variable, the inner radius fraction. It was
decided to allow this variable to vary between 0.15 and 0.8. Because of the spherical nature of the
motor, it was decided to prevent the inner empty sphere and exhaust tube from being too small, thus
condensing all of the hot gases into a confined space.

Rifrac = 0.150 Rifrac = 0.312 Rifrac = 0.475 Rifrac = 0.638 Rifrac = 0.800

Figure 4.33: Crosssectional geometry of spherical SRM from the design space exploration.

Lastly, the anchor geometry is the most complex. The range for each of the design variables of
this geometry are represented in Figure 4.34. The inner radius fraction 𝑅𝑖frac , spacing fraction 𝑤frac,
and spoke width fraction 𝛿𝑠frac range are all set to ensure that, at their minimum, the exhaust gas
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have a large enough volume to flow through. In their maximum, the geometric features made by the
propellant must be thick enough to ensure their solidity. Then, the fillet radius fraction 𝑟𝑓frac is allowed
to vary between what essentially results in squared or rounded fins. Lastly, the minimum number of
anchors 𝑁𝑎 is set to 2, as given in the constraint of Equation 3.39. The maximum number of spokes
is set to 6, which has been found to be the critical point after which the constraint of Equation 3.41 is
hardly satisfied.

Rifrac = 0.150 Rifrac = 0.262 Rifrac = 0.375 Rifrac = 0.487 Rifrac = 0.600

wfrac = 0.300 wfrac = 0.438 wfrac = 0.575 wfrac = 0.713 wfrac = 0.850

rffrac = 0.050 rffrac = 0.275 rffrac = 0.500 rffrac = 0.725 rffrac = 0.950

sfrac = 0.100 sfrac = 0.263 sfrac = 0.425 sfrac = 0.588 sfrac = 0.750

Na = 2.000 Na = 3.000 Na = 4.000 Na = 5.000 Na = 6.000

Figure 4.34: Crosssectional geometry of anchor SRM from the design space exploration.

All of the design variables related to the geometry of the SRM of both stages have then be varied
using a combination of the MC and Sobol sequence methods. The plot of Figure 4.35 shows that,
amongst the 20 thousand simulations that were run from this process, only about 30 were successful
in having their final altitude between 200 km and 500 km. This hints at how sensitive the simulation
is to the performance of the SRM, as expected.
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Figure 4.35: Flight path of the MAV from the design space exploration, varying the SRM geometries.

From these 20 thousand simulations run by varying the SRM geometries, the correlations between
the design variables and the objective score in mass, apoapsis altitude, and periapsis altitude, have
also been investigated. These correlations are shown in Figure 4.36, and show that the outer radius
of both stage SRM, as well as the length of the first stage SRM, have the highest correlation with the
score in mass. This makes sense since these variables directly dictate on the overall volume, and
thus mass, of the SRM. The inner radius of the first stage SRM also appears to be correlated with the
mass score. This is most likely due to this parameter, when increased, drastically decreasing the first
stage SRM mass.

A correlation between the outer radius and final orbit altitude can also be seen in Figure 4.36. This
can be explained as the first stage SRM is supposed to contain most of the thrust impulse, and the
outer radius most dictates for how long the motor will burn.

Lastly, the mass score can be seen plotted as a function of the value of the different design vari
ables in Figure 4.37. No clear relation can be extracted from this figure, and the allowed range for the
SRM design variables has thus not been tuned further.

Figure 4.36: Heatmap of the correlation between the SRM geometry and the MAV mass and orbital altitudes.
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Figure 4.37: Plot of the MAV mass scores as a function of the SRM geometry.

With the design space exploration of the SRM geometry parametrisation complete, the design space
of the variables related to the ascent itself can be explored. These design variables are the initial
liftoff and stage separation angles, and the TVC angles.

First, all design variables have been varied at the same time, including the SRM design variables.
Doing so, and taking 20 thousand random samples, reduces the number of ascents that results in
altitudes in the 200 km to 500 km range. This is shown in Figure 4.38. This is because, varying
all design variables at the same time, the imperfections in each of them add to deviations from the
baseline. No more analysis has been made from this, due to the number of variations and inherent
chaos in the generated 20 thousand simulation dataset. This serves to show that, simply varying
everything, does not result in optimums.
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Figure 4.38: Flight path of the MAV from the design space exploration, varying all design variables.

The initial liftoff and stage separation angles design variables have then been varied together, keep
ing others at baseline values. From Figure 4.39, one can see that varying only these two variables
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results in more ascents that end in the 200 km to 500 km range. This is because the thrust and TVC
used are similar, hence variations in how the MAV is launched and stage separation occurs leaves
less room to stray away from the baseline.
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Figure 4.39: Flight path of the MAV from the design space exploration, varying the initial angles.

The correlation between the initial angles design variables and the periapsis and apoapsis objective
score has then been analysed, as shown in the heatmap of Figure 4.40. In this figure, ‘angle_1’ is
the launch angle and ‘angle_2’ is the stage separation angle. From it, one can clearly see that there
is a strong correlation between the liftoff angle and the periapsis altitude. This makes sense, as
launching the MAV from a more vertical position, and keeping the motors the same, will result in a
higher periapsis altitude, and the other way around.

Figure 4.40: Heatmap of the correlation between the initial angles and the orbital altitudes.
Also related to the initial angles design variables, Figure 4.41 has been made, showing the altitude
objective scores as a function of these design variables. Looking at the stage separation angle ‘an
gle_2’, a value of for instance 85 deg can result in good objective scores of 0.1, but also of bad scores
of 100. However, taking a value of for instance 70 deg will never results in a score lower than 20.
It is thus decided to remove any angle that results exclusively in scores above 20, as shown by the
horizontal green line. This means that the liftoff angle should be kept between 53 deg and 60 deg,
and the stage separation angle between 75 deg and 104 deg. Margins are added on top of that,
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hence it is decided to use the following ranges: [47.5 deg, 60 deg] for the launch angle and [70 deg,
110 deg] for the stage separation angle.
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Figure 4.41: Plot of the orbital altitudes scores as a function of the initial angles.

Last but not least, the design space of the TVC angles design variables has been explored. To this
effect, Figure 4.42 has been made. From the 20 thousand samples, 9700 of them resulted in altitudes
within the 200 km to 500 km range. This shows that TVC is mostly used to finetune the ascent, since
results stay close to the baseline.
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Figure 4.42: Flight path of the MAV from the design space exploration, varying the TVC angles.

The correlation between the TVC angles design variables and the periapsis and apoapsis objective
score, as well as the final orbit inclination, is presented in Figure 4.43. From this figure, the use of TVC
in the ydirection is shown to mostly affect the inclination of the final orbit, while TVC in the zdirection
mostly affects the final orbital altitudes. Since the inclination is not taken as an objective, it is decided
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to remove the design variables of the TVC in the ydirection. This leaves less variable to work with
for the optimiser later on, which is assumed results in a more efficient optimisation.

Figure 4.43: Heatmap of the correlation between the TVC angles and the orbital altitudes.

Finally, Figure 4.44 shows the altitude objective scores as a function of the TVC angles in the z
direction. From the chaos of the plot, one can see that no relation can be deducted. This result is
used to keep this design variable range unchanged.
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Figure 4.44: Plot of the orbital altitudes scores as a function of the TVC angles.

In conclusion, the TVC design variables in the ydirection have been removed, and the remaining
design variables can vary in the range summarised in Table 4.15. As a reminder, there are 5 TVC
angles in the zdirection that are equispaced in time during the first stage burn, the spherical SRM
geometry is for the second stage, and one optimisation is run per SRM type for the first stage.
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Parameter Minimum value Maximum value
Launch angle [deg] 47.5 60
Stage separation angle [deg] 70 110
TVC angle in the zdirection [deg] (x5) 5 5
First stage SRM outer radius 𝑅𝑜 [m] 0.1 0.285
First stage SRM length 𝐿 [m] 0.3 1.25
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.3 1.0
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.2 0.9
Tubular SRM inner radius fraction 𝑅𝑖,1,frac [] 0.2 0.9
Rod and tube SRM intermediate radius fraction 𝑅𝑚𝑖𝑑,1,frac [] 0.2 0.9
Rod and tube SRM inner radius fraction 𝑅𝑖,1,frac [] 0.2 0.9
Multifin SRM inner radius fraction 𝑅𝑖,1,frac [] 0.2 0.9
Multifin SRM number of fins 𝑁𝑓 [] 3 15
Multifin SRM length fraction 𝐿𝑓,frac [] 0.25 0.75
Multifin SRM width fraction 𝑤𝑓,frac [] 0.35 0.9
Anchor SRM inner radius fraction 𝑅𝑖,1,frac [] 0.15 0.6
Anchor SRM number of anchors 𝑁𝑎 [] 2 6
Anchor SRM spacing fraction 𝑤frac [] 0.3 0.85
Anchor SRM fillet radius fraction 𝑟𝑓,frac [] 0.05 0.95
Anchor SRM spoke width fraction 𝛿𝑠,frac [] 0.1 0.75

Table 4.15: Tuned range for the design variables.

4.3.2. Initial population
The initial population is taken from the results of the design space exploration. Following the fraction of
design variables to take from each part of the design space exploration that was given in Section 3.3.4,
an initial population of for instance 72 individuals looks as in Figure 4.45. This appears to cover the
trajectory space well, which is helped by the fact that the population is taken from the different design
space explorations run.
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Figure 4.45: Initial optimisation population composed of 72 individuals taken from the design space exploration.

4.3.3. Optimiser selection
With the design space explored, and the initial population setup, an optimisation algorithm can be
selected. First, the NSGA2 optimiser was tried. An optimisation has then been run with this algorithm,
with a population of 72 individuals, and for 30 generations. The value that the optimiser used for the
design variables of each individual, at each generation, have been saved. Plotting for instance the
initial angles of the entire population as a function of the generation number results in Figure 4.46.
From it, one can see that there is very little variation in the values taken by the optimiser for the initial
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angle design variables. The same can be said when generating similar plots for the other design
variables. It is thus decided to not use this optimiser, as it does not leave sufficient variation in the
population.
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Figure 4.46: Evolution of the initial angles design variables during an optimisation with the NSGA2 optimiser.

Then, the same optimisation has been run, but changing the optimiser to the MHACO algorithm.
Generating the same plot as before in Figure 4.47 shows a higher spread in design variables values.
The convergence of the optimisation objectives is then investigated. This is done by plotting the scores
of each population individual as a function of the generation number, as in Figure 4.48. In this plot,
bigger dots represent the minimum objective score of a generation across the entire population. From
this figure, it can be observed that, while the apoapsis altitude objective stays low, the behaviour of
the two other objective is erratic. While the spread in design variables is satisfactory with the MHACO
optimiser, the convergence of the objectives is not.
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Figure 4.47: Evolution of the initial angles design variables during an optimisation with the MHACO optimiser.
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Figure 4.48: Evolution of the different objectives during an optimisation with the MHACO optimiser.

The last optimiser that can handle both multiple objectives and batch fitness evaluation is the NSPSO
algorithm. Figures 4.49 and 4.50 show the spread in design variables and objective score conver
gence for this algorithm. From these plots, it is judged that both of these aspects are satisfactory,
especially when compared to results from the NSGA2 and MHACO optimisers. It is thus decided to
move forward and use the NSPSO optimiser for the optimisation.
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Figure 4.49: Evolution of the initial angles design variables during an optimisation with the NSPSO optimiser.
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Figure 4.50: Evolution of the different objectives during an optimisation with the NSPSO optimiser.

In total, to select the optimiser, one optimisation has been run for each of the 3 optimisers, with a
population of 72 individuals, for 30 generations. This means that, for the optimiser selection, 6480
SRM burn and ascent simulations have been run.

4.3.4. Optimiser tuning
Now that the NSPSO optimiser has been selected, its 7 different parameters can be tuned. Each of its
parameter has been varied manually by taking between 3 and 5 values, and running a full optimisation
each time, with 30 generations and a population of 72. In total, 31 optimisations have been run in this
tuning process, requiring 66 960 SRM burn and ascent simulations to be carried.

For each optimisation, three distinct plots aremade to investigate theminimum andmean objective
scores, the standard deviation of the design variables, and the resulting Pareto fronts. This also
means that, in total, 93 plots have been generated and manually analysed. Since this takes too much
space for this report, an example of each plot can be found in Figures 4.51 to 4.53.
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Figure 4.51: Example of minimum and mean objective scores for given optimiser parameters.
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Figure 4.52: Example of plot showing the standard deviation of the design variables for given optimiser parameters.
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Figure 4.53: Example of Pareto plot for given optimiser parameters.

Figure 4.51 is used to analyse the convergence of the optimisation towards optimums. Then, Fig
ure 4.52 is made by scaling the design variables by their allowed range, and computing the standard
deviation in the population at each generation. From this plot, the convergence of the design vari
ables can be analysed. Having the design variable converging is wished, to attain an optimum, but
this convergence should not be too rapid, at the expense of missing part of the design space. Lastly,
Figure 4.53 shows the objective scores of the entire optimisation population across all generations.
This completes Figure 4.51 in the analysis of how well a given optimisation converges to a front of
optimums, and allows to analyse the spread of the population in the objective space.

The parameters have thus been tuned one at a time. Starting with the default values specified in
Pagmo, a given parameter is tuned, then its best value selected. It is then fixed to this tuned value,
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and the next parameter is in turn tuned. This process is repeated for all the parameters. These
parameters have been tuned in the order that was estimated to be of decreasing influence on the
optimisation, and trying to keep the ones that appear related tuned after another. The parameters,
their meaning, default values, allowed range, observed effect on the optimisation, and their tuned
values, are all compiled in Table 4.16.

Parameter Explanation Allowed range Default
value Observed effect Tuned

value

Diversity
mechanism

How Pareto
front diversity
is ensured.

[Crowding distance,
Niche count,
Max min]

Crowding
distance

Niche count manages to keep the
ℎ𝑝 score below 10 the longest.
Crowding distance is the worst at
keeping design variables variation.

Niche
count

Leader
selection
range

How far from
optimums are
leaders selected
from the front.

<100 2
Value of 5 is best at keeping DVs
varied, and making objectives
still converge.

5

omega Inertial particle
weight. ]0, 1[ 0.6

The higher the value, the slower
the design variables convergence.
A value of 0.8 allows for rough
objective convergence, to be
mitigated with other parameters.

0.8

v_coeff
Maximum
velocity of
a particle.

]0, 1] 0.5

The lowest the value, the less
chaotic the particles movement.
Low value of 0.05 allows for
design variables and objectives
to converge slowly, making more
possibilities be explored, and
the Pareto front more unified.

0.05

chi

How much
the velocity is
scaled by the
attraction to
other particles.

>0 0.5

Lower values clearly make
variations in design variables
decrease more linearly and
slower. Best convergence
compromise between 0.1 and 0.5.

0.25

c1

Magnitude of
the attraction
of a particle to
its previous best.

>0 0.01
This parameter does not
affect convergence
significantly.

0.01

c2

Magnitude of
the attraction of
a particle to one
of the leaders.

>0 0.5

The design space is not significantly
affected by this parameter. A lower
value leaves more varied particles in
the objective space.

0.25

Table 4.16: NSPSO parameters tuning.

4.3.5. Optimums
With the optimiser selected and tuned, the actual optimisations have been run, one for each first
stage SRM type: tubular, rod and tube, multifin, and anchor. For these optimisations, the number
of particles has been increased from 72 to 136, and the number of generations has been increased
from 30 to 100. Also, the optimisation has been run with 5 different seeds for the random number
generators: 42, 13, 123, 846, and 579. This means that, in total, 272 thousand ascent and propellant
burn simulations have been run for the different optimisations.

An example of the objective score behaviour across generations can be seen in Figure 4.54. This
shows that some jumps are present in the minimum periapsis altitudes scores, while the minimum
mass score decreases very slowly. This is due to the design variables converging to a smaller set of
values after some time, leading to potentially worse scores when trying different design variables.

The variation in design variables is shown over the generation number in Figure 4.55. As dis
cussed above, there is a clear converge of the design variables towards a given set of values, since
the standard deviation between them gets below 3.5% after about 65 generations.
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Figure 4.54: Minimum and mean objective scores for the MAV optimisation, with a seed of 123, using an anchor SRM for
the first stage.
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Figure 4.55: Standard deviation of the design variables for the MAV optimisation, with a seed of 123, using an anchor
SRM for the first stage.

The best results from each design space exploration, optimisation, and refinement, are then com
pared. These are the simulations that results in the correct orbital altitude range, for the least mass,
for a given first stage SRM type. These results are compiled in Table 4.17. From it, it can be seen than
the MAV that uses an anchor crosssectional geometry for its first stage SRM results in the lightest
MAV, at a GLOM of 355.5 kg, 44.5 kg lower than the maximum allowed mass of 40 kg. The other
SRM types for the first stage results in the GLOM of the MAV to be between 370 kg and 375.6 kg, still
7.5 % lower than the maximum allowed mass.

First stage SRM type Anchor Tubular Rod and tube Multifin
Launch mass [kg] 355.48 373.24 375.56 370.19
Second stage mass [kg] 101.79 103.86 100.28 94.232
Apoapsis altitude [km] 350.78 323.11 331.29 347.67
Periapsis altitude [km] 333.13 315.68 316.26 315.58

Table 4.17: Comparison of the optimisation results from the different first stage SRM types.



4.3. Optimisation 81

Then, the objective scores of altitude and mass are compared in Figure 4.56, combining the results
of the optimisations from all 5 seeds for the optimisation that uses the anchor SRM for the first stage,
resulting in the lowest GLOM. This figure shows that various simulations result in the target altitude
being reached, represented by an altitude score of 0. At the same time, since the mass score is below
1, the target mass is also reached. Even better, the target altitudes are reached for mass scores of
about 0.883, corresponding to a MAV initial mass of 372 kg, 28 kg below the requirement.
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Figure 4.56: Pareto plot for the MAV optimisation, compiling results from seeds of 42, 13, 123, 846, and 579, using an
anchor first stage SRM.

The Pareto front refinement process presented in Section 3.3.7 has then been run, in an attempt
to find more Pareto optimum points. The results of the different front refinements are shown on
Figure 4.57. In the same figure, the optimisation results are also presented, as well as the results
from the design space exploration. Indeed, while these results are not from the optimisation itself,
all of these simulations that have been run are valid and interesting results nonetheless. This figure
then compiles the results of 131 thousand SRM burn and ascent simulations, cropped to only show
altitude scores of a maximum of 0.7, and mass scores below 1. The different plots combined in
Figure 4.57 are shown in Appendix A.5. This appendix also presents the combined Pareto front from
the optimisations that use the tubular, rod and tube, and multifin SRM for the first stage.
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Figure 4.57: Pareto plot compiling all results from the simulation database, using an anchor first stage SRM.
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From Figure 4.57, one can see that the different front refinements that have been run did manage to
improve the Pareto front, both by making it more uniform, and by finding new Pareto points. Thanks
to this refinement, new solutions have been found that manages to reach the target orbit with a lower
MAV GLOM. Looking at Figure 4.57, it is estimated that, while some slightly better solutions could still
be found, the benefit of running more simulations is not worth the effort, given the uniformity of the
Pareto front.

The best solution from the refined Pareto front is with a MAV GLOM of 343.14 kg, the second
stage accounting for 102.7 kg. This is 12.3 kg lower than before the refinement. This solution results
in an apoapsis altitude of 339.4 km, and a periapsis altitude of 314.1 km, well above the hard lower
altitude bound of 300 km. Furthermore, the burn time of the first stage is of 17.8 s, while the second
stage burn time is of 25.2 s.

The design variables that result in this optimumMAV ascent can be found in Table 4.18. The angle
at which the twostages separate is found to be optimum at 89.13 deg, which makes sense since this
is close to 90 deg, which results in the MAV circularising at its apogee, being the most efficient use of
thrust. The difference of 1 deg allows for the second stage to make up for the loss in altitude caused
by firing exactly at apogee, meaning that the SRM burn ends after the vehicle has already fallen back
to Mars for roughly half the burn time. This optimum also shows that TVC in the zdirection is indeed
used, with deflection of up to 2 deg during the first stage burn. However, since the first stage burn is
of only 18 s, the number of nodes should be decreased, a separate TVC optimisation be made, or
TVC removed altogether from the optimisation and be kept for control as to limit deviations between
the real and the simulated trajectories. Appendix A.5 shows similar tables to Table 4.18, showing the
optimum design variables in case different first stage SRM types are used.

While these results are for the solution that has the absolute lowest mass while still achieving the
target orbit, the standard deviation between the 100 best solutions has been computed, as indicated
in the rightmost column of Table 4.18. This standard deviation is indicated as a percentage of the
optimum value, and it is a measure of the spread of the design variables used to achieve the target
orbit with the least mass possible, at maximum 1.7 kg above the absolute optimum.

From the standard deviations, it can be seen that, for instance, different values can be used for
TVC, without impacting how optimum the solution is. The same can be said for the anchor SRM fillet
radius. This hints that both of these values are of lower importance. Other standard deviations are
much lower. There is close to no room to change the values of for instance the stage separation
angle, or the number of anchors as to improve the solution.

Design variable Baseline
value Optimum value 100 optimums σ

Launch angle [deg] 57.5 50.79 2.37%
Stage separation angle [deg] 90 89.13 0.09%

TVC in zdirection, 5 nodes [deg] 0, 2.86, 0,
2.86, 2.86

0.6277, 1.0052, 0.1329,
1.8895, 1.7226

238.57%, 74.66%, 54.22%,
57.29%, 34.49%

Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.76 0.7573 1.13%
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.4816 0.5388 5.83%
First stage SRM length 𝐿 [m] 1.15 0.9813 3.32%
First stage SRM outer radius 𝑅𝑜 [m] 0.26 0.2438 1.18%
Anchor SRM inner radius fraction 𝑅𝑖,1,frac [] 0.6346 0.4981 2.24%
Anchor SRM number of anchors 𝑁𝑎 [] 6 4 0%
Anchor SRM spacing fraction 𝑤frac [] 0.7895 0.7632 8.06%
Anchor SRM fillet radius fraction 𝑟𝑓,frac [] 0.5 0.4547 10.98%
Anchor SRM spoke width fraction 𝛿𝑠,frac [] 0.091 0.5105 4.67%

Table 4.18: Optimum design variables, compared to baseline values, and their standard deviation amongst 100 optimums,
using an anchor first stage SRM.

The ascent simulation of this optimum that achieves the target accuracy with the lowest mass can
then be seen plotted in Figure 4.58. Most notably, the 2D trajectory of the MAV in Figure 4.58e clearly
shows that the launch starts more horizontally than what would be considered a classic launch on
Earth. This works well on Mars thanks to the lowed atmospheric density and, in this case, the high
thrust magnitude.
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(a) MAV altitude history.
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(b) MAV airspeed history.
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(c) MAV mass history up to 3min after stage separation.
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(d) MAV flight path history up to 3min after stage separation.
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(e) MAV 2D flight path history up to second stage burnout. Both axes use the same scale.

Figure 4.58: Ascent simulation of the MAV for the best optimum found, using an anchor first stage SRM.

Lastly, the optimum SRM geometry of both stages can be seen in Figures 4.59a and 4.59b, visually
representing the values related to the SRM geometry from Table 4.18. Computing the SRM geometry
for both stages from the design variables, the first stage SRM has a length of 𝐿 = 0.9813 m, an outer
radius of 𝑅𝑜,1 = 24.381 cm, an inner tube radius of 𝑅𝑖,1 = 12.146 cm, and 𝑁𝑎 = 4 anchors with a
separation of 𝑤 = 3.113 cm, a fillet radius of 𝑟𝑓 = 0.659 cm, and a spoke width of 𝛿𝑠 = 8.768 cm. The
second stage spherical SRM has an outer radius of 𝑅𝑜,2 = 18.463 cm and an inner radius of 𝑅𝑖,2 =
9.947 cm. The thrust profile that corresponds to both these SRM can be seen in Figures 4.59c and
4.59d. This showcases the high initial thrust of the anchor SRM, followed by a lower and decreasing
thrust once the inside of the SRMhas burned out. The thrust profile of the second stage spherical SRM
only increases over time, due to its spherical nature. The crosssectional geometry of the optimum
SRM in case the first stage SRM is not an anchor SRM are shown in Appendix A.5.
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(a) First stage SRM. (b) Second stage SRM.

0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Burn time [s]

0

10

20

30

40

50

Th
ru

st
 [k

N]

(c) First stage thrust profile.
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(d) Second stage thrust profile.

Figure 4.59: Crosssectional geometry and thrust profile of the SRM that results in the optimum MAV ascent, using an
anchor first stage SRM.

From the database of 634 thousand solutions generated through this research, 18 thousand resulted
in a MAV mass within the requirement of 400 kg, and reaching the target orbit. This means that
different researches can be done without having to run a new optimisation or even simulations, by
first looking at the database of solutions to get a first good sense of what can be achieved.

While the optimisation process was run with the objective of minimising the launch mass, the prior
ity could shift to for instance the minimisation of the second stage burn time. The minimum achievable
second stage burn time while still fitting the orbital altitude target is of 5.22 s, with a periapsis altitude
of 328.7 km and an apoapsis altitude of 360.4 km. In this case, the MAV would use a multifin first
stage SRM, have a GLOM of 389 kg, and the first stage SRM would have a significantly higher burn
time of 34.7 s. This solution is interesting as the second stage is uncontrolled, potentially leading to
high orbital deviations if the burn time is too high. Also, this solution still manages a MAV mass 11 kg
lower than limited.

In conclusion, the optimisation shows that not only the MAV ascent on Mars is feasible given the
required mass and target orbit, but that there is even a possibility of reducing the mass by 57 kg,
allowing for instance to bring another payload on Mars besides the MAV, in the same lander. This
could consist in more science instruments, or for instance more helicopters to bring samples back to
the MAV. Furthermore, these results indicate that a higher payload mass would be feasible, given the
57 kg margin. However, the exact amount of extra payload mass that could be added is not known.
New optimisations would be required to tune the MAV SRM geometry and ascent to a new payload
mass.

4.4. Validation
In this section, the different part of this research that have been validated are discussed. These are
the validity of the DSMC results, the validation of the thrust models, and the study of whether or not
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the required simulation accuracy is reached. Other parts of this research that have not been validated
are assumed to be validated already before use. These are for instance the SPARTA, CEA, RPAC,
and Tudat software, which were validated through numerous unit tests and experiments.

4.4.1. DSMC
From the atmospheric conditions of Table 4.1 and the length of the MAV second stage, one can com
pute the Mach and Knudsen numbers as a function of altitude, as reported in Table 4.19. Importantly,
this shows that the Knudsen between 0.1 and 10 at an altitude of 100 km, then it is always above
10. This means that the flow is transitional at 100 km, and freemolecular at higher altitudes, indi
cating that using the DSMC method is suited to study the aerodynamics of the MAV in the Martian
atmosphere.

Altitude [km] Mach number [] Knudsen number [] Altitude [km] Mach number [] Knudsen number []
100 19.5229 1.05289E+00 275 10.4315 3.62925E+06
125 18.7224 4.27472E+01 300 10.1257 1.17448E+07
150 15.7385 8.99116E+02 350 9.8292 7.51163E+07
175 14.3184 7.96352E+03 400 9.6898 2.35742E+08
200 12.9100 5.05252E+04 450 9.6002 4.27082E+08
225 11.7434 2.47954E+05 500 9.5286 5.86192E+08
250 10.9463 9.96530E+05

Table 4.19: Mach and Knudsen numbers as a function of altitude.

Two plots have been made to ensure that the constraints of Equations 3.4 and 3.6 are met. First,
Figure 4.60 shows the Knudsen number of the grid size for the DSMC at an altitude of 100 km, which
is the Knudsen number computed using the grid size as reference length. This shows that this grid
size is too high at the closest of the MAV nose, being of about 3 where it should be at least 5. This
is caused by the high number of particles accumulating in front of the MAV, increasing the mean
free path. Running the DSMC on a server, 211 Go of memory were being used after the different
refinements of the grid. Decreasing the grid size further would then require a different computer to
run the simulation on. Moreover, this effect is only present at an altitude of 100 km. At higher altitudes,
the lower velocity of the MAV and lower atmospheric density result in higher Knudsen numbers.

Figure 4.61 then shows the number of PPC for the DSMC at an altitude of 250 km. This shows
that, except in the wake at the back of the MAV, there is at least 10 PPC in the simulation volume.
The same has been noted for all the altitudes. This number is achieved thanks to a process of trial
and error, increasing the number of PPC at simulation start and at each refinement until a satisfactory
number of PPC is reached.
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Figure 4.60: Grid size Knudsen number from the DSMC method at an altitude of 100 km.
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Figure 4.61: Number of simulated particles per simulation grid cell from the DSMC, at an altitude of 250 km.

Because the DSMC method is suited for the MAV in the Martian atmosphere, and it was run by
fulfilling the constraints on the grid Knudsen number and the number of PPC, it is judged that the drag
coefficients that were obtained with this method are valid for use in the simulations that were run in
this research.

4.4.2. Thrust
Validation of the thrust models has been made by comparing results to the ones from the openMo
tor [97] software. This software has been validated by comparing SRM burn simulations with results
from solid rocket motor burns, with model rocket motors of different crosssectional geometry. In
particular, the tubular and rod and tube geometries are implemented and validated in openMotor.

For a tubular geometry, a length of 𝐿 = 13.97 cm, an outer radius of 𝑅𝑜 = 4.153 cm, and an inner
radius of 𝑅𝑖 = 2.8 cm has been used. Also, the following propellant and motor parameters are used:
throat area 𝐴𝑡 = 1.533 cm2, area ratio 𝜖 = 6.25, propellant burn exponent 𝑛 = 0.3273, propellant
burn coefficient 𝑎 = 3.5952 ⋅ 10−5 m/s/MPa𝑛, chamber temperature 𝑇𝑐 = 2800 K, ambient pressure
𝑝𝑎 = 101325 Pa, propellant density 𝜌𝑝 = 1670 kg/m3, propellant molar mass 𝑀 = 0.02367, and
specific heat ratio 𝛾 = 1.21.

This corresponds to a model tubular SRM that was used for validation by the openMotor develop
ers. A comparison of the implemented simulated SRM burn and the openMotor results is then shown
in Figure 4.62, comparing both the thrust and the propellant mass over the burn time. From this com
parison, the difference in thrust is of a maximum of 20 N, which is of 3.7%. The final propellant mass
is, as expected the same, at 0 kg. However, the openMotor burn time is of 0.02 s more, which is 0.3%
higher than the implemented simulation.
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Figure 4.62: Verification of the thrust computation from the tubular SRM geometry.
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For the rod and tube geometry, a length of 𝐿 = 91.44 cm, an outer radius of 𝑅𝑜 = 18.415 cm, an
intermediate radius of 𝑅mid = 10.73 cm, and an inner radius of 𝑅𝑖 = 7.68 cm has been used. For
the propellant and motor parameters, the same as for the tubular geometry are used, expect for
the followings: throat area 𝐴𝑡 = 13.795 cm2, area ratio 𝜖 = 8.29, propellant burn coefficient 𝑎 =
3.517 ⋅ 10−5 m/s/MPa𝑛, chamber temperature 𝑇𝑐 = 3500 K, and propellant density 𝜌𝑝 = 1680 kg/m3.

A comparison of the thrust and propellant mass over the burn time of the results from openMotor
and the simulation are then shown in Figure 4.63. This shows that the simulation gives a thrust at a
maximum of 400 N below the one from openMotor, which is of 3.1%. The burn time is 0.28 s lower
with openMotor, which is a difference of 0.4%.
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Figure 4.63: Verification of the thrust computation from the rod and tube SRM geometry.

Both of these comparisons with openMotor are taken as an indication that the implementation of the
thrust in this research is valid for the computation of the thrust profile as a function of the tubular and
rod and tube geometries, and as a function of the propellant parameters.

Unfortunately, the openMotor software does not allow to simulate an anchor, multifin, or spher
ical SRM. This means that the thrust and mass over time from these models is validated for given
propellant parameters, but not for their geometry. Because the multifin and spherical SRM both use
relatively straightforward equations, as given in Section 3.1.3, it was decided that manually verifying
the equations is satisfactory. However, the anchor model is significantly more complex.

This anchor model has been validated by comparing results with the peerreviewed article that
established its geometry parametrisation [65]. In particular, the burning perimeter over the burn dis
tance has been validated. In Figure 4.64a, one can see the total burning perimeter over the burn
distance from the peerreviewed article at the top of the figure, with the burning perimeter of the 7
distinct segments of the anchor geometry at the bottom of the figure. These segments were shown
in Figure 3.10.

The same geometry as the one from the article is then used, and the burn simulation is run,
saving the burning perimeter of the anchor model as well as the burned distance. In Figure 4.64b,
these parameters are then plotted against each other. This then shows that the implemented anchor
SRM geometry model corresponds with the one of the peerreviewed article exactly. A superposition
of both figures, at the same axis scale, is shown in Appendix A.6. One may notice that inches are
used as a distance unit in the peerreviewed article, while meters are used in the implementation of
this research. This however does not cause any difference in how the perimeter and overall SRM
burns over time, since the geometry equations are all linear.



88 4. Results

(a) Burning perimeter over burned distance from the peerreviewed
article [65].
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(b) Burning perimeter over burned distance from the implemented
simulation.

Figure 4.64: Verification of the burning perimeter over burned distance for the anchor SRM geometry.

4.4.3. Ascent simulation accuracy
In Sections 4.2.3 and 4.2.4, an effort is made to tune the integrator and environment used for the
optimisation simulation, as to ensure an accuracy of 5 km and 5m/s with the lowest CPU time possible.
From the optimisation, the 200 solutions that achieve the target orbit with the lowest GLOM have been
sampled. Then, their design variables have been used to rerun the SRMburn and ascent simulations.

However, this time, a time step 10 times lower has been used for the SRM burn simulation. For
the ascent simulation, the same integrator is used, but with a time step control tolerance that is 105
times lower. For the simulated Martian environment, the SH used to represent the gravitational field
of Mars have been increased from a D/O 6 to 8. The effect of the radiation pressure from the Sun is
added modelled as a cannonball.

The difference in position between the simulations run during the optimisation and the ones run
with a higher accuracy is shown in Figure 4.65. This shows that, at a maximum, the final difference in
position is computed to be of a maximum of 4.39 km, with a mean difference of 1.07 km. The same
plot is shown in Appendix A.6, showing that the maximum difference in final position is of 36.25 m/s,
with a mean velocity difference of 11.4 m/s. This shows that the integrator and environment tuning
was successful at reaching the target positional accuracy of 5 km. The target accuracy in velocity
of 5 m/s is not reached. However, the latter was set as a way to keep at the same time the position
accuracy under control, since the velocity influences the position. Also, the final position is used in
the optimisation, since the final periapsis and apoapsis altitudes are scored as objectives. The final
velocity of the MAV is not used in the optimisation.
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Figure 4.65: Difference in position over time of selected simulations run with a higher accuracy integrators and
environment.
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4.5. Sensitivity analysis
In this section, the robustness of different aspect of the research is studied. First, the decay of the final
MAV orbit is studied. Follows with the sensitivity analysis of the MAV trajectory to initial conditions
and to the environment. Finally, the sensitivity of the MAV trajectory to variations in the design of the
MAV and in its SRM is studied.

The goal of the sensitivity analysis is mainly to ensure that, would any deviations from the simu
lation be present, the resulting final orbit would still allow for the ERO to safely rendezvous with the
MAV. This means that the inclination should be close to the target one of 20 deg, and the rendezvous
altitude should be at a minimum of 300 km.

4.5.1. Orbital decay
Once the ascent of the MAV is complete, the second stage of the vehicle stays in orbit. Due to pertur
bations in the gravitational field, radiation pressure from the Sun, and drag of the Martian atmosphere,
this orbit changes over time. First, the decay of the final orbit in the optimum case has been stud
ied. This optimum final orbit has a periapsis of 314.4 km and apoapsis of 339.4 km. This orbit has
been numerically propagated with the integrator and environment settings that were recommended
for the highest accuracy. This propagation is terminated once the periapsis gets below 300 km, cor
responding to the moment at which the ERO cannot safely rendezvous with the samples anymore,
as discussed in Section 2.2.1.

This results in the periapsis and apoapsis history shown in Figure 4.66. As seen in this plot,
there is a global trend in both of these altitudes to decay towards Mars. Also, waves can be seen,
showing that, periodically, the apoapsis decays while the periapsis increases. This essentially shows
a sinusoidal variation of the orbital eccentricity over time. From Figure 4.66, the altitude of the MAV
second stage becomes too low after 84 days. This thus leaves 84 days for the ERO to match the orbit
of the MAV second stage and catch the orbiting samples.
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Figure 4.66: Apoapsis and periapsis of the MAV second stage over time, starting from ℎ𝑝 = 314.1 km and ℎ𝑎 = 339.4 km.

However, during the decay of the orbit, the orbital inclination also changes, mostly due to the non
homogeneous gravitational field of Mars. It is planned for the ERO to catch the samples in an orbit
inclined at 20 deg, which is also the target orbital inclination of the MAV. Figure 4.67 then shows the
change in inclination of the MAV over time during orbit decay. This shows that, while the inclination
varies from the target one, there are 5 more times at which the inclination becomes the target one
again. Including the initial orbit right after launch, this thus leaves a total of 6 opportunities for the
ERO to catch the samples in the target orbit, with 5 repeats, the latest being 78 days after launch.
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Figure 4.67: Inclination of the MAV second stage over time, starting from ℎ𝑝 = 314.1 km and ℎ𝑎 = 339.4 km.

Lastly, the same study has been made for different initial altitudes. Propagating circular orbits of dif
ferent altitudes until decay resulted in Figure 4.68, showing the decay time and number of inclinations
repeats as a function of the initial periapsis altitude. As one could expect, increasing the initial orbital
altitude results in a higher orbital lifetime, and a higher number of inclinations repeats, leaving more
opportunities for the ERO to catch the samples. Also, while this plot has been generated for circu
lar orbits only, increasing the initial apoapsis altitude while keeping the periapsis identical will only
increase both the orbital lifetime and the number of repeats.
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Figure 4.68: Number of inclinations repeats and orbit lifetime as a function of the initial periapsis altitude.

4.5.2. Initial conditions
Next, the initial ascent conditions have been varied to study what impacts these have one the final
orbit of the MAV. These initial conditions are first the altitude, latitude, and longitude of the launch site.
Then, the possibility of a delay between the apogee and stage separation is investigated.

Variations in launch and stage separation angle, while important, are not part of the sensitivity
analysis. These parameters, being design variables in the optimisation, were already analysed during
the design space exploration, in Section 4.3.1.

To define the bounds in which the altitude, latitude, and longitude can vary, the topography of the
Jezero crater, and of the Perseverance landing ellipse, are used. This is because the MAV launch
site is in the same area of the Jezero crater as Perseverance, and the landing ellipse is assumed to
be of similar size. As shown in the topographic map of Appendix A.7.1, the landing ellipse covers a
latitude range of 6.6 km and a longitude range on 7.7 km. In that ellipse, altitudes range from 2.45 km
to 2.65 km, the nominal launch altitude of the MAV being of 2.55 km.

Altitude
The launch altitude of the MAV has first been varied using a normal distribution, with the mean altitude
at 2550 m, and a standard deviation of 50 m, as to cover initial altitudes ranging from roughly 2650 m
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to 2450 m. Taking 10 thousand samples from this distribution, simulations have then been run for
each initial altitude, and the resulting final orbit compared to the nominal one, using a launch altitude
of 2550 m.

The result of this process is shown in Figure 4.69, which presents the error in launch altitude, the
final error in periapsis, apoapsis, and inclination, all plotted against each other. The diagonal of this
figure shows the density distribution of each parameter, showing in this case the distribution in launch
altitudes and in resulting orbital error. The lower triangle of this plot then shows individual dots of
each simulation for different initial altitudes. These dots not only show the relation between the initial
altitude and the final orbital error, but also of the relation of the orbital errors with one another. Lastly,
the upper triangle of this plot shows the same data as the dots, but as contour plots, to show the
distribution of the final orbital error space.
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Figure 4.69: Initial altitude, periapsis, apoapsis, and inclination errors, all plotted against each other.

Figure 4.69 first shows the normal distribution of the error in launch altitude on the top left. Then,
on the bottom right, a similar distribution can be seen, showing that the final inclination error also
behaves as a normal distribution, but with the highest error being of a magnitude of 0.0025 deg,
which is deemed insignificant.

The same figure then shows a correlation between the periapsis error and the apoapsis error. This
is interpreted as follows: an increase in periapsis is due to a decrease in apoapsis, and viceversa.
This effect can also be seen in the periapsis and apoapsis error distributions: they both have the
same shape, but are mirrored around an axis at roughly 𝑥 = 2.5 km.
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Most importantly, the highest periapsis decrease caused by the error in altitude is of 5 km. Since
the periapsis has a nominal altitude of 314 km, this means that the ERO can still rendezvous and
catch the samples when the periapsis is decreased by 5 km, to 309 km.

Also, a high error in altitude of 100 m can only be present if the initial position of the MAV is
completely unknown after landing. In such scenario, while the MAV can still reach a satisfactory orbit,
it is unlikely that the MSR mission can continue. Instead, if the initial altitude is known to be different
from 2550 m at the position where the MAV landed, a simulation can simply be rerun with the new
initial altitude, so that the launch and separation angles, as well as the TVC angles, can be adapted
if needed.

Latitude and longitude
The same process has been repeated to study the final orbital error due to an initial error in latitude and
longitude, using a normal distribution with a mean of 18.5 deg and a standard deviation of 0.11 deg
for the latitude, and a mean of 77.5 deg and a standard deviation of 0.13 deg for the longitude. Once
converted to distances, this normal distribution then covers the entire landing ellipse of Perseverance.

Running once again 10 thousand simulations results in the plot presented in Appendix A.7.1 as
Figure A.27. This shows that, once again, there is the same correlation between the error in periapsis
and in apoapsis. This time, the maximum decrease in periapsis is higher, at 8 km. This puts the
periapsis altitude at 306 km, which is getting critical, but still acceptable for rendezvous. Themaximum
absolute inclination error is also increased to 0.18 deg. This is however still deemed satisfactory, as
the ERO can most likely afford to do a manoeuver to adapt its orbital inclination by such a small
amount.

Stage separation
Last but not least, a possible delay in the stage separation has been studied, as this would essentially
cause the MAV to start its second stage burn after the apoapsis has been passed. As such, a gamma
distribution has been used, with a shape parameter of 1, and a scale parameter of 2, meaning that
most of the separation delays are in the range from 0 s to 7.5 s.

As presented in Appendix A.7.1, in Figure A.28, this results in a very clear correlation between the
stage separation delay and all the orbital errors. These orbital errors even follow the same distribution
than the stage separation delay, showing that these can easily be predicted once the stage separation
delay is known. However, since the second stage is uncontrolled, it is impossible to adapt the second
stage burn to counteract any arising errors.

While a stage separation delay of 7.5 s results in a significant maximum decrease in periapsis
of 20 km, the effect on the periapsis is opposite, meaning that the apoapsis is increased by 20 km.
This is due to the stage separation occurring very shortly after apogee. Such a decrease in periapsis
means that the ERO can no longer rendezvous with the MAV at its periapsis. However, rendezvous
is still possible at apoapsis, especially since its altitude is increased at the same time. It is also
worth noting that an unexpected stage separation of more than a few second is deemed unlikely. It
is expected that either up to 2 s of unplanned delay could occur, or that stage separation would not
occur at all, resulting in mission failure. In case a 2 s delay occurs, the loss in periapsis altitude is of
a more manageable 8 km. Furthermore, these results show that, if a lower than nominal periapsis is
expected from the first stage burn, the stage separation can be delayed as to increase the periapsis
altitude.

4.5.3. Environment
The effect of two key variations in the environment on the final MAV orbit have been studied. These
are variations in the atmospheric density of Mars, and the addition of winds. First, the atmospheric
density has been varied between 0.65 to 1.3 times the nominal density computed from the twostep
exponential atmosphere model. These factors of 0.65 and 1.3 have been set according to variations
in atmospheric density measured and predicted at the Perseverance landing site, as taken from the
online interface of the MCD [48].

Running 10 thousand simulation with this variation in density results in Figure A.29. From this
figure, one can first see on the top left that the density was, as planned, scaled by factors ranging
between 0.65 and 1.3. Then, it can be observed that these variations in atmospheric density cause
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the periapsis to decrease by as much as 50 km, increasing at the same time the apoapsis by 50 km.
This means that, either rendezvous with the ERO is not feasible anymore, or it must be carried at
apoapsis, immediately after launch. This seems suboptimal. At such, because of the very high
influence of atmospheric density on the final orbit, it is recommended to launch the MAV when it is
predicted that the atmosphere is of average density. This can be done by ensuring that no solar
storm is expected. The ascent simulation could also be rerun just before launch to adapt the launch,
TVC, and stage separation angles if needed, as to lower deviations in the final orbit. It is for instance
possible to change the separation time and angle to increase the periapsis altitude, at the cost of the
apoapsis altitude.

The second environmental effect that has been studied is the addition of winds. These have been
taken from the MCD [46, 47], as predicted for the entire year 2031. These winds are then coupled
with the ascent simulation as a function of time, altitude, longitude, and latitude. In this process,
simulations have been run with the predicted winds for each Solar longitude increment of 1 deg, and
time of day increments of 1 hr. This results in 8616 simulations run, with winds at liftoff of up to
15 m/s. The error in periapsis, apoapsis, and inclination is then plotted in Figure A.30, showing that
a decrease in periapsis of up to 5 km can be expected when including winds. This is manageable,
and the ERO can still rendezvous to catch the samples. Still, it is recommended to rerun the ascent
simulation before launch to adapt its control. To do so, the wind and preferably density profile of the
atmosphere shall be known. Thanks to the savings in MAV mass, a meteorological balloon could for
instance be added to the MAV launch platform, and used to sound the atmosphere before launch.

Possible variations in the gravitational field of Mars have not been studied in more details for this
sensitivity analysis. Instead, findings from the environment tuning in Section 4.2.4 have been used.
During the selection of a numerical gravitational model for Mars, it was found that switching from SH
of D/O 6 to 8 caused an absolute difference in final position of up to 1 km. It is then expected that,
would the SH model of Mars be slightly incorrect, the difference caused by this error would be at
maximum in the order of 1 km. This does not significantly affect the final orbit of the MAV, and has
thus not been studied further.

4.5.4. Vehicle design
Lastly, the effect of three key variations in vehicle design on the final MAV orbit have been considered.
These are thrust misalignment, SRM sizing errors, and payload mass variations. In addition to these,
the study of variation in drag coefficient was considered, but deemed a duplicate of the study of
variation in atmospheric density. Indeed, the drag, as computed in Equation 3.72, varies linearly with
both the atmospheric density 𝜌 and the drag coefficient 𝐶𝐷. Thismeans that scaling the drag coefficient
by factors between 0.65 and 1.3 will give the exact same results as the analysis of sensitivity to the
atmospheric density.

First, thrust misalignment was thus studied. It was assumed that misalignment of more than half
a degree would be detected during manufacturing, and corrected. As such, 10 thousand simulations
have been run, varying the thrust vector by angles taken from a normal distribution, along both of
the y and z body axes. The results from this analysis are shown in Figure A.31. This time, more
significant deviations in the orbital inclination are found, of up to 0.5 deg. This confirms the findings of
the variation of TVC in the design space exploration in Section 4.3.1: varying thrust in the ydirection
has a direct impact on the orbital inclination. This figure also shows that decreases in periapsis of up
to 25 km can be expected when thrust is misaligned of up to 0.5 deg. While this comes with a raise in
apoapsis of up to 60 km, this is deemed suboptimal for ERO rendezvous. It is then recommended to
ensure thrust misalignment of less than 0.1 deg during manufacturing, to keep deviations in periapsis
and apoapsis to a few kilometres.

Then, deviations between the optimum SRM geometry and the actual MAV SRM geometry have
been studied. This was done by varying all inner dimensions of the optimum anchor geometry by
up to 1 mm, as well as the inner radius of the second stage spherical SRM. All dimensions are
varied at the same time, to keep the number of simulations run to 10 thousand, instead of running
different combinations with a lower less representative number of samples. Also, this then presents
themost critical case. Indeed, if someSRM features were to be increased in size and other decreased,
the effect on the trajectory could selfmitigate. Such deviations in geometry could be introduced for
instance when the solid rocket propellant is put in its mould for curing. As shown in Figure A.32, such
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deviations in the SRM geometry results in significant difference in periapsis and apoapsis altitudes, of
up to 100 km. This is unacceptable, and is likely to result in mission failure. This is because a deviation
in the SRM geometry will not only affect the thrust that the MAV uses to ascent, but also the mass
of the vehicle. It is then recommended to ensure that deviations between the design geometry and
the manufactured motor is in the order of 0.1 mm. This is most likely manageable for a manufacturer
such a Northrop Grumman [61].

Variations in payload mass of up to 0.75 kg have been studied. These would be caused by either
adding more samples in the payload container, or by launching the MAV lacking some of the samples.
Figure A.33 shows the result of this sensitivity analysis. From it, it can be seen that an increase in
payload mass of up to 0.75 kg will decrease the periapsis by of to 15 km. This becomes at the limit
of the altitude at which the ERO is to rendezvous with the MAV, meaning that it is recommended to
adhere to the planned payload mass, with deviations of up to 0.3 kg that are deemed tolerable.

Finally, it is important to realize that, while some deviations to the simulation results in acceptable
difference in final periapsis in the order of a few kilometres, combining these deviations together is
likely to result in error in final orbit in the range of 10 km to 100 km, which is then no longer acceptable.
It is thus recommended to adhere to the nominal values as closely as possible, and to rerun propellant
burn and ascent simulations before launch, with all conditions known with a higher accuracy.
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Conclusion

This chapter concludes the research that has been carried out. To this extent, the research questions
that were established in Section 2.3.1 are first answered in Section 5.1. Then, a discussion on the
overall feasibility of the Mars Ascent Vehicle is made in Section 5.2, in light of the findings throughout
this research.

5.1. Research answers
In this section, the different research questions and subquestions are answered. These answers
come directly from the findings in Chapter 4.
Subquestion 1.1: What crosssectional geometry and length of the first stage solid motor gives the
best orbital accuracy at lowest mass?
Answer: The optimum first stage SRM was found to be of a length of 0.9813 m, with an anchor cross
sectional geometry, an inner tube radius of 𝑅𝑖,1 = 12.146 cm, and 𝑁𝑎 = 4 anchors with a separation
of 𝑤 = 3.113 cm, a fillet radius of 𝑟𝑓 = 0.659 cm, and a spoke width of 𝛿𝑠 = 8.768 cm.

Subquestion 1.2: What inner and outer diameter of the second stage spherical solid motor gives
the best orbital accuracy at lowest mass?
Answer: The optimum second stage spherical SRM dimensions were found to be an outer radius of
18.463 cm and inner radius of 9.947 cm.

Subquestion 1.3: How should thrust vectoring control be used through ascent to reach the target
orbit with the highest accuracy?
Answer: TVC was found to be irrelevant in the ydirection as it only affects the orbital inclination. In
the zdirection, TVC was found to be optimum by deflecting the nozzle by the following angles eq
uispaced over time during first stage burn: 0.6277 deg, 1.0052 deg, 0.1329 deg, 1.8895 deg, and
1.7226 deg. However, due to the short burn time of the motor, it is recommended to not use TVC
values directly from the optimisation, but to use TVC as a way to control the MAV ascent to minimise
deviations from the target trajectory.

Subquestion 1.4: What is the minimum burn time of both stages combined that allows to reach the
target orbit?
Answer: The burn time of of the motors for the MAV that reaches the target orbit with the least mass
is of 17.8 s for the first stage, and 25.2 s for the second stage. Looking at other results in the database
that was generated, the target orbit can also be reached for a higher mass of 370.7 kg and burn times
of 24.91 s and 7.25 s for the first and second stage respectively, which is the minimum feasible com
bined burn time, at 32.16 s. Reducing the burn time reduces the time during which the MAV risks
failure due to motor failure. Lastly, the target orbit can be reached with a longer burn time for the first
stage motor of 34.7 s, and a much lower burn time for the second stage of 5.2 s. The lower burn time
of the second stage could be taken as an advantage since this second stage is not guided. Leaving
most of the burn time to the first stage, when control is possible, could then be favoured.

Subquestion 1.5: What is the minimumMars Ascent Vehicle Gross LiftOff Mass that allows to reach
the target orbit?
Answer: The minimumMAV liftoff mass that allows to reach the target orbit is of 343.14 kg, including
the second stage that has a mass of 102.7 kg. This is achieved using the SRM geometry described
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in Subquestions 1.1 and 1.2.

Subquestion 1.6: What are the optimum launch and stage separation angles to reach the target
orbit with minimum Gross LiftOff Mass?
Answer: To reach the target orbit with the MAV GLOM of 343.14 kg, the launch angle shall be of
50.78 deg from the vertical, or 39.22 deg from the local horizon. This means that the MAV starts its
ascent closer to the horizontal than a classic Earth ascent, allowing it to gain horizontal velocity early
on. The optimum stage separation angle is of 89.13 deg from the vertical, or 0.87 deg from the local
horizon. This means that the second stage is used to mostly circularise the MAV orbit. The launch
angle is to be controlled by the VECTOR system, and the stage separation angle by RCS of the first
stage.

The answers to the research Subquestions 1.1 to 1.6 then combine and give an answer to the re
search Subquestion 1: What vehicle configuration and control allows to reach the target orbit with
the highest accuracy and lowest mass? More details about the answers to these questions are given
in Section 4.3.5.

Subquestion 2.1: How does the initial launch angle impact the final propagated state?
Answer: As discussed in Section 4.3.1, the launch angle has a high impact on the periapsis altitude.
This is explained as, keeping the SRM geometry and TVC angles fixed, the launch angle will directly
dictate what apogee altitude is reached. The second stage makes most efficient use of thrust when it
is close to the horizontal, since this circularises the orbit. During the burn at the apogee, if the vehicle
is horizontal, the apoapsis will be the most impacted.

Subquestion 2.2: What choice of integrator, propagator, and environment leads to the best combi
nation of speed and accuracy for the numerical simulation of the propellant burn and ascent trajectory?
Answer: In light of the altitude objective score from Equation 3.113, an accuracy requirement of 5 km
and 5 m/s was set for the simulations that are run during the optimisation. For the thrust simulation,
the RK4 integrator that was setup reaches this accuracy requirement using a time step of 15 ms for
the second stage burn simulation, and of 0.002 ms for the first stage burn simulation. For the ascent
simulation, a RKF4(5) integrator should be used, with a variable step size control algorithm that uses
a tolerance of 1E07. The environment used during the ascent simulation should contain a twostep
exponential atmosphere model, spherical harmonics up to degree and order 6 for the gravitational
field of Mars, and the effect of the Sun gravity modelled as a point mass. All of these, combined with
a Cowell propagator, allow to run the ascent simulation using only less than 2000 function evalua
tions, taking less than 3 s on a Intel© Xeon© E52683 CPU cadenced at 2 GHz.

Subquestion 2.3: How do deviations in the environment affect the simulated states of the Mars
Ascent Vehicle?
Answer: In Section 4.2.4, through environment tuning, it was found that the choice of a model for the
gravitational field of Mars has the highest impact on the MAV ascent. This can be expected as it is
the second highest acceleration on the vehicle after its thrust. Spherical Harmonics up to a degree
and order of 6 are used to ensure an orbital accuracy of 5 km and 5 m/s. The environment model that
second impacts the ascent simulation the most is the atmosphere of Mars. Three models have been
studied. For the required speed, a twostep exponential atmosphere model is used. However, since
the climate of Mars can be predicted up to some extent, it is recommended to use the Mars Climate
Database to get the atmospheric density as a function of 3D position and time, when the exact liftoff
time is known, to rerun the ascent simulation. This recommendation is made again in the sensitivity
analysis run in Section 4.5, as both the atmospheric density and the possible winds have been found
to greatly impact the final orbit reached.

Subquestion 2.4: How do deviations in the initial state affect the final propagated state and final
orbit?
Answer: If initial deviations are present in the altitude, latitude, or longitude of the MAV at launch,
the final periapsis gets decreased by a maximum of 5 km, which leaves the orbit high enough for the
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ERO to safely rendezvous. Similarly, a delay in stage separation results in the second stage burn
starting after apogee, and increases the periapsis altitude, at the expense of a decrease in apoapsis
altitude. These effects are discussed in more length in Section 4.5.2.

Subquestion 2.5: How stable is the final orbit of the second stage at the minimum target altitude?
Answer: The final orbit of the second stage starts at a periapsis of 314 km and an apoapsis of 339 km.
It decays below the limit of 300 km after 84 days, after which it is no longer safe for the ERO to ren
dezvous. Also, after the initial orbital injection, there are 5 more times at which the orbital inclination
repeats itself to the rendezvous one, with the last repeat being 78 days after liftoff. A more extensive
discussion on the final orbit stability is made in Section 4.5.1.

The combination of the answers to the research Subquestions 2.1 to 2.5 combine to answer the
research Subquestion 2: How do key simulation variations impact the overall propagated states of
the Mars Ascent Vehicle and the final payload orbit? Finally, with Subquestion 1 and 2 answered,
the Main question is also answered: What is the optimum trajectory and solid propellant geometry
for the Mars Ascent Vehicle to bring samples from the Martian surface to a defined Martian orbit?

5.2. Feasibility
With this research done, the feasibility of using a twostage solid propellant rocket bring samples from
the surface of Mars to orbit can be assessed. Given the effort that was put in making the propellant
burn and ascent simulations accurate, it is judged that numerical results can be used to extrapolate
on the realworld feasibility of the MAV. This section also reflects on whether the numerical results
would lead to a feasible design and mission for the MAV in realworld conditions.

First of all, the required MAV size and mass that were decided by JPL can be fulfilled by a fair
margin of 57 kg. This means that the research discussed in this report also served as verification of
the requirements from JPL. With the 57 kg that are not taken by the MAV in the configuration found in
this research, additional scientific payload or engineering equipment such as extra helicopters could
be added to the MAV lander. This also allows for some growth in the MAV design itself, which is
always welcome in the design of systems such as a rocket.

Then, the target altitude range of 300 km to 375 km also appears to be realistic. On one hand, the
MAV can reach this altitude range within the required MAV size and mass. On the other hand, this
orbital altitude range leaves 78 days for the ERO to catch the samples in the orbit found to be optimum
before crossing the 300 km altitude, with 6 different opportunities at which the orbital inclination of the
orbiting samples repeat itself.

This research also showcases the usefulness of the VECTOR launch system, that allows the MAV
to be launched from a initial angle between 30 deg and 60 deg. This launch angle range allows to
control in what target orbit the MAV is going. Moreover, it was found that the full range of motion of
the VECTOR launch system is not required, since launching below 47.5 deg from the vertical does
not allow for the MAV to reach orbit with a low mass.

From the sensitivity analysis that was run, it was found that the final orbit that is reached by theMAV
is mostly stable. With most unplanned variation in the initial state, environment, and vehicle design,
the periapsis altitude decreases between 5 km to 10 km, while the apoapsis increases by close to
the same distance. This means that it is possible to correct the ascent trough the modification of the
launch, TVC, and stage separation angles, to counteract deviations that were not taken into account
in the simulations run in this research. As such, it is recommended to study the addition of a weather
ballon to be released from the MAV launch platform, to get the most accurate information about the
atmosphere before the launch, and adapt the trajectory if needed.

Last but not least, the use of a twostage rocket, that uses solid rocket motors is confirmed to allow
for the target orbit to be reached. While a hybrid rocket would offer thrust control during the ascent, it
was shown that the thrust profile of both stages can individually be tuned beforehand, by editing the
crosssectional geometry of the solid propellant.





6
Recommendations

This section compiles all the recommendations that are made, would this research be pursued further.
The recommendations are grouped into two categories: possible improvements to the setup used,
and investigations that could be made based on where this research ended. While these recommen
dations are made specifically for this research, they are also applicable to similar research that are
still to begin.

6.1. Setup improvements
From the experience gained in this research, various recommendation are made to make the setup
used more efficient computationally, but also at finding optimum results. From the optimisation, it was
first found that, after running it for 75 generations, the entire population was using a very similar set
of design variables. From this lack of variation, the remainder of the optimisation could not continue
to find better results. To save CPU time, and potentially allow for more random seeds to be tried, it is
then recommended to use 75 generations instead of 100.

Then, it is recommended to implement different sets of design variables. For instance, more design
variables could be used, such as the throat radius of both stages, or the stage separation altitude or
time, instead of always separating exactly at apogee. At the opposite, less design variables could
also be used, removing for instead the TVC, keeping it only for control. Some of the design variables
could also be fixed to some values, such as part of the SRM geometry. Using more design variables
allow for more fine tuning from the optimiser, but using less design variables also allows to run a more
efficient optimisation, since the effect that variables have on the objectives become clearer. There is
thus a fine balance to be found

Lastly, more objectives could be added to the optimisation, such as minimising the acceleration,
the burn time, the chamber pressure, or the dynamic pressure at first stage burnout to keep RCS
authority. However, it may be needed to run separate optimisation for some objectives, as combining
all of them in a 7 objective optimisation may simply results in design variables being tried at pseudo
random, and no objective convergence to be attainable.

6.2. Investigations
Different elements can be investigated, starting from the codebase that was generated for this re
search. First of all, a database of 634 thousand solutions was generated for this research, with 18
thousand of them allowing the MAV to reach orbit within the required altitude and mass requirements.
In this database, each solution contains the design variables used to run a simulation, the MAV launch
mass, the final periapsis and apoapsis altitude, the final orbital inclination, and the burn times of both
SRM. Thanks to the size of this dataset, Machine Learning or a similar technique can be used to fit
a model to the data, and then use the model to predict the outcome of a new untried solution. This
would allow to run optimisations at a higher speed, and the run the actual simulation for selected
ones, to see if the outcome is the same as the one that was predicted.

Then, while the ascent model that was setup propagates three degrees of freedom, it can be made
more complex by propagating 6 degrees of freedom, adding the simulation of the rotational dynamics
of the vehicle. This would allow to implement TVC and RCS more accurately, and to study the orbital
decay including effects such as torque due to the imperfect gravitational field of Mars. This would
also allow to push further the study of the achievable numerical accuracy.
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Finally, the addition of a model spin and despin thrusters can be added, which make the second
stage of the MAV spin on itself and stabilises it during the second stage burn. The inclusion of this
model would allow to study the feasibility of rotating the vehicle around an axis that is at an angle with
its centerline. This would reduce the effectiveness of the second stage burn, which could be used to
tune the second stage thrust profile and reduce orbital dispersion.
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A
Appendices

This appendix compiles the different resources and results that are secondary in this research. First,
Appendix A.1 presents the design variables that were manually tuned to constitute baseline for the
design space exploration. Then, Appendix A.2 compiles the plots generated to support the generation
of the simulation benchmark, that were not shown in the body of the report, since they are secondary.
Appendices A.3 and A.4 then show the secondary figures generated during the tuning of the integrator
and environment respectively. Follows Appendix A.5 with the results from all the optimisations that
were run, for all first stage SRM types. Appendix A.6 then shows the secondary plots made from the
validation. Lastly, Appendix A.7 shows all the figures related to the sensitivity analysis.

A.1. Baseline design variables
In Section 4.2.2, the baseline design variables are given in case a multifin SRM is used for the first
stage, which results in an orbit with a periapsis at 300 km and an apoapsis at 505 km. The launch,
separation, and TVC angles have been taken identical as the ones shown in Table 4.5 for all first
stage SRM types.

In case a tubular SRM is taken for the first stage, the baseline design variables have beenmanually
tuned to the values of Table A.1. This baseline results in a MAV GLOM of 445 kg, 101 kg of which
being the second stage, and leaves the MAV in an orbit with a periapsis of 453 km and an apoapsis
of 464 km. When using the rod and tube type for the first stage SRM, the manually tuned design
variables are the ones shown in Table A.2. Running the simulations with these variables result in a
final orbit with a periapsis altitude of 414 km and an apoapsis altitude of 513 km. In this case, the
MAV GLOM is 486 kg, and the second stage mass is 109 kg. Lastly, in case an anchor SRM is used
for the first stage, the baseline design variables are the ones shown in Table A.3. This results in a
MAV GLOM of 415 kg, of which 109 kg is the second stage, and the final MAV orbit has a periapsis
altitude of 295 km and an apoapsis altitude of 672 km.

Design variable Baseline value
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.76
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.632
First stage SRM length 𝐿 [m] 1.15
First stage SRM outer radius 𝑅𝑜 [m] 0.25
Tubular SRM inner radius fraction 𝑅𝑖,1,frac [] 0.64

Table A.1: Baseline design variables, using a tubular first stage SRM.

Design variable Baseline value
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.76
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.482
First stage SRM length 𝐿 [m] 1.05
First stage SRM outer radius 𝑅𝑜 [m] 0.25
Rod and tube SRM intermediate radius fraction 𝑅𝑚𝑖𝑑,frac [] 0.56
Rod and tube SRM inner radius fraction 𝑅𝑖,1,frac [] 0.357

Table A.2: Baseline design variables, using a rod and tube first stage SRM.

107



108 A. Appendices

Design variable Baseline value
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.76
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.4816
First stage SRM length 𝐿 [m] 1.15
First stage SRM outer radius 𝑅𝑜 [m] 0.26
Anchor SRM inner radius fraction 𝑅𝑖,1,frac [] 0.6346
Anchor SRM number of anchors 𝑁𝑎 [] 6
Anchor SRM spacing fraction 𝑤frac [] 0.7895
Anchor SRM fillet radius fraction 𝑟𝑓,frac [] 0.5
Anchor SRM spoke width fraction 𝛿𝑠,frac [] 0.091

Table A.3: Baseline design variables, using an anchor first stage SRM.

A.2. Simulation benchmark
Figures A.1 and A.2 show the final error in position, velocity, and mass for the benchmark ascent
as a function of the number of function evaluations. The vertical green line shows the number of
function evaluations above which the time step used becomes too small and the numerical rounding
error accumulates. Then, Figures A.3 and A.4 show the allowable initial errors in position and velocity
for the benchmark ascent of the second stage with and without thrust respectively. These allowable
initial errors are studied to ensure that the final benchmark accuracy is of 50 m and 5 cm/s.
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Figure A.1: Error in position, velocity, and mass versus function evaluations for the stage 2 powered ascent integration.
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Figure A.2: Error in thrust and mass versus function evaluations for the stage 2 unpowered ascent integration.
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Figure A.3: Effect of variations in initial state on the powered second stage ascent.
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Figure A.4: Effect of variations in initial state on the unpowered first stage ascent.

A.3. Integrator tuning
This section shows the different figures used to generate Table 4.9. These figures then present the
maximum allowable initial error in position and velocity for each phase of the ascent, to have an
accuracy at the end of the ascent of 5 km and 5m/s, which is the accuracy required from the integrator.
Figure A.5 then presents the growing error in position and velocity for the ascent of the second stage
without thrust. Figure A.6 presents the same data for the ascent of the second stage with thrust.
Figures A.7 and ?? then present the growing error for the ascent of the first stage without thrust and
with thrust respectively.

This section then also presents Figures A.9 and A.10. In these, the final error in velocity versus the
number of function evaluations is shown for different integration scheme, used in fixed and variable
step integration respectively. The horizontal orange line represents the required accuracy in velocity.
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Figure A.5: Effect of variations in initial state on the powered second stage ascent.

9.70 9.75 9.80 9.85 9.90 9.95 10.00 10.05 10.10
Time [min]

100

101

102

De
vi

at
io

n 
in

 p
os

iti
on

 [m
]

Allowable error (1.00e+02 m)

1.00e-01 m / 1.00e-02 m/s
1.78e-01 m / 1.78e-02 m/s
3.16e-01 m / 3.16e-02 m/s

5.62e-01 m / 5.62e-02 m/s
1.00e+00 m / 1.00e-01 m/s
1.78e+00 m / 1.78e-01 m/s

3.16e+00 m / 3.16e-01 m/s
5.62e+00 m / 5.62e-01 m/s
1.00e+01 m / 1.00e+00 m/s

9.70 9.75 9.80 9.85 9.90 9.95 10.00 10.05 10.10
Time [min]

10 1

100

De
vi

at
io

n 
in

 v
el

oc
ity

 [m
/s

]

Allowable error (1.00e-01 m/s)

Figure A.6: Effect of variations in initial state on the powered second stage ascent.
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Figure A.7: Effect of variations in initial state on the powered second stage ascent.
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Figure A.8: Effect of variations in thrust on the powered first stage ascent.
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Figure A.9: Error in velocity versus number of function evaluations for various fixed step integrators.
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Figure A.10: Error in velocity versus number of function evaluations for various variable step integrators.

A.4. Environment tuning
This section presents all the figures generated when tuning the environment used, but each time
showing the error in velocity instead of the error in position is presented in Section 4.2.4. First, the
velocity history of the MAV ascent is shown in Figure A.11 for the different models used to represent
the gravitational field of Mars. Figure A.12 then shows the difference in velocity when the effect of the
mass different bodies is added, modelled as point masses. Follows Figure A.13 that shows the effect
of adding the Schwarzschild relativistic correction and the Solar radiation pressure on the velocity
history. Lastly, Figure A.14 shows the velocity history for different models for the Martian atmosphere.
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Figure A.11: MAV relative velocity over time for different Mars gravitational field models.
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Figure A.12: MAV relative velocity over time for different point mass contributions to the environment.
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Figure A.13: MAV relative velocity over time for different miscellaneous acceleration models.
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Figure A.14: MAV relative velocity over time for different Mars atmosphere models.

A.5. Optimisation results
In this section, the individual Pareto fronts made for the optimisation that uses the anchor first stage
SRM geometry are first shown in Figures A.15 to A.17. These fronts were presented combined in
Figure 4.57. Then, the combined Pareto fronts for the optimisations that use the multifin, tubular,
and rod and tube first stage SRM geometries are shown in Figures A.18 to A.20 respectively. Last
but not least, this section presents on the optimum that were found for the optimisations that use
different first stage SRM geometries than the anchor geometry, the latter being found to be optimum.
These optimum design variables are presented in Tables A.4 to A.6, with visual representations of the
optimum crosssectional SRM geometries in Figures A.21 to A.23.
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Figure A.15: Pareto plot compiling results from the Pareto front refinement using design variables scaling at random in
[0.999, 1.001], using an anchor first stage SRM.
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Figure A.16: Pareto plot compiling results from the Pareto front refinement using design variables varied at random by up
to 0.1% their allowed range, using an anchor first stage SRM.
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Figure A.17: Pareto plot compiling results from the Pareto front refinement based on the absolute optimum, using design
variables varied at random by up to 0.25% their allowed range, using an anchor first stage SRM.
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Figure A.18: Pareto plot compiling all results from the simulation database, using a multifin first stage SRM.
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Figure A.19: Pareto plot compiling all results from the simulation database, using a tubular first stage SRM.
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Figure A.20: Pareto plot compiling all results from the simulation database, using a rod and tube first stage SRM.

Design variable Baseline value Optimum value
Launch angle [deg] 57.5 57.39
Stage separation angle [deg] 90 89.457
TVC in zdirection, 5 nodes [deg] 0, 2.86, 0, 2.86, 2.86 0.1509, 2.699, 0.1146, 2.822, 2.806
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.6875 0.7774
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.5555 0.7786
First stage SRM length 𝐿 [m] 1.05 1.0987
First stage SRM outer radius 𝑅𝑜 [m] 0.24 0.26
Multifin SRM inner radius fraction 𝑅𝑖,1,frac [] 0.729 0.8492
Multifin SRM number of fins 𝑁𝑓 [] 20 9
Multifin SRM length fraction 𝐿𝑓,frac [] 0.2857 0.4925
Multifin SRM width fraction 𝑤𝑓,frac [] 0.5093 0.4261

Table A.4: Optimum design variables, compared to baseline values, using a multifin first stage SRM.
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(a) First stage SRM. (b) Second stage SRM.

Figure A.21: Crosssectional geometry of the SRM that results in the optimum MAV ascent, using a multifin first stage
SRM.

Design variable Baseline value Optimum value
Launch angle [deg] 57.5 51.118
Stage separation angle [deg] 90 88.475
TVC in zdirection, 5 nodes [deg] 0, 2.86, 0, 2.86, 2.86 0.296, 1.9631, 0.3228, 2.0261, 2.8118
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.76 0.7858
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.632 0.5582
First stage SRM length 𝐿 [m] 1.15 1.1075
First stage SRM outer radius 𝑅𝑜 [m] 0.25 0.2388
Tubular SRM inner radius fraction 𝑅𝑖,1,frac [] 0.64 0.7193

Table A.5: Optimum design variables, compared to baseline values, using a tubular first stage SRM.

(a) First stage SRM. (b) Second stage SRM.

Figure A.22: Crosssectional geometry of the SRM that results in the optimum MAV ascent, using a tubular first stage
SRM.

Design variable Baseline value Optimum value
Launch angle [deg] 57.5 53.817
Stage separation angle [deg] 90 89.42
TVC in zdirection, 5 nodes [deg] 0, 2.86, 0, 2.86, 2.86 0.2825, 2.7195, 0.1805, 2.5896, 2.6568
Spherical SRM outer radius fraction 𝑅𝑜,2,frac [] 0.76 0.8408
Spherical SRM inner radius fraction 𝑅𝑖,2,frac [] 0.482 0.6709
First stage SRM length 𝐿 [m] 1.05 1.0261
First stage SRM outer radius 𝑅𝑜 [m] 0.25 0.2298
Rod and tube SRM intermediate radius fraction 𝑅𝑚𝑖𝑑,frac [] 0.56 0.701
Rod and tube SRM inner radius fraction 𝑅𝑖,1,frac [] 0.357 0.3681

Table A.6: Optimum design variables, compared to baseline values, using a rod and tube first stage SRM.
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(a) First stage SRM. (b) Second stage SRM.

Figure A.23: Crosssectional geometry of the SRM that results in the optimum MAV ascent, using a rod and tube first
stage SRM.

A.6. Validation
In this appendix, Figure A.24 first presents a juxtaposition of the validation and simulated burning
perimeter for the anchor SRM geometry. These are shown separately in Figure 4.64. Then, Fig
ure A.25 presents the error in velocity over time for 200 simulations that were rerun with a higher
accuracy integrator and environment. A similar plot is shown in Figure 4.65 for the error in position.

Figure A.24: Superposition of the peerreviewed figure with the computed burning perimeter segments for the anchor
SRM geometry.
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Figure A.25: Difference in velocity over time of selected simulations run with a higher accuracy integrator and environment.
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A.7. Sensitivity analysis
In this appendix, the results of three different parts of the sensitivity analysis are shown graphically.
These are the sensitivity analysis of the results to initial errors in Appendix A.7.1, to environment error
in Appendix A.7.2, and to vehicle design errors in Appendix A.7.3.

A.7.1. Initial errors
Figure A.26 shows a topographic map of the Jezero crater, taken by the Mars express mission. This
shows that the landing ellipse of Perseverance covers a latitude of about 6.6 km and a longitude of
about 7.7 km. The altitudes range between 2.45 km and 2.65 km. Figure A.27 then shows the error
in periapsis, apoapsis, and inclination of the final orbit, when variation in initial latitude and longitude
are made. Lastly, Figure A.28 shows the same errors in case there is a delay between apogee and
stage separation.

Figure A.26: Topographic map of the Jezero crater [98].
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Figure A.27: Initial latitude, initial longitude, periapsis, apoapsis, and inclination errors, all plotted against each other.
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Figure A.28: Stage separation delay, periapsis, apoapsis, and inclination errors, all plotted against each other.
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A.7.2. Environment
This section presents the plots made to support the analysis of the sensitivity of the final MAV orbit
to deviations in the environment. First, Figure A.29 shows the orbital errors compared together with
variations in atmospheric density. Then, Figure A.30 shows the same orbital errors compared with
each other, in case winds are added to the ascent simulation.
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Figure A.29: Variation in atmospheric density, periapsis, apoapsis, and inclination errors, all plotted against each other.
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Figure A.30: Periapsis, apoapsis, and inclination errors, all plotted against each other, from the addition of winds from the
MCD.
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A.7.3. Vehicle design
Lastly, this section shows the relation between the different final errors in periapsis, apoapsis, and
inclination, when errors in the design of the vehicle are made. These plots are made in case thrust
is misaligned, the SRM are incorrectly sized, and the payload mass is varied, in Figures A.31 to A.33
respectively.
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Figure A.31: Thrust misalignment, periapsis, apoapsis, and inclination errors, all plotted against each other.
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Figure A.32: SRM sizing, periapsis, apoapsis, and inclination errors, all plotted against each other.
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Figure A.33: Payload mass, periapsis, apoapsis, and inclination errors, all plotted against each other.
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