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Abstract: Qualitative research is a powerful means to capture human interactions and behavior. Although there
are different methodologies to develop models based on qualitative research, a methodology is missing that
enables to strike a balance between the comparability across cases provided by methodologies that rely on
a common and context-independent framework and the flexibility to study any policy problem provided by
methodologies that focus on capturing a case study without relying on a common framework. Additionally, a
rigorous methodology is missing that enables the development of both theoretical and empirical models for
supporting policy formulation and evaluation with respect to a specific policy problem. In this article, the au-
thors propose a methodology targeting these gaps for ABMs in two stages. First, a novel conceptual framework
centered on a particular policy problem is developed based on existing theories and qualitative insights from
one or more case studies. Second, empirical or theoretical ABMs are developed based on the conceptual frame-
work and generic models. This methodology is illustrated by an example application for disaster information
management in Jakarta, resulting in an empirical descriptive agent-based model.

Keywords: Research Design, Simulation Methodology, Empirical Agent-Based Models, Information Diffusion,
Information Management, Crisis Management

Introduction

1.1 Qualitative research is a powerful means to capture the human dimension and many studies e.g., from the social
sciences provide qualitative insights on human interactions and behavior that can support policy formulation
and evaluation (Black 1994; Levina & Vaast 2005; Altay & Labonte 2014). As such, the development of Agent-
Based Models (ABMs) for supporting policy formulation and evaluation can benefit greatly from integrating the
results of qualitative research (Yang & Gilbert 2008; Adam & Gaudou 2017; Maxwell 2020).

1.2 Translating nuance-rich qualitative data into a computational model is, however, challenging (Janssen & Os-
trom 2006). While the contextual richness of the data should be preserved as much as possible, distortions
need to be minimized and a transparent approach is needed that ensures replicability (Yang & Gilbert 2008; Ed-
monds 2015; Bharwani et al. 2015). Several methodologies have been proposed for integrating qualitative data
into ABM by (a) using previously developed frameworks to interpret and structure data, and/or by (b) "constrain-
ing" the knowledge elicitation and analysis process through clear steps (Edmonds 2015). For instance, Ghor-
bani et al. (2010) show the potential of using conceptual frameworks developed for institutional (re)design to
support the design, implementation and analysis of ABMs in socio-technical systems. Further, Ghorbani et al.
(2015) provide an approach for structuring and interpreting qualitative data from ethnographic work on the
basis of a previously developed framework (or meta-model). Conversely, Bharwani et al. suggest a mixed-
methods research methodology that puts emphasis on the steps adopted to extract and validate agent rules
via a participatory and ethnographic process (Bharwani 2004; Bharwani et al. 2015). Within such a methodol-
ogy, the authors rely on an exploratory phase to design a context-specific game that captures the world views
and decisions of the study participants. Such a game is then used to extract agent rules.
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1.3 Two gaps were identified concerning methodologies for the development of ABMs for policy support through
qualitative data. Firstly, methodologies as (Ghorbani et al. 2015) that rely on pre-existing conceptual frame-
works to develop ABMs have the advantage of enabling the study of a specific policy problem across different
cases in a rigorous and consistent manner (i.e., through the same framework) which enhances the comparabil-
ity of results across different cases. However, these methodologies lack in flexibility as they can only be used
when an adequate framework already exists that can be applied to the policy problem at hand. For novel policy
problems such a framework may not yet be available. Further, in order to support a rigorous and systematic
approach, the frameworks used in these methodologies are "prepackaged" with particular agent architectures
(Ghorbani et al. 2010, 2013) - i.e., formalized descriptions of agent theories concerning the internal processes
occurring within the agents (Wooldridge & Jennings 1994). However, such a design choice reduces the flexibility
of these methodologies in terms of enabling to account for different agent architectures.

1.4 Other methodologies such as Bharwani (2004) and Bharwani et al. (2015) rely on specific steps to rigorously
develop ABMs tailored to a given case. While such methodologies can be flexibly applied to any case without
the need of a pre-existing framework, the lack of a common framework makes it difficult to ensure compara-
bility and consistency across different cases of the same policy problem. In sum, a methodology is missing for
developing ABMs for policy support that enables to maintain rigour while striking a balance between (a) com-
parability as the ability to retain "common ground" among different modelling studies focusing on the same
policy problem so that their results can be meaningfully juxtaposed and (b) flexibility with respect to the ability
to capture novel policy problems and use different agent architectures.

1.5 Secondly, the process of designing and evaluating policies supported by ABMs may involve the development
and use of a series of models with different purposes ranging from theoretical to empirical (Gilbert et al. 2018;
Edmonds et al. 2019). Theoretical models can e.g., support the formulation of hypotheses regarding the im-
plications of given mechanisms or policies prior to testing them empirically (Hazy & Tivnan 2003; Altay & Pal
2013). Conversely, empirical models can be used for instance to (a) capture a preliminary description of the
currently-available knowledge that is relevant for a considered policy problem and case (Watts et al. 2019), (b)
evaluate whether particular mechanisms that are relevant for policy formulation and evaluation actually ex-
plain the emergent patterns of a system (see for instance Adam & Gaudou 2017), and (c) explore ex-ante the
potential implications of given policies within the context of a case study (Edmonds & ní Aodha 2019; Badham
et al. 2021). However, a methodology is missing that is versatile in that it enables the development of ABMs
with different theoretical or empirical purposes focusing on the same policy problem.

1.6 In this article, the authors propose methodology that enables to develop ABMs for policy formulation and eval-
uation based on qualitative inquiry in a flexible and versatile manner. The methodology involves (i) the devel-
opment of a novel conceptual framework that is centered on the considered policy problem through one or
more case studies (when such a conceptual framework in not available), and (ii) the development of empirical
or theoretical ABMs guided by the application of this conceptual framework in combination with generic mod-
els. While the conceptual framework is designed to enable the identification of the agents and their interactions
that are relevant for the considered policy problem, generic models are used to guide the design of the internal
processes that drive the agents’ interactions found through the conceptual framework. Generic models pro-
vide a common language that can capture different agent architectures such as BDI (Rao & Georgeff 1991) in a
formalized, abstract, and reusable manner (Brazier et al. 2002). By choosing different generic models capturing
different agent architectures, the modeller is provided with flexibility with respect to the choice of the way the
agents and their interactions are translated into the internal rules driving the agent’s interactions. The paper is
structured as follows. Section 2 reviews briefly the use of ABMs to support policy making, and introduces the
compositional design of ABMs through generic models. Section 3 outlines the proposed methodology, which
has two phases: conceptual framework development and model development. Section 4 shows the application
of this methodology to a case study of disaster information management in Jakarta, resulting in a conceptual
framework and a descriptive model. Section 5 discusses the findings from the application, presents their im-
plications, outlines directions for future research, and provides the conclusions.

Background

2.1 This section introduces the phases of the policy making cycle and discusses how ABMs can support at least two
of these phases. Next, the compositional design of ABMs through the re-use of generic models is illustrated.
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Supporting policy making through ABMs

2.2 Conventionally, policy making has been conceptualized as a cycle characterized by distinct phases (Lasswell
1956; Lindblom 1959, 1979). These phases include: agenda setting; policy formulation and decision making;
policy implementation; and policy evaluation and termination. While this cyclic view has received criticism for
oversimplifying the complexity of the policy making process, it is a helpful theoretical framework to capture
the main components that make up the formulation and evaluation of a policy (Jann & Wegrich 2007).

2.3 Gilbert et al. (2018) suggest that computational models can support at least two of the phases of the policy cy-
cle, namely policy formulation and decision making with models that assess policies ex-ante, and policy evalu-
ation through models that enable the ex-post analysis of policy outcomes. Maxwell (2020) stresses the value of
qualitative inquiry in supporting both policy formulation and evaluation and its compatibility with other quan-
titative approaches. In this article, qualitative research is therefore combined with the quantitative agent-based
models to support the formulation and evaluation phase of the policy-cycle.

Compositional development of ABMs through generic models

2.4 Brazier et al. (1997) propose a compositional development method for multi-agent systems (and ABMs1) called
DESIRE (DEsign and Specification of Interacting REasoning components). According to this method, both the
agents and the system as a whole are modelled as a compositional architecture i.e., as series of interacting
components that are hierarchically structured and task-based. DESIRE enables to specify both the agents’ in-
teractions (or "inter-agent functionality") and the internal processes driving such interactions (or "intra-agent
functionality") in an explicit and precise manner. Further, in DESIRE the design of an ABM includes two types of
knowledge, namely (a) a process composition concerning the tasks that the agents carry out, and (b) a knowl-
edge composition capturing the knowledge structures the tasks rely on. The process composition consists of a
task hierarchy (i.e., the tasks to be executed and their sub-tasks), tasks’ input and output, information exchange
among tasks (or information links), sequencing of tasks (or task control knowledge), and task delegation (which
agent carries out which tasks). Knowledge composition consist of knowledge structures that capture (a) the on-
tology or "information types" representing the relevant concepts the tasks rely on and (b) the knowledge bases
representing the rules followed by the agents when executing tasks on the basis of the concepts. Central to
the DESIRE method is the principle of compositionality, according to which the knowledge composition and
process composition are captured at different levels of abstraction i.e., from abstract tasks or knowledge struc-
tures to their more and more specialized components. For instance, in the case of process composition, the
abstract task "own process control" can be composed of sub-tasks (or components) such as "determine goals
and commitments" and "evaluate own processes" (Brazier et al. 1996).

2.5 Instead of designing an ABM from scratch every time, Brazier et al. (2000) suggest that existing generic models
can be re-used. Such generic models can be developed for different types of agents and agent architectures
thus providing the model developer with a range of options with respect to the type of agent to be considered
when designing ABMs (Brazier et al. 2002). Generic models consist of abstracted representations of the process
and knowledge composition of ABMs (according to the principle of compositionality discussed above). In the
case of process composition, a generic model is abstracted with respect to the tasks that the agents can carry
out. These tasks can be specialized from the abstract categories provided in the generic model, to more spe-
cific sub-tasks that are the required for the considered ABM. Further, in the case of knowledge composition, a
generic model is abstracted with respect to the knowledge structures the tasks rely on. The knowledge compo-
sition included in the generic model can be instantiated by (a) finding additional if, then, else statements that
are nested in those captured by the knowledge bases of the generic model or (b) by providing new knowledge
bases for the sub-tasks introduced in the specialization of the generic model’s process composition. The knowl-
edge composition can also be instantiated by introducing new categories in the ontology of information types
accessed by the tasks.

2.6 In the seminal work by Wooldridge & Jennings (1994), Wooldridge & Jennings (1995), a weak notion of agent
is introduced which is meant to capture some of the most general and widely recognized features that charac-
terize an agent (e.g., "autonomy", or "social ability"). Brazier et al. (2000) build on this weak notion of agent
to design a generic model called Generic Agent Model (GAM). GAM provides a unified and formalized language
which can be specialized and instantiated to capture a wide variety of agent types and architectures in a consis-
tent, comparable and reusable manner. An overview of GAM is provided in the Appendix. Several applications
of GAM have been proposed that capture different agent architectures (e.g., normative, cooperative, or BDI)
(Brazier et al. 2002). These applications enabled the design of new generic models that are more specialized
than GAM as they apply to specific agent architectures and classes of problems. For instance, GAM was re-used
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to design a new generic model called Generic Cooperative Agent Model (GCAM) that can be used to develop
ABMs capturing distributed project coordination and assuming joint intentions (Brazier et al. 1996).

Proposed Methodology

3.1 The methodology introduced in this article involves two interlinked phases: conceptual framework develop-
ment and model development, see Figure 1. In phase one, a conceptual framework capturing a specific policy
problem is developed based on existing theory (literature and ABMs) and case studies. Case studies are carried
out mainly through qualitative inquiry. However, quantitative data may also be collected e.g., on demograph-
ics. In phase two, a model is developed based on the conceptual framework, along with further insights from
theory, empirical data from the case studies (analyzed through qualitative and possibly also quantitative data
analysis), and generic models. Each phase is explained in detail in the following sections.

Figure 1: Methodology for developing agent-based models for policy formulation and evaluation based on qual-
itative research. The dashed line symbolizes activities that are optional.

Phase 1: conceptual framework development

3.2 In this phase, existing theory and qualitative research from one or more case studies is used to design a policy-
centered conceptual framework. By policy-centered conceptual framework the authors intend a "list" of cate-
gories of meaning and their relationships that are relevant when developing ABMs focusing on a specific policy
problem2,3. In the following, firstly the composition and use of such a conceptual framework is discussed. Sec-
ondly, the steps suggested for the development of conceptual frameworks are presented.

Conceptual framework use and composition

3.3 ABMs can support policy formulation and evaluation by enabling to simulate and systematically compare the
behavior (or performance) of a system given the system’s configuration and possible alterations of this configu-
ration through policy interventions (Gilbert et al. 2018). Studying the results of such simulations can support the
formulation and evaluation of a theory of change i.e., a theory of how and why particular policy interventions
produce the intended outcomes (Weiss 1995, 1997; Connell & Kubisch 1998). Essential elements of a theory of
change are the policy’s intended outcomes, the policies that may be introduced to achieve these outcomes,
and the contextual factors that may affect the policy’s implementation and outcomes. Given the above, the
authors provide the following definitions of system’s configuration, change and performance. A system’s con-
figuration consists of the agents, their activities and interactions with other agents and their environment that
represents the context in which given policy interventions are introduced (Maxwell 2020). A system’s change
refers to shifts in the configuration of a system both as a direct consequence of the agents’ choice, or through
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emergent, self-organized and bottom-up processes generated by the agent’s interactions (Kauffman 1993; Com-
fort 1994; Anzola et al. 2017). A system’s performance is intended as the extent to which a system reaches the
desired behavior (i.e., the policies’ intended outcomes). System’s performance can be influenced both by the
system’s configuration and its change. The seminal work by Levina & Vaast (2005) can provide an example of a
study capturing a system’s configuration, change and performance. In this case, system’s performance is mea-
sured as the volume of knowledge exchanged across an organizational boundary. Levina & Vaast (2005) study
how such a system’s performance is affected by the system’s change intended as the emergence of a new orga-
nizational community (or "joint field of practice") across the organizational boundary. The emergence of such a
community is facilitated by actors who adjust their role to become "boundary spanners in practice" depending
on contextual factors captured in the system’s configuration. Such contextual factors include the formal nom-
ination of the actors as boundary spanners, their inclination to engage in boundary spanning activities, and
their recognition as legitimate participants and negotiators on both sides of the organizational boundary.

3.4 The conceptual frameworks designed with this methodology are meant to enable to capture the key agents and
their interactions that are relevant for the development of both theoretical and empirical ABMs that can support
policy formulation and evaluation with respect to a considered policy problem. Specifically, the conceptual
frameworks provide the means to carry out both (a) a policy-centered analysis of an existing system (e.g., a
case study) by structuring qualitative data and translating it into an empirical model (Ghorbani et al. 2015),
and (b) a policy-centered construction of an abstract system to be studied via a theoretical model. To this end,
conceptual frameworks are required to capture a system’s configuration, change, and performance.

3.5 Firstly, to capture a system’s configuration, a conceptual framework needs to provide the system’s characteris-
tics and their attributes. A system’s characteristics are the fundamental components of a system (e.g., agents
and their environment) that are relevant for the policy problem considered as they constitute the context in
which the policy interventions are introduced. Attributes are the features that distinguish different instances of
a given characteristic. In the case of the study by Levina & Vaast (2005), system’s characteristics are for instance
the organizations as defined by their boundaries, the actors who belong to such organizations, and their nego-
tiation and knowledge sharing activities (interactions). Attributes of the characteristic "actor" are for example
an actor’s recognition as a legitimate participant and negotiator on both sides of the boundary, and his/her
inclination towards participating in boundary spanning activities.

3.6 Secondly, in order to capture the system’s change, a conceptual framework is required to include the relation-
ships among characteristics. Such relationships represent the way the characteristics interact, possibly leading
to (emergent) changes in the system’s configuration. An example of relationship from the article by Levina &
Vaast (2005) is that between actors belonging to different organizational units who can interact via knowledge
sharing activities. Through such interactions actors may develop an inclination towards boundary spanning
activities, leading them to gradually assume the role of boundary spanners in practice.

3.7 Thirdly, the criteria for assessment are the indicators used to measure the performance of a system. In the case
of Levina & Vaast (2005), the criterion for assessment is the volume of knowledge exchanged across the consid-
ered organizational boundary. Figure 2 shows the composition and use of a conceptual framework devised to
guide the development of both empirical and theoretical ABMs for policy design by capturing a system’s con-
figuration, change, and performance.
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Figure 2: Composition (top) and use (bottom) of a conceptual framework tailored to a specific policy problem
that enables to analyze an existing system (or case study) or construct an abstract one from the perspective of
the considered policy problem. This analysis informs the development of an ABM for policy support (Phase 2).

Conceptual framework development steps

3.8 Developing conceptual frameworks that enable the design of ABMs for policy formulation and evaluation re-
quires an approach that can capture the complexity of social and socio-technical systems. Brazier et al.’s ap-
proach was chosen for developing such conceptual frameworks given it can be applied to both social and socio-
technical systems (Brazier et al. 2018). Based on the chosen approach, the conceptual framework development
phase follows the steps shown in Figure 3. In the following sections, each of the steps is described in detail.

Figure 3: Development of a conceptual framework tailored to a specific policy problem in four steps. The steps
are shown in bold and their results are presented below in italics. The dashed line illustrates possible iterations
through the steps.

Literature review

3.9 The literature and existing models (including ABMs) related to the type of system in question are studied to
identify (a) the type of problem to be addressed via policy design (policy problem), (b) the unit of analysis for
the given policy problem, and (c) a list of relevant system’s features from the perspective of the unit of analysis.
(a), (b) and (c) are only preliminary at this stage and may be refined or changed based on case study research
(Eisenhardt 1989).
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3.10 As already mentioned, the unit of analysis is carefully chosen to reflect the policy problem at hand. This unit
refers to the micro-level entity that is going to the center of the agent-based models the researchers intend
to design. Indeed, given the generative nature of agent-based modelling (Epstein 1999), it is crucial that the
conceptual framework takes the perspective of the intended model’s most elementary unit. Examples of unit
of analysis are a person, a household, an organization, or an entire region.

Requirements design

3.11 Brazier et al.’s approach entails the design of the system’s mission and of the associated functional, behavioral
and structural requirements (Brazier et al. 2018). The mission of the system is its intended purpose, that, in this
case, is to address the chosen policy problem. The functional requirements are the functions that the system
has to fulfill to achieve the mission. Behavioral requirements define the desired system’s behavior associated
with the fulfilment of the functional requirements, and the criteria for assessment that can be used for measur-
ing the extent to which the desired behavior is achieved. Structural requirements are the components of the
system that are put in place to fulfill the behavioral requirements.

3.12 At this stage, the system’s mission, and the functional, structural and behavioral requirements are designed
based on the results of the previous step. Specifically, the mission is designed based on the policy problem.
Then, the functional requirements are designed based on the system’s characteristics and the mission. Next,
the behavioral requirements are derived from the functional requirements. Finally, the structural requirements
are designed based on behavioral requirements and the list of relevant systems’ features. This design process
results in a preliminary list of requirements.

Case study

3.13 In this step, the preliminary list of functional, structural and behavioral requirements is verified and expanded
based on one or more case studies (Eisenhardt 1989; Flyvbjerg 2006). First, the case study is designed. This
includes the selection of a case study, data collection techniques (e.g., interviews and focus groups, participant
observations and archival data), and sampling strategies all of which are summarized in a data collection plan
(Yin 2009; Miles & Huberman 1994). The collected data is then analyzed through coding. The way such analysis
is carried out depends on the type of data collection techniques chosen (Miles & Huberman 1994). However, in
all cases the analysis begins with the preliminary list of requirements from the previous step.

3.14 In the case of interviews, focus groups, and participant observations the collected data is analyzed with a hybrid
deductive and inductive coding approach (Fereday & Muir-Cochrane 2006). Initially, a coding schema is defined
based on the preliminary characteristics, attributes, relationships and criteria for assessment from the previous
step. More specifically, codes of the first level are defined as (a) the preliminary system characteristics and (b)
the system’s behavior (or performance). The codes of the second level for (a) are defined as the attributes and
relationships, whereas the codes of the second level for (b) are defined as the criteria for assessment. During the
coding process, not only instances of the pre-defined codes are identified, but also an open (inductive) coding
approach is adopted to find new system characteristics, attributes, relationships, desired system’s behavior
and criteria for assessment.

3.15 In the case of archival data or documents, the summative content analysis approach is adopted (Hsieh & Shan-
non 2005). This approach is divided in two levels, namely manifest and latent. The manifest level entails finding
in the archival data occurrences of the codes associated with the preliminary characteristics, attributes, rela-
tionships and criteria for assessment. At this stage, new characteristics, attributes, relationships and criteria for
assessment may also be found through open coding. Next, the latent level focuses on analyzing the context in
which the code occurrences were found to study and revise their meaning. In the process, further instances of
the codes may be found, and also new codes may be introduced. Typically, an iterative process is required be-
tween the manifest and latent levels to determine how well the meaning extrapolated from given contexts fits
that associated with the codes and solve potential conflicts. When such conflicts occur, they can be addressed
through an in depth inspection of their meaning, leading to the definition of new meanings associated with the
code or to new codes which reconcile the conflict. The content analysis can be considered completed when no
new codes or conflicts are found in the data.

3.16 The results of this step are refined and validated behavioral and structural requirements. Further, the policy
problem identified earlier may also be validated and refined together with the requirements. For instance, a
new promising direction may be found from the data which may require to adjust the policy problem and align
it with the new or modified requirements . Given the modifications to the requirements and policy problem,

JASSS, 26(1) 10, 2023 http://jasss.soc.surrey.ac.uk/26/1/10.html Doi: 10.18564/jasss.5014



new fields of literature may be found to be relevant which were not considered in the first step. When litera-
ture confirms the finding from the case study this provides further confidence in the findings. Further, when
literature is in contrast with the findings from the case study, this is an opportunity to further probe into the na-
ture of this contrast and bring a deeper insight into both the literature and the requirements (Eisenhardt 1989).
As such, some iteration between case study research, literature review and requirements design is likely to be
necessary.

Conceptual framework design

3.17 The design process of the conceptual framework is based on the refined and validated requirements from the
previous step. More specifically, the structural and behavioral requirements are considered. Structural require-
ments provide the list of the system characteristics, attributes, and relationships to be included in the concep-
tual framework. Each system characteristic is considered as an independent conceptual framework compo-
nent, with its own attributes and relationships. When the relationships found between the system’s charac-
teristics are vertical, such as those of the type "is a part of", "can have one or more" or "contains", then the
corresponding characteristics are organized hierarchically. If the relationships among the characteristics are
horizontal, such as those of the type "interacts with", "causes", "performs" and "affects", these characteristics
are linked with an arrow labeled with the corresponding relationship. Additionally, the behavioral requirements
are used to capture the systems performance through the criteria for assessment.

Phase 2: Model Development

3.18 It is good practice to set a clear modelling purpose, as the way a model is developed, justified and also scru-
tinized by the scientific community depends on its purpose (Boero & Squazzoni 2005; Edmonds et al. 2019).
Therefore, the model development process in this article takes different forms depending on the purpose of the
model. More specifically, a distinction is made between models with an empirical or a theoretical purpose4,5.
Such a distinction affects the way the conceptual framework and generic models are used in the development
process to analyze an existing system or to construct an abstract one (cf. Section "Conceptual framework use
and composition" above).

Model development steps

3.19 Several methodologies have been proposed in the literature for developing and describing ABMs. In this article,
the approach proposed in Nikolic & Ghorbani (2011) and Dam et al. (2013) is chosen and extended to include the
use of (a) the conceptual framework from the previous phase and (b) generic models such as the Generic Agent
Model (GAM) (Brazier et al. 2000) to guide the model development process. However, other ABM development
methodologies for instance based on the ODD protocol (Grimm et al. 2006) could be possibly extended in a
similar manner.

3.20 The resulting approach involves the following iterative model development steps: Conceptual Framework Ap-
plication, Problem Formulation, System Identification and Composition, Model Concept Formalization, Model
Narrative Development, Software Implementation, Model Evaluation, and Abstraction to Generic Model. This
last step is optional. In the following sections, each step is described briefly, stressing how the conceptual
framework and generic models are used to guide model development for both empirical and theoretical mod-
els. Figure 4 shows an overview of how the conceptual framework and generic models support the model de-
velopment steps and their outcomes.
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Figure 4: Use of the conceptual framework and generic models (left) to support the steps for the development
of an Agent-Based Model (center) with details on the result of each model development step (right). The dashed
lines show possible iterations among the different steps of the model development process.

Conceptual framework application

3.21 As already mentioned in Section 3.3, the conceptual frameworks developed with this methodology can be ap-
plied both to construct an abstract systems to be investigated via a theoretical ABM, or to analyze an existing
system so that the system’s essential features can be captured with an empirical ABM. The modelling purpose
defines how the conceptual framework is applied. Specifically, in the case of theoretical models, the concep-
tual framework can be used to provide an inventory of relevant system’ characteristics, attributes, relationships
and criteria for assessment that the researchers may want to consider in the model. With regards to empiri-
cal models, the conceptual framework provides the means to analyze the system’s configuration, change and
performance (see Section "Conceptual framework use and composition") that inform the following model de-
velopment steps. The use of the conceptual framework application for each of the model development steps
shown in Figure 4 is discussed in detail in the sections hereinafter.

Problem formulation

3.22 The problem formulation entails making decisions about (a) the modelling purpose and (b) the system’s per-
formance and change of interest to be captured respectively by criteria for assessment6 and other indicators
designed to study possible changes in the configuration of the system. These choices are made based on the
policy problem and the application of the conceptual framework as shown in the following.

3.23 In the case of empirical models, the choice of a modelling purpose and of the system performance and change
of interest is guided by the results of the conceptual framework application to the case study (i.e., the system’s
configuration, change, and performance) with respect to the considered policy problem. Empirical models can
be employed to provide a description of the current configuration and dynamics of a given system based on the
knowledge gathered through the system’s analysis, literature, and existing models. While descriptive models
do not aim to exactly reproduce or explain specific system’s performance or change, they can be a first step for
the development of future models aimed at supporting policy formulation and evaluation for the given case
and considered policy problem (see Watts et al. 2019 as an example of description). In other cases, the analysis
of system’s performance uncovers that the system performs poorly or particularly well in terms of specific crite-
ria for assessment or that the configuration of the system changes in particular and unexpected ways. As such,
the focus may be placed on providing explanations with respect to the mechanisms that lead to such system
performance or change. The results of these explanations can inform policy formulation and evaluation (see for
instance Adam & Gaudou 2017). Finally, empirical models may be chosen with the purpose of exploring the im-
plications of future policy interventions e.g., aimed at changing the configuration of the system to improve the
system’s performance (Edmonds & ní Aodha 2019). The choice of relevant indicators of system’s performance
and/or change follows from modelling purpose.
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3.24 Theoretical models can be developed to abstract from the context of a given case study and to capture a range
of systems (Boero & Squazzoni 2005). In this case, the researchers can choose a modelling purpose within the
broader scope of achieving a desired system’s performance via policy design. Theoretical models can, for in-
stance, have the purpose of illustrating or exploring relationships between given system characteristics or poli-
cies and the resulting system’s change or performance. The results of such modelling efforts can e.g., support
the formulation of hypotheses (to be tested empirically) concerning (a) the success of specific policy interven-
tions in reaching the desired system’s performance or (b) explanations for particular system’s change that can
be relevant for policy design (Comfort et al. 2004; Zagorecki et al. 2009; Altay & Pal 2013; Bateman & Gralla 2018).
Relevant indicators of system’s performance and change are chosen on the basis of the modelling purpose. In
the case of system’s performance, the researcher may decide among the assessment criteria provided in the
conceptual framework.

System identification and composition

3.25 System identification involves defining the boundaries of the considered system. System composition consists
of capturing the relevant system’s configuration and change for the chosen modelling policy problem and mod-
elling purpose. More specifically, the key entities (agents and the environment in which they are embedded)
and their interactions to be captured in the model are defined conceptually at this stage.

3.26 In the case of empirical models, the boundaries of the system can be those of the case study to which the con-
ceptual framework was applied. However, the considered system can be narrowed down to a specific area. The
system composition is derived from the analysis of configuration and change obtained through the conceptual
framework application to the identified system.

3.27 With regards to theoretical models, system identification and composition are meant to capture an abstract
system, rather than a specific case study. The conceptual framework can support system composition by pro-
viding an inventory of system characteristics (e.g., key entities), attributes and relationships that are relevant
for the considered policy problem and can be instanced and included in the abstract system’s configuration and
change.

Model concept formalization

3.28 In this step, the system composition is formalized in a format that can be translated into software. The entities
that will become agents in the model are formally defined, together with the tasks (or activities) they carry out,
and their properties and state variables. Also the environment in which the agents are placed is considered as
an entity characterized by tasks, properties, and states. The entities found are organized hierarchically from
general classes including common properties, states, and tasks, to the entities representing the agents and en-
vironment actually considered in the model. A concept formalization can be implemented directly as a software
data structure or as an ontology (which is then translated into a software data structure).

3.29 Next, the concept formalization of a model requires capturing not only the agents and the tasks (or activities)
that they carry out in interaction with other agents or the environment, but also the internal processes that
occur within the agents that enable these interactions. While the system composition obtained at the previous
step includes the key entities and their interactions that can be translated into the corresponding agents into
the model, it does not provide the level of detail required to capture the agents’ internal processes. To main-
tain a rigorous approach, another framework focused on the agents’ internal processes is required to structure
the implementation of a system’s composition into a concept formalization. The design of the agents’ internal
processes may also require further analysis of the qualitative data through the lens of a framework capturing
the agents’ internal processes.

3.30 Agent architectures such as BDI (Rao & Georgeff 1991) provide frameworks focused on capturing the agents’
internal processes. However, agent architectures are often described in a qualitative manner, making their im-
plementation in the model formalization open to different interpretations and, hence, difficult to reproduce.
Generic models such as the Generic Agent Model (GAM) can provide a formalized understanding the internal
processes occurring within the agents e.g., according to a particular agent architecture. The advantage of us-
ing generic models is that different agent architectures can be captured and compared through the same formal
language7. For instance, several applications of GAM have been proposed that capture different agent archi-
tectures (e.g., normative, cooperative, or BDI) in a formalized and non-ambiguous way (Brazier et al. 2002) (cf.
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2.5). These applications of GAM provide the model designer with a series of options in the way the agents’ inter-
nal processes are designed and formalized through the selected generic model, given the key agents and their
interactions captured by a particular system composition.

3.31 Developing a model concept formalization entails the following steps. First, a generic model is selected. GAM
only assumes some of the general characteristics of an agent (Wooldridge & Jennings 1994, 1995) and could be
selected in most cases if its general assumptions are shared by the researchers who decide to use it. However,
more specific generic models capturing particular agent architectures may also be selected depending on the
chosen modelling purpose and the adopted modelling strategy as discussed by Edmonds et al. (2019). Second,
the selected generic model is used to interpret and structure a) the system composition from the previous step,
(b) the results of the framework application (analysis of system’s configuration, change, and performance), (c)
previously or newly collected qualitative data8 to develop a model’s concept formalization. This process occurs
in two iterative steps: (a) specialization of the generic model’s process composition and (b) instantiation of the
information types included in the generic model’s knowledge composition (cf. P. 2.5).

3.32 The specialization of a generic model’s process composition based on the system composition is carried out by
individuating a task hierarchy, task inputs and outputs, information exchange among tasks, and the delegation
of the tasks9. First, the task hierarchy is refined based on the system composition. The activities and interac-
tions of the entities found in the system’s composition are assigned as sub-tasks to the matching categories of
tasks included in the selected generic model. For instance, tasks that set the goals of an agent (e.g., by assum-
ing or changing roles) or carry out decision making activities, are assigned to the agent’s Own Process Control
(OPC), whereas tasks that involve interaction with the world or environment such as moving through the land-
scape or collecting information from the surroundings are assigned to the Management of World Interaction
(MWI) task (cf. Appendix).

3.33 Second, additional sub-tasks are added to the task hierarchy which provide the internal processes required to en-
able an agent’s activities and interactions. These sub-tasks are designed considering the sub-processes that are
required for the agent to make choices with respect to some of the activities found in the system composition
e.g., selection of information exchange partners. In the case of empirical models, the chosen generic model can
also be used to further structure and interpret the previously collected data to guide the design of the agent’s
internal processes. The researchers can also collect further data specifically meant to guide the design of the
agent’s internal processes on the basis of the generic model. Such data can then be structured and interpreted
through the lens of the generic model to confirm sub-tasks designed based on the system composition, find
additional sub-tasks, or verify if any of the task included in the generic model are actually (not) required. In
the case of theoretical models, such sub-tasks are designed purely based on the previously obtained system
composition, literature, and the tasks included in the chosen generic model.

3.34 Third, the input and output information of the sub-tasks is defined respectively by considering the information
required by the task and the information that the task can provide to other tasks.

3.35 Fourth, the information exchange among tasks is defined by adding information links across the tasks based on
the input and output information. Some of the links required may already be provided by the generic model
among the tasks included in such model (e.g., OPC and MWI). In other cases, some of the links included in
GAM may not be necessary for the considered application and as such they may be excluded from the concept
formalization.

3.36 Fifth, the tasks are delegated (assigned) to the entities (different agent types and the environment) found in the
system composition phase.

3.37 The instantiation of the information types entails finding new refined information types that are instances of
the generic information types included in the generic model. In the case of GAM, the generic information types
are world information, agent information, agent identification, domain actions, and domain agent characteris-
tics. Both for theoretical and empirical models, the generic information types can be instantiated based on the
internal processes designed in the specialization of the process composition (e.g., when the new sub-tasks in-
troduced require information types that are more refined than the generic ones). Additional information types
can be instantiated by analyzing the results of the framework application (systems configuration, change and
behavior), literature, and existing models through the lens of the generic information types. In the case of em-
pirical models, the previously collected qualitative data can also be analyzed through the lens of the generic in-
formation types to find new instances. If the data collected does not provide sufficient evidence, the researcher
may decide to collect further data aimed at verifying, refining and expanding upon the information types found.

3.38 Given the specialization of the process composition and instantiation of the knowledge composition obtained
above, the agents, their tasks, and information types can be defined in a software implementable way (e.g., via
UML diagrams).
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3.39 At this stage, the researcher can rely on quantitative data (e.g., demographics) to quantify the number and
spatial locations of the instances of the agents and environment captured in the concept formalization.

Model narrative development

3.40 At this stage, all the tasks that agents carry out including their interactions with other agents and with the en-
vironment are organized into a narrative. First, the specialization of the task control knowledge is carried out.
Task control knowledge dictates when particular tasks are executed by the agents and by tasks that have sub-
tasks (cf. Appendix). Secondly, the instantiation of the knowledge bases is carried out in order to define the
rules followed by the agents when particular tasks are executed. Specifically, knowledge bases are specified
for the tasks that are primitive (i.e., that do not have sub-tasks).

3.41 In the case of empirical models, the selected generic model provides a framework to further structure and in-
terpret the collected data, the results of the conceptual framework application, the system composition, and
concept formalization to specialize task control knowledge and instantiate knowledge bases. At this stage, fur-
ther data may be collected to specifically inform the design of task control knowledge and knowledge bases.
In the case of theoretical models, the specialization of task control knowledge and instantiation of knowledge
bases is based on the system composition and on the chosen generic model.

3.42 Given the specialized task control knowledge and instantiated knowledge bases it is possible to assemble a nar-
rative to be captured in the model e.g., via pseudo-code or through a flow chart. The task control knowledge
determines the order of execution of the tasks and their sub-tasks given particular triggering "events" or knowl-
edge states (e.g., incoming information to the task or the successful completion of another task, cf. Appendix).
However, the order of occurrence of the events that trigger the tasks is a deliberate choice of the modeller. As
such, a number of narratives can be assembled given the same task control knowledge depending on the con-
sidered order of triggering events. The knowledge bases determine the rules followed by the agents within the
most elementary tasks (primitive tasks i.e., tasks which do not have sub-tasks).

Software implementation

3.43 In this step, the model conceptualization and narrative are implemented in a modelling environment such as
NetLogo, Repast Symphony or GAMA. A detailed review to guide the choice of a modelling environment is pro-
vided by Abar et al. (2017).

Model evaluation

3.44 Model evaluation is an activity that occurs throughout the development of a model. Evaluation can take dif-
ferent forms including verification and validation. Verification focuses on assessing whether the model corre-
sponds to the intentions of the modeller. Validation is concerned with evaluating if the model corresponds to
the reality it aims to capture (Nikolic & Ghorbani 2011; Calder et al. 2018). Depending on the modelling purpose,
validation and verification assume different relative importance (Edmonds et al. 2019). Theoretical models are
not directly connected to a particular case study. As such, there is a stronger focus on verification rather than
validation. Conversely, empirical models aim to capture a given case study, and therefore typically require
a stronger emphasis on validation. Descriptive empirical models do not aim to reproduce a system’s perfor-
mance or change but only to combine knowledge gathered through the case study with previously available
knowledge and models. Therefore, such models require solely a validation in terms of their model concep-
tualization and narrative (structural validation). Other empirical models that aim at reproducing the system
performance or change need to be validated not only in terms of their structure, but also with regards to their
ability to reproduce the system’s performance or change. In such cases, the results of the analysis of system
performance and/or change from the conceptual framework application (see Section “Conceptual framework
use and composition") can be used here as the output to be matched by the model.

Abstraction of a new generic model

3.45 When a generic model is used in the concept formalization and for the development of a model narrative,
new tasks and knowledge structures may be introduced which can be abstracted and constitute a new generic
model. The resulting generic model can then be re-used in similar situations. For instance, the application
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of GAM to develop a model for distributed project coordination in engineering consultancies resulted in the
definition of a new generic model, namely the Generic Cooperative Agent Model or GCAM (Brazier et al. 1996).
GCAM may be re-used for any situation in which distributed and cooperative project management is of interest,
assuming joint intentions, limited time resources, and non-urgent problems. In the case of ABMs designed to
target a particular policy problem in a given system, abstraction entails the design of a new generic model that
applies to the considered class of policy problems. As such, this model can then be re-used to develop models
that aim at addressing the same policy problem in different systems.

Iterative model and conceptual framework development

3.46 The model development phase is likely to produce new knowledge regarding relevant systems characteristics,
attributes, relationships or system’s performance that are not included in the conceptual framework designed
in phase one. As such, this knowledge can be incorporated back in the conceptual framework for future use.

Methodology Application: A Case Study on Disaster Information Manage-
ment in Jakarta

4.1 In this section, a case study of disaster Information Management (IM) in Jakarta, Indonesia is used to illustrate
the use of the methodology. The following sections provide information on the case study, and show how a
conceptual framework was designed based on the case study (phase 1), and how this conceptual framework
together with a generic model was used to develop an empirical model (phase 2).

Case study

4.2 When disasters such as floods and storms hit, both formal and informal professional and volunteer organiza-
tions and communities need to adapt to ever-changing and often unexpected conditions (Comes et al. 2020).
The ability of affected communities and disaster responders alike to self-organize, coordinate and respond to
the situation strongly relies on the timeliness and quality of the information available (Nespeca et al. 2020;
van de Walle & Comes 2015). Yet, with the dynamically evolving situation, the roles and information needs
of the actors continually change (Turoff et al. 2004; Meesters et al. 2019). Designing for coordination and self-
organization in disasters thus mandates the design of information management (IM) policies to ensure that
information of good quality reaches the actors who need it when they need it. Such policies need to take into
account the socio-technical nature of disaster response systems, as the way information is collectively managed
often depends on the interplay between human behavior and the use of technology (e.g., mobile phones and
social media) (Starbird & Palen 2011; Silver & Matthews 2017). The authors in this case were specifically inter-
ested in the design of bottom-up IM policies, i.e., policies that take into account and build on the decentralized
and collective nature of disaster IM.

4.3 Jakarta is a critical case for bottom-up disaster IM as (a) the city is affected by frequent flooding due to its rapid
subsidence and urbanization processes, (b) because of such frequent floods, many bottom-up IM initiatives
have been initiated, often aided by social media and messaging apps (van Voorst 2016), and (c) the city presents
a great diversity of actors, groups, roles and activities relevant for the development of a conceptual framework
than can capture such diversity. Another reason for choosing Jakarta was that at the time of data collection
(in 2018) many international organizations were in the city due to the humanitarian response to the Sulawesi
Earthquake. This provided the opportunity to interview their representatives in person10. More information on
the case study can be found in Nespeca et al. (2020).

Phase 1: Conceptual framework development

4.4 This section summarizes how the conceptual framework was developed through the steps shown in Figure 5.

Literature review

4.5 The review of relevant literature and existing ABMs was narrative. Specifically, literature from the field of multi-
actor systems, self-organization and information management in crisis response was considered. Additionally,
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a review of the existing ABMs on disaster IM was carried out. This lead to the identification of the policy prob-
lem as the design of bottom-up IM policies that can support both coordination and self-organization in disaster
response by satisfying the continually shifting information needs of individual actors. As such, the unit of anal-
ysis chosen for the conceptual framework is that of an individual person (or actor). A list of relevant system’s
features was derived from the current literature and existing ABMs11 as shown in the following (Nespeca et al.
2020):

• Multi-Actor Systems:

– Actors: skills, experience & knowledge, preferences;
– Roles: responsibilities with related rules & norms, capabilities, domain of expertise, status (formal

or informal), information (needs and access);
– Groups with their structures & networks;
– Environment;
– Operations.

• Self-organization: self-organization and coordination activities, namely Role & Structural change and Net-
working (building new connections, and establishing or joining groups)

• Information Management:

– Information Management Activities: collecting, evaluating, processing, sharing & storing informa-
tion;

– Information Characteristics: Information quality (Relevance, Timeliness, Accessibility, Interoper-
ability, Reliability, and Verifiability), and (cognitive) load;

Requirements design

4.6 Based on the results from the previous step, the system’s mission and requirements were identified. Consider-
ing the chosen policy problem and the information characteristics derived from the information management
literature (cf. previous section), the mission for bottom-up disaster IM policies was defined as in the following:

Mission for bottom-up disaster IM policies: "to provide relevant, reliable and verifiable informa-
tion to the actors who need it, when they need it in an accessible manner." (Nespeca et al. 2020).

Functional requirements were designed as the functions that the system has to provide in order to achieve
the mission, taking into account the relevant system’s features. Four examples of functional requirements are
provided hereinafter.

Diversity (functional): "the system has to cater for the great diversity of actors, roles and groups
involved in and affected by the disaster, and to consider the way this diversity affects the activities
carried out by the actors." (Nespeca et al. 2020).
Relevance (functional): "irrelevant information contributes to overload. The actors should there-
fore receive information that matches their intended use." (Nespeca et al. 2020).
Timeliness (functional): "due to the dynamic nature of disaster response, information received and
made available for the actors should be kept up to date to keep decision making and coordination
attached to reality." (Nespeca et al. 2020).
Accessibility (functional): "information shared with the actors should be accessible for them in
terms of language and format." (Nespeca et al. 2020).

The behavioral requirements found were designed as the desired behavior of the systems associated with the
fulfillment of the functional requirements. Three examples of behavioral requirements associated with the
three previously-listed functional requirements are shown in the following.

Relevance (behavioral): "the degree to which the information that reaches the actors matches their
intended use." (Nespeca et al. 2020).
Timeliness (behavioral): "the degree to which the information received by actors is up to date."
(Nespeca et al. 2020).
Accessibility (behavioral): "the degree to which information is provided in such a way that the actor
can easily use its content." (Nespeca et al. 2020).
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Finally, structural requirements were designed as the system’s components that need to be put in place to fulfill
the behavioral requirements. The structural requirements designed included the following three examples.

Distinction between actors and roles (structural): "Actors can change roles and assume addi-
tional ones. The way roles are carried out depends on the personal attributes of the actors who as-
sume them" (Nespeca et al. 2020);
Actors (structural): "Actors are characterized by their Skills, Experience, Knowledge, and Prefer-
ences (e.g., willingness to share information)" (Nespeca et al. 2020);
Roles (structural): "Roles are characterized by the Responsibilities and Capabilities to carry out spe-
cific activities, the Information needs (characterized by Relevance, Timeliness, Accessibility, Reliability
and Verifiability) and access, the domain of expertise, and status (officially mandated or not)" (Ne-
speca et al. 2020);

Requirement validation and refinement based on the case study of Jakarta

4.7 The data collection techniques chosen were interviews and focus groups. The protocols for both interviews and
focus groups were designed to capture the requirements in four stages: biographical, situations, information
and obtaining information. Each stage was designed to elicit knowledge from the participants with regards to
one or more of the requirements. The protocol stages, their contents, and targeted requirements are shown in
Table 1.

Stage Contents Targeted requirements

Stage 1: Biographical Introduction, Biographical Informa-
tion & Role of the Interviewee

Actors, Groups, Roles (formal), Envi-
ronment

Stage 2: Situations Selecting a specific (disruptive) event
that triggered the need for informa-
tion.

Environment, Activities

Stage 3: Information Information needed to address the sit-
uations, as well as the information
available that could be shared.

Information Quality (Relevance,
Timeliness, and Accessibility) and
Load.

Stage 4: Obtaining In-
formation

How was the information obtained?
From what sources and which activ-
ities, methods, and tools were in-
volved.

Activities, Groups, Roles (formal and
informal), Operations, and Environ-
ment

Table 1: Stages of the interview protocol, their contents, and requirements they target. Adjusted from (Nespeca
et al. 2020).

4.8 The data collection plan was designed on the basis of an exploratory interview with a government official from
Jakarta carried out in preparation for the research on-site. Additional participants were identified through
snowballing during the data collection. In total, 9 semi-structured interviews and 3 focus groups were carried
out. Altogether, 25 participants were involved in the data collection, ranging from the information managers
of national and international governmental and non-governmental organizations, to the members of highly
affected communities in the city. Specifically, the Marunda and Kampung Melayu communities were selected.

4.9 The recordings from the interviews and focus groups were then transcribed and analyzed through a hybrid
deductive and inductive coding approach. First, an initial coding scheme was designed to capture the require-
ments designed based on literature (cf. P. 4.6). This approach was meant to validate the requirements designed
(deductive approach). Further, while thematically analyzing the interviews, also open coding was carried out
in parallel to refine the existing requirements and possibly find new ones (inductive approach). Sample quotes
were selected from the interviews and focus groups to show supporting evidence for the validated and refined
list of requirements.

4.10 The findings showed that no additional requirements were individuated through open coding and that most of
the requirements from literature were confirmed. However, some differences were found between the litera-
ture and the findings from the data with regards to the definitions associated with some of the requirements.
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In such cases, the definitions from literature were updated to match those found from the data. Table 2 shows
an excerpt of the findings from the field by Nespeca et al. (2020) with respect to structural and behavioral re-
quirements and their sub-requirements, definitions, code count, and sample quotes.

Table 2: Excerpt of results table by Nespeca et al. (2020): list of requirements, sub-requirements, code count
and sample quotes. The sub-requirements which definition changed via open coding are underlined.

Req. Sub-requirements Num.
Codes

Sample Quotes Quote
ID

Actors
(structural)

Skills: ability to carry out activities
within a given time. Skills can be
transferable across roles.

30 ’I think it was a kind of a natural pro-
gression to then take some of that
work and apply it (. . . ) it just made a
lot of sense. Because the skills were
transferable’ UN-OCHA Community
Liaison Officer

1

Knowledge: non-procedural
knowledge from info gathered
during disasters or from educa-
tion.

30 ’if the height in Depok is three
meters there will be no flood in
here’ Kampung Melayu Community
Leader

2

Roles
(structural)

Responsibilities, Rules and Norms
an actor should comply with given
his/her role.

84 ’if somebody notices that the sea
level rises, they directly inform it
by sending text through WhatsApp’
Marunda Community Member

3

Status (Formal or Informal): avail-
ability of a mandate or not.

35 ’So yes, the government is helping
us, but more than that communi-
ties (. . . ) and also NGOs’. Kampung
Melayu Community Member

4

Information: actors have informa-
tion needs and access because of
the roles they assume.

29 ’We can always provide you with in-
formation for example on assess-
ment registry. What kind of assess-
ment has been done, where is it,
what sort of sector did they do the
assessment’. UN-OCHA Information
Management Officer

5

Activities
(Structural)

Networking: build new connec-
tions and create new groups.

40 ’sometimes after the meeting I need
to chase people that have so much
information (. . . ). after the meeting
I approach them to talk’. UN-OCHA
Information Management Officer

6

Role & Structural Change: assume
roles or change structural relation-
ships among them.

13 ’I was becoming a reference for
everyone for asking about mailing
lists, who is working in certain area
or what sort of maps are available
(. . . ) So that’s the role that I have
done.’ UN-OCHA Information Man-
agement Officer

7

Information Management: Collect,
Evaluate, Process and Share info.

132 ’I check information updates
through Twitter. If, there is still no
electricity I stay at home’. Other
Community Member

8
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Req. Sub-requirements Num.
Codes

Sample Quotes Quote
ID

Information
quality
(behavioral)

Relevance: the degree to which
the information received by the ac-
tors matches their intended use,
required level of aggregation, and
spatial location.

50 ’When you open the map, you might
not click on every point. But you
would immediately have a sense of
the areas that are flooded, enabling
you to make decisions about areas
to avoid.’. Petabencana Commu-
nity Liaison Officer

9

Timeliness: the degree to which in-
formation reaches the actors be-
fore the expiration of their infor-
mation needs.

18 ’Sometimes we don’t know when-
ever the flood finishes and then we
can clean up our house. Then sud-
denly it floods again. We don’t have
any information’. Kampung Melayu
Community Member

10

Accessibility: the degree to which
information is provided in such a
way that the actor can easily use its
content.

26 ’In a lot of the communities I’ve
worked with there’s no literacy and
that’s why face to face and oral com-
munication is much more effective’
UN-OCHA Community Liaison Offi-
cer

11

4.11 Two of the behavioral requirements, namely relevance and timeliness had to be updated as their definitions
from literature did not match the views of the case study participants (cf. Table 2). Relevance is intended as
"the degree to which information by the actors matches their intended use". The case study showed that such
a definition is valid. However, two additional factors were found that determine the relevance of information.
Such factors are (a) the level of aggregation of information (e.g., summarized for a region or, point by point)
and (b) the spatial location to which the information refers. For example, when asked about the way informa-
tion is displayed in their crowdsourcing platform, the Community Liaison officer from the NGO Petabencana
mentioned how information is provided as a summary over an area in order to give an overview. The user is
also able to zoom to areas of interest in order to get the information required at specific locations (cf. Quote 9,
Table 2). As such, the definition of Relevance was extended to include the aggregation and spatial location of
information as shown in Table 2.

4.12 In the case of Timeliness, the definition was completely revisited based on the findings from the case study. The
literature points to timeliness as "the degree to which information is up to date" as designed in P. 4.6 based on
e.g., Van de Walle & Comes (2015); Bharosa & Janssen (2015). Such definition is independent from the context
in which the receiver is placed and only depends on the currency of information. However, the data analysis
revealed how the participants mentioned timeliness as the need to obtain information by the time they require
it given the context in which they are placed. For instance, when asked about the way information quality could
be improved, one of the community members from Kampung Melayu shared that in some cases a second wave
of flooding can occur after they already started their recovery activities (clearing their house from debris) (cf.
Quote 10, Table 2). In this context, information concerning a second flood wave would be timely if provided
by the time community members start their recovery activities. To match this perspective, the definition of
timeliness was updated as shown in Table 2.

Conceptual framework design

4.13 As introduced in the section "Conceptual framework use and composition", a conceptual framework that en-
ables the analysis of an existing system or construct an abstract one to inform the development of ABMs for
policy support should include the system’s characteristics and their attributes, relationships among character-
istics, and criteria for assessment (cf. Figure 2). This section shows how a conceptual framework with its sys-
tem’s characteristics, attributes, relationships, and criteria for assessment was designed based on the refined
and validated list of structural and behavioral requirements obtained in the previous section. Firstly, struc-
tural requirements provided the characteristics of the system to be captured in the conceptual framework, and
the sub requirements provided the attributes of such characteristics. Each characteristics was included as an
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independent component of the conceptual framework with the associated attributes. For instance, "actors"
and "roles" are characteristics that were included as conceptual framework components. The attributes of the
"actors" characteristic include "skills" and "knowledge" given these were found to be sub-requirements of "ac-
tors" (cf. Table 2). Secondly, structural requirements also provided the relationships among characteristics.
When the relationships were vertical as in the case of "belongs to" or "can have one or more" then the char-
acteristics were organized hierarchically. For instance, actors and roles have a vertical relationship dictated by
the "distinction between actors and roles" structural requirement according to which actors "can have one or
more" roles. Conversely, when the relationships were horizontal as in "affects" or "performs", then such rela-
tionships were linked with an arrow and labelled with the corresponding relationship. For example, the actor’s
activities may lead to the emergence of new groups, and coordination structures and networks for information
sharing12. As such, actors’ activities "affect" groups. Thirdly, behavioral requirements provided the criteria for
assessment necessary to evaluate the extent to which the system performs according to the desired behavior
or performance. Specifically the criteria for assessment are information relevance, timeliness, accessibility,
reliability, verifiability and load. Figure 5 shows the resulting conceptual framework.

Figure 5: Developed Conceptual Framework, adapted from (Nespeca et al. 2020). IM = Information Management

4.14 This conceptual framework has the threefold purpose of providing the means to analyze (a) the current prac-
tice of disaster IM in a case study representing the way information is collectively managed in a system (sys-
tem’s configuration), (b) the way such practice changes through self-organized bottom-up processes (system’s
change), and (c) the extent to which the current practice supports bottom-up disaster IM as measured by the cri-
teria for assessment (system’s performance). This conceptual framework was further validated by Slingerland
et al. (2022) who applied it to the case of Information Management during the COVID-19 pandemic response in
the neighbourhood of Bospolder-Tussendijken (BoTu) in Rotterdam, The Netherlands. Specifically, Slingerland
et al. (2022) used the conceptual framework to analyze the system’s configuration, change and performance
before and during the pandemic. Such an analysis enabled the ex-post evaluation of resilience policies imple-
mented prior to the pandemic in BoTu from an information management perspective. The study resulted in a
list of implications for the design of policies aimed at fostering crisis resilience in urban neighbourhoods.

Phase 2: Model Development

4.15 In this phase, the conceptual framework was used to develop an empirical model. The following sections ex-
plain the model development process in detail.

Conceptual Framework Application

4.16 Even though the specific purpose of the model was not clear yet at this stage, the authors already decided to
develop an empirical model. As such, the conceptual framework was applied to the case study. The authors re-
lied on the previously collected data that had already been used during the conceptual framework development
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phase. The data analysis consisted in going back to the codes assigned during the requirements validation to
find instances of the characteristics, attributes, relationships, and criteria for assessment found in the concep-
tual framework. This allowed the authors to identify the system’s configuration (current practice of Disaster IM),
change (alteration of the practice) and performance (in terms of the criteria for assessment) as briefly shown in
the following. For a thorough discussion please refer to (Nespeca et al. 2020, pp. 6-10).

4.17 The analysis of system’s configuration enabled to identify the instances of the characteristics and attributes
that represent the current practice of disaster information management. The characteristics identified were
the key actors and roles they assume, groups they belong to, IM structures and networks through which they
share information, activities they carry out, and the environmental factors that play a role in disaster IM (shocks
and announcements) (cf. FigURE 5). For instance, the data showed how the community members in Marunda
rely on their informal connections (IM networks) to exchange information e.g., aided by a WhatsApp group (cf.
quote 3 in Table 2).

4.18 During the analysis of system’s configuration, one system characteristic was found that had not been included
in the conceptual framework, namely that of objects. Objects are any non-human entities that can support
IM and coordination activities of the actors both within and across groups. Examples of objects found in the
considered case study are social media (cf. Quotes 8, Table 2) and a WhatsApp group used to share and receive
flood warnings in the Marunda community (cf. Quote 3, Table 2).

4.19 The analysis of system’s change was carried out by analyzing the way the activities of the actors affect the
configuration of the groups and the actors’ roles (cf. relationship "affect" in Figure 5). The analysis showed how
role change can occur not only because of a deliberate choice of the actors, but also through a self-organized
process triggered by interactions among the actors. The Information Management Officer (IMO) from UN-OCHA
observed how s/he assumed the role of an information exchange hub that would provide the information re-
quested by other actors. However, this role change did not occur via a direct choice, but because of gradually
increasing requests for information made by other actors (cf. Quote 7 in Table 2). When other actors realized
that the s/he had access to information (cf. Quote 5 in Table 2) and knowledge on the type of information avail-
able, they gradually required more and more of the IMO’s "services". As such, the IMO gradually assumed the
(informal) role of information exchange hub across different organizations.

4.20 Concerning the analysis of system’s performance, the performance of the system related to information reli-
ability, verifiability, accessibility and load were found to be acceptable from the perspective of the case study
participants. However, the timeliness and relevance criteria were found to be unsatisfactory. For example,
one of interviewees mentioned how in some cases information concerning flood warnings was not received on
time (cf. quote 10 in Table 2). Specifically, the analysis of performance showed that the relevance and time-
liness of information were lacking especially for those information needs of which the actors were not aware
(e.g., flood warnings). To capture the discrepancy in performance among information needs of which the actor
were aware or not aware of, a distinction was drawn between latent and known information needs. Known in-
formation needs are those that the actors are aware of (e.g., an update on the current water level in a flooded
area). As such, actors can search for the information they need. In the case of latent information needs this is
not possible as the actors are not aware that they need information (e.g., in the case of a flood early warning).

Problem formulation

4.21 A model with a descriptive purpose was chosen to capture some of the main characteristics and dynamics of
the current practice of disaster IM in the considered system with a focus on bottom-up practices. This is a first
step in building a simulation environment that can be used for designing and evaluating bottom-up IM policies
aimed at supporting self-organization and coordination in the considered system.

4.22 Given the findings of the analysis of system’s performance (cf. P. 4.20), information relevance and timeliness
were chosen as the assessment criteria representing the relevant system’s performance to be captured in the
model output. Further, the analysis of system’s performance highlighted the need to distinguish between latent
and known information needs. As such, the model output includes indicators of information relevance and
timeliness for both latent and known information needs.

System identification and composition

4.23 The purpose of the model is to capture disaster information management practices within a community, and its
interactions with other relevant actors from a bottom-up perspective. The Marunda community and specifically
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its most affected community units RW 07, 10, and 11 were chosen as the conceptual framework application
revealed that these units presented a rich array of bottom-up information management practices. Further, to
capture other relevant actors the system boundary was extended to include also the governmental and non-
governmental organizations and groups that (may) exchange information with the community.

4.24 The system composition was designed based on the results of the analysis of system’s configuration and change
refined and focused within the chosen system’s boundaries (narrower compared to those of the system con-
sidered for the initial conceptual framework application). As such, only the system’s characteristics, their at-
tributes and relationships found within the system boundaries were accounted for. For instance, only deliberate
role change was considered for the Marunda community, as no evidence was found that emergent role change
occurs within the chosen system’s boundary (cf. P. 4.19). Deliberate role change can occur when community
members become aware of a given shock and decide to change their to role to that of responder. Through the
analysis, information was also found on the number of the actors in the considered community units (RWs) and
their administrative subdivisions or neighbourhood units (RTs).

4.25 The system composition also included modelling choices informed by literature and previous models e.g., re-
garding the level of abstraction at which particular system’s characteristics needed to be captured in the model.
For instance, according to the conceptual framework, the environment generates disruptive events (shocks and
announcements). Shocks represent the cascading effects that occur in the disaster-affected area where the
community members are located (Meijering 2019) (e.g., community members are stuck on their roofs without
food or water). Announcements represent information produced outside the disaster affected area (e.g., a flood
early warning) (Watts et al. 2019; Watts 2019). Capturing shock and announcements is key as they provide the in-
formation that the actors need. However, while shock and announcements could have been captured in a more
detailed way e.g., by distinguishing among different types of announcement and shocks found in the data, this
was not considered relevant for the model. As such, only the two generic types of information, namely shocks
and announcements were included in the ABM. Such a choice was based on previously existing disaster infor-
mation management ABMs that consider only one generic type of information e.g., Altay & Pal (2013), Zagorecki
et al. (2009), Meijering (2019). Further, the number of events occurring every day of simulation were concep-
tualized as environmental turbulence defined as the "as the frequency with which new information is introduced
into the environment" (Hazy & Tivnan 2003). The frequency of shocks and announcements per day represent
two parameters in the model capturing environmental turbulence.

4.26 Figure 6 shows the resulting system composition for the Marunda community 13 with the exception of the ac-
tivities of actors, objects, and the environment which are shown in Table 3.

Figure 6: System Identification and Composition: configuration of the current practice of Disaster IM in
Marunda, Jakarta. Adapted from Nespeca et al. (2020).
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Entity Category of
Activity

Activity Sub-activities

All Actors

Information
Management

Collect info from Environment, Actor or Object
Receive info from actor
Evaluate Info Check addressed info needs, track shocks

found, track info gaps.
Process Info Choose from info pile
Share & Preserve
Info

Share to actor, Store in Object, Maintain Info
needs

Coordination Networking Manage Collection

Operations
Move in field -
Become Affected -

Actor: NGO &
BNPB Leader Coordination Role & Structural

Change
Deploy field Operator
Join Response as group

Actor: Field
Operator Operations

Deploy to field -
Leave field -

Actor:
Community
Leader

Information
Management

Evaluate Info Assess if required assistance
Share & Preserve
info

Request Assistance to BPBD

Actor: Commu-
nity Member

Coordination Role & Structural
Change

Manage Responder Role

Object: Tradi-
tional Media

Information
Management

Process Info Filter Info

Object: Social
Media

Information
Management

Share & Preserve
Info

Publish Noise (irrelevant info)

Environment Generate Event
Generate Shocks Release shocks in affected areas
Generate An-
nouncements

Release announcements (e.g., info from
(flood) monitoring posts)

Table 3: System Identification and Composition: activities and sub-activities carried out by the actor and object
entities according to the categories of activities introduced in the conceptual framework (cf. Figure 5), and by
the environment.

Model concept formalization

4.27 At this stage, a generic model was used to guide the design of the concept formalization based on the system
composition from the previous step. GAM was chosen as the generic model to be specialized an instantiated for
this application. This choice was made as the more specialized generic models available in Brazier et al. (2002)
were not found to the be suited for the particular case of disaster information management14. The concept
formalization was obtained by specializing and instantiating GAM (cf. P. 2.5) through the knowledge captured in
the system composition and by analyzing the results of the conceptual framework application through the lens
of GAM. Specialization and instantiation proceeded in parallel through subsequent refinement and iterations.
In the following, an example of specialization and instantiation of GAM based on the system composition is
shown with respect to three of the generic model’s abstracted tasks, namely "Own Process Control" (OPC),
"World Interaction Management" (WIM), and "Maintenance of World Information" (MWI) (cf. the Appendix).
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4.28 A specialization of GAM was developed to individuate a task hierarchy, tasks input and output, information
exchange among tasks, and task delegation to different agent types. First, a task hierarchy was designed by
specializing the abstract categories of tasks included in GAM (a) through the activities (i.e., agent’s actions and
interaction) found in the system composition (cf. Table 3) and (b) by individuating the internal processes re-
quired to support such activities. For instance, an activity from the system composition that was chosen to be
a specialized task of the OPC was "Manage Responder Role". This task defines whether an actor who was not
directly involved in crisis response decides to do so. The choice of specializing the OPC with "Manage Respon-
der Role" was made as this activity can alter an actor’s goal, a task that is typically associated with the OPC
in GAM (cf. the Appendix). In other cases, further activities were added which were not directly found in the
system composition, but that provided the internal processes required to support the activities and interactions
found in the system composition. For instance, a task was missing among those found in the system composition
to make decisions with respect to when and how to carry out the Information Management (IM) tasks "Collect
info", "Process info", and "Share & preserve info" (cf. Table 3). To this end, a new task was introduced as a sub-
task of the OPC called "Determine IM Actions". This task was further specialized with the sub-tasks "Determine
IM focus" and "Prepare Information Collection". "Determine IM focus" decides whether the actor agent focuses
on processing the received information 15 or on collecting new information. "Prepare Information Collection"
assesses whether the actor actually collects information on the basis of the availability of known information
needs (cf. P. 4.20). Further, "collect information", "process information, and "share & preserve information"
were added as sub-tasks of the world interaction management component of GAM. The result is shown in fig-
ure 7.

Figure 7: Task hierarchy obtained through specialization of the GAM components "Own Process Control", "World
Interaction Management", and "Maintenance of World Information" (highlighted in grey in the picture) based
on the system composition.

4.29 Next, the tasks input and output information were designed respectively by considering (a) the information re-
quired by each task and (b) the information that the task provides (potentially to other tasks). In the case of
"Determine IM actions", the required inputs were the currently known information needs of the actor as actors
can only look for information associated with known information needs (cf. P. 4.20). The output information
provided by "Determine IM actions" were the decisions made in terms of information collection, processing,
and sharing. Then, to capture the information exchange among tasks, information links were designed by con-
necting the tasks that provide particular outputs with the tasks that require such information as an input. For
instance, in the case of "Determine IM Actions", information had to be provided concerning the currently known
information needs of the actor. This information is provided by the task MWI and, specifically, by its sub-task
"maintain information needs". As such, information links were added to connect "maintain information needs"
with "determine IM actions". First, an information link called "known information needs to output" was added
between "maintain information needs" and the output of its parent task MWI. Second, the link between MWI
and OPC was already included as part of the generic model GAM (cf. Appendix A). Third, another link called
"known info needs to dim" was added between the input of the OPC and the input of the OPC’s sub-task "De-
termine IM Actions". With regards to task delegation, the tasks were assigned to the entities or agents i.e. the
actors, objects, and environment that were found to carry out the specific activities in the system composition
as shown in Table 3. For instance, "Manage Responder Role" is a task that is delegated to community members
as found in the system composition. All the other tasks discussed in this section are associated not only with
community members but with all agents representing an actor (cf. Table 3). Figure 8 shows the resulting spe-
cialization of GAM with respect to its OPC, WIM, and MWI components and for the specific case of a community
responder.
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Figure 8: Example of tasks specialization for community member agents. The example shown focuses specif-
ically on the specialization of GAM’s generic tasks "Own Process Control" (OPC), "World Interaction Manage-
ment" (WIM), and "Management of World Information" (MWI). In the figure, the dashed line is used to highlight
the specialization of the task "Determine IM actions" with the sub-tasks "Determine IM Focus" and "Prepare IM
Actions". The full lines in the picture show the links used for information exchange among tasks.

4.30 The instantiation of GAM was carried out by defining domain-specific instances of the of generic information
types included in GAM (namely, world information, agent information, agent identification, domain actions,
domain agent characteristics). This was carried out by analyzing the (a) the system composition, (b) the spe-
cialization presented above, and (c) the results of the conceptual framework application through the lens of
the generic information types. For example, the conceptual framework application showed that, in the con-
sidered system, two types of information are generated by the environment (or world) namely, "shocks" and
"announcements" (cf. P. 4.17). As such, shocks and announcements were introduced as instances of the infor-
mation type "world info" in GAM (this is the type of information shared and collected by the agents in interaction
with other agents and the environment). Additionally, the information type "domain agent characteristics" was
instantiated (refined) by assigning state variables and properties to the agents. States (or state variables) were
introduced when a task required a particular variable to keep track of the dynamic state of an agent e.g., as-
sociated with its goals (information needs), condition (e.g., affected by a flood), or roles (responder or not).
In other cases, state variables were included to store, receive and share information according to the devised
information flows (e.g., in the case of the list of known information needs). Properties of the agents were also
introduced to account for the static characteristics of the agents necessary to determine how particular tasks
were going to be carried out by given agents (e.g., group). Table 4 shows the result.

Generic information types
from GAM

Instances for the domain of disaster IM

World info Shock, Announcement, Noise16

Other agent info Connections
Other agent identification N.A.
Domain actions N.A.
Domain agent characteristics Known information needs (state), Latent in-

formation needs (state), Responder? (state),
Affected? (state), IM actions (state), IM focus
(state), Group (property), Altruism (prop-
erty)

Table 4: Instantiation of the domain-specific information types from GAM for the community member agent.
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4.31 Given the agents, their tasks, states, properties, and interactions a model conceptualization was built. When
the agents had common tasks, properties and states and could therefore be seen as instances of a more ab-
stract entity, a new entity was introduced with the given common tasks, properties and states. Figure 9 shows
the resulting conceptualization including both the general entities and their instances for the specific case of
Marunda.

Figure 9: Concept Formalization: description of entities, their properties, states and tasks in bottom-up disaster
IM both in general and for the case study of Marunda. Among these entities, the actors, objects and environment
are agents.

4.32 Then, quantitative data on the number of population per age in the Marunda administrative subdivisions (RT
and RWs cf. Figure 6) was used to capture in the model the number of residents that actually live in Marunda
and their spatial locations.

4.33 Next, to capture the relevant system’s performance selected in the problem definition (cf. P. 4.22), the authors
developed direct indicators of information quality and specifically of timeliness and relevance to be provided
as the model output. These quantitative indicators were designed based on the definitions obtained through
qualitative inquiry during the conceptual framework development (cf. P. 4.11 and 4.12). Developing direct in-
dicators of information quality is a novel approach as the existing ABMs capturing disaster IM rely on indirect
(or proxy) operational indicators such as the correct and timely allocation of resources to measure informa-
tion quality (Comfort et al. 2004; Zagorecki et al. 2009; Altay & Pal 2013). Using direct indicators of information
quality has the advantage of allowing to focus on the information management challenges at hand while ab-
stracting from the context of a specific operational problem. Additionally, the authors chose to measure the gap
in information relevance and timeliness rather than relevance and timeliness, as this was found to be a better
measure of the on-going performance of the system (or lack thereof) during the response to a disaster. Specifi-
cally, information gaps represent the average amount of information needs that the actors were not yet able to
address at a given time of simulation. In the case of relevance, this gap is measured without considering when
the information needs were addressed. Conversely, the timeliness gap takes into account time and it can only
be reduced when the information needs were addressed before their expiration. Given these consideration the
indicators for relevance and timeliness gaps were defined as follows.

Relevance Gap (t) =

∑nactors

k=1 (info needs k (t)− info needs addressed k (t))

nactors
(1)

Timeliness Gap (t) =

∑nactors

k=1 (info needs k (t)− info needs addressed on time k (t))

nactors
(2)
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Where:
• nactors = total number of actors in the simulation;

• info needs k (t) = total information needs received by the actor k at the simulation time (t)

• info needs addressed k (t) = total information needs addressed for the actor k at the simulation time (t)

• info needs addressed on time k (t) = total information needs addressed before their expiration for the
actor k at the simulation time (t)

4.34 From this definition it follows that the timeliness gap is always higher than or equal to the relevance gap. This is
due to the fact that the number of information needs addressed on time "info needs addressed on time k (t)"
is always less or equal to the information needs owned by the actor "info needs addressed k (t)". The time-
liness and relevance gap indicators were computed as a total and with specific reference to known and latent
information needs as discussed in the section "Conceptual Framework Application".

Model narrative development

4.35 Starting from the general conceptualisation and the conceptual framework application (specifically the anal-
ysis of system’s change and performance P. 4.17-4.19) from the previous steps, a narrative was developed by
specializing the task control knowledge and instantiating the knowledge bases included in GAM. In the follow-
ing, the narrative development is illustrated through the example of the OPC and one of its sub-task "Determine
IM actions" as shown in previous section (cf. P. 4.28).

4.36 First, task control knowledge was specialized for each of the tasks introduced in the model conceptualization
that have sub-tasks (cf. the Appendix). This included for instance the OPC with its sub-tasks manage_responder_Role
and determine_IM_actions. Task control knowledge had to be provided also for determine_IM_actions to man-
age the execution of its sub-tasks determine_IM_focus and prepare_IM_actions (cf. Figure 8). In the case of the
OPC, task control knowledge was specialized as in the following.

i f s t a r t
then next −component − s t a t e ( d e t e r m i n e _ I M _ a c t i o n s , awake )
and next − t a r g e t − s e t ( d e t e r m i n e _ I M _ a c t i o n s , I M _ a c t i o n s )

The above means that if the OPC is started by the task control knowledge of the community member agent,
the sub-task determine_IM_actions is activated with the target (or goal) to provide the IM_actions as its output.
Similarly, also the manage_responder_role task is managed by the task control knowledge of the OPC, as shown
in the following.

i f s t a r t
then next −component − s t a t e ( manage_responder_role , awake )
and next − t a r g e t − s e t ( manage_responder_role , r e s p o n d e r ? )

In the above, it can be noticed how the information type "responder?" obtained through instantiation at P. 4.29
is used by the task control knowledge of the OPC to set a target for the sub-task become_responder.
Next, the task control knowledge of the the task "determine IM actions" was specialized as in the following.

i f s t a r t
then next −component − s t a t e ( d e t e r m i n e _ I M _ f o c u s , awake )
and next − t a r g e t − s e t ( d e t e r m i n e _ I M _ f o c u s , I M _ f o c u s )

The above determines that when the determine_IM_actions task is awakened by the task control knowledge
of its parent task (the OPC), the sub-task determine_IM_focus is awakened with the target of producing the
information management focus as its output.

i f e v a l u a t i o n ( d e t e r m i n e _ I M _ f o c u s , I M _ f o c u s , succeeded )
then n e x t _ c o m p o n e n t _ s t a t e ( p r e p a r e _ I M _ a c t i o n s , a c t i v e )
and next − t a r g e t − s e t ( p r e p a r e _ I M _ a c t i o n s , I M _ a c t i o n s )
and n e x t _ l i n k _ s t a t e ( I M _ f o c u s _ t o _ p i m a , awake )
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4.37 The task control knowledge shown above determines that, once the determine_IM_focus task succeeded in
its target, the prepare_IM_actions task is awakened with the target of providing the IM_actions as its output. It
must be noted that the IM_actions are transferred from the task determine_IM_focus to the task prepare_IM_actions
via the link IM_focus_to_pima. Such information exchange is possible given the link is awakened by the task
control knowledge (see the "next_link_state" statement above).

4.38 Second, knowledge bases were instantiated for each of the tasks that do not have sub-tasks. Task control
knowledge looks at the sub-tasks of a task as black boxes that need to be managed based solely on their inputs
and outputs. Knowledge bases define the rules implemented within a task once it is activated by the task con-
trol knowledge. Specifically, the knowledge bases define the way a task’s output information is obtained given
the input information (if any). Knowledge bases were instantiated based on the concept formalization and on
the results of the analyses of system’s change and performance (cf. section "Conceptual framework applica-
tion" P. 4.19-4.20). For example, the knowledge base used by the task Prepare_IM_actions was defined based
on the analysis of system’s performance. Two distinct types of information needs, namely latent and known
information needs were found (cf. P. 4.20). These two types of information needs present implications not only
for the performance of the system, but also for the information collection behavior of the actors. Specifically,
actors can collect information only when they have information needs of which they are aware i.e., when they
have know information needs. As such, the knowledge base for the task Prepare_IM_actions enables the ac-
tors to collect information only when their list of known information needs is not empty. This knowledge base
is defined as in the following.

i f ( I M _ f o c u s , c o l l e c t )
i f not ( k n o w n _ i n f o _ n e e d s _ l i s t , empty )
then ( I M _ a c t i o n s , c o l l e c t )
i f ( k n o w n _ i n f o _ n e e d s _ l i s t , empty )
then ( I M _ a c t i o n s , p r o c e s s )

i f ( I M _ f o c u s , p r o c e s s )
then ( I M _ a c t i o n s , p r o c e s s )

4.39 The knowledge base above specifies that when the IM_focus obtained through the determine_IM_focus task is
that of collecting information, then two options are available. If the agent’s list of known information needs is
not empty, then the agent proceeds to collect information by setting the IM_actions information type to "col-
lect". However, if the list of known information needs is empty, then the agent proceeds to process the received
information by setting IM_actions to "process". Additionally, when the IM_focus obtained through the deter-
mine_IM_focus task is that of "processing", the agent will again proceed to process the received information by
setting IM_actions to "process".

4.40 Next, a narrative was assembled. Firstly, the task control knowledge informed the order of execution of the
tasks in the narrative. Starting from the most abstracted tasks and gradually proceeding to their sub-tasks, it
was possible to delineate the sequences of tasks triggered by particular events or activation conditions (cf.
"Task control knowledge" in Appendix A). However, it must be noted that the occurrence of task-triggering
events was not known. The order of occurrence of task-triggering events was a deliberate choice of the mod-
eller. For the case of a community member agent, the most abstracted tasks were the OPC, WIM and MWI. Among
these, MWI was chosen as the initial task. MWI, and specifically its sub-task maintenance_of_information_needs,
is triggered every pre-defined amount of time17 to check whether a new shock or announcement is generated by
the environment, and possibly add an information need when such an event is relevant for the considered ac-
tor. Next, the actor determines what kind of information management activities to execute through the OPC’s
sub-task determine_IM_actions (and its sub-tasks determine_IM_focus and prepare_IM_activities). The task
determine_IM_focus chooses whether to collect new information or process the received information. Then,
determine_IM_actions assesses whether the actor has known information needs before proceeding to collect
information, or proceeds to process the received information otherwise. Once the agent has collected or pro-
cessed information, the agent proceeds to share information. The knowledge bases provide the rules executed
by the most elementary tasks (i.e. those that do not have sub-tasks). The resulting narrative for the considered
example of a community member agent is shown in figure 10.
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Figure 10: Developing a Model Narrative: narrative for the community member actor agent developed based on
the model conceptualization, the specialization of the task control knowledge, and on the instantiation of the
knowledge bases included in the generic model GAM. In the figure, the task control knowledge is represented by
the order of execution of the tasks shown by the full arrows. An example of a knowledge base is also illustrated
for the task "prepare IM Actions" through dashed lines.

Software implementation

4.41 The model was implemented in Netlogo 6.1.1 as this modelling environment provides the means to implement
reasonably complex models with a relatively low time investment required for the software implementation
(Abar et al. 2017). Figure 11 shows part of the GUI of the resulting implementation. The source code, input data,
and its description based on the ODD protocol (Grimm et al. 2006, 2010, 2020) can be found on the COMSES Net
Computational Model Library at https://www.comses.net/codebases/a7c3bb63-258b-4a4c-9f58-4f4
2ec0dfd86/releases/1.0.0/ (Nespeca et al. 2022).

Figure 11: GUI resulting from the software implementation of the concept formalization and narrative.

Model evaluation

4.42 The empirical model was verified thoroughly through single agent, interaction and multi-agent testing as sug-
gested in (Nikolic & Ghorbani 2011). To provide an example of multi-agent testing the model was run a total of
1215 times considering different scenarios of environmental turbulence. Environmental turbulence was con-
ceptualised as the amount of shocks and announcements occurring during one day of simulation (cf. P. 4.25).
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The results of the data analysis are shown in the following. In all figures below, the confidence levels were
calculated via bootstrapping.

4.43 Firstly, it can be noticed that the information gaps associated with both timeliness and relevance tend to in-
crease over time (see Figure 12). This shows that, while the number of information needs grows due to the
occurrence of more disruptive events (shocks and announcements), the actors are not receiving all the infor-
mation they need, leading to the cumulation of information gaps. However, it can also be observed that in
some cases (e.g., after 10 hours of simulation) the gap is being reduced as the actors’ information needs are
being addressed at a rate that’s higher compared to the increase in information needs due to new disruptive
events.

4.44 Secondly, the data analysis confirmed that, as follows from definition, the median of the timeliness gap is al-
ways equal or above that of the relevance gap (cf. P. 4.36). Further, at some point of the simulation the infor-
mation needs of the actors start to expire. When this occurs, it becomes possible for the actors to address their
information needs not on time. As such, the value of "info needs addressed on time k (t)" in equation (2) be-
comes smaller than "info needs addressed k (t)" in equation (1), leading to an increase of the timeliness gap
compared to the relevance gap and thus to their divergence as shown in Figure 12. For the same reason, it can
be observed that in some cases the relevance gap is reduced to a greater extent compared to the timeliness
gap.

Figure 12: Comparison between the median of the timeliness and relevance information gaps at each time step
across all simulations. The vertical axis represents the number of pieces of information that the actors still need
on average.

4.45 Further, the data analysis demonstrated that both the number of shocks per day and announcements per day
contribute to increasing the cumulative relevance and timeliness gaps (see Figure 13). These results confirm
the expectation that higher levels of environmental turbulence (i.e., more things to keep track of) make it more
difficult for the actors to address their information needs and thus reduce the information gaps. It can also be
observed that the confidence intervals around the median are much wider at specific points of the simulation
compared to others. This uncertainty in the median can be attributed to the stochasticity used to (a) initialize
the model’s the structures and networks (connections cf. Figure 9), and (b) make the agents choose which
other agents to collect information from and share information to. The fact that this uncertainty varies over
the simulation is a consequence of the model structure. Specifically, it is only after a given disruptive event is
released, that information needs are assigned to the actors, which on turn increases the information gaps. How
rapidly (if at all) the associated information needs are addressed will depend on the connections available and
on how effective the random chains of information exchange across the actors turn out to be.
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Figure 13: Median of Relevance and Timeliness Gaps for different levels of environmental turbulence (shocks
per day and announcements per day).

4.46 Finally, latent and known information needs were compared in terms of the associated relevance and time-
liness gaps. The results show that information gaps associated with latent information needs have medians
higher than those of known information needs (see Figure 14). Such a system’s performance is also consistent
with the authors’ expectations that latent information needs are more difficult to address as the actors are not
aware of them and therefore cannot actively search for the related information (cf. P. 4.20). Figure 14 also shows
that the difference between information gaps associated with latent and known information needs is particu-
larly pronounced for the timeliness gap. This behavior is exemplified by the information gaps for latent needs
occurring after 18 hours of simulation. The relevance gap peaks and then start decreasing, while the timeliness
gap simply keeps growing. This suggests that the impact of being unaware of the information needed affects
more heavily the ability of actors to get such information on time, rather than simply receiving it at any time.

Figure 14: Comparison between the median of information gaps for latent and known information needs. The
figure shows such a comparison for both the relevance gap (left figure) and the timeliness gap (right figure).

4.47 A validation was not performed at this stage and will be carried out as a future step. Given its descriptive pur-
pose, the model developed is not intended to precisely reproduce the system’s performance observed in reality.
The goal is rather to formalize and combine the knowledge gathered through a study for the Marunda commu-
nity together with previously available theory and models on crisis IM. As such, the validation in this case will not
focus on assessing whether the model reproduces the performance observed at the macro level in the Marunda
community (through the analysis of system’s performance, cf. P. 3.43). The validation will rather aim at ensuring
that the model conceptualization and narrative match the way information is managed at the micro level in the
case study. This will be achieved by discussing the model conceptualization and narrative with the members
of the Marunda community and other organizations captured in the model. Alternatively, a comparison of the
model with the literature available for the case study could also be used to validate the model.
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Iterative conceptual framework development

4.48 In the model development phase a new system characteristic was found, namely that of "Objects". Objects
represent non-human (technological) entities that can support the actors belonging to one or more groups in
their IM and coordination activities. Given this definition obtained through the conceptual framework appli-
cation (cf. P. 4.18), the following relationships are found between objects and other system’s characteristics.
Activities can be carried out through objects. Additionally, objects connect the actors within a group and also
actors that belong to different groups so that they can exchange information and coordinate. The objects and
their relationships with the system’s characteristics "Activities" and "Groups" were integrated in the conceptual
framework as shown in Figure 15. This updated conceptual framework can be used in substitution of the one
developed in (Nespeca et al. 2020) (Figure 5).

Figure 15: Updated conceptual framework with the new systems characteristics and relationships (highlighted
in the figure).

Discussion & Conclusions

5.1 This article proposes a methodology that enables to rigorously develop ABMs for policy formulation and eval-
uation based on qualitative inquiry. The methodology fills a gap in the literature by providing the means to (a)
strike a balance between the comparability of framework-based methodologies and the flexibility of case-based
methodologies and (b) to provide versatility by enabling to develop ABMs with both theoretical and empirical
purposes.

5.2 The methodology is structured in two phases. In the first phase, a conceptual framework centered on a spe-
cific policy problem is designed based on literature and the findings from one or more case studies. In the
second phase, the conceptual framework together with generic models are used to guide the development of
an ABM. The way the conceptual framework and generic models support model design depends on whether
the model is directly related to a case study (empirical) or not (theoretical) (Edmonds et al. 2019). In the case
of empirical models the conceptual framework is applied to a case study to analyze the system’s configuration,
change, and performance. Based on these analyses, a context-specific conceptual model (a system composi-
tion) is developed which captures the agents, their interactions with other agents, and the indicators of system’s
performance and change that are key for the considered policy problem. Next, a generic model (Brazier et al.
2002) capturing a particular agent architecture is selected depending on the modelling purpose and strategy
(Edmonds et al. 2019). Such a generic model is then used to analyze the results of the conceptual framework
application, system composition, and possibly additional qualitative data from the case study to inform the
design of the internal processes that drive the agents’ interactions. The result is an empirical ABM. In the case
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of theoretical models, the conceptual framework provides an inventory of (a) systems characteristics, attributes
and relationships of which the researchers may decide to introduce instances in the considered abstract sys-
tem and (b) a list of criteria for assessment as indicators of the system’s performance that the researchers may
wish to study. Once a conceptual model (the system composition) capturing the agents, their interactions and
indicators of system’s performance is designed, a generic model is selected and used to guide the development
of the internal processes that support the agents’ interactions. The result is a theoretical ABM.

5.3 The use of this methodology was illustrated through a case study of disaster IM in Jakarta (Indonesia). The
considered policy problem was in this case the design of bottom-up disaster IM policies. First, a conceptual
framework centered on the design of bottom-up disaster IM policies was designed based on available litera-
ture, case study interviews, and focus groups. The following mission was individuated: "to provide relevant,
reliable and verifiable information to the actors who need it, when they need it in an accessible manner". The
criteria for assessment found were: information relevance, timeliness, accessibility, reliability, verifiability, and
load. Second, the conceptual framework was applied to the case study to carry out the analyses of system’s con-
figuration, change, and performance based on the qualitative data collected via interviews and focus groups.
These analyses were instrumental in the development of a conceptual model (the system’s composition) cap-
turing the agents, their interactions and performance that are key for the considered policy problem (i.e., the
current practice of disaster IM) in the Marunda community. Next, the Generic Agent Model (GAM) was chosen
given that other more specialized generic models such as GCAM were not suited for the considered policy prob-
lem of bottom-up disaster IM. GAM was used to structure and interpret the results of the conceptual frame-
work application, and the system composition to design the internal processes driving the agents’ interactions.
This process, called specialization and instantiation, enabled the formalization of the system composition in
a software-implementable manner (or model concept formalization) and the development of a model narra-
tive (or model narrative development), resulting in an empirical descriptive ABM. Finally, during model devel-
opment new systems characteristics and relationships were found. These were integrated in the conceptual
framework for future use.

5.4 The case study showed how the proposed methodology and specifically the use of the conceptual framework
and of the generic model GAM enabled the translation of qualitative data into an empirical ABM by balancing
comparability and flexibility while maintaining rigour. Firstly, the methodology enabled to retain some degree
of comparability with future studies by developing and centering the model development process on a con-
ceptual framework tailored to the policy problem of bottom-up disaster Information Management (IM). Such a
conceptual framework provides a clear mission, categories of meaning, and criteria for the assessment of pol-
icy “performance” so that future simulation studies focusing on bottom-up disaster IM will be able to interpret
and build upon the results of this study through the same conceptual framework. However, while future sim-
ulation studies focusing on the same policy problem will be able to rely on the same conceptual framework,
these studies may potentially choose different generic models compared to the one used here (GAM). As such,
comparability with future studies was retained only to a certain degree. Other methodologies such as Ghorbani
et al. (2015) that fully rely on the same framework across different studies (framework-based) provide a greater
level of comparability. However, this comparability comes at the cost of flexibility i.e., the researchers are not
able to choose among different agent theories or architectures that e.g., are adequate for the particular policy
problem considered.

5.5 Secondly, the proposed methodology provided some degree of flexibility. Firstly, the methodology enabled to
capture a novel policy problem (bottom-up disaster information management) for which an adequate concep-
tual framework was not initially available. Secondly, the methodology provided the means to choose a generic
model capturing a particular agent architecture that was suited to the considered policy problem and modelling
purpose. However, flexibility was provided only to a degree as the model development process was constrained
by the use of the conceptual framework developed in the first phase of the methodology. Methodologies that
tailor an ABM to a particular case without relying on a common framework (case-based) as in Bharwani et al.
(2015) provide a higher degree of flexibility in that they can capture the nuances and details that character-
ize a particular case study without being limited by the availability and constraint of pre-existing frameworks
or agent architectures. However, such methodologies are not designed to retain common ground that can be
used to compare the results of different case studies focusing on the same policy problem.

5.6 Thirdly, the proposed methodology enabled to maintain rigour by systematically structuring and interpreting
qualitative data through the lens of two frameworks (Edmonds 2015), namely the conceptual framework (de-
veloped in the first phase) and the GAM generic model.

5.7 In sum, while the methodology proposed in this article does not provide the same degree of flexibility of case-
based methodologies, nor the same level of comparability provided by framework-based methodologies, it
enables to provide both flexibility and comparability to a certain degree, thus striking a balance between them
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while maintaining rigour. Such a balance is obtained by providing some standards (the conceptual framework
developed to capture a particular policy problem and the use of generic models) but not too many (i.e., the
researchers can choose different generic models for the same policy problem).

5.8 With regards to versatility, the process of designing policies supported by ABMs may involve the development
and use of a series of models with different theoretical and empirical purposes (Edmonds et al. 2019). In this
study, an empirical ABM with a descriptive purpose was developed which is meant to capture and formalize
the knowledge gathered on the current practice of disaster IM in the Marunda Community of North Jakarta.
Based on this model, another empirical model with an explanatory purpose could be developed at a later stage
to support policy design. Theoretical models may also be needed e.g., with the purpose of illustrating the im-
plications of given policy designs in an abstract system prior to testing them empirically. While a theoretical
model was not developed in this article, the proposed methodology provides indications for such a model to
be designed via the conceptual framework obtained in phase 1 and generic models. Specifically, instead of
being used as tools to structure and interpret qualitative information, the conceptual framework and generic
models provide templates for the design of the agents, their interactions, performance, and internal processes.
As such, the proposed methodology is versatile as it enables to develop both theoretical and empirical ABMs
(Edmonds et al. 2019) for policy formulation and evaluation (Gilbert et al. 2018) through the lens of the same
policy-centered conceptual framework.

5.9 The proposed methodology presents the following implications for the development of ABMs for policy sup-
port through qualitative inquiry. Firstly, the methodology enables to uncouple the policy-centered analysis of
the key agents, their activities, and interactions (captured in the system composition) from the agent-centered
analysis of the agent’s internal processes that drive their activities and interactions (captured through generic
models). As such, via this methodology, researchers can rigorously interpret the same system composition
through the lens of different generic models representing e.g., different agent architectures. This can enable
for instance to systematically develop a series of comparable ABMs for the same case each including a different
agent architecture. A potential application could be testing alternative explanations for a particular system’s
change or performance of interest that is relevant for policy formulation (as in (Adam & Gaudou 2017)). Sec-
ondly, in the absence of other more refined generic models that are suited to the considered policy problem,
the researchers can rely on the Generic Agent Model (Brazier et al. 2002). GAM only assumes general features
that characterize an agent (Wooldridge & Jennings 1994, 1995), and as such it can be widely applied to different
policy problems.

5.10 Further, when a generic model is used in the model concept formalization and narrative development, addi-
tional tasks and knowledge structures may be introduced that can be abstracted to develop a new generic
model tailored to the considered (class of) policy problems (Brazier et al. 1996). Such an abstraction process
requires additional effort from the researchers. However, it has the advantage that future studies focusing on
the same policy problem are able to rely on a generic model that is refined for the considered policy problem
(instead of e.g., using GAM). Finally, according to the proposed methodology not only empirical but also the-
oretical models are developed on the basis of a conceptual framework that is designed empirically (through
qualitative inquiry). Then, while theoretical models are not specific with respect to any case study (Edmonds
et al. 2019), those developed with this methodology still reflect empirically-embedded system’s characteristics,
attributes, relationships and criteria for assessment of performance that are relevant for the considered policy
problem and are captured in the conceptual framework. While the findings of these theoretical models e.g.,
hypotheses regarding the effectiveness of particular policies still require to be tested empirically, these models
are more likely to reflect issues that are relevant for policy formulation and evaluation compared to models
developed through conceptual frameworks that are designed in a purely inductive manner.

5.11 Despite its advantages, the methodology introduced in this article presents limitations providing ground for
further research. Firstly, the proposed methodology requires a considerable investment in time and resources
required to develop a novel conceptual framework and possibly a new generic model before actually develop-
ing a model. Secondly, the proposed methodology focuses solely on the use of qualitative inquiry. However,
combining the current qualitative approach with quantitative research methodologies provides an opportu-
nity for enhanced rigour in the development of empirical models (Bharwani et al. 2015; Antosz et al. 2022). For
instance, the model conceptualization and narratives designed through the use of generic models could inform
the design of quantitative research tools (e.g., surveys) that aim at capturing the choices made by the actors
statistically.
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Appendix: Generic Agent Model (GAM)

This appendix provides a brief description of the Generic Agent Model designed by Brazier et al. (2000) based on
the weak notion of agent introduced by Wooldridge & Jennings (1994, 1995). This appendix focuses specifically
on GAM’s process composition. Further details including the generic model’s knowledge composition can be
found in Brazier et al. (2000). A generic model’s process composition includes the models’ task hierarchy (ab-
stracted tasks and their sub-tasks), tasks’ inputs and outputs, tasks’ information exchange (executed through
information links among tasks), and task control knowledge (capturing the sequencing of tasks).

Task hierarchy

The task hierarchy of GAM includes only two hierarchical levels, namely that of the agent and the abstracted
tasks (or components) carried out by the agent. Such abstracted tasks are the Own Process Control (OPC),
Agent Interaction Management (AIM), World Interaction Management (WIM), Maintenance of Agent Information
(MAI), Maintenance of World Information (MWI), and Agent Specific Tasks (AST) (see Figure 16).

Figure 16: Task hierarchy of the Generic Agent Model (GAM).

The OPC component maintains a self-model of the agent (i.e., a model of the agents’ goals and, in general, of
the characteristics that distinguish them), and carries out decisions to trigger further tasks that are performed
by other components of GAM. The AIM component executes interactions with other agents such as receiving or
sharing information e.g., when requested to do so by the OPC. The WIM component carries out interactions with
the environment or world such as performing observations of the environment. The MAI component maintains
information regarding other agents that the agent may use to carry out other tasks (such as deciding who to
cooperate with, cf. Brazier et al. 1996) and provides this information to other tasks when requested to do so.
The MWI task stores information from the environment (e.g., shocks and announcements) that the agent finds
relevant and provides it to other tasks or agents when this information is requested by other tasks. Finally, the
AST task is associated with domain-specific tasks an agent carries out such as combining different pieces of
information to obtain new information (Brazier et al. 1996).

Task input and output

The tasks’ inputs and outputs for GAM are shown in Table 5.
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Task (or process) Input information types Output information types

own process control belief info own characteristics
agent interaction management incoming communication info,

own characteristics, belief info
outgoing communication info,
maintenance info

world interaction management observation result info, own
characteristics, belief info

observation info, action info,
maintenance info

maintenance of agent informa-
tion

agent info agent info

maintenance of world informa-
tion

world info world info

Table 5: GAM’s input and output information types, from (Brazier et al. 2000).

Information exchange

The information exchange among tasks is enabled by information links among tasks. Figure 17 shows the tasks
included in GAM (according to the task hierarchy) and their information links used for information exchange.

Figure 17: Information exchange among GAM’s tasks (Brazier et al. 2000).

Task control knowledge

Task control knowledge defines the conditions under which particular tasks are carried out, and the goals or
targets associated with the activation of tasks. In practice, such a knowledge is represented as a set of rules cap-
turing the triggering knowledge states (or activation conditions) under which a task is executed, the task that is
executed, the target (or goal) that determines when the task is concluded, and possibly other statements cap-
turing e.g., the activation of information sharing links that enable to share information among tasks. Triggering
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knowledge states can e.g., be associated with the activation of a parent task or agent, or the availability of new
input information provided by an information link. The following pseudo code shows the general structure of
task control knowledge.

if activation_condition
then next_component_state(task_to_execute_name, active)
and next_target_set(target_name)

In the case of GAM, only the agent has sub-tasks (e.g., OPC, AIM, etc.). All of these tasks are primitive, meaning
they do not have sub-tasks. As such, the task control knowledge included in GAM only pertains to the agent
(represented as "Agent task control" in Figure 17). GAM’s task control knowledge dictates that all tasks and in-
formation links are activated at the beginning of the simulation. This means in practice that all tasks process
incoming information as soon as it is received as an input by the task (in an asynchronous manner). The fol-
lowing pseudo code shows the task control knowledge for two tasks and one information sharing link among
them (cf. Figure 17). Task control knowledge for the remaining tasks and links (shown in Figure 17) is specified
according the same structure as that shown in the example below.

if start
then next_component_state(own_process_control, awake)

if start
then next_component_state(agent_interaction_management, awake)

if start
then next_link_state(own_process_info_to_wim, awake)

Notes

1While DESIRE was initially conceived to design multi-agent systems, it can as well be applied to the design
of ABMs.

2It must be noted that the conceptual frameworks developed in phase 1 enable part of the methodology,
but they are not the methodology. Through the methodology, it is possible to develop different conceptual
frameworks for different policy problems when such frameworks are not already available.

3As such, by "policy-centered conceptual framework", the authors do not mean a conceptual framework
that provides relevant design dimensions and options for policies that can be implemented to tackle a given
policy problem e.g., as proposed in (Bharosa et al. 2011). Rather, the conceptual frameworks developed with
this methodology are strictly meant to enable the development of ABMs for policy formulation and evaluation.

4Empirical models are those which have a direct relationships with a specific case study. Descriptions, ex-
planations and predictions are examples of empirical modelling purposes. Theoretical models are those which
do not have a direct relationship with any given case study or specific system. Illustrations and theoretical ex-
positions are examples of theoretical modelling purposes. (Edmonds et al. 2019)

5With this distinction, the authors do not imply that theoretical models cannot be used in practical settings.
However, theoretical model can be applied in practice only if they have been empirically tested in terms their
micro assumptions and macro implications (Flache et al. 2017).

6New or more detailed criteria for assessment may be introduced at this stage compared to those presented
in the conceptual framework.

7Ontologies can also be used to formalize an agent architecture in a rigorous way. However, ontologies can
capture solely the declarative knowledge of an agent architecture, while overlooking the procedural knowledge
(i.e., the rules followed by the agents when carrying put particular tasks)) (Zack 1999). Conversely, generic mod-
els can capture both the declarative and procedural knowledge of an agent architecture (Brazier et al. 2002).

8In some cases, the researcher may decide to collect further data that is specifically meant to capture the
internal processes occurring within the agents. In such cases, the generic model can provide a framework that
informs not only the data analysis, but also the data collection (Ghorbani et al. 2015).
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9According to Brazier et al. (2000), task control knowledge is also obtained via the specialization of a generic
model’s process composition. However, given that task control knowledge defines procedures related to when
and how particular tasks are carried out by an agent, the specification of task control knowledge is placed in
the later Model Narrative Development step of this methodology.

10Case-study research in the field of disaster management has to often take advantage of the opportunities
that arise when new cases occur (see for instance Comes et al. 2015; Baharmand et al. 2020).

11For instance, the conceptualization of the environment in a crisis as a series of cascading shocks producing
information needs was introduced as in (Meijering 2019).

12Here called Information Management (IM) structures and networks.
13The attributes of these characteristics are not presented at this stage, but directly in the model conceptu-

alization due to limitation in space.
14One of GAM’s applications, namely the Generic Cooperative Agent Model (or GCAM) presented in (Brazier

et al. 1996, 2000, 2002), has similarities with the distributed and (partly) cooperative nature of disaster informa-
tion management. However, while disaster response is intrinsically characterized by urgency, GCAM is meant
for non-urgent problems in which the agents have time to make joint plans. As such, GCAM is not a suitable
generic model for developing ABMs that focus on capturing disaster response situations.

15The design choice of having a backlog of information that the actor can access and process at will was made
to capture asynchronous communication e.g., through instant messaging apps.

16Intended as irrelevant information.
17This is another deliberate choice of the modeller. It could be executed e.g., at every time step.
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