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# Non Normal Logics: Semantic Analysis and Proof Theory 
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#### Abstract

We introduce proper display calculi for basic monotonic modal logic, the conditional logic CK and a number of their axiomatic extensions. These calculi are sound, complete, conservative and enjoy cut elimination and subformula property. Our proposal applies the multitype methodology in the design of display calculi, starting from a semantic analysis based on the translation from monotonic modal logic to normal bi-modal logic.
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## 1 Introduction

By non normal logics we understand in this paper those propositional logics algebraically captured by varieties of Boolean algebra expansions, i.e. algebras $\mathbb{A}=\left(\mathbb{B}, \mathcal{F}^{\mathbb{A}}, \mathcal{G}^{\mathbb{A}}\right)$ such that $\mathbb{B}$ is a Boolean algebra, and $\mathcal{F}^{\mathbb{A}}$ and $\mathcal{G}^{\mathbb{A}}$ are finite, possibly empty families of operations on $\mathbb{B}$ in which the requirement is dropped that each operation in $\mathcal{F}^{\mathbb{A}}$ be finitely join-preserving or meet-reversing in each coordinate and each operation in $\mathcal{G}^{\mathbb{A}}$ be finitely meet-preserving or join-reversing in each coordinate. Very well known examples of non normal logics are monotonic modal logic [4] and conditional logic [3,29], which have been intensely investigated, since they capture key aspects of agents' reasoning, such as the epistemic [34], strategic [31,32], and hypothetical [13,26].

Non normal logics have been extensively investigated both with modeltheoretic tools [23] and with proof-theoretic tools [28,30]. Specific to proof theory, the main challenge is to endow non normal logics with analytic calculi which can be modularly expanded with additional rules so as to uniformly capture wide classes of axiomatic extensions of the basic frameworks, while preserving
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key properties such as cut elimination. In this paper, we propose a method to achieve this goal. We will illustrate this method for the two specific signatures of monotonic modal logic and conditional logic.

Our starting point is the very well known observation that, under the interpretation of the modal connective of monotonic modal logic in neighbourhood frames $\mathbb{F}=(W, \nu)$, the monotonic 'box' operation can be understood as the composition of a normal (i.e. finitely join-preserving) semantic diamond $\langle\nu\rangle$ and a normal (i.e. finitely meet-preserving) semantic box [ $\ni$ ]. The binary relations $R_{\nu}$ and $R_{\ni}$ corresponding to these two normal operators are not defined on one and the same domain, but span over two domains, namely $R_{\nu} \subseteq W \times \mathcal{P}(W)$ is s.t. $w R_{\nu} X$ iff $X \in \nu(w)$ and $R_{\ni} \subseteq \mathcal{P}(W) \times W$ is s.t. $X R_{\ni} w$ iff $w \in X$ (cf. [23, Definition 5.7], see also [14,25]). We refine and expand these observations so as to: (a) introduce a semantic environment of two-sorted Kripke frames (cf. Definition 1) and their heterogeneous algebras (cf. Definition 2); (b) outline a network of discrete dualities and adjunctions among these semantic structures and the algebras and frames for monotone modal logic and conditional logic (cf. Propositions 1, 2, 3 and 4); (c) based on these semantic relationships, introduce multitype normal logics into which the original non normal logics can embed via suitable translations (cf. Sect.4) following a methodology which was successful in several other cases [7,9-11,16,17,19,22,27,33]; (d) retrieve well known dual characterization results for axiomatic extensions of monotone modal logic and conditional logics as instances of general algorithmic correspondence theory for normal (multi-type) LE-logics applied to the translated axioms (cf. Sect. B); (e) extract analytic structural rules from the computations of the first order correspondents of the translated axioms, so that, again by general results on proper display calculi [20] (which, as discussed in [1], can be applied also to multi-type logical frameworks) the resulting calculi are sound, complete, conservative and enjoy cut elimination and subformula property.

## 2 Preliminaries

Notation. Throughout the paper, the superscript $(\cdot)^{c}$ denotes the relative complement of the subset of a given set. When the given set is a singleton $\{x\}$, we will write $x^{c}$ instead of $\{x\}^{c}$. For any binary relation $R \subseteq S \times T$, and any $S^{\prime} \subseteq S$ and $T^{\prime} \subseteq T$, we let $R\left[S^{\prime}\right]:=\left\{t \in T \mid(s, t) \in R\right.$ for some $\left.s \in S^{\prime}\right\}$ and $R^{-1}\left[T^{\prime}\right]:=\left\{s \in S \mid(s, t) \in R\right.$ for some $\left.t \in T^{\prime}\right\}$. As usual, we write $R[s]$ and $R^{-1}[t]$ instead of $R[\{s\}]$ and $R^{-1}[\{t\}]$, respectively. For any ternary relation $R \subseteq S \times T \times U$ and subsets $S^{\prime} \subseteq S, T^{\prime} \subseteq T$, and $U^{\prime} \subseteq U$, we also let
$-R^{(0)}\left[T^{\prime}, U^{\prime}\right]=\left\{s \in S \mid \exists t \exists u\left(R(s, t, u) \& t \in T^{\prime} \& u \in U^{\prime}\right)\right\}$,

- $R^{(1)}\left[S^{\prime}, U^{\prime}\right]=\left\{t \in T \mid \exists s \exists u\left(R(s, t, u) \& s \in S^{\prime} \& u \in U^{\prime}\right)\right\}$,
- $R^{(2)}\left[S^{\prime}, T^{\prime}\right]=\left\{u \in U \mid \exists s \exists t\left(R(s, t, u) \& s \in S^{\prime} \& t \in T^{\prime}\right)\right\}$.

Any binary relation $R \subseteq S \times T$ gives rise to the modal operators $\langle R\rangle,[R],[R\rangle,\langle R]: \mathcal{P}(T) \rightarrow \mathcal{P}(S)$ s.t. for any $T^{\prime} \subseteq T$
$-\langle R\rangle T^{\prime}:=R^{-1}\left[T^{\prime}\right]=\left\{s \in S \mid \exists t\left(s R t \& t \in T^{\prime}\right)\right\} ;$
$-[R] T^{\prime}:=\left(R^{-1}\left[T^{\prime c}\right]\right)^{c}=\left\{s \in S \mid \forall t\left(s R t \rightarrow t \in T^{\prime}\right)\right\} ;$
$-[R\rangle T^{\prime}:=\left(R^{-1}\left[T^{\prime}\right]\right)^{c}=\left\{s \in S \mid \forall t\left(s R t \rightarrow t \notin T^{\prime}\right)\right\} ;$
$-\langle R] T^{\prime}:=R^{-1}\left[T^{\prime c}\right]=\left\{s \in S \mid \exists t\left(s R t \& t \notin T^{\prime}\right)\right\}$.
By construction, these modal operators are normal. In particular, $\langle R\rangle$ is completely join-preserving, $[R]$ is completely meet-preserving, $[R\rangle$ is completely join-reversing and $\langle R]$ is completely meet-reversing. Hence, their adjoint maps exist and coincide with $\left[R^{-1}\right]\left\langle R^{-1}\right\rangle,\left[R^{-1}\right\rangle,\left\langle R^{-1}\right]: \mathcal{P}(S) \rightarrow \mathcal{P}(T)$, respectively. Any ternary relation $R \subseteq S \times T \times U$ gives rise to the modal operators $\triangleright_{R}: \mathcal{P}(T) \times$ $\mathcal{P}(U) \rightarrow \mathcal{P}(S)$ and $\boldsymbol{\Delta}_{R}: \mathcal{P}(T) \times \mathcal{P}(S) \rightarrow \mathcal{P}(U)$ and ${ }_{R}: \mathcal{P}(S) \times \mathcal{P}(U) \rightarrow \mathcal{P}(T)$ s.t. for any $S^{\prime} \subseteq S, T^{\prime} \subseteq T$, and $U^{\prime} \subseteq U$,
$-T^{\prime} \triangleright_{R} U^{\prime}:=\left(R^{(0)}\left[T^{\prime}, U^{\prime c}\right]\right)^{c}=\left\{s \in S \mid \forall t \forall u\left(R(s, t, u) \& t \in T^{\prime} \Rightarrow u \in U^{\prime}\right)\right\} ;$

- $T^{\prime} \mathbf{\Delta}_{R} S^{\prime}:=R^{(2)}\left[T^{\prime}, S^{\prime}\right]=\left\{u \in U \mid \exists t \exists s\left(R(s, t, u) \& t \in T^{\prime} \& s \in S^{\prime}\right)\right\} ;$
$-S^{\prime} U^{\prime}:=\left(R^{(1)}\left[S^{\prime}, U^{\prime c}\right]\right)^{c}=\left\{t \in T \mid \forall s \forall u\left(R(s, t, u) \& s \in S^{\prime} \Rightarrow u \in U^{\prime}\right)\right\}$.
The stipulations above guarantee that these modal operators are normal. In particular, $\triangleright_{R}$ and $\nabla_{R}$ are completely join-reversing in their first coordinate and completely meet-preserving in their second coordinate, and $\boldsymbol{\Delta}_{R}$ is completely join-preserving in both coordinates. These three maps are residual to each other, i.e. $S^{\prime} \subseteq T^{\prime} \triangleright_{R} U^{\prime}$ iff $T^{\prime} \Delta_{R} S^{\prime} \subseteq U^{\prime}$ iff $T^{\prime} \subseteq S^{\prime}{ }_{R} U^{\prime}$ for any $S^{\prime} \subseteq S, T^{\prime} \subseteq T$, and $U^{\prime} \subseteq U$.


### 2.1 Basic Monotonic Modal Logic and Conditional Logic

Syntax. For a countable set of propositional variables Prop, the languages $\mathcal{L}_{\nabla}$ and $\mathcal{L}_{>}$of monotonic modal logic and conditional logic over Prop are defined as follows:

$$
\mathcal{L}_{\nabla} \ni \phi::=p|\neg \phi| \phi \wedge \phi\left|\nabla \phi \quad \mathcal{L}_{>} \ni \phi::=p\right| \neg \phi|\phi \wedge \phi| \phi>\phi
$$

The connectives $\top, \wedge, \vee, \rightarrow$ and $\leftrightarrow$ are defined as usual. The basic monotone modal logic $\mathbf{L}_{\nabla}$ (resp. basic conditional logic $\mathbf{L}_{>}$) is a set of $\mathcal{L}_{\nabla}$-formulas (resp. $\mathcal{L}_{>}$-formulas) containing the axioms of classical propositional logic and closed under modus ponens, uniform substitution and M (resp. RCEA and $\mathrm{RCK}_{n}$ for all $n \geq 0$ ):

$$
\begin{gathered}
\mathrm{m} \frac{\varphi \rightarrow \psi}{\nabla \varphi \rightarrow \nabla \psi} \quad \begin{array}{r}
\text { RCEA } \frac{\varphi \leftrightarrow \psi}{(\varphi>\chi) \leftrightarrow(\psi>\chi)} \\
\varphi_{1} \wedge \ldots \wedge \varphi_{n} \rightarrow \psi
\end{array} \\
\operatorname{RCK}_{n} \frac{\left(\chi>\varphi_{1}\right) \wedge \ldots \wedge\left(\chi>\varphi_{n}\right) \rightarrow(\chi>\psi)}{(\chi)}
\end{gathered}
$$

Algebraic Semantics. A monotone Boolean algebra expansion, abbreviated as malgebra (resp. conditional algebra, abbreviated as $c$-algebra) is a pair $\mathbb{A}=\left(\mathbb{B}, \nabla^{\mathbb{A}}\right)$ $\left(\right.$ resp. $\left.\mathbb{A}=\left(\mathbb{B},>^{\mathbb{A}}\right)\right)$ s.t. $\mathbb{B}$ is a Boolean algebra and $\nabla^{\mathbb{A}}$ is a unary monotone operation on $\mathbb{B}$ (resp. $>^{\mathbb{A}}$ is a binary operation on $\mathbb{B}$ which is finitely meetpreserving in its second coordinate). Interpretation of formulas in algebras under assignments $h: \mathcal{L}_{\nabla} \rightarrow \mathbb{A}\left(\right.$ resp. $\left.h: \mathcal{L}_{>} \rightarrow \mathbb{A}\right)$ and validity of formulas in algebras (in symbols: $\mathbb{A} \vDash \phi$ ) are defined as usual. By a routine Lindenbaum-Tarski construction one can show that $\mathbf{L}_{\nabla}\left(\right.$ resp. $\left.\mathbf{L}_{>}\right)$is sound and complete w.r.t. the class of m-algebras (resp. c-algebras).

Canonical Extensions. The canonical extension of an m-algebra (resp. c-algebra) $\mathbb{A}$ is $\mathbb{A}^{\delta}:=\left(\mathbb{B}^{\delta}, \nabla^{\mathbb{A}^{\delta}}\right)\left(\right.$ resp. $\left.\mathbb{A}^{\delta}:=\left(\mathbb{B}^{\delta},>^{\mathbb{A}^{\delta}}\right)\right)$, where $\mathbb{B}^{\delta}$ is the canonical extension of $\mathbb{B}[24]$, and $\nabla^{\mathbb{A}^{\delta}}$ (resp. $>^{\mathbb{A}^{\delta}}$ ) is the $\sigma$-extension of $\nabla^{\mathbb{A}}$ (resp. the $\pi$-extension of $>^{\mathbb{A}}$ ). By general results of $\pi$-extensions of maps (cf. [15]), the canonical extension of an m -algebra (resp. c-algebra) is a perfect m -algebra (resp. c-algebra), i.e. the Boolean algebra $\mathbb{B}$ on which it is based can be identified with a powerset algebra $\mathcal{P}(W)$ up to isomorphism.

Frames and Models. A neighbourhood frame, abbreviated as $n$-frame (resp. conditional frame, abbreviated as $c$-frame) is a pair $\mathbb{F}=(W, \nu)($ resp. $\mathbb{F}=(W, f))$ s.t. $W$ is a non-empty set and $\nu: W \rightarrow \mathcal{P}(\mathcal{P}(W))$ is a neighbourhood function $(f: W \times \mathcal{P}(W) \rightarrow \mathcal{P}(W)$ is a selection function $)$. In the remainder of the paper, even if it is not explicitly indicated, we will assume that n-frames are monotone, i.e. s.t. for every $w \in W$, if $X \in \nu(w)$ and $X \subseteq Y$, then $Y \in \nu(w)$. For any n-frame (resp. c-frame) $\mathbb{F}$, the complex algebra of $\mathbb{F}$ is $\mathbb{F}^{*}:=\left(\mathcal{P}(W), \nabla^{\mathbb{F}^{*}}\right)$ (resp. $\left.\mathbb{F}^{*}:=\left(\mathcal{P}(W),>^{\mathbb{F}^{*}}\right)\right)$ s.t. for all $X, Y \in \mathcal{P}(W)$,

$$
\nabla^{\mathbb{F}^{*}} X:=\{w \mid X \in \nu(w)\} \quad X>\mathbb{F}^{*} Y:=\{w \mid f(w, X) \subseteq Y\}
$$

The complex algebra of an $n$-frame (resp. c-frame) is an m-algebra (resp. a calgebra). Models are pairs $\mathbb{M}=(\mathbb{F}, V)$ such that $\mathbb{F}$ is a frame and $V: \mathcal{L} \rightarrow \mathbb{F}^{*}$ is a homomorphism of the appropriate type. Hence, truth of formulas at states in models is defined as $\mathbb{M}, w \Vdash \varphi$ iff $w \in V(\varphi)$, and unravelling this stipulation for $\nabla$ - and $>$-formulas, we get:
$\mathbb{M}, w \Vdash \nabla \varphi \quad$ iff $\quad V(\varphi) \in \nu(w) \quad \mathbb{M}, w \Vdash \varphi>\psi \quad$ iff $\quad f(w, V(\varphi)) \subseteq V(\psi)$.
Global satisfaction (notation: $\mathbb{M} \Vdash \phi$ ) and frame validity (notation: $\mathbb{F} \Vdash \phi$ ) are defined in the usual way. Thus, by definition, $\mathbb{F} \Vdash \phi$ iff $\mathbb{F}^{*} \vDash \phi$, from which the soundness of $\mathbf{L}_{\nabla}\left(\right.$ resp. $\left.\mathbf{L}_{>}\right)$w.r.t. the corresponding class of frames immediately follows from the algebraic soundness. Completeness follows from algebraic completeness, by observing that (a) the canonical extension of any algebra refuting $\phi$ will also refute $\phi$; (b) canonical extensions are perfect algebras; (c) perfect algebras can be associated with frames as follows: for any $\mathbb{A}=\left(\mathcal{P}(W), \nabla^{\mathbb{A}}\right)$ $\left(\right.$ resp. $\left.\mathbb{A}=\left(\mathcal{P}(W),>^{\mathbb{A}}\right)\right)$ let $\mathbb{A}_{*}:=\left(W, \nu_{\nabla}\right)\left(\right.$ resp. $\left.\mathbb{A}_{*}:=\left(W, f_{>}\right)\right)$s.t. for all $w \in W$ and $X \subseteq W$,

$$
\nu_{\nabla}(w):=\{X \subseteq W \mid w \in \nabla X\} \quad \quad f_{>}(w, X):=\bigcap\{Y \subseteq W \mid w \in X>Y\}
$$

If $X \in \nu_{\nabla}(w)$ and $X \subseteq Y$, then the monotonicity of $\nabla$ implies that $\nabla X \subseteq \nabla Y$ and hence $Y \in \nu_{\nabla}(w)$, as required. By construction, $\mathbb{A} \vDash \phi$ iff $\mathbb{A}_{*} \Vdash \phi$. This is enough to derive the frame completeness of $\mathbf{L}_{\nabla}$ (resp. $\mathbf{L}_{>}$) from its algebraic completeness.

Proposition 1. If $\mathbb{A}$ is a perfect m-algebra (resp. c-algebra) and $\mathbb{F}$ is an $n$-frame (resp. c-frame), then $\left(\mathbb{F}^{*}\right)_{*} \cong \mathbb{F}$ and $\left(\mathbb{A}_{*}\right)^{*} \cong \mathbb{A}$.

Axiomatic Extensions. A monotone modal logic (resp. a conditional logic) is any extension of $\mathbf{L}_{\nabla}\left(\right.$ resp. $\left.\mathbf{L}_{>}\right)$with $\mathcal{L}_{\nabla}$-axioms (resp. $\mathcal{L}_{>}$-axioms). Below we collect correspondence results for axioms that have cropped up in the literature [23, Theorem 5.1], [30].

Theorem 1. For every $n$-frame (resp. c-frame) $\mathbb{F}$,

```
    \(N \mathbb{F} \Vdash \nabla \top\)
```

    \(P \mathbb{F} \Vdash \neg \nabla \perp \quad\) iff \(\mathbb{F} \vDash \forall w[\varnothing \notin \nu(w)]\)
    \(C \mathbb{F} \Vdash \nabla p \wedge \nabla q \rightarrow \nabla(p \wedge q) \quad\) iff \(\quad \mathbb{F} \vDash \forall w \forall X \forall Y[(X \in \nu(w) \& Y \in \nu(w)) \Rightarrow X \cap Y \in \nu(w)]\)
    \(T \mathbb{F} \Vdash \nabla p \rightarrow p \quad\) iff \(\mathbb{F} \vDash \forall w \forall X[X \in \nu(w) \Rightarrow w \in X]\)
    \(4 \mathbb{F} \Vdash \nabla \nabla p \rightarrow \nabla p \quad\) iff \(\mathbb{F} \vDash \forall w \forall Y X[(X \in \nu(w) \& \forall x(x \in X \Rightarrow Y \in \nu(x))) \Rightarrow Y \in \nu(w)]\)
    \(4^{\prime} \mathbb{F} \Vdash \nabla p \rightarrow \nabla \nabla p \quad\) iff \(\mathbb{F} \vDash \forall w \forall X[X \in \nu(w) \Rightarrow\{y \mid X \in \nu(y)\} \in \nu(w)]\)
    \(5 \mathbb{F} \Vdash \neg \nabla \neg p \rightarrow \nabla \neg \nabla \neg p \quad\) iff \(\quad \mathbb{F} \vDash \forall w \forall X\left[X \notin \nu(w) \Rightarrow\{y \mid X \in \nu(y)\}^{c} \in \nu(w)\right]\)
    \(B \mathbb{F} \Vdash p \rightarrow \nabla \neg \nabla \neg p \quad\) iff \(\mathbb{F} \vDash \forall w \forall X\left[w \in X \Rightarrow\left\{y \mid X^{c} \in \nu(y)\right\}^{c} \in \nu(w)\right]\)
    \(D \mathbb{F} \Vdash \nabla p \rightarrow \neg \nabla \neg p \quad\) iff \(\mathbb{F} \vDash \forall w \forall X\left[X \in \nu(w) \Rightarrow X^{c} \notin \nu(w)\right]\)
    \(C S \mathbb{F} \Vdash(p \wedge q) \rightarrow(p>q) \quad\) iff \(\quad \mathbb{F} \vDash \forall x \forall Z[f(x, Z) \subseteq\{x\}]\)
    $C E M \mathbb{F} \Vdash(p>q) \vee(p>\neg q) \quad$ iff $\quad \mathbb{F} \vDash \forall X \forall y[|f(y, X)| \leq 1]$
$I D \mathbb{F} \Vdash p>p \quad$ iff $\mathbb{F} \vDash \forall x \forall Z[f(x, Z) \subseteq Z]$.

## 3 Semantic Analysis

### 3.1 Two-Sorted Kripke Frames and Their Discrete Duality

Structures similar to those below are considered implicitly in [23], and explicitly in [12].

Definition 1. A two-sorted n-frame (resp. c-frame) is a structure $\mathbb{K}:=$ $\left(X, Y, R_{\ni}, R_{\ngtr}, R_{\nu}, R_{\nu^{c}}\right)\left(\right.$ resp. $\left.\mathbb{K}:=\left(X, Y, R_{\ni}, R_{\ngtr}, T_{f}\right)\right)$ such that $X$ and $Y$ are nonempty sets, $R_{\ni}, R_{\nexists} \subseteq Y \times X$ and $R_{\nu}, R_{\nu^{c}} \subseteq X \times Y$ and $T_{f} \subseteq X \times Y \times X$. Such an $n$-frame is supported if for every $D \subseteq X$,

$$
\begin{equation*}
R_{\nu}^{-1}\left[\left(R_{\ni}^{-1}\left[D^{c}\right]\right)^{c}\right]=\left(R_{\nu^{c}}^{-1}\left[\left(R_{\not \supset}^{-1}[D]\right)^{c}\right]\right)^{c} . \tag{1}
\end{equation*}
$$

For any two-sorted n-frame (resp. c-frame) $\mathbb{K}$, the complex algebra of $\mathbb{K}$ is

$$
\begin{aligned}
& \mathbb{K}^{+}:=\left(\mathcal{P}(X), \mathcal{P}(Y),[\ni]^{\mathbb{K}^{+}},\langle\not \supset\rangle^{\mathbb{K}^{+}},\langle\nu\rangle^{\mathbb{K}^{+}},\left[\nu^{c}\right]^{\mathbb{K}^{+}}\right) \\
& \text {(resp. } \mathbb{K}^{+}:=\left(\mathcal{P}(X), \mathcal{P}(Y),[\ni]^{\mathbb{K}^{+}},[\not \supset\rangle^{\mathbb{K}^{+}}, \triangleright^{\mathbb{K}^{+}}\right) \text {), s.t. } \\
& \begin{array}{rrr}
\langle\nu\rangle^{\mathbb{K}^{+}}: \mathcal{P}(Y) \rightarrow \mathcal{P}(X) & {[\ni]^{\mathbb{K}^{+}}: \mathcal{P}(X) \rightarrow \mathcal{P}(Y)} & \langle\not \supset\rangle^{\mathbb{K}^{+}}: \mathcal{P}(X) \rightarrow \mathcal{P}(Y) \\
U \mapsto R_{\nu}^{-1}[U] & D \mapsto\left(R_{\ni}^{-1}\left[D^{c}\right]\right)^{c} & D \mapsto R_{\ngtr}^{-1}[D]
\end{array} \\
& {\left[\nu^{c}\right]^{\mathbb{K}^{+}}: \mathcal{P}(Y) \rightarrow \mathcal{P}(X) \quad[\not \supset\rangle^{\mathbb{K}^{+}}: \mathcal{P}(X) \rightarrow \mathcal{P}(Y) \quad \triangleright^{\mathbb{K}^{+}}: \mathcal{P}(Y) \times \mathcal{P}(X) \rightarrow \mathcal{P}(X)} \\
& U \mapsto\left(R_{\nu^{c}}^{-1}\left[U^{c}\right]\right)^{c} \quad D \mapsto\left(R_{\ngtr}^{-1}[D]\right)^{c} \quad(U, D) \mapsto\left(T_{f}^{(0)}\left[U, D^{c}\right]\right)^{c}
\end{aligned}
$$

The adjoints and residuals of the maps above (cf. Sect. 2) are defined as follows:

$$
\begin{aligned}
& \begin{aligned}
{[f]^{\mathrm{K}^{+}} } & : \mathcal{P}(X) \rightarrow \mathcal{P}(Y) \\
& \underset{D}{\mapsto}\left(R_{\nu}\left[D^{c}\right]\right)^{c}
\end{aligned} \\
& \begin{aligned}
\langle\in\rangle^{\mathbb{K}^{+}}: \mathcal{P}(Y) & \rightarrow \mathcal{P}(X) \\
U & \mapsto R_{\ni}[U]
\end{aligned} \\
& \begin{aligned}
{[\notin]^{\mathbb{K}^{+}} } & : \mathcal{P}(Y) \rightarrow \mathcal{P}(X) \\
U & \mapsto\left(R_{\neq}\left[U^{c}\right]\right)^{c}
\end{aligned} \\
& \begin{array}{r}
\left.\left\langle n^{c}\right\rangle^{\mathrm{K}^{+}}: \begin{array}{l}
\mathcal{P}(X) \rightarrow \mathcal{P}(Y) \\
D
\end{array}\right) R_{\nu} c[D]
\end{array} \\
& \begin{array}{rrr}
{\left[\notin \mathbb{K}^{\mathbb{K}^{+}}: \underset{\mathcal{P}(Y) \rightarrow \mathcal{P}(X)}{ }\right.} & \bullet^{\mathrm{K}^{+}}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathcal{P}(Y) \\
U \mapsto\left(R_{\ngtr}[U]\right)^{c} & (C, D) \mapsto\left(T_{f}^{(1)}\left[C, D^{c}\right]\right)^{c}
\end{array} \\
& \mathbf{\Delta}^{\mathbb{K}^{+}}: \mathcal{P}(Y) \times \mathcal{P}(X) \rightarrow \mathcal{P}(X) \\
& (U, D) \mapsto T_{f}^{(2)}[U, D]
\end{aligned}
$$

Complex algebras of two-sorted frames can be recognized as heterogeneous algebras (cf. [2]) of the following kind:

Definition 2. $A$ heterogeneous m-algebra (resp. c-algebra) is a structure

$$
\mathbb{H}:=\left(\mathbb{A}, \mathbb{B},[\ni]^{\mathbb{H}},\langle\not \supset\rangle^{\mathbb{H}},\langle\nu\rangle^{\mathbb{H}},\left[\nu^{c}\right]^{\mathbb{H}}\right) \quad\left(\text { resp. } \mathbb{H}:=\left(\mathbb{A}, \mathbb{B},[\ni]^{\mathbb{H}},[\not \supset\rangle^{\mathbb{H}}, \triangleright^{\mathbb{H}}\right)\right)
$$

such that $\mathbb{A}$ and $\mathbb{B}$ are Boolean algebras, $\langle\nu\rangle^{\mathbb{H}},\left[\nu^{c}\right]: \mathbb{B} \rightarrow \mathbb{A}$ are finitely joinpreserving and finitely meet-preserving respectively, $[\ni]^{\mathbb{H}},[\not \supset\rangle^{\mathbb{H}},\langle\not \supset\rangle^{\mathbb{H}}: \mathbb{A} \rightarrow \mathbb{B}$ are finitely meet-preserving, finitely join-reversing, and finitely join-preserving respectively, and $\triangleright^{\mathbb{H}}: \mathbb{B} \times \mathbb{A} \rightarrow \mathbb{A}$ is finitely join-reversing in its first coordinate and finitely meet-preserving in its second coordinate. Such an $\mathbb{H}$ is complete if $\mathbb{A}$ and $\mathbb{B}$ are complete Boolean algebras and the operations above enjoy the complete versions of the finite preservation properties indicated above, and is perfect if it is complete and $\mathbb{A}$ and $\mathbb{B}$ are perfect. The canonical extension of a heterogeneous m-algebra (resp. c-algebra) $\mathbb{H}$ is $\left.\mathbb{H}^{\delta}:=\left(\mathbb{A}^{\delta}, \mathbb{B}^{\delta},[\ni]^{\mathbb{H}^{\delta}},\langle\not \supset\rangle \mathbb{H}^{\delta},\langle\nu\rangle^{\mathbb{H}^{\delta}},[\nu]^{c}\right]^{\mathbb{H}^{\delta}}\right)$ (resp. $\mathbb{H}^{\delta}:=\left(\mathbb{A}^{\delta}, \mathbb{B}^{\delta},[\ni]^{\mathbb{H}^{\delta}},[\not \supset\rangle^{\mathbb{H}^{\delta}}, \triangleright^{\mathbb{H}^{\delta}}\right)$ ), where $\mathbb{A}^{\delta}$ and $\mathbb{B}^{\delta}$ are the canonical extensions of $\mathbb{A}$ and $\mathbb{B}$ respectively [24], moreover $[\ni]]^{\mathbb{H}^{\delta}}$, $[\nexists\rangle^{\mathbb{H}^{\delta}},\left[\nu^{c}\right] \mathbb{H}^{\delta}, \triangleright^{\mathbb{H}^{\delta}}$ are the $\pi$-extensions of $[\ni]^{\mathbb{H}},[\not \supset\rangle^{\mathbb{H}},\left[\nu^{c}\right]^{\mathbb{H}}, \triangleright^{\mathbb{H}}$ respectively, and $\langle\nu\rangle^{\mathbb{H}^{\delta}},\langle\not \supset\rangle^{\mathbb{H}^{\delta}}$ are the $\sigma$-extensions of $\langle\nu\rangle^{\mathbb{H}},\langle\not \supset\rangle^{\mathbb{H}}$ respectively.

Definition 3. A heterogeneous m-algebra $\mathbb{H}:=\left(\mathbb{A}, \mathbb{B},[\ni]^{\mathbb{H}},\langle\not \supset\rangle^{\mathbb{H}},\langle\nu\rangle^{\mathbb{H}},\left[\nu^{c}\right]^{\mathbb{H}}\right)$ is supported if $\langle\nu\rangle^{\mathbb{H}}[\ni]^{\mathbb{H}} a=\left[\nu^{c}\right]^{\mathbb{H}}\langle\not \supset\rangle^{\mathbb{H}}$ a for every $a \in \mathbb{A}$.

It immediately follows from the definitions that
Lemma 1. The complex algebra of a supported two-sorted $n$-frame is a heterogeneous supported m-algebra.

Definition 4. If $\mathbb{H}=\left(\mathcal{P}(X), \mathcal{P}(Y),[\ni]^{\mathbb{H}},\langle\not \supset\rangle^{\mathbb{H}},\langle\nu\rangle^{\mathbb{H}},\left[\nu^{c}\right]^{\mathbb{H}}\right)$ is a perfect heterogeneous m-algebra (resp. $\mathbb{H}=\left(\mathcal{P}(X), \mathcal{P}(Y),[\ni]^{\mathbb{H}},[\not \supset\rangle^{\mathbb{H}}, \triangleright^{\mathbb{H}}\right)$ is a perfect heterogeneous c-algebra), its associated two-sorted $n$-frame (resp. c-frame) is

$$
\mathbb{H}_{+}:=\left(X, Y, R_{\ni}, R_{\not \supset}, R_{\nu}, R_{\nu^{c}}\right) \quad\left(\text { resp. } \mathbb{H}_{+}:=\left(X, Y, R_{\ni}, R_{\ngtr}, T_{f}\right)\right), \text { s.t. }
$$

$-R_{\ni} \subseteq Y \times X$ is defined by $y R_{\ni} x$ iff $y \notin[\ni]^{\mathbb{H}} x^{c}$,

- $R_{\nexists} \subseteq Y \times X$ is defined by $x R_{\nexists} y$ iff $y \in\langle\not \supset\rangle^{H 1 H}\{x\}$ (resp. $y \notin[\nexists\rangle^{\mathbb{H}}\{x\}$ ),
- $R_{\nu} \subseteq X \times Y$ is defined by $x R_{\nu} y$ iff $x \in\langle\nu\rangle^{\boldsymbol{H}}\{y\}$,
- $R_{\nu^{c}} \subseteq X \times Y$ is defined by $x R_{\nu^{c}} y$ iff $x \notin\left[\nu^{c}\right]^{H 1 H} y^{c}$,
- $T_{f} \subseteq X \times Y \times X$ is defined by $\left(x^{\prime}, y, x\right) \in T_{f}$ iff $x^{\prime} \notin\{y\} \triangleright^{\mathbb{H}} x^{c}$.

From the definition above it readily follows that:
Lemma 2. If $\mathbb{H}$ is a perfect supported heterogeneous $m$-algebra, then $\mathbb{H}_{+}$is a supported two-sorted $n$-frame.

The theory of canonical extensions (of maps) and the duality between perfect BAOs and Kripke frames can be readily extended to the present two-sorted case. The following proposition collects these well known facts, the proofs of which are analogous to those of the single-sort case, hence are omitted.

Proposition 2. For every heterogeneous m-algebra (resp. c-algebra) $\mathbb{H}$ and every two-sorted $n$-frame (resp. c-frame) $\mathbb{K}$,

1. $\mathbb{H}^{\delta}$ is a perfect heterogeneous m-algebra (resp. c-algebra);
2. $\mathbb{K}^{+}$is a perfect heterogeneous m-algebra (resp. c-algebra);
3. $\left(\mathbb{K}^{+}\right)_{+} \cong \mathbb{K}$, and if $\mathbb{H}$ is perfect, then $\left(\mathbb{H}_{+}\right)^{+} \cong \mathbb{H}$.

### 3.2 Equivalent Representation of m-Algebras and c-Algebras

Every supported heterogeneous m-algebra (resp. c-algebra) can be associated with an m-algebra (resp. a c-algebra) as follows:
Definition 5. For every supported heterogeneous m-algebra $\mathbb{H}=\left(\mathbb{A}, \mathbb{B},[\ni]^{\mathbb{H}}\right.$, $\left.\langle\not \supset\rangle^{\mathbb{H}},\langle\nu\rangle^{\mathbb{H}},\left[\nu^{c}\right]^{\mathbb{H}}\right) \quad\left(\right.$ resp. c-algebra $\left.\mathbb{H}=\left(\mathbb{A}, \mathbb{B},[\ni]^{\mathbb{H}},[\not \supset\rangle^{\mathbb{H}}, \triangleright{ }^{\mathbb{H}}\right)\right)$, let $\mathbb{H}_{\bullet}:=$ $\left(\mathbb{A}, \nabla^{\mathbb{H}} \bullet\right) \quad\left(\right.$ resp. $\left.\mathbb{H}_{\bullet}:=\left(\mathbb{A},>^{\mathbb{H}_{\bullet}}\right)\right)$, where for every $a \in \mathbb{A}($ resp. $a, b \in \mathbb{A})$,

$$
\left.\nabla^{\mathbb{H}} \bullet a=\langle\nu\rangle^{\mathbb{H}}[\ni]^{\mathbb{H}} a=\left[\nu^{c}\right]^{\mathbb{H}}\langle\not \supset\rangle^{\mathbb{H}} a \quad(\text { resp. } a\rangle^{\mathbb{H}} \bullet b:=\left([\ni]^{\mathbb{H}} a \wedge[\not \supset\rangle^{\mathbb{H}} a\right) \triangleright^{\mathbb{H}} b\right) .
$$

It immediately follows from the stipulations above that $\nabla^{\mathbb{H}} \bullet$ is a monotone map (resp. $>^{\mathbb{H}_{\bullet}}$ is finitely meet-preserving in its second coordinate), and hence $\mathbb{H}_{\bullet}$ is an m -algebra (resp. a c-algebra). Conversely, every complete m -algebra (resp. calgebra) can be associated with a supported heterogeneous m-algebra (resp. a c-algebra) as follows:
Definition 6. For every complete m-algebra $\mathbb{C}=\left(\mathbb{A}, \nabla^{\mathbb{C}}\right)$ (resp. complete $c$ algebra $\mathbb{C}=\left(\mathbb{A},>^{\mathbb{C}}\right)$ ), let $\mathbb{C}^{\bullet}:=\left(\mathbb{A}, \mathcal{P}(\mathbb{A}),[\ni]^{\mathbb{C}^{\bullet}},\langle\not \supset\rangle^{\mathbb{C}^{\bullet}},\langle\nu\rangle^{\mathbb{C}^{\bullet}},\left[\nu^{c}\right]^{\mathbb{C}^{\bullet}}\right)\left(\right.$ resp. $\mathbb{C}^{\bullet}:=$ $\left(\mathbb{A}, \mathcal{P}(\mathbb{A}),[\ni]^{\mathbb{C}^{\bullet}},[\not \supset\rangle^{\mathbb{C}^{\bullet}}, \triangleright^{\mathbb{C}^{\bullet}}\right)$, where for every $a \in \mathbb{A}$ and $B \in \mathcal{P}(\mathbb{A})$,

$$
\begin{aligned}
& {[\ni]^{\mathbb{C}^{\bullet}} a:=\{b \in \mathbb{A} \mid b \leq a\} \quad\langle\nu\rangle^{\mathbb{C}^{\bullet}} B:=\bigvee\left\{\nabla^{\mathbb{C}} b \mid b \in B\right\} \quad[\not \supset\rangle^{\bullet}{ }^{\boldsymbol{\bullet}} a:=\{b \in \mathbb{A} \mid a \leq b\}} \\
& \left.\left[\nu^{c}\right]^{\mathbb{C}^{\bullet}} B:=\bigwedge\left\{\nabla^{\mathbb{C}} b \mid b \notin B\right\} \quad B \triangleright^{\mathbb{C}^{\bullet}} a:=\bigwedge\{b\rangle^{\mathbb{C}} a \mid b \in B\right\} \quad\langle\not \supset\rangle^{\mathbb{C}^{\bullet}} a:=\{b \in \mathbb{A} \mid a \neq b\} .
\end{aligned}
$$

One can readily see that the operations defined above are all normal by construction, and that they enjoy the complete versions of the preservation properties indicated in Definition 2. Moreover, $\langle\nu\rangle^{\mathbb{C}^{\bullet}}[\ni]^{\mathbb{C}^{\bullet}} a=\nabla^{\mathbb{C}} a=\left[\nu^{c}\right]^{\mathbb{C}^{\bullet}}\langle\not \supset\rangle^{\mathbb{C}^{\bullet}} a$ for every $a \in \mathbb{A}$. Hence,
Lemma 3. If $\mathbb{C}$ is a complete m-algebra (resp. complete c-algebra), then $\mathbb{C}^{\bullet}$ is a complete supported heterogeneous m-algebra (resp. c-algebra).

The assignments $(\cdot)^{\bullet}$ and $(\cdot)$. can be extended to functors between the appropriate categories of single-type and heterogeneous algebras and their homomorphisms. These functors are adjoint to each other and form a section-retraction pair. Hence:
Proposition 3. If $\mathbb{C}$ is a complete $m$-algebra (resp. c-algebra), then $\mathbb{C} \cong(\mathbb{C})$. Moreover, if $\mathbb{H}$ is a complete supported heterogeneous m-algebra (resp. c-algebra), then $\mathbb{H} \cong \mathbb{C}$ • for some complete m-algebra (resp. c-algebra) $\mathbb{C}$ iff $\mathbb{H} \cong\left(\mathbb{H}_{\bullet}\right)^{\bullet}$.
The proposition above characterizes up to isomorphism the supported heterogeneous m-algebras (resp. c-algebras) which arise from single-type m-algebras (resp. c-algebras). Thanks to the discrete dualities discussed in Sects. 2.1 and 3.1, we can transfer this algebraic characterization to the side of frames, as detailed in the next subsection.

### 3.3 Representing n-Frames and c-Frames as Two-Sorted Kripke Frames

Definition 7. For any n-frame (resp. c-frame) $\mathbb{F}$, we let $\mathbb{F}^{\star}:=\left(\left(\mathbb{F}^{*}\right)^{\bullet}\right)_{+}$, and for every supported two-sorted $n$-frame (resp. c-frame) $\mathbb{K}$, we let $\mathbb{K}_{\star}:=\left(\left(\mathbb{K}^{+}\right) \bullet\right)_{*}$.

Spelling out the definition above, if $\mathbb{F}=(W, \nu)($ resp. $\mathbb{F}=(W, f))$ then $\mathbb{F}^{\star}=$ $\left(W, \mathcal{P}(W), R_{\ni}, R_{\ngtr}, R_{\nu}, R_{\nu^{c}}\right)\left(\right.$ resp. $\left.\mathbb{F}^{\star}=\left(W, \mathcal{P}(W), R_{\ngtr}, R_{\ni}, T_{f}\right)\right)$ where:

- $R_{\nu} \subseteq W \times \mathcal{P}(W)$ is defined as $x R_{\nu} Z$ iff $Y \in \nu(x)$;
- $R_{\nu^{c}} \subseteq W \times \mathcal{P}(W)$ is defined as $x R_{\nu^{c}} Z$ iff $Z \notin \nu(x)$;
- $R_{\ni} \subseteq \mathcal{P}(W) \times W$ is defined as $Z R_{\ni} x$ iff $x \in Z$;
- $R_{\nexists} \subseteq \mathcal{P}(W) \times W$ is defined as $Z R_{\ngtr} x$ iff $x \notin Z$;
- $T_{f} \subseteq W \times \mathcal{P}(W) \times W$ is defined as $T_{f}\left(x, Z, x^{\prime}\right)$ iff $x^{\prime} \in f(x, Z)$.

Moreover, if $\mathbb{K}=\left(X, Y, R_{\ni}, R_{\ngtr}, R_{\nu}, R_{\nu^{c}}\right)\left(\right.$ resp. $\left.\mathbb{K}=\left(X, Y, R_{\ni}, R_{\ngtr}, T_{f}\right)\right)$, then $\mathbb{K}_{\star}=\left(X, \nu_{\star}\right)\left(\operatorname{resp} . \mathbb{K}_{\star}=\left(X, f_{\star}\right)\right)$ where:
$-\nu_{\star}(x)=\left\{D \subseteq X \mid x \in R_{\nu}^{-1}\left[\left(R_{\ni}^{-1}\left[D^{c}\right]\right)^{c}\right]\right\}=\left\{D \subseteq X \mid x \in\left(R_{\nu^{c}}^{-1}\left[\left(R_{\ngtr}^{-1}[D]\right)^{c}\right]\right)^{c}\right\} ;$
$-f_{\star}(x, D)=\bigcap\left\{C \subseteq X \mid x \in T_{f}^{(0)}\left[\{C\}, D^{c}\right]\right\}$.
Lemma 4. If $\mathbb{F}=(W, \nu)$ is an $n$-frame, then $\mathbb{F}^{\star}$ is a supported two-sorted $n$ frame.

Proof. By definition, $\mathbb{F}^{\star}$ is a two-sorted n-frame. Moreover, for any $D \subseteq W$,

$$
\begin{align*}
\left(R_{\nu^{c}}^{-1}\left[\left(R_{\ngtr}^{-1}[D]\right)^{c}\right]\right)^{c} & =\{w \mid \forall X(X \notin \nu(w) \Rightarrow \exists u(X \not \supset u \& u \in D))\} \\
& =\{w \mid \forall X(X \notin \nu(w) \Rightarrow D \nsubseteq X)\} \\
& =\{w \mid \forall X(D \subseteq X \Rightarrow X \in \nu(w))\} \\
& =\{w \mid \exists X(X \in \nu(w) \& X \subseteq D)\}  \tag{*}\\
& =R_{\nu}^{-1}\left[\left(R_{\ni}^{-1}\left[D^{c}\right]\right)^{c}\right] .
\end{align*}
$$

To show the identity marked with $(*)$, from top to bottom, take $X:=D$; conversely, if $D \subseteq Z$ then $X \subseteq Z$, and since by assumption $X \in \nu(w)$ and $\nu(w)$ is upward closed, we conclude that $Z \in \nu(w)$, as required.

The next proposition is the frame-theoretic counterpart of Proposition 3.
Proposition 4. If $\mathbb{F}$ is an $n$-frame (resp. c-frame), then $\mathbb{F} \cong\left(\mathbb{F}^{\star}\right)_{\star}$. Moreover, if $\mathbb{K}$ is a supported two-sorted $n$-frame (resp. c-frame), then $\mathbb{K} \cong \mathbb{F}^{\star}$ for some $n$-frame (resp. c-frame) $\mathbb{F}$ iff $\mathbb{K} \cong\left(\mathbb{K}_{\star}\right)^{\star}$.

## 4 Embedding Non-Normal Logics into Two-Sorted Normal Logics

The two-sorted frames and heterogeneous algebras discussed in the previous section serve as semantic environment for the multi-type languages defined below.

Multi-type Languages. For a denumerable set Prop of atomic propositions, the languages $\mathcal{L}_{M T \nabla}$ and $\mathcal{L}_{M T>}$ in types S (sets) and N (neighbourhoods) over Prop are defined as follows:



Algebraic Semantics. Interpretation of $\mathcal{L}_{M T \nabla}$-formulas (resp. $\mathcal{L}_{M T>}$ formulas) in heterogeneous m-algebras (resp. c-algebras) under homomorphic assignments $h: \mathcal{L}_{M T \nabla} \rightarrow \mathbb{H}$ (resp. $h: \mathcal{L}_{M T>} \rightarrow \mathbb{H}$ ) and validity of formulas in heterogeneous algebras ( $\mathbb{H} \models \Theta$ ) are defined as usual.

Frames and Models. $\mathcal{L}_{M T \nabla \text {-models }}$ (resp. $\mathcal{L}_{M T>- \text { models) }}$ are pairs $\mathbb{N}=(\mathbb{K}, V)$ s.t. $\mathbb{K}=\left(X, Y, R_{\ni}, R_{\ngtr}, R_{\nu}, R_{\nu^{c}}\right)$ is a supported two-sorted n-frame (resp. $\mathbb{K}=$ $\left(X, Y, R_{\ni}, R_{\ngtr}, T_{f}\right)$ is a two-sorted c-frame) and $V: \mathcal{L}_{M T} \rightarrow \mathbb{K}^{+}$is a heterogeneous algebra homomorphism of the appropriate signature. Hence, truth of formulas at states in models is defined as $\mathbb{N}, z \Vdash \Theta$ iff $z \in V(\Theta)$ for every $z \in X \cup Y$ and $\Theta \in S \cup \mathrm{~N}$, and unravelling this stipulation for formulas with a modal operator as main connective, we get:
$-\mathbb{N}, x \Vdash\langle\nu\rangle \alpha \quad$ iff $\quad \mathbb{N}, y \Vdash \alpha$ for some $y$ s.t. $x R_{\nu} y ;$
$-\mathbb{N}, x \Vdash\left[\nu^{c}\right] \alpha \quad$ iff $\quad \mathbb{N}, y \Vdash \alpha$ for all $y$ s.t. $x R_{\nu^{c}} y$;
$-\mathbb{N}, y \Vdash[\ni] A \quad$ iff $\quad \mathbb{N}, x \Vdash A$ for all $x$ s.t. $y R_{\ni} x$;
$-\mathbb{N}, y \Vdash\langle\not \supset\rangle A \quad$ iff $\quad \mathbb{N}, x \Vdash A$ for some $x$ s.t. $y R_{\ngtr} x$;
$-\mathbb{N}, y \Vdash[\not \supset\rangle A \quad$ iff $\quad \mathbb{N}, x \Vdash A$ for all $x$ s.t. $y R_{\ngtr} x$;
$-\mathbb{N}, x \quad \Vdash \quad \alpha \quad \triangleright \quad A \quad$ iff for all $y$ and all $x^{\prime}$, if $T_{f}\left(x, y, x^{\prime}\right)$ and $\mathbb{N}, y \quad \Vdash$ $\alpha$ then $\mathbb{N}, x^{\prime} \Vdash A$.

Global satisfaction (notation: $\mathbb{N} \Vdash \Theta$ ) is defined relative to the domain of the appropriate type, and frame validity (notation: $\mathbb{K} \Vdash \Theta$ ) is defined as usual. Thus, by definition, $\mathbb{K} \Vdash \Theta$ iff $\mathbb{K}^{+} \models \Theta$, and if $\mathbb{H}$ is a perfect heterogeneous algebra, then $\mathbb{H} \vDash \Theta$ iff $\mathbb{H}_{+} \Vdash \Theta$.

Sahlqvist Theory for Multi-type Normal Logics. This semantic environment supports a straightforward extension of Sahlqvist theory for multi-type normal logics, which includes the definition of inductive and analytic inductive formulas and inequalities in $\mathcal{L}_{M T \nabla}$ and $\mathcal{L}_{M T>}$ (cf. Sect. A), and a corresponding version of the algorithm ALBA [6] for computing their first-order correspondents and analytic structural rules.

Translation. Sahlqvist theory and analytic calculi for the non-normal $\operatorname{logics} \mathbf{L}_{\nabla}$ and $\mathbf{L}_{>}$and their analytic extensions can be then obtained 'via translation', i.e. by recursively defining translations $\tau_{1}, \tau_{2}: \mathcal{L}_{\nabla} \rightarrow \mathcal{L}_{M T \nabla}$ and $(\cdot)^{\tau}: \mathcal{L}_{>} \rightarrow$ $\mathcal{L}_{M T>}$ as follows:

$$
\begin{aligned}
& \begin{aligned}
\tau_{1}(p) & =p & \tau_{2}(p) & =p \\
\tau_{1}(\phi \wedge \psi) & =\tau_{1}(\phi) \wedge \tau_{1}(\psi) & \tau_{2}(\phi \wedge \psi) & =\tau_{2}(\phi) \wedge \tau_{2}(\psi) \\
\tau_{1}(\neg \phi) & =\neg \tau_{2}(\phi) & (\phi \wedge \psi)^{\tau} & =p \\
\tau_{2}(\neg \phi) & =\neg \tau_{1}(\phi) & (\neg \phi)^{\tau} & =\neg \phi^{\tau}
\end{aligned} \\
& \begin{array}{lll}
\tau_{1}(\neg \phi)=\neg \tau_{2}(\phi) & \tau_{2}(\neg \phi)=\neg \tau_{1}(\phi) & (\neg \phi)^{\tau}=\neg \phi^{\tau} \\
\tau_{1}(\nabla \phi)=\langle\nu\rangle(\exists] \tau_{1}(\phi) & \tau_{2}(\nabla \phi)=\left[\nu^{\top}\right]\langle\nmid\rangle \tau_{2}(\phi) & (\phi>\psi)^{\tau}=\left([\exists] \phi^{\tau} \wedge[\not \supset\rangle \phi^{\tau}\right) \triangleright \psi^{\tau}
\end{array}
\end{aligned}
$$

The following proposition is shown by a routine induction.

Proposition 5. If $\mathbb{F}$ is an $n$-frame (resp. c-frame) and $\phi \vdash \psi$ is an $\mathcal{L}_{\nabla}$-sequent (resp. $\phi$ is an $\mathcal{L}_{>}$-formula), then $\mathbb{F} \Vdash \phi \vdash \psi \quad$ iff $\quad \mathbb{F}^{\star} \Vdash \tau_{1}(\phi) \vdash \tau_{2}(\psi)$ (resp. $\mathbb{F} \Vdash \phi \quad$ iff $\left.\quad \mathbb{F}^{\star} \Vdash \phi^{\tau}\right)$.
With this framework in place, we are in a position to (a) retrieve correspondence results in the setting of non normal logics, such as those collected in Theorem 1, as instances of the general Sahlqvist theory for multi-type normal logics, and (b) recognize whether the translation of a non normal axiom is analytic inductive, and compute its corresponding analytic structural rules (cf. Sect. B).

| Axiom | Translation | Inductive Analytic |
| :---: | :---: | :---: |
| $\mathrm{N} \nabla$ T | $\top \leq\left[\nu^{c}\right]\langle\not \supset\rangle \top$ | $\checkmark \quad \checkmark$ |
| $\mathrm{P} \neg \nabla \perp$ | $\top \leq \neg\langle\nu\rangle[\ni] \perp$ | $\checkmark$, $\checkmark$ |
| C $\nabla p \wedge \nabla q \rightarrow \nabla(p \wedge q)$ | $\langle\nu\rangle[\ni] p \wedge\langle\nu\rangle[\ni] q \leq\left[\nu^{c}\right]\langle\not \supset\rangle(p \wedge q)$ | $\checkmark$, $\checkmark$ |
| $\mathrm{T} \nabla p \rightarrow p$ | $\langle\nu\rangle[\ni] p \leq p$ | $\checkmark$, $\checkmark$ |
| $4 \nabla \nabla p \rightarrow \nabla p$ | $\langle\nu\rangle[\ni]\langle\nu\rangle[\ni] p \leq\left[\nu^{c}\right]\langle\not \supset\rangle p$ | $\checkmark \times$ |
| 4' $\nabla p \rightarrow \nabla \nabla p$ | $\langle\nu\rangle[\ni] p \leq\left[\nu^{c}\right]\langle\not \supset\rangle\left[\nu^{c}\right]\langle\not \supset\rangle p$ | $\checkmark \times$ |
| $5 \neg \nabla \neg p \rightarrow \nabla \neg \nabla \neg p$ | $\neg\left[\nu^{c}\right]\langle\not \supset\rangle \neg p \leq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p$ | $\checkmark \times$ |
| B $p \rightarrow \nabla \neg \nabla \neg p$ | $p \leq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p$ | $\checkmark \times$ |
| D $\nabla p \rightarrow \neg \nabla \neg p$ | $\langle\nu\rangle[\ni] p \leq \neg\langle\nu\rangle[\ni] \neg p$ | $\checkmark$, $\checkmark$ |
| $\mathrm{CS}(p \wedge q) \rightarrow(p>q)$ | $(p \wedge q) \leq(([\ni] p \wedge[\not \supset\rangle p) \triangleright q)$ | $\checkmark$, $\checkmark$ |
| $\mathrm{CEM}(p>q) \vee(p>\neg q)$ | $\top \leq(([\ni] p \wedge[\not \supset>p) \triangleright q) \vee(([\ni] p \wedge[\not \supset>p) \triangleright \neg q)$ | $\checkmark$, $\checkmark$ |
| ID $p>p$ | $\top \leq([\ni] p \wedge[\not \supset>p) \triangleright p$ | $\checkmark \checkmark$ |

## 5 Proper Display Calculi

In this section we introduce proper multi-type display calculi for $\mathbf{L}_{\nabla}$ and $\mathbf{L}_{>}$and their axiomatic extensions generated by the analytic axioms in the table above.

Languages. The language $\mathcal{L}_{D M T \nabla}$ of the calculus D.MT $\nabla$ for $\mathbf{L}_{\nabla}$ is defined as follows:

$$
\begin{aligned}
& \mathrm{S}\left\{\begin{array}{l}
A::=p|\top| \perp|\neg A| A \wedge A|\langle\nu\rangle \alpha|\left[\nu^{c}\right] \alpha \\
X::=A|\hat{\top}| \check{\perp}|\tilde{\neg} X| X \hat{\wedge} X|X \check{\vee} X|\langle\hat{\nu}\rangle \Gamma\left|\left[\nu^{c}\right] \Gamma\right|\langle\hat{\epsilon}\rangle \Gamma \mid[\check{\not}] \Gamma
\end{array}\right. \\
& \mathrm{N}\left\{\begin{array}{l}
\alpha::=[\ni] A \mid\langle\not \supset\rangle A \\
\Gamma::=\alpha|\hat{1}| \check{0}|\tilde{\sim} \Gamma| \Gamma \hat{\cap} \Gamma|\Gamma \check{\cup} \Gamma|[\check{Э}] X|\langle\hat{\not \supset}\rangle X|[\check{n}] X \mid\left\langle\hat{n}^{c}\right\rangle X
\end{array}\right.
\end{aligned}
$$

The language $\mathcal{L}_{D M T>}$ of the calculus D.MT $>$ for $\mathbf{L}_{>}$is defined as follows:

$$
\begin{aligned}
& \mathrm{S}\left\{\begin{array}{l}
A::=p|\top| \perp|\neg A| A \wedge A \mid \alpha \triangleright A \\
X::=A|\hat{\top}| \check{\perp}|\tilde{\neg} X| X \hat{\wedge} X|X \check{\vee} X|\langle\hat{\epsilon}\rangle \Gamma|\Gamma \check{\triangleright} X| \Gamma \hat{\mathbf{\Delta}} X \mid[\check{\not}\rangle \Gamma
\end{array}\right.
\end{aligned}
$$

Multi-type Display Calculi. In what follows, we use $X, Y, W, Z$ as structural Svariables, and $\Gamma, \Delta, \Sigma, \Pi$ as structural N -variables.

Propositional Base. The calculi D.MT $\nabla$ and D.MT $>$ share the rules listed below.

- Identity and Cut:

$$
I d_{\mathrm{s}} \frac{}{p \vdash p} \quad \frac{X \vdash A \quad A \vdash Y}{X \vdash Y} \text { Cut }_{\mathrm{s}} \quad \frac{\Gamma \vdash \alpha \quad \alpha \vdash \Delta}{\Gamma \vdash \Delta} \text { Cut }_{\mathrm{N}}
$$

- Pure S-type display rules:

$$
\begin{aligned}
& \text { ress } \frac{X \hat{\wedge} Y \vdash Z}{Y \vdash \tilde{\neg} X \check{\vee} Z} \quad \frac{X \vdash Y \check{\vee} Z}{\tilde{\sim} Y \hat{\wedge} X \vdash Z} \text { ress }
\end{aligned}
$$

- Pure N-type display rules:
- Pure-type structural rules (these include standard Weakening (W), Contraction (C), Commutativity (E) and Associativity (A) in each type which we omit to save space):
- Pure S-type logical rules:

$$
\wedge \frac{A \hat{\wedge} B \vdash X}{A \wedge B \vdash X} \quad \frac{X \vdash A \quad Y \vdash B}{X \hat{\wedge} Y \vdash A \wedge B} \wedge \quad \neg \frac{\tilde{\neg} A \vdash X}{\neg A \vdash X} \quad \frac{X \vdash \tilde{\neg} A}{X \vdash \neg A} \neg
$$

Monotonic Modal Logic. D.MTV also includes the rules listed below.

- Multi-type display rules:

$$
\begin{aligned}
& \langle\hat{\epsilon}\rangle[\check{Э}] \frac{\langle\hat{\epsilon}\rangle \Gamma \vdash X}{\Gamma \vdash[\ni ૅ] X} \\
& \langle\hat{\ngtr}\rangle[\check{\dot{q}}] \frac{\langle\hat{\nexists}\rangle X \vdash \Gamma}{X \vdash[\check{\not x}] \Gamma}
\end{aligned}
$$

- Logical rules for multi-type connectives:

$$
\begin{array}{llll}
\langle\nu\rangle \frac{\langle\hat{\nu}\rangle \alpha \vdash X}{\langle\nu\rangle \alpha \vdash X} & \frac{\Gamma \vdash \alpha}{\langle\hat{\nu}\rangle \Gamma \vdash\langle\nu\rangle \alpha}\langle\nu\rangle & {\left[\nu^{c}\right] \frac{\alpha \vdash \Gamma}{\left[\nu^{c}\right] \alpha \vdash\left[\nu^{c}\right] \Gamma}} & \frac{X \vdash\left[\check{\nu}^{c}\right] \alpha}{X \vdash\left[\nu^{c}\right] \alpha}\left[\nu^{c}\right] \\
\langle\not \supset\rangle \frac{\langle\hat{\not \supset\rangle}\rangle A \vdash \Gamma}{\langle\not \supset\rangle A \vdash \Gamma} \quad \frac{X \vdash A}{\langle\hat{\ngtr}\rangle X \vdash\langle\not \supset\rangle A}\langle\not \supset\rangle & {[\ni] \frac{A \vdash X}{[\ni] A \vdash[\ni>] X}} & \frac{\Gamma \vdash[\ni] A}{\Gamma \vdash[\ni] A}[\ni]
\end{array}
$$

Conditional Logic. D.MT> includes left and right logical rules for [ $\ni$ ], the display postulates $\langle\hat{\epsilon}\rangle[\ni ૅ]$ and the rules listed below.

- Multi-type display rules:
- Logical rules for multi-type connectives and pure G-type logical rules:

$$
\begin{gathered}
\triangleright \frac{\Gamma \vdash \alpha \quad A \vdash X}{\alpha \triangleright A \vdash \Gamma \triangleright \therefore} \quad \frac{X \vdash \alpha \triangleright A}{X \vdash \alpha \triangleright A} \triangleright \quad[\not \supset\rangle \frac{X \vdash A}{[\not \supset\rangle A \vdash[\check{\supset}\rangle X} \quad \frac{\Gamma \vdash[\check{\supset}\rangle A}{\Gamma \vdash[\not \supset\rangle A}[\not \supset\rangle \\
\cap \frac{\alpha \hat{\cap} \beta \vdash \Gamma}{\alpha \cap \beta \vdash \Gamma} \quad \frac{\Gamma \vdash \alpha}{\Gamma \hat{\cap} \Delta \vdash \alpha \cap \beta} \cap
\end{gathered}
$$

Axiomatic Extensions. Each rule is labelled with the name of its corresponding axiom.

$$
\begin{aligned}
& \mathrm{N} \frac{\langle\hat{\nexists}\rangle \hat{\top} \vdash \Gamma}{\hat{\top} \vdash\left[\check{\nu^{c}}\right] \Gamma} \quad \mathrm{ID} \frac{\Delta \vdash[\ddot{\nexists}\rangle\langle\hat{\epsilon}\rangle \Gamma \quad\langle\hat{\epsilon}\rangle \Gamma \vdash X}{\hat{\top} \vdash(\Gamma \hat{\cap} \Delta) \check{\triangleright} X} \quad \mathrm{C} \frac{\langle\hat{\not \supset}\rangle(\langle\hat{\epsilon}\rangle \Gamma \hat{\wedge}\langle\hat{\epsilon}\rangle \Delta) \vdash \Theta}{\langle\hat{\nu}\rangle \Gamma \hat{\wedge}\langle\hat{\nu}\rangle \Delta \vdash\left[\check{\nu^{c}}\right] \Theta}
\end{aligned}
$$

Properties. The calculi introduced above are proper (cf. [20,35]), and hence the general theory of proper multi-type display calculi guarantees that they enjoy cut elimination and subformula property [8], and are sound w.r.t. their corresponding class of perfect heterogeneous algebras (or equivalently, two-sorted frames) [20]). In particular, key to the soundness argument for the axiomatic extensions is the observation that (multi-type) analytic inductive inequalities are canonical (i.e. preserved under taking canonical extensions of heterogeneous algebras [6]). Canonicity is also key to the proof of conservativity of the calculi w.r.t. the original logics (this is a standard argument which is analogous to those in e.g. $[18,21])$. Completeness is argued by showing that the translations of each rule and axiom is derivable in the corresponding calculus, and is sketched below.
N. $\nabla \top \rightsquigarrow\left[\nu^{c}\right]\langle\not \supset\rangle \top$
P. $\neg \nabla \perp \rightsquigarrow \neg\langle\nu\rangle[\ni] \perp$
T. $\nabla A \rightarrow A \rightsquigarrow$

$$
\langle\nu\rangle[\ni] A \vdash A
$$

$$
\mathrm{N} \frac{\frac{\hat{\top} \vdash \mathrm{~T}}{\langle\hat{Э}\rangle \hat{\top} \vdash\langle\ni\rangle T}}{\hat{\top} \vdash\left[\check{\nu}^{c}\right]\langle\ni\rangle T} \quad \mathrm{P} \frac{\frac{\perp \vdash \check{L}}{[\ni] \perp \vdash[\check{Э}] \check{\perp}}}{\hat{\top} \vdash \tilde{\neg}[\ni] \perp} \quad \mathrm{T} \frac{\frac{A \vdash A}{[\ni] A \vdash[\ni] A}}{\langle\hat{\nu}\rangle[\ni] A \vdash A}
$$

ID. $A>A \rightsquigarrow([\ni] A \wedge[\not \supset\rangle A) \triangleright A$

CS. $(A \wedge B) \rightarrow(A>B) \rightsquigarrow(A \wedge B) \vdash([\ni] A \cap[\not \supset\rangle A) \triangleright B$

CEM. $(A>B) \vee(A>\neg B) \rightsquigarrow([\ni] A \cap[\not \supset\rangle A) \triangleright B \vee([\ni] A \cap[\not \supset\rangle A) \triangleright \neg B$
C. $\nabla A \wedge \nabla B \rightarrow \nabla(A \wedge B) \rightsquigarrow\langle\nu\rangle[\ni] A \wedge\langle\nu\rangle[\ni] B \vdash\left[\nu^{c}\right]\langle\not \supset\rangle(A \wedge B)$
D. $\nabla A \rightarrow \neg \nabla \neg A \rightsquigarrow\langle\nu\rangle[\ni] A \vdash \neg\langle\nu\rangle[\ni] \neg A$

$$
\begin{aligned}
& \frac{\frac{A \vdash A}{[\ni] A \vdash[\ni] A}}{\langle\hat{\epsilon}\rangle[\ni] A \vdash A} \quad \frac{\frac{B \vdash B}{[\ni] B \vdash[\ni] B}}{\langle\hat{\epsilon}\rangle[\ni] B \vdash B} \\
& \langle\hat{\epsilon}\rangle[\ni] A \hat{\wedge}\langle\hat{\epsilon}\rangle[\ni] B \vdash A \wedge B \\
& \mathrm{C} \frac{\overline{\langle\hat{\nexists}\rangle(\langle\hat{\epsilon}\rangle[\ni] A \hat{\wedge}\langle\hat{\epsilon}\rangle[\ni] B) \vdash\langle\not \supset\rangle(A \wedge B)}}{\langle\hat{\nu}\rangle[\ni] A \hat{\wedge}\langle\hat{\nu}\rangle[\ni] B \vdash\left[\tilde{\nu}^{c}\right]\langle\not \supset\rangle(A \wedge B)} \\
& \frac{\left.\frac{A \vdash A}{[\ni] A \vdash[\ni]}\right]}{\langle\hat{\epsilon}\rangle[\ni] A \vdash A}-\neg A \vdash \tilde{\neg}\langle\hat{\epsilon}\rangle[\ni] A \\
& \text { D } \frac{\overline{[\ni] \neg A \vdash[\check{Э}] \tilde{\sim}\langle\hat{\epsilon}\rangle[\ni] A}}{\langle\hat{\nu}\rangle[\ni] A \vdash \tilde{\sim}\langle\hat{\nu}\rangle[\ni] \neg A}
\end{aligned}
$$

The (translations of the) rules $\mathrm{M}, \mathrm{RCEA}$ and $\mathrm{RCK}_{n}$ are derivable via the logical rules for the corresponding multi-type connectives, adjunction/residuation, weakening, contraction, the usual definition of $\leftrightarrow$ and the fact that if $(A \rightarrow$ $B) \wedge(B \rightarrow A)$ is derivable, then each conjoint is derivable too.

## A Analytic Inductive Inequalities

In the present section, we specialize the definition of analytic inductive inequalities (cf. [20]) to the multi-type languages $\mathcal{L}_{M T \nabla}$ and $\mathcal{L}_{M T>}$ reported below.

$$
\begin{array}{ll}
\mathrm{S} \ni A::=p|\top| \perp|\neg A| A \wedge A|\langle\nu\rangle \alpha|\left[\nu^{c}\right] \alpha & \mathrm{S} \ni A::=p|\top| \perp|\neg A| A \wedge A \mid \alpha \triangleright A \\
\mathrm{~N} \ni \alpha::=1|0| \sim \alpha|\alpha \cap \alpha|[\ni] A \mid\langle\nexists\rangle A & \mathrm{~N} \ni \alpha::=1|0| \sim \alpha|\alpha \cap \alpha|[\ni] A \mid[\nexists\rangle A .
\end{array}
$$

An order-type over $n \in \mathbb{N}$ is an $n$-tuple $\epsilon \in\{1, \partial\}^{n}$. If $\epsilon$ is an order type, $\epsilon^{\partial}$ is its opposite order type; i.e. $\epsilon^{\partial}(i)=1$ iff $\epsilon(i)=\partial$ for every $1 \leq i \leq n$. The connectives of the language above are grouped together into the families $\mathcal{F}:=\mathcal{F}_{\mathrm{S}} \cup \mathcal{F}_{\mathrm{N}} \cup \mathcal{F}_{\mathrm{MT}}$ and $\mathcal{G}:=\mathcal{G}_{\mathrm{S}} \cup \mathcal{G}_{\mathrm{N}} \cup \mathcal{G}_{\mathrm{MT}}$, defined as follows:

$$
\begin{array}{ll}
\mathcal{F}_{\mathrm{S}}:=\{\neg\} & \mathcal{G}_{\mathrm{S}}=\{\neg\} \\
\mathcal{F}_{\mathrm{N}}:=\{\sim\} & \mathcal{G}_{\mathrm{N}}:=\{\sim\} \\
\mathcal{F}_{\mathrm{MT}}:=\{\langle\nu\rangle,\langle\not \supset\rangle\} & \mathcal{G}_{\mathrm{MT}}:=\left\{[\ni],\left[\nu^{c}\right], \triangleright,[\not \supset\rangle\right\}
\end{array}
$$

For any $f \in \mathcal{F}$ (resp. $g \in \mathcal{G}$ ), we let $n_{f} \in \mathbb{N}$ (resp. $n_{g} \in \mathbb{N}$ ) denote the arity of $f$ (resp. $g$ ), and the order-type $\epsilon_{f}$ (resp. $\epsilon_{g}$ ) on $n_{f}$ (resp. $n_{g}$ ) indicate whether the $i$ th coordinate of $f$ (resp. $g$ ) is positive $\left(\epsilon_{f}(i)=1, \epsilon_{g}(i)=1\right.$ ) or negative $\left(\epsilon_{f}(i)=\partial, \epsilon_{g}(i)=\partial\right)$.

Definition 8 (Signed Generation Tree). The positive (resp. negative) generation tree of any $\mathcal{L}_{M T}$-term $s$ is defined by labelling the root node of the generation tree of $s$ with the sign + (resp. -), and then propagating the labelling on each remaining node as follows: For any node labelled with $\ell \in \mathcal{F} \cup \mathcal{G}$ of arity $n_{\ell}$, and for any $1 \leq i \leq n_{\ell}$, assign the same (resp. the opposite) sign to its ith child node if $\epsilon_{\ell}(i)=1$ (resp. if $\epsilon_{\ell}(i)=\partial$ ). Nodes in signed generation trees are positive (resp. negative) if are signed + (resp. - ).

For any term $s\left(p_{1}, \ldots p_{n}\right)$, any order type $\epsilon$ over $n$, and any $1 \leq i \leq n$, an $\epsilon$ critical node in a signed generation tree of $s$ is a leaf node $+p_{i}$ with $\epsilon(i)=1$ or $-p_{i}$ with $\epsilon(i)=\partial$. An $\epsilon$-critical branch in the tree is a branch ending in an $\epsilon$-critical node. For any term $s\left(p_{1}, \ldots p_{n}\right)$ and any order type $\epsilon$ over $n$, we say that $+s$ (resp. $-s$ ) agrees with $\epsilon$, and write $\epsilon(+s)$ (resp. $\epsilon(-s)$ ), if every leaf in the signed generation tree of $+s$ (resp. $-s$ ) is $\epsilon$-critical. We will also write $+s^{\prime} \prec * s$ (resp. $-s^{\prime} \prec * s$ ) to indicate that the subterm $s^{\prime}$ inherits the positive (resp. negative) sign from the signed generation tree $* s$. Finally, we will write $\epsilon\left(s^{\prime}\right) \prec * s$ (resp. $\epsilon^{\partial}\left(s^{\prime}\right) \prec * s$ ) to indicate that the signed subtree $s^{\prime}$, with the sign inherited from $* s$, agrees with $\epsilon$ (resp. with $\epsilon^{\partial}$ ).

Definition 9 (Good branch). Nodes in signed generation trees will be called $\Delta$-adjoints, syntactically left residual (SLR), syntactically right residual (SRR), and syntactically right adjoint (SRA), according to the specification given in Table 1. A branch in a signed generation tree $* s$, with $* \in\{+,-\}$, is called a good branch if it is the concatenation of two paths $P_{1}$ and $P_{2}$, one of which may possibly be of length 0 , such that $P_{1}$ is a path from the leaf consisting (apart from variable nodes) only of PIA-nodes and $P_{2}$ consists (apart from variable nodes) only of Skeleton-nodes.


Table 1. Skeleton and PIA nodes.

| Skeleton | PIA |
| :---: | :---: |
| $\Delta$-adjoints | SRA |
| $+\vee \cup$ $-\wedge$ | $+\wedge \cap[\ni]\left[\nu^{c}\right] \triangleright[\nexists\rangle \neg \sim$ $-\vee \cup\langle v\rangle\langle\nexists\rangle \neg \sim$ |
| SLR | SRR |
| $+\wedge \cap\langle v\rangle\langle\nexists\rangle \neg \sim$ | $+\mathrm{v} u$ |
| $-\vee \cup[\ni]\left[\nu^{c}\right] \triangleright[\nexists\rangle \neg \sim$ | $-\wedge \cap$ |

Definition 10 (Analytic inductive inequalities). For any order type $\epsilon$ and any irreflexive and transitive relation $<_{\Omega}$ on $p_{1}, \ldots p_{n}$, the signed generation tree $* s(* \in\{-,+\})$ of an $\mathcal{L}_{M T}$ term $s\left(p_{1}, \ldots p_{n}\right)$ is analytic $(\Omega, \epsilon)$-inductive if

1. every branch of $* s$ is good (cf. Definition 9);
2. for all $1 \leq i \leq n$, every $S R R$-node occurring in any $\epsilon$-critical branch with leaf $p_{i}$ is of the form $\circledast(s, \beta)$ or $\circledast(\beta, s)$, where the critical branch goes through $\beta$ and
(a) $\epsilon^{\partial}(s) \prec * s$ (cf. discussion before Definition 9), and
(b) $p_{k}<\Omega p_{i}$ for every $p_{k}$ occurring in $s$ and for every $1 \leq k \leq n$.

An inequality $s \leq t$ is analytic $(\Omega, \epsilon)$-inductive if the signed generation trees $+s$ and $-t$ are analytic $(\Omega, \epsilon)$-inductive. An inequality $s \leq t$ is analytic inductive if is analytic $(\Omega, \epsilon)$-inductive for some $\Omega$ and $\epsilon$.

## B Algorithmic Proof of Theorem 1

In what follows, we show that the correspondence results collected in Theorem 1 can be retrieved as instances of a suitable multi-type version of algorithmic correspondence for normal logics (cf. [5,6]), hinging on the usual order-theoretic properties of the algebraic interpretations of the logical connectives, while admitting nominal variables of two sorts. For the sake of enabling a swift translation into the language of m -frames and c-frames, we write nominals directly as singletons, and, abusing notation, we quantify over the elements defining these singletons. These computations also serve to prove that each analytic structural rule is sound on the heterogeneous perfect algebras validating its correspondent axiom. In the computations relative to each analytic axiom, the line marked with $(\star)$ marks the quasi-inequality that interprets the corresponding analytic rule. This computation does not prove the equivalence between the axiom and the rule, since the variables occurring in each starred quasi-inequality are restricted rather than arbitrary. However, the proof of soundness is completed by observing that all ALBA rules in the steps above the marked inequalities are (inverse) Ackermann and adjunction rules, and hence are sound also when arbitrary variables replace (co-)nominal variables.
N. $\mathbb{F} \Vdash \nabla \top \rightsquigarrow T \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \top$
$\top \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \top$
iff $\forall X \forall w\left[\langle\nexists\rangle \top \subseteq\{X\}^{c} \Rightarrow\{w\} \subseteq\left[\nu^{c}\right]\{X\}^{c}\right]$
( $\star$ ) first. app.
iff $\forall X \forall w\left[X=W \Rightarrow\{w\} \subseteq\left[\nu^{c}\right]\{X\}^{c}\right)$
$\left(\langle\ni\rangle \top=\{W\}^{c}\right)$
iff $\forall w\left[\{w\} \subseteq\left[\nu^{c}\right]\{W\}^{c}\right]$
iff $\forall w\left[\{w\} \subseteq\left(R_{\nu_{1}^{c}}^{-1}[W]\right)^{c}\right]$
iff $\forall w\left[\{w\} \subseteq R_{\nu}^{\nu^{-}}[W]\right]$
iff $\forall w[W \in \nu(w)]$
P. $\mathbb{F} \vDash \neg \nabla \perp \rightsquigarrow T \subseteq \neg\langle\nu\rangle[\ni] \perp$
$\top \subseteq \neg\langle\nu\rangle[\ni] \perp$
iff $\forall X[X \subseteq[\ni] \perp \Rightarrow T \subseteq \neg\langle\nu\rangle X]$
(*) first. app.
iff $W \subseteq \neg\langle\nu\rangle[\ni] \emptyset$
iff $W \subseteq \neg\langle\nu\rangle\{\emptyset\} \quad[\ni] \emptyset=\{Z \subseteq W \mid Z \subseteq \emptyset\}$
iff $W \subseteq\left\{w \in W \mid w R_{\nu} \emptyset\right\}^{c}$
iff $\forall w[\emptyset \notin \nu(w)]$.
C. $\mathbb{F} \models \nabla p \wedge \nabla q \rightarrow \nabla(p \wedge q) \rightsquigarrow\langle\nu\rangle[\ni] p \wedge\langle\nu\rangle[\ni] q \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle(p \wedge q)$
$\langle\nu\rangle[\ni] p \wedge\langle\nu\rangle[\ni] q \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle(p \wedge q)$
iff $\forall Z_{1} Z_{2} Z_{3} \forall p q\left[\left\{Z_{1}\right\} \subseteq[\ni] p \&\left\{Z_{2}\right\} \subseteq[\ni] q \&\langle\not \supset\rangle(p \wedge q) \subseteq\left\{Z_{3}\right\}^{c} \Rightarrow\langle\nu\rangle\left\{Z_{1}\right\} \wedge\langle\nu\rangle\left\{Z_{2}\right\} \subseteq\left[\nu^{c}\right]\left\{Z_{3}\right\}^{c}\right]$ first approx.
iff $\forall Z_{1} Z_{2} Z_{3} \forall p q\left[\langle\in\rangle\left\{Z_{1}\right\} \subseteq p \&\langle\in\rangle\left\{Z_{2}\right\} \subseteq q \&\langle\not \supset\rangle(p \wedge q) \subseteq\left\{Z_{3}\right\}^{c} \Rightarrow\langle\nu\rangle\left\{Z_{1}\right\} \wedge\langle\nu\rangle\left\{Z_{2}\right\} \subseteq\left[\nu^{c}\right]\left\{Z_{3}\right\}^{c}\right]$ Residuation
iff $\forall Z_{1} \forall Z_{2} \forall Z_{3}\left[\langle\not \supset\rangle\left(\langle\in\rangle\left\{Z_{1}\right\} \wedge\langle\in\rangle\left\{Z_{2}\right\}\right) \subseteq\left\{Z_{3}\right\}^{c} \Rightarrow\langle\nu\rangle\left\{Z_{1}\right\} \wedge\langle\nu\rangle\left\{Z_{2}\right\} \subseteq\left[\nu^{c}\right]\left\{Z_{3}\right\}^{c}\right] \quad$ (*) Ackermann iff $\forall Z_{1} \forall Z_{2} \forall Z_{3}\left[\left(\langle\in\rangle\left\{Z_{1}\right\} \wedge\langle\in\rangle\left\{Z_{2}\right\}\right) \subseteq[\notin]\left\{Z_{3}\right\}^{c} \Rightarrow\langle\nu\rangle\left\{Z_{1}\right\} \wedge\langle\nu\rangle\left\{Z_{2}\right\} \subseteq\left[\nu^{c}\right]\left\{Z_{3}\right\}^{c}\right] \quad$ Residuation iff $\forall Z_{1} \forall Z_{2} \forall Z_{3}\left[\forall x\left(x R_{\in} Z_{1} \& x R_{\in} Z_{2} \Rightarrow \neg x R_{\notin} Z_{3}\right) \Rightarrow \forall x\left(x R_{\nu} Z_{1} \& x R_{\nu} Z_{2} \Rightarrow \neg x R_{\nu} c Z_{3}\right)\right]$

Standard translation
iff $\forall Z_{1} \forall Z_{2} \forall Z_{3}\left[\forall x\left(x \in Z_{1} \& x \in Z_{2} \Rightarrow x \in Z_{3}\right) \Rightarrow \forall x\left(Z_{1} \in \nu(x) \& Z_{2} \in \nu(x) \Rightarrow Z_{3} \in \nu(x)\right)\right]$
Relations interpretation
iff $\forall Z_{1} \forall Z_{2} \forall Z_{3}\left[Z_{1} \cap Z_{2} \subseteq Z_{3} \Rightarrow \forall x\left(Z_{1} \in \nu(x) \& Z_{2} \in \nu(x) \Rightarrow Z_{3} \in \nu(x)\right)\right]$
iff $\left.\forall Z_{1} \forall Z_{2} \forall x\left(Z_{1} \in \nu(x) \& Z_{2} \in \nu(x) \Rightarrow Z_{1} \cap Z_{2} \in \nu(x)\right)\right]$.
Monotonicity


```
    \langle\nu\rangle[\ni]p\subseteq[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle[\mp@subsup{\nu}{}{c}]\langle\not\supset\ranglep
iff }\forall\mp@subsup{Z}{1}{}\forall\mp@subsup{x}{}{\prime}\forallp[{\mp@subsup{Z}{1}{}}\subseteq[\ni]p&[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle[\mp@subsup{\nu}{}{c}]\langle\not\supset\ranglep\subseteq{\mp@subsup{x}{}{\prime}\mp@subsup{}}{}{c})=>\langle\nu\rangle{\mp@subsup{Z}{1}{}}\subseteq{\mp@subsup{x}{}{\prime}\mp@subsup{}}{}{c}
first approx.
iff }\forall\mp@subsup{Z}{1}{}\forall\mp@subsup{x}{}{\prime}\forallp[\langle\in\rangle{\mp@subsup{Z}{1}{\prime}}\subseteqp&[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle[\nu\mp@subsup{\nu}{}{c}]\langle\not\supset\ranglep\subseteq{\mp@subsup{x}{}{\prime}\mp@subsup{}}{}{c})=>\langle\nu\rangle{\mp@subsup{Z}{1}{}}\subseteq{\mp@subsup{x}{}{\prime}\mp@subsup{}}{}{c}
    Residuation
iff }\forall\mp@subsup{Z}{1}{}\forall\mp@subsup{x}{}{\prime}[[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle\langle\in\rangle{\mp@subsup{Z}{1}{}}\subseteq{\mp@subsup{x}{}{\prime}\mp@subsup{}}{}{c}=>\langle\nu\rangle{\mp@subsup{Z}{1}{}}\subseteq{\mp@subsup{x}{}{\prime}\mp@subsup{}}{}{c}
iff }\forall\mp@subsup{Z}{1}{}[\langle\nu\rangle{\mp@subsup{Z}{1}{}}\subseteq[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle[\mp@subsup{\nu}{}{c}]\langle\not\supset\rangle\langle\in\rangle{\mp@subsup{Z}{1}{}}
iff }\forall\mp@subsup{Z}{1}{}\forallx[x\mp@subsup{R}{\nu}{}\mp@subsup{Z}{1}{}=>\forall\mp@subsup{Z}{2}{}(x\mp@subsup{R}{\nu}{}c\mp@subsup{Z}{2}{}=>\existsy(\mp@subsup{Z}{2}{}\mp@subsup{R}{\not\supsety}{}y&\forall\mp@subsup{Z}{3}{}(y\mp@subsup{R}{\nu}{}c\mp@subsup{Z}{3}{}=>\existsw(\mp@subsup{Z}{3}{}\mp@subsup{R}{\not\supset}{}w&w\mp@subsup{R}{\in}{}\mp@subsup{Z}{1}{}))))
                                    Standard translation
iff }\forall\mp@subsup{Z}{1}{}\forallx[x\in\nu(Z)=>\forall\mp@subsup{Z}{2}{}(\mp@subsup{Z}{2}{}\not\in\nu(x)=>\existsy(y\not\in\mp@subsup{Z}{2}{}&\forall\mp@subsup{Z}{3}{}(\mp@subsup{Z}{2}{}\not\in\nu(y)=>\existsw(w\not\in\mp@subsup{Z}{3}{}&w\in\mp@subsup{Z}{1}{}))))
                                    Relations translation
iff }\forall\mp@subsup{Z}{1}{}\forallx[x\in\nu(Z)=>\forall\mp@subsup{Z}{2}{}(\mp@subsup{Z}{2}{}\not\in\nu(x)=>\existsy(y\not\in\mp@subsup{Z}{2}{}&\forall\mp@subsup{Z}{3}{}(\mp@subsup{Z}{2}{}\not\in\nu(y)=>\mp@subsup{Z}{1}{}\not\subseteq\mp@subsup{Z}{3}{})))
                                    Relations translation
iff }\forall\mp@subsup{Z}{1}{}\forallx[x\in\nu(Z)=>(\forall\mp@subsup{Z}{2}{}(\forally(\forall\mp@subsup{Z}{3}{}(\mp@subsup{Z}{1}{}\subseteq\mp@subsup{Z}{3}{}=>\mp@subsup{Z}{3}{}\in\nu(y))=>y\in\mp@subsup{Z}{2}{})=>\mp@subsup{Z}{2}{}\in\nu(x)))
                                    Contraposition
iff }\forall\mp@subsup{Z}{1}{}\forallx[x\in\nu(Z)=>(\forall\mp@subsup{Z}{2}{}(\forally(\mp@subsup{Z}{1}{}\in\nu(y))=>y\in\mp@subsup{Z}{2}{})=>\mp@subsup{Z}{2}{}\in\nu(x)))]\quad\mathrm{ Monotonicity
iff }\forall\mp@subsup{Z}{1}{}\forallx[x\in\nu(Z)=>{y|\mp@subsup{Z}{1}{}\in\nu(y)}\in\nu(x)]
    Monotonicity
```


## 4. $\mathbb{F} \vDash \nabla \nabla p \rightarrow \nabla p \rightsquigarrow\langle\nu\rangle[\ni]\langle\nu\rangle[\ni] p \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle p$

$\langle\nu\rangle[\ni]\langle\nu\rangle[\ni] p \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle p$
iff $\forall x \forall Z_{1} \forall p\left[\{x\} \subseteq\langle\nu\rangle[\ni]\langle\nu\rangle[\ni] p \&\langle\not \supset\rangle p \subseteq\left\{Z_{1}\right\}^{c} \Rightarrow\{x\} \subseteq\left[\nu^{c}\right]\left\{Z_{1}\right\}^{c}\right] \quad$ first approx.
iff $\forall x \forall Z_{1} \forall p\left[\{x\} \subseteq\langle\nu\rangle[\ni]\langle\nu\rangle[\ni] p \& p \subseteq[\notin]\left\{Z_{1}\right\}^{c} \Rightarrow\{x\} \subseteq\left[\nu^{c}\right]\left\{Z_{1}\right\}^{c}\right] \quad$ Adjunction
iff $\forall x \forall Z_{1}\left[\{x\} \subseteq\langle\nu\rangle[\ni]\langle\nu\rangle[\ni][\notin]\left\{Z_{1}\right\}^{c} \Rightarrow\{x\} \subseteq\left[\nu^{c}\right]\left\{Z_{1}\right\}^{\bar{c}}\right] \quad$ Ackermann
iff $\forall x \forall Z_{1}\left[\left(\exists Z_{2}\left(x R_{\nu} Z_{2} \& \forall y\left(Z_{2} R_{\ni} y \Rightarrow \exists Z_{3}\left(y R_{\nu} Z_{3} \& \forall w\left(Z_{3} R_{\ni} w \Rightarrow \neg w R_{\notin} Z_{1}\right)\right)\right)\right)\right) \Rightarrow \neg x R_{\nu} c Z_{1}\right]$
Standard translation
iff $\forall x \forall Z_{1}\left[\left(\left(\exists Z_{2} \in \nu(x)\right)\left(\forall y \in Z_{2}\right)\left(\exists Z_{3} \in \nu(y)\right)\left(\forall w \in Z_{3}\right)\left(w \in Z_{1}\right)\right) \Rightarrow Z_{1} \in \nu(x)\right]$
Relation translation
iff $\forall x \forall Z_{1}\left[\left(\left(\exists Z_{2} \in \nu(x)\right)\left(\forall y \in Z_{2}\right)\left(\exists Z_{3} \in \nu(y)\right)\left(Z_{3} \subseteq Z_{1}\right)\right) \Rightarrow Z_{1} \in \nu(x)\right]$
iff $\forall x \forall Z_{1} \forall Z_{2}\left[\left(Z_{2} \in \nu(x) \&\left(\forall y \in Z_{2}\right)\left(\exists Z_{3} \in \nu(y)\right)\left(Z_{3} \subseteq Z_{1}\right)\right) \Rightarrow Z_{1} \in \nu(x)\right]$
iff $\forall x \forall Z_{1} \forall Z_{2}\left[\left(Z_{2} \in \nu(x) \&\left(\forall y \in Z_{2}\right)\left(Z_{1} \in \nu(y)\right)\right) \Rightarrow Z_{1} \in \nu(x)\right]$
5. $\mathbb{F} \vDash \neg \nabla \neg p \rightarrow \nabla \neg \nabla \neg p \rightsquigarrow \neg\left[\nu^{c}\right]\langle\not \supset\rangle \neg p \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p$
$\neg\left[\nu^{c}\right]\langle\not \supset\rangle \neg p \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p$
iff $\forall x \forall Z_{1}\left[\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p \subseteq\{x\}^{c} \&\langle\not \supset\rangle \neg p \subseteq\left\{Z_{1}\right\}^{c} \Rightarrow \neg\left[\nu^{c}\right]\{Z\}^{c} \subseteq\{x\}^{c}\right] \quad$ first approx.
iff $\forall x \forall Z_{1}\left[\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p \subseteq\{x\}^{c} \& \neg[\nexists]\left\{Z_{1}\right\}^{c} \subseteq p \Rightarrow \neg\left[\nu^{c}\right]\{Z\}^{c} \subseteq\{x\}^{c}\right] \quad$ Residuation
iff $\forall x \forall Z_{1}\left[\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg \neg[\notin]\left\{Z_{1}\right\}^{c} \subseteq\{x\}^{c} \Rightarrow \neg\left[\nu^{c}\right]\{Z\}^{c} \subseteq\{x\}^{c}\right] \quad$ Ackermann
iff $\forall Z_{1}\left[\neg\left[\nu^{c}\right]\left\{Z_{1}\right\}^{c} \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg \neg[\notin]\left\{Z_{1}\right\}^{c}\right]$
iff $\forall Z_{1} \forall x\left[x R_{\nu} c Z_{1} \Rightarrow \forall Z_{2}\left(x R_{\nu} c Z_{2} \Rightarrow \exists y\left(Z_{2} R_{\not \supset} y \& \forall Z_{3}\left(y R_{\nu} Z_{3} \Rightarrow \exists w\left(Z_{3} R_{\ni} w \& w R_{\notin} Z_{1}\right)\right)\right)\right)\right]$
Standard translation
iff $\forall Z_{1} \forall x\left[Z_{1} \notin \nu(x) \Rightarrow\left(\forall Z_{2} \notin \nu(x)\right)\left(\exists y \notin Z_{2}\right)\left(\forall Z_{3} \in \nu(y)\right)\left(\exists w \in Z_{3}\right)\left(w \notin Z_{1}\right)\right]$
Relation translation
iff $\forall Z_{1} \forall x\left[Z_{1} \notin \nu(x) \Rightarrow\left(\forall Z_{2} \notin \nu(x)\right)\left(\exists y \notin Z_{2}\right)\left(\forall Z_{3} \in \nu(y)\right)\left(Z_{3} \nsubseteq Z_{1}\right)\right]$
iff $\forall Z_{1} \forall x\left[Z_{1} \notin \nu(x) \Rightarrow \forall Z_{2}\left(\left(\left(\forall y \notin Z_{2}\right)\left(\exists Z_{3} \in \nu(y)\right)\left(Z_{3} \subseteq Z_{1}\right)\right) \Rightarrow Z_{2} \in \nu(x)\right)\right]$
Contraposition
iff $\forall Z_{1} \forall x\left[Z_{1} \notin \nu(x) \Rightarrow \forall Z_{2}\left(\left(\forall y \notin Z_{2}\right)\left(Z_{1} \in \nu(y)\right) \Rightarrow Z_{2} \in \nu(x)\right)\right] \quad$ Monotonicity
iff $\left.\forall Z_{1} \forall x\left[Z_{1} \notin \nu(x) \Rightarrow\left\{y \mid Z_{1} \in \nu(y)\right\}^{c} \in \nu(x)\right)\right]$
Monotonicity
B. $\mathbb{F} \vDash p \rightarrow \nabla \neg \nabla \neg p \rightsquigarrow p \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p$
$p \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p$
$\forall x \forall p\left[\{x\} \subseteq p \Rightarrow\{x\} \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p\right]$
$\begin{array}{ll}\text { iff } \forall x \forall p\left[\{x\} \subseteq p \Rightarrow\{x\} \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg p\right] & \text { first approx. } \\ \text { iff } \forall x\left[\{x\} \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle \neg\langle\nu\rangle[\ni] \neg\{x\}\right] & \text { Ackermann }\end{array}$
iff $\forall x\left[\{x\} \subseteq\left[\nu^{c}\right]\langle\not \supset\rangle[\nu]\langle\ni\rangle\{x\}\right]$
iff $\forall x\left[\forall Z_{1}\left(x R_{\nu} c Y \Rightarrow \exists y\left(Y R_{\ngtr} x \& \forall Z_{2}\left(y R_{\nu} Z_{2} \Rightarrow Z_{2} R_{\ni} x\right)\right)\right)\right] \quad$ Standard translation
iff $\forall x\left[\forall Z_{1}\left(Z_{1} \notin \nu(x) \Rightarrow \exists y\left(x \notin Z_{1} \& \forall Z_{2}\left(Z_{2} \in \nu(y) \Rightarrow x \in Z_{2}\right)\right)\right)\right]$ Relations translation
iff $\forall x\left[\forall Z_{1}\left(\forall y\left(\forall Z_{2}\left(x \notin Z_{2} \Rightarrow Z_{2} \notin \nu(y)\right) \Rightarrow y \in Z_{1}\right) \Rightarrow Z_{1} \in \nu(x)\right)\right]$
Contrapositive
iff $\left.\forall x\left[\forall Z_{1}\left(\forall y\left(\{x\}^{c} \notin \nu\left(y_{1}\right)\right) \Rightarrow y \in Z_{1}\right) \Rightarrow Z_{1} \in \nu(x)\right)\right]$
Monotonicity
iff $\left.\forall x\left[\left\{y \mid\{x\}^{c} \notin \nu(y)\right\} \in \nu(x)\right)\right] \quad$ Monotonicity
iff $\forall x \forall X\left[x \in X \Rightarrow\left\{y \mid X^{c} \notin \nu(y)\right\} \in \nu(x)\right]$
Monotonicity
D. $\mathbb{F} \models \nabla p \rightarrow \neg \nabla \neg p \leadsto\langle\nu\rangle[\ni] p \subseteq \neg\langle\nu\rangle[\ni] \neg p$
$\langle\nu\rangle[\ni] p \subseteq \neg\langle\nu\rangle[\ni] \neg p$
iff $\forall Z \forall Z^{\prime}\left[\{Z\} \subseteq[\ni] p \& Z^{\prime} \subseteq[\ni] \neg p \Rightarrow\langle\nu\rangle\{Z\} \subseteq \neg\langle\nu\rangle Z^{\prime}\right]$
first approx.
iff $\forall Z \forall Z^{\prime}\left[\langle\in\rangle\{Z\} \subseteq p \&\left\{Z^{\prime}\right\} \subseteq[\ni] \neg p \Rightarrow\langle\nu\rangle\{Z\} \subseteq \neg\langle\nu\rangle\left\{Z^{\prime}\right\}\right]$
Residuation
iff $\forall Z \forall Z^{\prime}\left[\left\{Z^{\prime}\right\} \subseteq[\ni] \neg\langle\in\rangle\{Z\} \Rightarrow\langle\nu\rangle\{Z\} \subseteq \neg\langle\nu\rangle\left\{Z^{\prime}\right\}\right]$
iff $\forall Z[\langle\nu\rangle\{Z\} \subseteq \neg\langle\nu\rangle[\ni] \neg\langle\in\rangle\{Z\}]$
iff $\forall Z[\langle\nu\rangle\{Z\} \subseteq[\nu]\langle\ni\rangle\langle\in\rangle\{Z\}]$
iff $\forall Z \forall x\left[x R_{\nu} Z \Rightarrow \forall Y\left(x R_{\nu} Y \Rightarrow \exists w\left(Y R_{\ni} w \& w R_{\in} Z\right)\right)\right] \quad$ Standard Translation
iff $\forall Z \forall x[Z \in \nu(x) \Rightarrow \forall Y(Y \in \nu(x) \Rightarrow \exists w(w \in Y \& w \in Z))] \quad$ Relation translation
iff $\forall Z \forall x\left[Z \in \nu(x) \Rightarrow \forall Y\left(Y \in \nu(x) \Rightarrow Y \nsubseteq Z^{c}\right)\right]$
iff $\forall Z \forall x\left[Z \in \nu(x) \Rightarrow \forall Y\left(Y \subseteq Z^{c} \Rightarrow Y \notin \nu(x)\right)\right] \quad$ Contrapositive
iff $\forall Z \forall x \forall Y\left[Z \in \nu(x) \Rightarrow Z^{c} \notin \nu(x)\right]$
Monotonicity

CS. $\mathbb{F} \vDash(p \wedge q) \rightarrow(p \succ q) \rightsquigarrow(p \wedge q) \subseteq([\ni] p \wedge[\not \supset\rangle p) \triangleright q$
$(p \wedge q) \subseteq([\ni] p \cap[\not \supset\rangle p) \triangleright q$
iff $\forall x \forall Z \forall x^{\prime} \forall p q\left[\{x\} \subseteq p \wedge q \&\{Z\} \subseteq[\ni] p \cap[\not \supset\rangle p \& q \subseteq\left\{x^{\prime}\right\}^{c} \Rightarrow\{x\} \subseteq\{Z\} \triangleright\left\{x^{\prime}\right\}^{c}\right]$
first. approx.
iff $\forall x \forall Z \forall x \forall p \forall q\left[\{x\} \subseteq p \&\{x\} \subseteq q \&\{Z\} \subseteq[\ni] p \&\{Z\} \subseteq[\not \supset\rangle p \& q \subseteq\left\{x^{\prime}\right\}^{c} \Rightarrow\{x\} \subseteq\{Z\} \triangleright\left\{x^{\prime}\right\}^{c}\right]$
Splitting rule
iff $\forall x \forall Z \forall x^{\prime} \forall p \forall q\left[\{x\} \subseteq p \&\{x\} \subseteq q \&\{Z\} \subseteq[\ni] p \& p \subseteq[\notin\rangle\{Z\} \& q \subseteq\left\{x^{\prime}\right\}^{c} \Rightarrow\{x\} \subseteq\{Z\} \triangleright\left\{x^{\prime}\right\}^{c}\right]$ Residuation
iff $\forall x \forall Z \forall x^{\prime} \forall q\left[\{x\} \subseteq[\notin\rangle\{Z\} \&\{x\} \subseteq q \&\{Z\} \subseteq[\ni][\notin\rangle\{Z\} \& q \subseteq\left\{x^{\prime}\right\}^{c} \Rightarrow\{x\} \subseteq\{Z\} \triangleright\left\{x^{\prime}\right\}^{c}\right]$
Ackermann
iff $\forall x \forall Z \forall x^{\prime}\left[\{x\} \subseteq[\notin\rangle\{Z\} \&\{Z\} \subseteq[\ni][\not \subset\rangle\{Z\} \&\{x\} \subseteq\left\{x^{\prime}\right\}^{c} \Rightarrow\{x\} \subseteq\{Z\} \triangleright\left\{x^{\prime}\right\}^{c}\right]$
(*) Ackermann
iff $\forall x \forall Z[\{x\} \subseteq[\notin\rangle\{Z\} \&\{Z\} \subseteq[\ni][\notin\rangle\{Z\} \Rightarrow\{x\} \subseteq\{Z\} \triangleright\{x\}]$
iff $\forall x \forall Z\left[\neg x R_{\notin} Z \& \forall y\left(Z R_{\ni} y \Rightarrow \neg y R_{\notin} Z\right) \Rightarrow \forall y\left(T_{f}(x, Z, y) \Rightarrow y=x\right)\right]$
Standard translation
iff $\forall x \forall Z[x \in Z \& \forall y(y \in Z \Rightarrow Z \in y) \Rightarrow \forall y(y \in f(x, Z) \Rightarrow y=x)] \quad$ Relation interpretation
iff $\forall x \forall Z[x \in Z \Rightarrow \forall y(y \in f(x, Z) \Rightarrow y=x)]$
iff $\forall x \forall Z[x \in Z \Rightarrow f(x, Z) \subseteq\{x\}]$

ID. $\mathbb{F} \vDash p \succ p \leadsto([\ni] p \cap[\not \supset\rangle p) \triangleright p$
$\top \subseteq([\ni] p \cap[\not \supset\rangle p) \triangleright p$
iff $\forall Z Z^{\prime} \forall x^{\prime} p\left[\left(\{Z\} \subseteq[\ni] p \&\left\{Z^{\prime}\right\} \subseteq[\not \supset\rangle p \& p \subseteq\left\{x^{\prime}\right\}^{c}\right) \Rightarrow \top \subseteq\left(\{Z\} \cap\left\{Z^{\prime}\right\}\right) \triangleright\left\{x^{\prime}\right\}^{c}\right] \quad$ first approx. iff $\forall Z Z^{\prime} \forall x^{\prime} p\left[\left(\langle\in\rangle\{Z\} \subseteq p \&\left\{Z^{\prime}\right\} \subseteq[\not \supset\rangle p \& p \subseteq\left\{x^{\prime}\right\}^{c}\right) \Rightarrow \top \subseteq\left(\{Z\} \cap\left\{Z^{\prime}\right\}\right) \triangleright\left\{x^{\prime}\right\}^{c}\right] \quad$ Adjunction
iff $\forall Z \forall Z^{\prime} \forall x^{\prime}\left[\left(\left\{Z^{\prime}\right\} \subseteq[\not \supset\rangle\langle\in\rangle\{Z\} \&\langle\in\rangle\{Z\} \subseteq\left\{x^{\prime}\right\}^{c}\right) \Rightarrow \top \subseteq \overline{\left(\{Z\} \cap\left\{Z^{\prime}\right\}\right) \triangleright\left\{x^{\prime}\right\}^{c}}\right.$
iff $\forall Z \forall Z^{\prime}\left[\left\{Z^{\prime}\right\} \subseteq[\not \supset\rangle\langle\in\rangle\{Z\} \Rightarrow \forall x^{\prime}\left[\langle\in\rangle\{Z\} \subseteq\left\{x^{\prime}\right\}^{c} \Rightarrow \top \subseteq\left(\{Z\} \cap\left\{Z^{\prime}\right\}\right) \triangleright\left\{x^{\prime}\right\}^{c}\right]\right]$ iff $\forall Z \forall Z^{\prime}\left[\left\{Z^{\prime}\right\} \subseteq[\not \supset\rangle\langle\in\rangle\{Z\} \Rightarrow \top \subseteq\left(\{Z\} \cap\left\{Z^{\prime}\right\}\right) \triangleright\langle\in\rangle\{Z\}\right]$

Ackermann
Currying
iff $\forall x \forall Z \forall Z^{\prime}\left[\forall w\left(Z^{\prime} R_{\not \supset} w \Rightarrow \neg w R_{\in} Z\right) \Rightarrow \forall y\left(T_{f}(x, Z, y) \& Z=Z^{\prime} \Rightarrow y \in Z\right)\right]$
( $\star$ ) Ackermann

Standard Translation
iff $\forall x \forall Z \forall Z^{\prime} \forall y\left[\forall w\left(Z^{\prime} R_{\ngtr} w \Rightarrow \neg w R_{\in} Z\right) \&\left(T_{f}(x, Z, y) \& Z=Z^{\prime} \Rightarrow y \in Z\right)\right]$
iff $\forall x \forall Z \forall Z^{\prime} \forall y\left[\forall w\left(w \notin Z^{\prime} \Rightarrow w \notin Z\right) \&\left(y \in f(x, Z) \& Z=Z^{\prime} \Rightarrow y \in Z\right)\right]$
Relation interpretation
iff $\forall x \forall Z \forall Z^{\prime} \forall y\left[Z \subseteq Z^{\prime} \&\left(y \in f(x, Z) \& Z=Z^{\prime} \Rightarrow y \in Z\right)\right]$
iff $\forall x \forall Z \forall y[(y \in f(x, Z) \Rightarrow y \in Z)]$
iff $\forall x \forall Z[f(x, Z) \subseteq Z]$
T. $\mathbb{F} \vDash \nabla p \rightarrow p \leadsto\langle\nu\rangle[\ni] p \subseteq p$

$$
\langle\nu\rangle[\ni] p \subseteq p
$$

iff $\forall x \forall Z \forall p\left[p \subseteq\{x\}^{c} \&\{Z\} \subseteq[\ni] p \Rightarrow\langle\nu\rangle\{Z\} \subseteq\{x\}^{c}\right]$
iff $\forall x \forall Z \forall p\left[p \subseteq\{x\}^{c} \&\langle\epsilon\rangle\{Z\} \subseteq p \Rightarrow\langle\nu\rangle\{Z\} \subseteq\{x\}^{c}\right]$
iff $\forall x \forall Z\left[\langle\in\rangle\{Z\} \subseteq\{x\}^{c} \Rightarrow\langle\nu\rangle\{Z\} \subseteq\{x\}^{c}\right]$
iff $\forall Z[\langle\nu\rangle\{Z\} \subseteq\langle\ni\rangle\{Z\}]$
iff $\forall x \forall Z\left[x R_{\nu} Z \Rightarrow x R_{\ni} Z\right]$
iff $\forall x \forall Z[Z \in \nu(x) \Rightarrow x \in Z]$.
first approx.
Adjunction
( *) Ackermann
inverse approx.
Standard translation
Relation translation

```
CEM. }\mathbb{F}\vDash(p\succq)\vee(p\succ\negq)\rightsquigarrow(([\ni]p\cap[\not\supset>p)\trianglerightq)\vee(([\ni]p\cap[\not\supset>p)\triangleright\negq
    \top\subseteq(([\ni]p\cap[\not\supset>p)\trianglerightq)\vee(([\ni]p\cap[\not\supset>p)\triangleright\negq)
iff }\forallp\forallq\forallX\forallY\forallx\forally({X}\subseteq[\ni]p\cap[\not\supset\ranglep&{Y}\subseteq[\ni]p\cap[\not\supset>p&q\subseteq{x}c)&{y}\subseteq
                                    =>T\subseteq({X}\triangleright{x\mp@subsup{}}{}{c})\vee({Y}\triangleright\neg{y}) first approx.
```



```
                    => \top\subseteq({X}\triangleright{x\mp@subsup{}}{}{c})\vee({Y}\triangleright\neg{y})(\star) Splitting
iff }\forallp\forallq\forallX\forallY\forallx\forally({X}\subseteq[\ni]p&p\subseteq[\not\in\rangle{X}&{Y}\subseteq[\ni]p&p\subseteq[\not\subset\rangle{Y}&q\subseteq{x\mp@subsup{}}{}{c}&&{y}\subseteq
                            =>T\subseteq({X}\triangleright{x\mp@subsup{}}{}{c})\vee({Y}\triangleright\neg{y}) Residuation
iff }\forallX\forallY\forallx\forally({X}\vee{Y}\subseteq[\ni]([\not\subset\rangle{X}\wedge[\not\subset\rangle{Y})&{y}\subseteq\subseteq{x\mp@subsup{}}{}{c
                                    =>\top}\subseteq({X}\triangleright{x\mp@subsup{}}{}{c})\vee({Y}\triangleright\neg{y}) Ackermann
iff }\forallX\forallY\forallx({X}\vee{Y}\subseteq[\ni]([\not\subset>{X}\wedge[\not\subset\rangle{Y})=>\forally({y}\subseteq{x\mp@subsup{}}{}{c}=>丁\subseteq\({X}\triangleright{x\mp@subsup{}}{}{c})\vee({Y}\triangleright\neg{y})
iff }\forallX\forallY\forallx({X}\vee{Y}\subseteq[\ni]([\not\subset\rangle{X}\wedge[\not\in\rangle{Y})=>丁\subseteq({X}\triangleright{x\mp@subsup{}}{}{c})\vee({Y}\triangleright\neg{x\mp@subsup{}}{}{c})
iff }\forallX\forallY\forallx[(\forally(X\mp@subsup{R}{\ni}{}y\mathrm{ or }Y\mp@subsup{R}{\ni}{}y)=>\negy\mp@subsup{R}{\not\in}{}X&\negy\mp@subsup{R}{\not\in}{}Y
                            =>\forally(\negT\mp@subsup{T}{f}{}(y,X,x) or (\forallz(T\mp@subsup{T}{f}{\prime}(y,Y,z)=>z=x)))]\quad\mathrm{ Standard translation}
iff }\forallX\forallY\forallx[(\forally(y\inX\mathrm{ or }y\inY)=>y\inX&&\inY
    =>\forally(x\not\inf(y,X) or ( }\forallz(z\inf(y,Y)=>z=x)))]\quad\mathrm{ Relation interpretation
iff }\forallX\forallY\forallx[(X\cupY\subseteqX\capY)=>\forally(x\not\inf(y,X) or (\forallz(z\inf(y,Y)=>z=x)))
iff }\forallX\forallY\forallx[X=Y=>\forally(x\not\inf(y,X) or (\forallz(z\inf(y,Y)=>z=x)))
iff }\forallX\forallx\forally[(x\not\inf(y,X)\mathrm{ or (}\forallz(z\inf(y,X)=>z=x)))
iff }\forallX\forallx\forally[(x\inf(y,X)=>f(y,X)={x})
iff }\forallX\forally[|f(y,X)|\leq1
```


## References

1. Bílková, M., Greco, G., Palmigiano, A., Tzimoulis, A., Wijnberg, N.: The logic of resources and capabilities. Rev. Symb. Log. 11(2), 371-410 (2018)
2. Birkhoff, G., Lipson, J.: Heterogeneous algebras. J. Comb. Theory 8(1), 115-133 (1970)
3. Chellas, B.F.: Basic conditional logic. J. Philos. Log. 4(2), 133-153 (1975)
4. Chellas, B.F.: Modal Logic: An Introduction. Cambridge University Press, Cambridge (1980)
5. Conradie, W., Ghilardi, S., Palmigiano, A.: Unified correspondence. In: Baltag, A., Smets, S. (eds.) Johan van Benthem on Logic and Information Dynamics. OCL, vol. 5, pp. 933-975. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-06025-5_36
6. Conradie, W., Palmigiano, A.: Algorithmic correspondence and canonicity for non-distributive logics. Ann. Pure Appl. Log. (2019, in press). ArXiv preprint arXiv:1603.08515
7. Frittella, S., Greco, G., Kurz, A., Palmigiano, A.: Multi-type display calculus for propositional dynamic logic. J. Log. Comput. 26(6), 2067-2104 (2016)
8. Frittella, S., Greco, G., Kurz, A., Palmigiano, A., Sikimić, V.: Multi-type sequent calculi. In: Indrzejczak, A., et al. (eds.) Proceedings of Trends in Logic XIII, pp. 81-93 (2014)
9. Frittella, S., Greco, G., Kurz, A., Palmigiano, A., Sikimic, V.: Multi-type display calculus for dynamic epistemic logic. J. Log. Comput. 26(6), 2017-2065 (2016)
10. Frittella, S., Greco, G., Kurz, A., Palmigiano, A., Sikimic, V.: A proof-theoretic semantic analysis of dynamic epistemic logic. J. Log. Comput. 26(6), 1961-2015 (2016)
11. Frittella, S., Greco, G., Palmigiano, A., Yang, F.: A multi-type calculus for inquisitive logic. In: Väänänen, J., Hirvonen, Å., de Queiroz, R. (eds.) WoLLIC 2016. LNCS, vol. 9803, pp. 215-233. Springer, Heidelberg (2016). https://doi.org/10. 1007/978-3-662-52921-8_14
12. Frittella, S., Palmigiano, A., Santocanale, L.: Dual characterizations for finite lattices via correspondence theory for monotone modal logic. JLC 27(3), 639-678 (2017)
13. Gabbay, D., Giordano, L., Martelli, A., Olivetti, N., Sapino, M.L.: Conditional reasoning in logic programming. J. Log. Program. 44(1-3), 37-74 (2000)
14. Gasquet, O., Herzig, A.: From classical to normal modal logics. In: Wansing, H. (ed.) Proof Theory of Modal Logic. APLS, vol. 2, pp. 293-311. Springer, Dordrecht (1996). https://doi.org/10.1007/978-94-017-2798-3_15
15. Gehrke, M., Jónsson, B.: Bounded distributive lattice expansions. Mathematica Scandinavica, 13-45 (2004)
16. Greco, G., Jipsen, P., Manoorkar, K., Palmigiano, A., Tzimoulis, A.: Logics for rough concept analysis. In: Khan, M.A., Manuel, A. (eds.) ICLA 2019. LNCS, vol. 11600, pp. 144-159. Springer, Heidelberg (2019). https://doi.org/10.1007/978-3-662-58771-3_14
17. Greco, G., Liang, F., Manoorkar, K., Palmigiano, A.: Proper multi-type display calculi for rough algebras. ArXiv preprint arXiv:1808.07278 (2018)
18. Greco, G., Liang, F., Moshier, M.A., Palmigiano, A.: Multi-type display calculus for semi De Morgan logic. In: Kennedy, J., de Queiroz, R.J.G.B. (eds.) WoLLIC 2017. LNCS, vol. 10388, pp. 199-215. Springer, Heidelberg (2017). https://doi.org/ 10.1007/978-3-662-55386-2_14
19. Greco, G., Liang, F., Palmigiano, A., Rivieccio, U.: Bilattice logic properly displayed. Fuzzy Sets Syst. 363, 138-155 (2018)
20. Greco, G., Ma, M., Palmigiano, A., Tzimoulis, A., Zhao, Z.: Unified correspondence as a proof-theoretic tool. J. Log. Comput. 28(7), 1367-1442 (2018)
21. Greco, G., Palmigiano, A.: Linear logic properly displayed. arXiv preprint arXiv:1611.04184 (2016)
22. Greco, G., Palmigiano, A.: Lattice logic properly displayed. In: Kennedy, J., de Queiroz, R.J.G.B. (eds.) WoLLIC 2017. LNCS, vol. 10388, pp. 153-169. Springer, Heidelberg (2017). https://doi.org/10.1007/978-3-662-55386-2_11
23. Hansen, H.H.: Monotonic modal logics. Institute for Logic, Language and Computation (ILLC), University of Amsterdam (2003)
24. Jónsson, B., Tarski, A.: Boolean algebras with operators. Part I. Am. J. Math. 73(4), 891-939 (1951)
25. Kracht, M., Wolter, F.: Normal monomodal logics can simulate all others. J. Symb. Log. 64(1), 99-138 (1999)
26. Lewis, D.: Counterfactuals. Wiley, Hoboken (2013)
27. Manoorkar, K., Nazari, S., Palmigiano, A., Tzimoulis, A., Wijnberg, N.M.: Rough concepts (2018, Submitted)
28. Negri, S.: Proof theory for non-normal modal logics: the neighbourhood formalism and basic results. IFCoLog J. Log. Appl. 4, 1241-1286 (2017)
29. Nute, D.: Topics in Conditional Logic, vol. 20. Springer, Heidelberg (2012)
30. Olivetti, N., Pozzato, G., Schwind, C.: A sequent calculus and a theorem prover for standard conditional logics. ACM Trans. Comput. Log. 8, 40-87 (2007)
31. Pauly, M.: A modal logic for coalitional power in games. JLC 12(1), 149-166 (2002)
32. Pauly, M., Parikh, R.: Game logic - an overview. Studia Logica 75(2), 165-182 (2003)
33. Tzimoulis, A.: Algebraic and proof-theoretic foundations of the logics for social behaviour. Ph.D. thesis. TU Delft (2018)
34. van Benthem, J., Pacuit, E.: Dynamic logics of evidence-based beliefs. Studia Logica 99(1-3), 61 (2011)
35. Wansing, H.: Displaying Modal Logic, vol. 3. Springer, Heidelberg (2013)
