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Abstract

We present a method to classify street networks using only geo-
tagged street-level imagery. By combining pre-trained image em-
beddings with unsupervised clustering, it produces visually coher-
ent street typologies without supervised training or labeled data and
requires only minimal data curation. The approach is lightweight,
scalable, and, in principle, transferable across urban contexts. In a
Delft (Netherlands) case study, we classify approximately 2,000 road
sections using over 70,000 images. Our method recovers distinct
street types such as residential, arterial, and historic ones. These
results show that pre-trained visual embeddings alone can support
effective street classification from visual inputs, offering a practical
tool for urban planning, transport analysis, and mobility research.
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1 Introduction

Classifying streets is a core component of transport network design
and urban planning. It supports applications ranging from defining
operational guidance for automated vehicles and addressing safety
concerns [2] to prioritizing infrastructure investment [5]. Beyond
immediate transport uses, street hierarchies shape urban expansion,
spatial development, and land-use patterns [7, 13]. These influence
accessibility, business location, and housing demand. Overall, these
roles underscore the need for meaningful and adaptable street clas-
sification systems.

Existing approaches include manual rule-based schemes and
data-driven techniques. Traditional systems rely on predefined cat-
egories linked to road function, traffic intensity, or access levels
[14]. These systems often requiring on-site surveys and focusing on
a limited set of transport attributes [13]. Among other approaches,
computational and data-driven methods can extract multiple layers
of information such as surface type via image processing [11] and
traffic dynamics or accidents records via deep learning [12, 16].
More recently, representation learning on street network data has
been applied—for example, to categorize street zones using Open-
StreetMap infrastructure and points of interest [8]. More broadly,
urban representation learning frameworks (e.g., urban2vec [15])
learn embeddings to characterize urban contexts which also sup-
port street classification, but they typically require training on large
datasets to yield city- or domain-specific representations.

Despite these advances, widely used street classification meth-
ods either depend on predefined categories or require supervised
training with large, well-distributed labeled datasets. This limits
their adaptability across diverse urban contexts and their transfer-
ability, especially in data-scarce regions. On the one hand, focusing
on a defined set of attributes can make schemes less adaptable to
urban change, while reliance on field surveys and expert input in-
creases costs. On the other hand, more flexible machine-learning
approaches mitigate some issues yet often require training and com-
putational demands. This motivates a scalable, adaptable, and data-
efficient alternative that captures street complexity using widely
available visual data.
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We address this gap with a data-driven approach that combines
pre-trained image embeddings and unsupervised clustering to clas-
sify streets using only street-level images (SLI). Rather than training
new models or defining manual rules, we leverage generic image
embeddings to encode visual appearance (textures, shapes, spa-
tial layout) and group street segments by similarity. Because the
method reuses pre-trained computer vision backbones, it is light-
weight and transferable across cities. Additionally, the growing cov-
erage of SLI platforms (e.g., Google Street View, Mapillary, Apple
Look Around) further supports applicability where structured road
datasets are scarce. We implement a four-step workflow: image-to-
road matching, embedding extraction, street section aggregation,
and clustering. We demonstrate it in Delft, the Netherlands, recover-
ing coherent street typologies from visual patterns alone. Together,
these elements provide a simple, training-free path to scalable street
classification and a practical basis for street networks analysis.

2 Background

Image embeddings map images to fixed-length vectors so that vi-
sually similar images are nearby in feature space. The concept
generalizes word embeddings from NLP [10] to vision by using
pre-trained backbones (e.g., ResNet [6] or ViT) without the final
classification/task-specific layer. Without this layer, models can pro-
duce embeddings suitable for clustering and retrieval. We leverage
such generic embeddings to describe street-level imagery with-
out additional training, enabling unsupervised grouping of street
segments by visual appearance. Figure 1 illustrates this principle.

A

Pre-trained
Image
I embedding »

model

Figure 1: Illustrative mapping of images onto a 2D space
using an image embedding model. Similar images appear
closer to each other in the projected 2D space.

Figure 1 presents a diverse set of images, including dogs, cats,
and cups processed with a pre-trained image embedding model.
This model maps them into a high-dimensional space. The result is
a structured representation where visually and semantically similar
images are positioned closer together. This is the principle we use
to classify streets.

3 Method

This section describes the input data and outlines our method for
classifying the street network based on street-level imagery. To
illustrate the method, we include examples from its implementation
in Delft, the Netherlands. Delft is a historical city in the western
part of the Netherlands, covering approximately 24km?. Figure 2
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provides an overview of the pipeline employed in the classification

process.
STEP1 STEP 2 STEP3 STEP4

Image-road Image i Street Clustering for
matching features i i ificati

representation

Image collection

Clustering
algorithm

Image-road
matching

Figure 2: Pipeline of the four-step method.

Data. Our classification method utilizes street-level images (SLI)
to extract visual street information and a Geographic Information
System (GIS) file to represent the road network. SLIs are panoramic
photographs captured at ground level, providing detailed visual and
structural information about street surroundings. Several providers,
including Google Street View (GSV), Mapillary [9], and Apple Look
Around [1], offer these images worldwide. For this study, we use
imagery from GSV [4], employing the image ID collection method
described by [3]. This approach systematically gathers geo-tagged
image IDs across a study area, with each ID corresponding to a
specific image and its geographical coordinates. We then filter the
images to retain only those facing forward and backward along the
streets, ensuring that the road and its surroundings are visually cap-
tured. In addition to the SLIs, the GIS road network file is available
through OpenStreetMap and it provides the coordinates needed to
map and identify each street in the study area. For the city of Delft,
around 70 thousands SLIs were collected covering approximately
300 km of road network.

3.1 Step 1: Image-road matching

The first step involves defining and associating the road section
units with the SLIs. A road section unit is defined as a spatial
line segment that represents either an entire street or a portion
of it. These road sections serve as the minimal spatial units for
street classification in our method. The definition of a section can
vary depending on the application, such as the segment between
two intersections, sections based on street names, or fixed-length
segments (e.g., 100 meters). Then, the SLIs are spatially associated
with the road sections.

In our application for Delft, we define road sections using in-
tersection nodes from the GIS network file. These nodes represent
points where streets intersect or experience strong deviations serv-
ing as natural boundaries for segmenting the road network. This
process yields a total of 3,429 road sections averaging around 130
meters each. Once the road sections are defined, we create 20-meter
buffers around them to match SLIs from their surroundings. If an
image corresponds to multiple sections, it is assigned to the closest
one. As a result, 1,914 road sections are matched with at least one
image, and 68, 178 SLIs are used in total.
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3.2 Step 2: Image embedding features extraction

The second step is designed to extract features from the road sec-
tions” SLIs by using a pre-trained image embedding model. This
model transforms street-level images into vectors (aka embeddings).
These embeddings capture essential visual characteristics of the im-
ages, such as textures, colors, structural patterns, and composition,
while reducing the dimensionality of the data. Several pre-trained
models can be used for this purpose, including convolutional neural
networks (CNNs) and Vision Transformers (ViTs). Once images are
represented as vectors, visually similar images will be positioned
closer together in the multidimensional space, as illustrated in Fig-
ure 1. The distances among images in the multidimensional space
facilitate the street clustering based on shared visual characteristics.

We employ ResNet152, a CNN-based model pre-trained on Ima-
geNet [6] with IMAGENETIK_V2 PyTorch weights for processing
Delft’s SLIs. We choose this model because of its ability to extract
high-quality features from images across diverse contexts, its ease
of implementation, and its manageable computational requirements.
For each road section, we process the associated images through
this model to generate the embeddings (i.e., one vector per image).
ResNet152 generates a 2, 048-dimensional feature vector for each
image, preserving various visual attributes relevant for classifica-
tion.

3.3 Step 3: Street embedding representation

The third step involves aggregating the image embeddings associ-
ated with each road section to create a unified street vector repre-
sentation. To achieve this, we compute the mean of the embedding
dimensions for all images linked to a given road section. By aver-
aging, we derive a comprehensive representation that encapsulates
the overall visual content of the section, balancing the contribu-
tion of each image while reducing noise from individual ones. This
approach ensures that the resulting vector reflects the collective
visual characteristics of the road section rather than relying on any
single image.

Once the street embeddings are generated, we address the curse
of dimensionality, which can negatively affect clustering perfor-
mance (in step 4). High-dimensional embeddings can result in
sparse data distributions, making difficult the identification of mean-
ingful groups. To mitigate this, we apply Principal Component Anal-
ysis (PCA) for reducing dimensionality while preserving at least
80% of the variance. This reduction enhances clustering stability
and ensures classification results remain interpretable. After PCA,
the embeddings are reduced from 2, 048 to 87 dimensions, which
balances computational efficiency with information retention.

3.4 Step 4: Clustering for classification

The final step involves classifying the streets by applying clustering
techniques to the aggregated street embedding vectors. The goal
is to group road sections based on shared visual patterns captured
from street-level imagery. We use the elbow method to determine
the appropriate number of clusters, which evaluates the variance
explained as a function of the number of clusters and identifies the
point of diminishing returns. This approach allows us to balance
classification detail with interpretability.
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For the clustering implementation, we apply hierarchical ag-
glomerative clustering, which is well-suited to the nested structure
commonly found in urban road networks. This technique constructs
a tree-like hierarchy of clusters, aligning with how streets are often
organized, from major roads to local residential streets. We also test
alternative clustering methods to evaluate the robustness of our
results, including K-means and Gaussian Mixture Models (GMM).
These methods are implemented using the same embedding rep-
resentations. All three approaches yield consistent classifications,
with the core urban typologies remaining stable across methods.
Based on this consistency and the interpretability of hierarchical
outputs, we select agglomerative clustering for our final analysis.

4 Results

This section presents the results of applying our embedding-based
classification method to the street network of Delft.

4.1 Clustering results

We apply hierarchical clustering over the embeddings to identify
distinct street types in Delft based on their visual appearance. The
elbow method determines that six clusters provide the optimal
balance between compactness and interpretability. Figure 3 shows
the resulting classification, with Delft’s roads color-coded by cluster.

@B 1: Residential A
B 2: City centric
S 3: Motorway

4: Arterial
@ 5: Greenery

6: Residential B

Figure 3: Delft’s streets colored by clusters. Cluster names are
assigned based on the visual characteristics of the images.

The model successfully differentiates a variety of urban typolo-
gies. The city center, marked in light blue (cluster 2), is characterized
by narrow streets, canals, and historic, closely built houses with
minimal vehicle presence. Our model accurately identifies the natu-
ral boundaries of this area. Notably, the light blue (cluster 2) has two
sub-regions separated by the arterial blue road. The smaller one is
composed of some streets located west of the train tracks—outside
the traditional boundaries of the old town— that are also grouped
in this cluster, sharing similar visual features such as street width,
facade style, and limited vehicular traffic. On the other hand, a few
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streets located within the area of the old town (right side of the ma-
jor light blue region) are assigned to different clusters, likely due to
distinctive characteristics such as wider streets or modern architec-
ture. Additionally, the two major motorways passing through Delft
are clearly distinguished in yellow (cluster 3). While the clustering
results effectively segment different street types, qualitative vali-
dation is necessary to ensure these clusters align with meaningful
visual distinctions. To support this, we conduct a qualitative review
of randomly sampled images from each cluster.

4.2 Visual interpretation of clustered streets

We conduct a qualitative analysis to better understand the visual
differences between clusters and validate their coherence. To do
so, we sample random images from each group. This exploratory
process complements the cluster definitions by analyzing visual
features in the images. Figure 4 presents a set of random images
from the six clusters.

(oo ] (e ) (rierer ) (RN (G ) D

.i
L]

Figure 4: Randomly sampled images from each cluster.

We labeled the clusters based on characteristics observed in the
sampled images and their spatial distribution of the streets in Figure
3. Cluster 2 (light blue) is labeled City Centric due to its narrow
streets and historic buildings. This area closely aligns with the
well-known historic center of Delft. Clusters 1 and 6 (pink and red)
are labeled Residential A and Residential B, respectively, character-
ized by residential houses, open areas, and the presence of trees
on the streets. Residential B encircles the city center, maintaining
a built environment similar to the historic core. In contrast, Resi-
dential A, located in the southern outskirts, exhibits wider streets,
newer buildings, and more green spaces, reflecting a more mod-
ern residential layout. Cluster 3 (yellow) is identified as Motorway,
encompassing the main motorways in Delft, and visible from the
images showing wide, higher-speed roads. Cluster 4 (blue), labeled
Arterial, features wider streets with multiple lanes, reflecting their
role as major traffic arteries connecting different city areas. Lastly,
Cluster 5 (green), labeled Greenery, includes roads surrounded by
more rural landscapes and vegetation. While similar to Arterial
roads in their connectivity function, the visual cues of abundant
greenery distinguish this cluster. These labels serve as a prelimi-
nary interpretation of the clusters, which can be further refined by
incorporating additional data and expert knowledge.

5 Conclusions

We propose a lightweight, city-agnostic method for street classifi-
cation that combines pre-trained image embeddings with unsuper-
vised clustering over street-level imagery, requiring no supervised
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training and minimal data curation. In a Delft case study, the ap-
proach produced recognizable street typologies from visual patterns
alone; qualitative inspection and consistency across clustering al-
gorithms support the coherence of the groupings. Computationally,
cost is dominated by single-pass embedding extraction and clus-
tering (no training loop), which supports practical scalability on
commodity hardware; scalability is governed mainly by SLI avail-
ability and the number of images/segments.

Limitations include dependence on SLI coverage and quality,
lack of explicit handling of temporal/seasonal change, the inherent
opacity of embeddings, and qualitative label assignment. While
the design is transferable in principle, multi-city evaluations are
needed to establish external validity and operational cost profiles.
Future work should test the method across diverse urban contexts,
develop practitioner-in-the-loop workflows for systematic label-
ing, compare backbone encoders (e.g., ResNet vs. ViT/CLIP), and
integrate complementary modalities (e.g., satellite or traffic data).
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