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Summary 

During the past few decades, numerous protein-based pharmaceuticals to treat chronic and life-

threatening diseases have emerged. The short plasma half-life of therapeutic proteins requests 

frequent administration, usually via parenteral routes. This short-coming is proposed to be solved by 

the development of an injectable microparticulate drug delivery system (DDS) where the proteins are 

encapsulated to control the release of the drugs after administration. One way of preparing a protein 

DDS is through the interaction of proteins and biocompatible coating materials, where the coating 

materials hinder the quick degradation and release of the proteins.  

Conventional encapsulation processes use non-polar polymers such as poly(lactic-co-glycolic acid) 

(PLGA) as the drug carrier material, but their acid degradants are harmful to the proteins. Moreover, 

the process of encapsulation requires the use of non-polar organic solvents for the dissolution of the 

polymers, and freeze-drying or thermal evaporation for particle production, during which the proteins 

are exposed to interfacial and thermal stress. As an alternative to the conventional coating materials, 

biocompatible, hydrophilic polyelectrolytes exhibiting complexation with the amphoteric proteins are 

being investigated. Supercritical fluid processes, typically employing supercritical carbon dioxide 

(scCO2), are more suitable for producing formulated protein particles than the conventional methods 

because of the mild operating conditions.   

Only a few studies have been reported on the encapsulation of proteins with polyelectrolytes via the 

scCO2 processes. Also, protein-polyelectrolyte interactions on the molecular level and the resulting 

agglomeration profiles, have been only scarcely investigated. This thesis mainly addresses two targets: 

protein encapsulation with polyelectrolytes for the purpose of controlled release; and the 

understanding of the protein-polyelectrolyte interactions and agglomeration. This project was jointly 

conducted with Ahmad S. Sediq from Leiden University in the framework of an STW project (grant 

number 12144).   

In chapter 2 of this thesis, a scCO2 spray coating process to coat solid lysozyme particles with dextran 

sulphate sodium (DSS) as the coating material is presented. The processing schemes and conditions, 

together with the product morphology, properties and protein release profiles are included. 

Agglomerated microparticles were produced during the spray coating process. The humidity level in 

the spray coating vessel had a significant effect on the coating of the solid lysozyme particles. It was 

demonstrated that the obtained profile of particle release is in correlation with the humidity level in 

the spray coating vessel. The higher the humidity level to which the lysozyme particles were exposed 
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during the spray coating process, the more prolonged was the release of the lysozyme from the 

product particles.  

To better understand the behaviours of the protein and polyelectrolyte during their interactions, 

investigations on the molecular morphology of DSS in an aqueous environment and its interaction 

with lysozyme are described in chapters 3 and 4. It was found that the DSS has a helix structure in the 

aqueous environment with a di-sulphate sodium group in each polymerisation unit. Three types of 

interactions were considered when examining the interactions of DSS with proteins in the aqueous 

environment: electrostatic interaction; aqueous solvation of the molecules; and steric interactions 

between the macromolecules. Preliminary results on the reaction energy and the interacted molecular 

geometry are described.  

Chapter 5 describes how a Brownian dynamics method was applied to simulate mathematically the 

protein-polyelectrolyte particle formation and growth. The simulation was based on an extension of 

the classical Smoluchowski model. The simulation results on the evolution of the particle size 

distribution as a function of time are reported. It was found that the average ratio of protein to 

polyelectrolyte in the formed complexes at the early stage after their mixing is equal to their initial 

ratio in the system. The comparability of the simulated evolution of particle concentration with 

experimental observation is discussed. A Monte Carlo method was proposed to simulate the particle 

agglomeration behaviour by tracking the displacement of the particles in the simulation domain. 

Another idea proposed to simulate particle agglomeration was based on calculating the inter-particle 

collision probability.  

The dynamics of protein-polyelectrolyte interactions are closely associated with their diffusion 

behaviour. Chapters 6 and 7 present the determination of the diffusivity of protein and polyelectrolyte 

using a microfluidics H-cell equipment. The measured diffusion coefficients of the proteins were 

comparable with those obtained using other (commercially) available techniques reported in the 

literature. For the model protein (lysozyme in this study), the measured diffusion coefficient 

decreased with the medium ionic strength and viscosity. At a pH below the pI (isoelectric point) and 

low ionic strength, the measured diffusion coefficient for lysozyme increased with the inlet 

concentration gradient between the two streams flowing into the H-cell. The H-cell was also 

preliminarily applied to determine the diffusion coefficients of polyelectrolytes (chapter 7), in which 

the DSS (MW 5000 Da) was used as the model polymer. The factors affecting protein diffusion were 

found to have similar effects on the diffusion of polyelectrolyte.     

There has been a method developed to acquire the information on the properties of microparticles 

such as density and porosity by using flow imaging microscopy (FlowCAM®). The particles settling 
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down in a stationary liquid medium with a known density can be described by the classical Stokes’ law. 

Based on tracking the particles’ displacement and acquiring their velocity, the density of the particles 

can be calculated. To assist in the analysis of the data exported by FlowCAM®, a Matlab-based toolkit 

was developed, which is presented in chapter 8. It was demonstrated that this toolkit functions to 

calculate the particle density based on the particle trajectory in a stationary liquid medium recorded 

by FlowCAM®.  

The scCO2 spray coating process developed in this study was shown to be a promising alternative to 

conventional encapsulation processes for proteins. The coating of protein by polyelectrolyte via 

electrostatic interaction is a competitive strategy to conventional ones using non-polar coating 

materials. The spray coating mode avoids the dissolution of the protein core particles during the 

coating process. Moreover, the scCO2 can work as a drying medium for the production of coated 

protein particles. The product design of the protein DDS and the process optimisation is aided by 

information on the molecular behaviour of the protein-polyelectrolyte interaction and their 

agglomeration profiles. The properties of the encapsulated particles may be examined via flow 

imaging microscopy techniques, and the data analysis can be assisted by the computation toolkit 

developed in this study.  
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Samenvatting 

De afgelopen decennia is er een groot aantal op eiwit gebaseerde farmaceutische producten 

verschenen voor de behandeling van chronische en levensbedreigende aandoeningen. Vanwege de 

korte plasmahalfwaardetijd van therapeutische eiwitten is veelvuldige toediening noodzakelijk, 

meestal parenteraal. Deze tekortkoming zou worden verholpen door de ontwikkeling van een 

geneesmiddelafgiftesysteem (drug delivery system, DDS) met injecteerbare microdeeltjes waarin de 

eiwitten zijn ingekapseld om de afgifte van de geneesmiddelen na toediening te reguleren. Een van 

de manieren om een afgiftesysteem voor eiwitten voor te bereiden is door gebruik te maken van de 

interactie van eiwitten en biocompatibele coatingmaterialen, waarbij de coatingmaterialen het snelle 

uiteenvallen en de afgifte van de eiwitten belemmeren. 

Conventionele inkapselingsprocessen maken gebruik van niet-polaire polymeren als poly(lactideco-

glycolide) (PLGA) als drager voor het geneesmiddel. De zure afbraakproducten zijn echter schadelijk 

voor de eiwitten. Bovendien moeten voor de desintegratie van de polymeren bij het 

inkapselingsproces niet-polaire organische oplosmiddelen worden gebruikt en is vriesdrogen of 

thermische verdamping nodig om deeltjes te produceren, waardoor eiwitten worden blootgesteld aan 

grensvlakspanning en thermische spanning. Als alternatief voor de conventionele coatingmaterialen 

worden biocompatibele, hydrofiele polyelektrolyten onderzocht die complexvorming met de 

amfoterische eiwitten vertonen. Processen met superkritische medium, waarbij doorgaans 

superkritische koolstofdioxide (scCO2) wordt gebruikt, zijn vanwege de milde bedrijfsomstandigheden 

geschikter voor de productie van samengestelde eiwitdeeltjes dan de conventionele methodes. 

Er zijn slechts enkele onderzoeken gemeld naar de inkapseling van eiwitten met polyelektrolyten via 

processen waarbij gebruik wordt gemaakt van scCO2. Daarnaast zijn ook interacties op moleculair 

niveau tussen eiwitten en polyelektrolyten en de resulterende profielen voor agglomeratie slechts 

mondjesmaat onderzocht. Dit proefschrift richt zich voornamelijk op twee hoofddoelen: inkapseling 

van eiwitten met polyelektrolyten ten behoeve van gereguleerde afgifte en inzicht in de interacties 

tussen eiwitten en polyelektrolyten en de agglomeratie ervan. Dit project werd uitgevoerd in 

samenwerking met Ahmad S. Sediq van de Universiteit Leiden in het kader van een STW-project 

(subsidienummer 12144). 

In hoofdstuk 2 van dit proefschrift wordt een scCO2-sprayproces gepresenteerd voor de coating van 

vaste lysozymdeeltjes met natriumdextraansulfaat (dextran sulphate sodium, DSS) als 

coatingmateriaal. Ook de processchema’s en -omstandigheden worden vermeld, evenals de 

morfologie, eigenschappen en eiwitafgifteprofielen van het product. Tijdens het proces van 
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spraycoating werden geagglomereerde microdeeltjes geproduceerd. De vochtigheidsgraad in de tank 

waarin de spraycoating werd uitgevoerd, had een aanzienlijk effect op de coating van de vaste 

lysozymdeeltjes. Aangetoond werd dat het verkregen profiel van deeltjesafgifte samenhangt met de 

vochtigheidsgraad in de coatingtank. Hoe hoger de vochtigheidsgraad waaraan de lysozymdeeltjes 

waren blootgesteld tijdens de spraycoating, hoe langer de afgifte van lysozymen uit de 

productdeeltjes aanhield. 

Voor een beter inzicht in het gedrag van eiwitten en polyelektrolyten tijdens hun interacties, wordt 

het onderzoek naar de moleculaire morfologie van DSS in waterig milieu en de interactie met 

lysozymen beschreven in hoofdstuk 3 en 4. Het bleek dat DSS in het waterige milieu een helixstructuur 

heeft met een natriumdisulfaatgroep in elke polymerisatie-eenheid. Bij onderzoek van de interacties 

van DSS met aminozuren en peptiden in het waterige milieu werden drie typen interacties bestudeerd: 

elektrostatische interactie, waterige solvatatie van de moleculen en sterische interacties tussen de 

macromoleculen. Voorlopige uitkomsten voor de reactie-energie en de geïnteracteerde moleculaire 

geometrie worden beschreven. 

Hoofdstuk 5 beschrijft hoe Brownse dynamiek werd toegepast om mathematisch de vorming en groei 

van eiwit-polyelektrolytcomplexen te simuleren. De simulatie was gebaseerd op een uitbreiding van 

het klassieke Smoluchowski-model. Er wordt verslag uitgebracht van de simulatie-uitkomsten voor de 

ontwikkeling van de deeltjesgrootteverdeling in functie van de tijd. De gemiddelde verhouding van 

eiwitten en polyelektrolyten in de gevormde complexen in de eerste fase na het mengen van de twee 

materialen bleek gelijk te zijn aan de initiële verhouding in het systeem. Besproken wordt in hoeverre 

de experimentele waarneming vergelijkbaar is met de gesimuleerde ontwikkeling van de 

deeltjesconcentratie. De Monte Carlo-methode werd voorgesteld om het agglomeratiegedrag van de 

deeltjes te simuleren door de verplaatsing van de deeltjes in het simulatiedomein te volgen. Een ander 

idee dat als doel had de vorming van deeltjesagglomeratie te simuleren, was gebaseerd op het 

berekenen van de kans dat deeltjes onderling zouden botsen. 

De dynamiek van interacties tussen eiwitten en polyelektrolyten hangt nauw samen met hun 

diffusiegedrag. Hoofdstuk 6 en 7 presenteren de bepaling van de diffusiviteit van eiwitten en 

polyelektrolyten met behulp van een microfluïdische H-cel. De gemeten diffusiecoëfficiënten van de 

eiwitten waren vergelijkbaar met de uitkomsten verkregen met commercieel beschikbare technieken. 

Voor het modeleiwit (in dit onderzoek lysozym) nam de gemeten diffusiecoëfficiënt af met de 

ionsterkte en viscositeit van het medium. Bij een pH onder het pI (iso-elektrisch punt) en een lage 

ionsterkte nam de diffusiecoëfficiënt voor lysozymen toe met de verschil in concentratie bij de inlaat 

tussen de twee stromen de H-cel in. De H-cel werd daarnaast preliminair toegepast voor het bepalen 
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van de diffusiecoëfficiënten van polyelektrolyten (hoofdstuk 7), waar DSS (MW 5000 Da) werd 

gebruikt als model-polyelektrolyt. De bij de polyelektrolyten waargenomen effecten van de 

onderzochte factoren waren vergelijkbaar met die bij de eiwitdiffusie. 

Er is een methode ontwikkeld om de informatie over de eigenschappen van de microdeeltjes te 

verkrijgen met behulp van flow imaging microscopy (FlowCAM®), waarmee de dichtheid en porositeit 

van deeltjes wordt bepaald. De deeltjes die bezinken in een stationair vloeibaar medium met een 

bekende dichtheid, kunnen worden beschreven aan de hand van de klassieke wet van Stokes. Door 

de verplaatsing van de deeltjes te volgen en de sedimentatiesnelheid te meten, kan de dichtheid van 

de deeltjes worden berekend. Om te helpen bij de analyse van de met FlowCAM® gegenereerde 

gegevens werd een toolkit gebaseerd op Matlab ontwikkeld. Deze toolkit wordt in 

hoofdstuk 8 gepresenteerd. Aangetoond werd dat met de toolkit de deeltjesdichtheid kan worden 

berekend op basis van het deeltjestraject in een stationair medium zoals vastgelegd met FlowCAM®. 

Het scCO2-sprayproces dat in dit onderzoek werd ontwikkeld, bleek een veelbelovend alternatief voor 

conventionele inkapselingsprocessen voor eiwitten. De coating van een eiwit met een polyelektrolyt 

via elektrostatische interactie is een alternatieve strategie voor conventionele methoden die 

gebruikmaken van niet-polaire coatingmaterialen. Deze wijze van spraycoating voorkomt de 

desintegratie van de eiwitkern tijdens het coatingproces. Daarbij kan scCO2 dienen als droogmedium 

voor de productie van gecoate eiwitdeeltjes. Het ontwerpen van het afgiftesysteem voor eiwitten en 

de procesoptimalisatie worden ondersteund door informatie over het moleculaire gedrag van de 

interactie tussen eiwit en polyelektrolyt en hun agglomeratieprofielen. De eigenschappen van de 

gecoate deeltjes kunnen worden onderzocht door middel van flow imaging microscopy-technieken, 

en de berekeningstool die in dit onderzoek werd ontwikkeld, kan helpen bij de data-analyse. 
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Chapter 1                  

Introduction 
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1.1   Development of controlled drug delivery systems for proteins  

In the pharmaceutical industry, protein therapeutics have been successfully applied to treat chronic 

and life-threatening diseases owing to their high specificity and potency [1-6]. To enhance the 

applicability and efficacy of protein drugs while avoiding degradation in the human body, the 

development of controlled drug delivery systems (DDS) for therapeutic proteins is an attractive option. 

Controlled DDS help maintain the drug levels over a relatively long period, thus reducing the need for 

frequent administration and thereby potentially increasing patient compliance [7]. This is in contrast 

to traditional drug delivery systems where the drug level in the blood rises after each administration 

and then decreases until the next administration. The ideal drug delivery system should be inert, 

biocompatible, convenient for the patient, capable of achieving high drug loading, safe from 

accidental release, simple to administer and remove, and easy to fabricate and sterilise.  

The encapsulation of protein drugs in an injectable microparticulate DDS has been studied previously 

[8-11]. However, it remains a challenge in practice to find a solution for the controlled delivery of 

proteins, and there are no commercial products yet available on the market [12-14]. One approach is 

to involve biocompatible and biodegradable polymers as a complexation or coating material to hinder 

the direct contact between protein and the bloodstream. This has been the focus of the STW project 

“Controlled release of protein pharmaceuticals from biodegradable, hydrophilic microcapsules 

produced by supercritical fluid processing”. The goal of this PhD research has been to investigate the 

DDS particle formation process in model systems by experiments and by modelling, and to produce 

coated particles via supercritical carbon dioxide processing. 

 

1.2   Application of biocompatible polyelectrolytes for drug delivery systems 

Polymers are widely used in controlled DDS development, as a means to stabilise drugs and modify 

the drug release characteristics. Non-polar polymers such as poly(lactic-co-glycolic) acid (PLGA) have 

been used as carriers to encapsulate proteins [15]. The advantage of using these degradable polymers 

is that they are broken down into biocompatible molecules that are metabolised and removed from 

the body via normal metabolic pathways. However, there are several drawbacks in using this type of 

polymers such as i) degradation of proteins (including therapeutic proteins) which come into contact 

with the polymer as a result of amide bond formation between carboxyl groups of the (degrading) 

polymer and primary amines of proteins [16]; ii) protein denaturation and aggregation due to the  

presence of water/organic solvent interfaces when encapsulating the proteins via the commonly-used 
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emulsion method [17-20]; and iii) protein instability due to the formation of acidic degradation by-

products by polymer hydrolysis [21].  

As a substitute for the aforementioned non-polar polymers, hydrophilic and biocompatible charged 

polymers, i.e. polyelectrolytes, have been investigated for protein encapsulation [22-24], but only a 

few studies have been reported. Polyelectrolytes offer specific benefits over non-polar polymers such 

as i) the coating process can be conducted in an aqueous environment, helping preserve the 

bioactivity of the fragile proteins; ii) easy incorporation of the protein via electrostatic interaction 

because of the charge on the polyelectrolyte and the amphotericity of the proteins; and iii) the 

potential to build up multi-layer coatings (layer-by-layer (LbL)) by means of alternating positively and 

negatively charged polyelectrolytes [22]. The coating of proteins by polyelectrolytes enables the 

control of the release behaviour by selecting appropriate polymers (based on criteria such as pKa, 

charge group and size) and modifying their interactions [22-24]. Based on these characteristics, it is 

promising to apply the polyelectrolyte in this project as the coating material for the development of 

controlled DDS for proteins.  

 

1.3   Protein-polyelectrolyte interaction: mechanism on the molecular level 

and dynamics of particle formation  

The interaction between proteins and oppositely-charged polyelectrolytes tends to cause particle 

formation and agglomeration. A schematic representation of protein-polyelectrolyte particle 

precipitation is shown in Figure 1.1. Protein-polyelectrolyte complexes result from the attraction 

(electrostatic, hydrogen bonding, hydrophobic interactions) between the protein and polyelectrolyte 

molecules [25, 26]. These complexes then quickly agglomerate to form particles varying in size from 

sub-micron to a few micrometres [27]. The final stage is the agglomeration of these particles into flocs.  

The rate of protein-polyelectrolyte complex formation depends on the particle collision frequency and 

efficiency (ratio of the number of collisions leading to agglomeration to the total number of collisions). 

Smoluchowski’s theory [28] has been employed to calculate nanoparticle collision frequencies and 

agglomeration rates. The collision efficiency, however, is more difficult to predict due to the 

complicated interactions between the particles [29]. Charge neutralisation and polymer bridging 

affect the collision efficiency between protein and polyelectrolyte. The former is a result of the 

electrostatic interaction between protein and polyelectrolyte and the gradual domination of van der 

Waals attraction among the complexes due to the alleviation of electrostatic forces. In the case of 
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polymer bridging, extended chains of polyelectrolyte adsorbed on the surface of one particle may 

interact with and adsorb to the surface of another particle.  

The successful design of protein-polyelectrolyte DDS product or the production processes relies on 

understanding the mechanism and dynamics of the macromolecular interactions and complexation, 

which can be investigated via molecular modelling and Brownian dynamics simulations. The former 

encompasses theoretical and computational methods to model or mimic the behaviour of molecular 

systems, ranging from small chemical systems to large biological molecules and material assemblies. 

By using molecular mechanics or quantum mechanics methods, the morphologies and 

thermodynamic behaviours of the macromolecules (protein and polyelectrolyte), their complexes at 

an early stage or even the later agglomerated particles can be predicted. Based on Smoluchowski’s 

theory, the Brownian dynamics simulation is used to describe the collision and agglomeration of 

molecules or particles following stochastic Brownian motion.    

 

 

Figure 1.1. Schematic diagram of protein-polyelectrolyte particle formation and growth into flocs 

(adapted from [26, 30]). 
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1.4   Supercritical fluid technology: a green alternative to process 

pharmaceutical proteins 

Encapsulation using non-polar polymer materials usually involves emulsion-based methods [15, 31] 

where an aqueous solution containing the protein is introduced into a non-polar polymer dissolved in 

an organic solvent. Such encapsulation processes exert interfacial stresses on the labile protein 

materials that can cause their denaturation. Moreover, organic solvents are costly and harmful to the 

environment [32, 33], and organic solvent residues in the drug product may be toxic. As an alternative, 

environmental-friendly techniques using supercritical fluid (supercritical carbon dioxide in this project) 

are being explored for stabilisation of protein therapeutics. Also, the supercritical carbon dioxide 

(scCO2) can be applied as a drying medium for the production of formulated protein-containing 

microparticles [34, 35].  

ScCO2 processes have been investigated for the purpose of protein encapsulation [36-43]. However, 

in these studies, hydrophobic materials such as PLA, PLGA and lipids were applied as the coating 

material, and organic solvents were still used. The application of scCO2 processes together with the 

use of hydrophilic polymers as the coating material provides an alternative to encapsulate proteins 

for the development of controlled DDS.  

The encapsulation of solid protein particles can be achieved via emulsion or spray coating methods. 

The former can be achieved by using the non-polar scCO2 in place of organic solvents, where a 

water/scCO2 emulsion is formed [44, 45] and the solid protein particles are encapsulated by polymer-

containing droplets. The latter spray coating method has been applied in the food and pharmaceutical 

industry [46-50] where core particles are brought in contact with the sprayed polymer-containing 

droplets. Conventionally, this coating process provides many advantages such as uniform coating, 

control of coating layer thickness, multilayer coating and particle formation [47, 51].  

 

1.5   Research purpose of this thesis 

This thesis aims at encapsulating protein with polyelectrolyte via a scCO2 process in the absence of 

organic solvents. This was done by a spray coating process, in which the solid protein microparticles 

were suspended in a high-pressure vessel filled with scCO2 and are coated by polyelectrolyte via 

contacting the atomised polymer droplets sprayed into the vessel. The coating can be achieved 

without full dissolution of protein in an aqueous medium. The properties of the encapsulated protein 

product are investigated and correlated to the process conditions. This gives an evaluation of the 
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operating conditions, especially the critical operating factors that influence the protein encapsulation, 

and provides guidance for further optimisation of the coating process.  

Moreover, this thesis aims to understand the properties of the applied protein and polyelectrolyte 

and their interaction behaviours via molecular modelling, Brownian dynamics simulation and 

microfluidic method. These contribute to the design of controlled biopharmaceutical DDS, the 

improvement of process equipment, and the optimisation of the coating process.  

This project was granted by the Netherlands Technology Foundation STW (now is the Netherlands 

Organisation for Scientific Research (NWO) Domain Applied and Engineering Sciences (TTW)) and has 

been performed in collaboration with the Division of Drug Delivery Technology from Leiden University. 

The researchers from Leiden University focused on protein formulation, particle and protein stability, 

and protein release studies with the extensive characterisation of encapsulated and released proteins. 

 

1.6   Thesis outline 

This thesis is divided into nine chapters, and the scheme is shown in Figure 1.2. Chapter 2 describes 

the investigation of a scCO2 spray coating process to coat solid protein hydrophilic micron-sized core 

particles with a biodegradable and hydrophilic polyelectrolyte. Lysozyme microparticles were used as 

the core particles, and dextran sulphate was used as the coating polymer. The characteristics and 

principles of the spray coating process are discussed. The encapsulation of the protein by the 

polyelectrolyte and the protein release behaviours from the coated product particles are evaluated 

and correlated to the processing conditions.    

A better understanding of the interactions between protein and polyelectrolyte contributes to the 

development of encapsulated biopharmaceuticals and coating process. Molecular modelling was used 

to study the behaviour of the macromolecules (and complexes after their interaction), and to calculate 

the energies of the interactions. Chapter 3 addresses the morphology of the dextran sulphate (with 

sodium as the counterion; DSS). This chapter lays the foundation for studying the molecular 

interactions of the polymer with lysozyme, which are proposed in Chapter 4. There are three types of 

interactions considered to occur, i.e. electrostatic interactions where the ion exchange takes place, 

aqueous solvation of the molecules and steric interactions between the macromolecules. A 

preliminary calculation of the ion exchange energy under hydrated conditions and the depiction of 

the geometrical behaviour of the interacting molecules (lysozyme and DSS) when undergoing steric 

interactions is included.  
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The dynamics of particle formation and growth have been studied to understand the interaction 

between proteins and polyelectrolytes, of which the particle formation and growth had been 

previously studied by a joint investigator in this STW project, Ahmad S. Sediq, via nanoparticle tracking 

analysis and flow imaging microscopy [52]. In Chapter 5, Brownian dynamics simulations are 

implemented to understand this perikinetic particle agglomeration profile. One of the simulations 

performed was based on classical Smoluchowski’s model and was extended from the conventional 

case of monodisperse particles to the one of the system starting with two particle species, i.e. protein 

and polyelectrolyte. Two other approaches, based on tracking discrete particle trajectories and 

calculating inter-particle collision probability respectively, are proposed but require further 

investigation for the simulation of the protein-polyelectrolyte agglomeration. 

The diffusivities of protein and polyelectrolyte are important factors when studying their 

complexation. Chapters 6 and 7 describe a microfluidic method and the results of determining the 

protein and polyelectrolyte diffusion coefficients, respectively.  

Characterisation of the encapsulated proteins is also essential for process and product optimisation. 

Among the relevant properties are the density and the porosity of the encapsulated particles. A.S. 

Sediq from Leiden University developed a method to determine the particle porosity based on the 

particle density measured via flow imaging microscopy  [53]. In order to efficiently analyse the data, a 

MATLAB-based toolkit, named FlowDensi was developed to calculate the particle density based on the 

output database of the flow imaging microscopy device. This toolkit is described in Chapter 8.   

Chapter 9 summarises the results and conclusions from the above research. The perspectives of scCO2 

spray coating processes using polyelectrolyte as the coating material for protein DDS development 

are discussed, together with an outlook of the molecular modelling, Brownian dynamics simulation 

and microfluidic method to contribute to the encapsulation process and product development.   
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Abstract 

The aim of this study was to develop a supercritical carbon dioxide (scCO2) spray process to coat solid 

protein particles with a hydrophilic polymer. The final purpose is to manufacture drug particles 

exhibiting controlled release behaviour in patients. Lysozyme microparticles (about 20 μm) were 

suspended in a vessel into which a dextran sulphate (DS) solution was dispersed by scCO2 via a nozzle. 

Upon interaction with the droplets, DS was deposited onto or mixed with suspended lysozyme 

particles. Particles of about 100 μm were obtained. The zeta-potential analysis and elemental analysis 

indicated that the top layer of the particles consisted of both lysozyme and DS. Some of the produced 

particulate materials showed retarded lysozyme release when exposed to water or phosphate 

buffered saline, holding promise for future production of controlled drug delivery systems for 

therapeutic proteins. 
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2.1   Introduction 

Protein therapeutics are successfully applied to treat chronic and life-threatening diseases owing to 

their high specificity and potency. One drawback of these drugs is that they have to be administered 

parenterally, i.e., intravenously, subcutaneously or intramuscularly, and often require frequent 

injections or continuous infusion due to rapid clearance from the bloodstream [1]. One way to 

overcome this is to encapsulate these drugs in an implantable macroscopic or injectable 

microparticulate drug delivery system (DDS) from which they are slowly released after administration. 

However, the development of an effective DDS for proteins remains a challenge, as reflected by the 

low number of such products on the market [2-5].  

Up to now, polymers such as polylactic acid (PLA) and poly(lactic-co-glycolic) acid (PLGA) have been 

used as carriers to encapsulate proteins [6]. The use of these polymers, however, comes with 

disadvantages such as denaturation of proteins during production because of contact with the 

polymers, organic solvents and interfaces, and the formation of acidic degradation products causing 

a local drop in pH during release, leading to protein aggregation and incomplete protein release [7]. 

As an alternative to the conventionally used polymers, hydrophilic polymers could be employed, which 

are more protein friendly. In the past decades, the interest for natural or chemically modified 

polysaccharide-based polymers in the development of controlled drug delivery systems has increased 

due to their stability, safety, non-toxicity, hydrophilicity and biodegradability [8-12]. Charged polymers 

such as polyelectrolytes are widely applied in food, biotechnology, pharmaceutical and cosmetic 

industry and are used as dispersing agents, purification reagents, conditioners, etc. [13-15]. In addition 

to these applications, polyelectrolytes have been studied as coating materials for food and 

pharmaceutical purposes [16, 17] with several advantages [18]. One of them is that the coating 

process can be performed in an aqueous environment under mild conditions without the use of 

organic solvents, which helps to preserve the bioactivity of sensitive biomolecules like proteins. 

Proteins can be easily incorporated within polyelectrolyte materials because they are natural 

polyelectrolytes themselves, and due to their amphotericity the protein charge can be changed 

through a well-chosen shifted pH [19, 20]. The complex formation with the polyelectrolyte might, 

however, affect the protein structure and activity [18].  

For the purpose of controlled protein release, polyelectrolytes may be employed to build up multi-

layer coatings (LbL (layer by layer)) by the application of alternating positively-charged and negatively-

charged polyelectrolytes [16]. Compared with conventional encapsulation methods like emulsion-

solvent extraction/evaporation [6, 21], i) LbL coating does not require harmful organic solvents;  ii) 
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avoids the use of thermal evaporation steps which can damage the protein; iii) the protein release 

behaviour can be adjusted by selecting the proper types of polyelectrolytes, arranging the number of 

coating layers and modifying the interactions among the charged polymers [16-18].      

It would be even more advantageous if we were able to carry out protein coating by polyelectrolytes 

in supercritical carbon dioxide (scCO2). ScCO2 has been examined as a solvent to process protein 

pharmaceuticals because of its mild critical temperature and pressure, nontoxicity, the absence of 

solvent/water interfaces and it does not leave traces in the product [22]. ScCO2 can be applied as a 

drying medium for the production of formulated protein-containing microparticles [23]. Also, via 

changes in the kinetics of CO2 depressurisation, the particle morphology can be controlled to generate 

materials of variable density and surface roughness [24].  

Protein encapsulation for controlled release using scCO2 has been investigated before [24-31]. In these 

studies, hydrophobic materials such as PLA, PLGA and lipids, were usually selected as the coating 

materials, and in some cases, organic solvents were applied. As far as we know, there have been no 

studies on protein coating using polyelectrolytes in scCO2 processes.  

The selection of polymer-based coating methods for microparticle encapsulation depends on many 

factors like the desired final coating layer thickness and product particle size. Spraying coating involves 

bringing core particles in contact with the sprayed polymer-containing droplets. Conventionally, this 

coating process provides many advantages such as uniform coating, coating layer thickness control, 

and multilayer coating [32, 33]. By combining the advantages above of spray coating and scCO2 

processes (e.g. drying under mild conditions), a novel approach can be developed for producing 

controlled release protein formulations.  

This chapter reports on an exploratory study aimed at evaluating the possibility of developing a scCO2 

process to coat dry protein-containing hydrophilic micro-sized core particles with a shell of a single 

type of biodegradable and hydrophilic polyelectrolyte. In this study, lysozyme was chosen as a model 

protein and dextran sulphate (DS) as the coating material. The obtained dry microparticles were 

characterised for particle morphology, residual moisture content, protein release profile, zeta-

potential and surface composition.   
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2.2   Experimental 

2.2.1 Materials and preparations of feed solutions 

Hen egg white lysozyme (~70000 U/mg, Sigma-Aldrich, St. Louis, USA) was dissolved in ultrapure water 

(purified using a Milli-Q ultra-pure water system, Millipore™, Molsheim, France) and was used for the 

production of lysozyme core microparticles via a scCO2 spray drying process (see 2.2.2). DS (dextran 

sulphate) (Sigma-Aldrich, St. Louis, USA) solution (10% w/w) was also prepared in ultrapure water for 

the spray coating onto lysozyme core particles. For the in vitro study on the protein release 

performance, a phosphate buffer was prepared with phosphate salts (Na2HPO4 and NaH2PO4) and 

sodium chloride (NaCl) (Sigma-Aldrich, St. Louis, USA). All liquid formulations were filtered through  

0.22 μm cellulose filters (Whatman, GE Healthcare, Freiburg, Germany) before experiments. For all 

the scCO2 related processes, CO2 (99% purity) was purchased from Linde group (Linde Gas Benelux BV, 

The Netherlands).  

 

2.2.2 Preparation of lysozyme core particles 

Prior to the coating experiments, solid spray-dried lysozyme core microparticles were prepared 

according to previous methods, with uniform spherical morphology and a relatively narrow size 

distribution [23]. Briefly described, lysozyme solution (10% w/w) was prepared with ultrapure water 

as the solvent. An amount of 20 ml of this solution was sprayed into a 4-litre scCO2 spray drying vessel 

via a co-axial nozzle (inner liquid diameter 0.05 cm and outer scCO2 diameter 0.24 cm) at a solution 

flow rate of 0.2 ml/min, scCO2 flow rate of 30 kg/h, a temperature of 37 °C and a pressure of 130 bar.  

 

2.2.3 Particle suspension & spray coating (PSSC) process  

2.2.3.1 Experimental set-up 

Figure 2.1 illustrates the scheme of the scCO2 spray coating process. The scCO2 was supplied by a 

diaphragm pump (LEWA, Leonberg, Germany) to a half-litre pressure vessel.  

During the process, an amount of solid lysozyme core particles was placed in the vessel, followed by 

warming and pressurisation with the CO2. With the help of the agitator (a shaft with both disk turbine 

and pitched-blade turbine mounted), the lysozyme powder was suspended in the vessel. DS solution 

was fed into the vessel by a high-pressure piston pump (ISCO, Lincoln, USA). By means of a nozzle-

containing T-mixer in which single-hole nozzles were placed, DS solution and scCO2 were mixed and 
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sprayed into the vessel, which is explained in detail below. Products from the process were collected 

at the bottom of the vessel where paper filters were placed. The paper filter was prepared by cutting 

normal printing paper fitting the inner bottom of the vessel. Ten layers of the paper were fixed at the 

bottom of the vessel. The paper filter remained intact after the spray coating process.  

In order to conveniently describe the process developed in our study, it is named as particle 

suspension & spray coating (PSSC) process.  

 

Figure 2.1.  Sketch of the PSSC experimental set-up. ScCO2 was pressurised and heated to a 

supercritical state (in this study to 130 bar and 37 ˚C), and introduced into the spray & coating vessel 

via a nozzle-containing T-mixer, in which the high-speed scCO2 flow atomises the DS solution 

(introduced by an ISCO pump) into tiny droplets. A disk turbine and pitched-blade turbine were placed 

in the spray & coating vessel to mix the core particles (placed in the vessel before pressurisation) and 

the atomised polymer droplets.  
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2.2.3.2 Nozzle configurations 

These experiments aimed to investigate the influence of different nozzle configurations on the 

dispersion of the DS liquid. Four types of nozzle arrangement in the T-mixer, named as C1, C2, C3 and 

C4, respectively, as shown in Figure 2.2, were tested to evaluate the influence of the nozzle 

configuration on the dispersion of polymer droplets. C1, C2 and C3 had configurations that bend the 

scCO2 flow while C4 had a configuration of straight flow. In all these experiments, first, the vessel was 

filled with CO2. A scCO2 flow rate of 300 g/min was applied during the spraying process. The operating 

conditions were maintained at a temperature of 37 ˚C and a pressure of 130 bar. Ten ml DS solution 

(10% w/w) was introduced into the vessel at a flow rate of 0.2 ml/min. The agitator rotated at a rate 

of 500 rpm. The liquid drops were dried as the result of a quick mass transfer between water and 

scCO2. After the injection of the DS solution, the vessel was flushed for 30 min at 300 g/min with fresh 

scCO2 to avoid making products with high residual moisture content.   

 

 

Figure 2.2. Scheme of the configurations (C1, C2, C3 and C4) of the nozzle-containing T-mixers applied 

in the PSSC process. Nozzles (shown as the hole embedded in the blue cylinders) with different sizes 

were connected in T-mixers made by cylinder tubes (about 9.5 mm inner diameter). The arrows show 

the direction of the fluids. The nozzle wall plate thickness was about 1- 2 mm. 
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2.2.3.3 Processing conditions 

Several experiments were performed to evaluate the applicability of the PSSC process for the coating 

of lysozyme core particles (see Table 2.1).  

During these experiments, 1 g lysozyme core particles were suspended in scCO2 in the half-litre 

pressure vessel with agitation at 500 rpm, which is higher than the minimum required agitation speed 

(about 170 rpm) for solid particle suspension based on a classical equation pioneered by Zwietering 

[34]. The vessel was pressurised with scCO2 and was regulated at a flow rate of 300 g/min at 130 bar 

and 37 ˚C. Once the pressure was stable, 10 ml DS solution (10% w/w) was atomised into the vessel 

together with the scCO2 via the T-mixer nozzle. The overall mass ratio of lysozyme to DS during this 

process was 1:1. The feeding rate of DS was varied to learn about the influence of this parameter on 

the coating of the core particles. After the injection of DS solution, the vessel was flushed with scCO2 

(300 g/min) for 30 min with agitation for further contact of particles and sprayed DS droplets, as well 

as the removal of the residual water from the vessel. After depressurisation, the product was 

recovered from the filter on the bottom of the vessel for further analysis.  

The samples collected with different operating conditions are named as Control, S1, S2 and S3, 

respectively.  

Table 2.1.  Operating conditions used for the PSSC process. 

Sample DS concentration (% w/w) Flow rate (ml/min) Nozzle configuration 

Control 0% 1 C4 

S1 10% 0.2 C4 

S2 10% 0.5 C4 

S3 10% 1 C4 

 

 

2.2.4 Particle characterisation 

2.2.4.1 Particle size distribution 

DS solution was atomised using different nozzle configurations (see Figure 2.2) and dried in the vessel. 

The particle size distribution of the spray dried DS microparticles was measured by the tri-laser 
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diffraction light scattering technique using a Microtrac S3500 particle analyser (Microtrac S3500, 

Montgomeryville, USA). Microtrac FLEX software (version 10.3.14) was used to calculate the particle 

size distribution. The device offers two operating modes, i.e., a wet (fluid dispersion) mode and a dry 

(air dispersion) mode. In the wet mode, the liquid-particle shear and implemented sonification help 

the homogenisation of the samples; in the dry mode, air flow is used for powder dispersion. In terms 

of the measurement size range, the wet mode has a lower detection limit (about 0.02 µm) than the 

dry mode (about 0.2 µm). The wet mode seems to be more favourable for particle size determination. 

However, a proper liquid medium is needed to avoid sample dissolution and particle-particle 

interaction.  

Methanol was used as the liquid medium as it is a non-solvent for DS. Sonification (2 minutes at an 

ultrasound power of 25 Watts) was used to improve the homogeneity of the suspension. A refractive 

index value of 1.59 for particles and 1.33 for methanol was used. A measurement size range of 0.02 

to 1408 µm was selected. Each sample was measured in duplicate, and the averaged particle size 

distribution (each measurement itself was the average of triplicated recycling measurements) was 

reported.   

The size distribution of particles obtained from the PSSC process was measured by the same device in 

the dry (air dispersion) mode to maintain the solid state of the collected particles and to avoid re-

dissolution (as lysozyme can be dissolved in solvents like methanol) and unexpected particle-particle 

interaction. During the measurement, the dry powder was blown through the beam by means of 

pressure and sucked into a vacuum cleaner. During the dry mode measurement, the size range of 0.2 

to 1408 µm was used, and each sample was measured once.  

2.2.4.2 Scanning electron microscope and energy dispersive spectroscopy  

A scanning electron microscope (SEM), integrated with Energy Dispersive Spectroscopy (EDS) (JSM-

6010LA, JEOL, Tokyo, Japan) was used to examine the morphology of the microparticles as well as the 

elemental composition of the microparticle surface. Conductive double-sided tape was used to fix the 

particles to the specimen holder before sputtering them with a thin layer of Au-Pd. All the samples 

were analysed in map mode during EDS analysis, where the distribution and intensity of elements 

were measured in the scanned area, and a summarised elemental composition of the scanned area 

was reported.  

The EDS analysis was performed for lysozyme, DS, Control, S1, S2 and S3 at the accelerating voltages 

of 10 kV), counting rate higher than 1000 cps and dead time lower than 4%. Elemental carbon (C), 

nitrogen (N), oxygen (O) and sulphur (S) were measured as feature elements to distinguish lysozyme 
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and DS. For the EDS analysis, at least three different particles were chosen for elemental composition 

analysis. The average values of the elemental compositions of the measured particles together with 

their standard deviations are reported.  

The influence of different accelerating voltages on the detected elemental composition was 

investigated. S3 was selected for this measurement due to its relatively high detected sulfur content 

(see 2.3.5). One particle of S3 was selected; three different positions on the particle were measured 

for elemental content in the sequence of 5, 10, 15 and 20 kV. The average value of the measured 

elemental compositions of the three detected positions under each accelerating voltage is reported.  

2.2.4.3 Zeta-potential analysis 

Zeta-potential measurements are commonly employed to determine whether the electrical charge on 

the surface of particles is positive or negative, and is used as a means of monitoring the deposition of 

surface layers [35].  

A liquid polar medium has to be used for the zeta-potential measurement. Zeta-potential of the 

product was measured in ethanol (rather than methanol to avoid the possible dissolution of lysozyme 

[36]), in which lysozyme and DS are only sparingly soluble, via electrophoretic light scattering (ELS) 

combined with phase analysis light scattering (PALS) (Zetasizer Nano ZS, Malvern Instruments, 

Malvern, UK). About 0.01 g sample powder was put in a cuvette filled with 1 ml ethanol, followed by 

immediate measurement. Refractive indices of 1.36 and 1.59 were used for ethanol and particles, 

respectively. A voltage of 5 V was applied during the measurement. Each sample was measured in 

triplicate and the mean zeta-potential value, the standard deviation of the triplicated measurement 

and the zeta-deviation, which reflects the width of the charge distribution obtained in the experiment 

[37] and was calculated by Malvern Zetasizer Software v7.11, were reported.    

2.2.4.4 Moisture content analysis 

The moisture content measurements of the samples were conducted with a Karl-Fischer coulometer 

(Metrohm 756F, Herisau, Switzerland). An amount of powder (about 0.01 g) was weighed in a 

chromatography vial, which was sealed after loading the powder, followed by the addition of 1 ml 

methanol. After half an hour of water extraction by methanol, 0.1 ml of the water-methanol mixture 

was injected into the coulometer sample chamber for analysis. The measurement was performed in 

triplicate, and the average value with the standard deviation was reported as the percentage of the 

sample weight (% w/w).  
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2.2.4.5 Protein concentration determination 

The lysozyme concentration was determined with the use of a UV spectrophotometer (Agilent 8453, 

Agilent Technologies, Santa Clara, USA). The dissolved lysozyme sample was placed in a cuvette with 

the path length of 1 cm, and the absorbance at 280 nm was measured. By using an extinction 

coefficient of 2.64 ml mg−1 cm−1 [38], the lysozyme concentration in the measured sample was 

calculated. 

2.2.4.6 Protein load determination  

In order to determine the total lysozyme content in the product particles (containing both lysozyme 

and DS), about 2 mg of powder was dissolved in 1 M NaCl solution (at room temperature), in which all 

the protein-polyelectrolyte complexes were assumed to dissociate at this high ionic strength. 

2.2.4.7 Protein release studies  

Lysozyme release profiles were achieved with the following procedure: 0.13 g powder was added to 

a flask, along with 13 ml purified water, or phosphate buffered saline (PBS) (pH 7.4; 10 mM phosphate 

salts (Na2HPO4 and NaH2PO4); 150 mM NaCl). The release experiments were performed in an 

incubator-shaker at 37 °C and 200 rpm. At different time points (1 h, 1 day, 2 days and 4 days) 1.5 ml 

of the dissolution medium was transferred into an Eppendorf tube and simultaneously 1.5 ml of the 

corresponding fresh medium was added to the sample flask. After centrifugation for 15 minutes at 

18000 x G, the UV spectrum of the supernatant was recorded.  

 

2.3   Results 

2.3.1 The configuration of nozzle-containing T-mixer 

This section describes the performance of the tested nozzle configurations in the T-mixer with respect 

to DS droplet dispersion. One of the tested nozzle configurations was selected for the following PSSC 

process. DS solutions were sprayed by using the different nozzle configurations shown in Figure 2.2. 

It was aimed to disperse DS liquids into droplets with a size smaller than the core particles while 

avoiding the presence of droplets larger than the core particles (see 2.4.1.1 for discussions).   

The number-based and volume-based size distributions of spray dried DS particles obtained with 

different nozzle configurations are shown in Figure 2.3. The volume-based particle size is biased 

toward larger particles.   
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All the applied four nozzle configurations show comparable number-based particle size distributions 

with an average particle size of 5 µm. The spray-dried DS particles from C3 have the highest ratio 

(about 80%) of particles with a (volume-based) size larger than that of the core particles (about 90 µm 

(volume-based)) among the four nozzle configurations (C1: about 60%; C2: about 63% and C4: about 

71%). During the experiments, a blockage of the outlet nozzle sometimes happened due to the rapid 

drying of tiny droplets by scCO2 inside the T-mixer. Thus, it was better to avoid the nozzle positioned 

in the outlet of the T-mixer and C3 was not selected for the PSSC process.    

Although there is a presence of large particles of about 1000 µm for C1 and C4, the number of these 

particles is minimal. To avoid the risk of outlet nozzle blockage, C1 was not selected for the PSSC 

process. The scCO2 transport in C2 involves a bend in the tube, while for C4 the tubing is more straight, 

which is preferable with respect to avoiding hindrance and resistance encountered during scCO2 

transport. Therefore C4 was selected as the configuration for the droplet generation in the PSSC 

process.    

 

Figure 2.3. Particle size distribution, measured in wet mode by laser diffraction, of spray dried DS 

particles which were produced via nozzle configurations C1, C2, C3 and C4 (see Figure 2.2 and text for 

details). This particle size distribution is the average of duplicated measurements. The particle size 

distributions of each measurement are supplied in Appendix A of this chapter (AppxA-Figure 1).  
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2.3.2 Morphology and size distribution of particles obtained via the PSSC process  

SEM was performed to study i) the morphology of the lysozyme core particles, which were produced 

via spray drying; ii) particles from the control experiment; and iii) particles formed after spray coating 

with DS in the PSSC process. The results are shown in Figure 2.4. The used lysozyme core particles 

were spherical with an average diameter of about 20 µm. After the PSSC process, with either water 

(Control) or DS spraying, only a few original core particles were found back, and most particles seemed 

to consist of agglomerates of differently shaped sub-particles, mostly much larger than the core 

particles (up to hundreds of micrometres). Apparently, some dissolution and reconstitution of the 

lysozyme had taken place.  

It appeared that the sample S2 (where DS solution flow rate was 0.5 ml/min) consisted of 

agglomerates of a larger size than the other samples. However, these agglomerates consisted of sub-

particles with a size similar to the particles in S1 (DS solution flow rate of 0.2 ml/min) and S3 (DS 

solution flow rate of 1 ml/min).  

In the sample of S1, there were many 1-2 µm small particles deposited onto the surface of large 

particles, while in S2 and S3 such small particles were much less abundant. SEM images of S1 at higher 

magnification are provided in Appendix A (AppxA-Figure 2).  

Laser diffraction particle size analysis was performed to study the size of the sample particles relevant 

to the PSSC process. The results are shown in Figure 2.5. The lysozyme core particles had an average 

size of about 20 µm (number-based). After the PSSC process, large particles (often agglomerates) of 

about hundreds of micrometre size were produced. Although the particles in S2 were visible with SEM 

as clusters of hundreds of microns, the measured particle size distribution (number-based) shows no 

significant increase in particle size compared to S1, and S3 was much bigger according to the size 

distribution. Apparently, the clusters were loose agglomerates of smaller particles (sub-particles). The 

agglomerates became separated during the particle analysis with air dispersion. As indicated by the 

size distribution (see Figure 2.5), the Control and S3 samples apparently contain more large particles 

(i.e., size > 100 µm) than S1 and S2.  

Although with SEM small particles could be observed (similar to the core particles, around 20 µm) 

these small particles were not detected (e.g. in Control, S2 and S3) by the laser diffraction analysis. It 

may be possible that during laser diffraction analysis the large particles overshadow the small ones 

during measurement, or the amount of small particles is not enough to induce signal intensity over 

the detection limit, as recently shown for PLGA microparticles [39].   
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Figure 2.4.  SEM images of core lysozyme particles to be coated in the PSSC process (see Figure 2.1 

and text for details), Control sample (with water spraying instead of DS spraying) and products from 

PSSC process (sample S1, S2 and S3) with DS spraying. A magnified image of S1 shows that there are 

small particles deposited onto the surface of large particles. The magnified image of S2 shows that the 

large particles are clusters of particles with a size in the same magnitude order as that in S1 and S3. 

SEM images of S1 at higher magnifications are provided in Appendix A (AppxA-Figure 2).  

Lysozyme core particle Control

S1 S1 (magnified)

S2 S2 (magnified)

S3 S3 (magnified)
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Figure 2.5.  Particle size distribution, measured in dry mode by laser diffraction, of lysozyme core 

particles, Control sample and sample S1, S2 and S3 produced via PSSC process.  

 

2.3.3 Residual moisture content   

It has been reported [23] that a residual moisture content below 3% should be low enough to maintain 

the chemical and conformational stability of protein products over time. However, the influence of 
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water on the stability of proteins depends on the protein type and its formulation. Thus it cannot be 

generalised for all situations.   

In this study, the residual moisture content is also an indication of the humidity level in the vessel as 

a result of the DS spraying flow rate. The residual moisture content of the samples is shown in Table 

2.2. The average moisture content of lysozyme core particles produced via scCO2 spray drying was 

2.5%, similar to the dried protein formulation moisture content as reported before [23]. For the 

Control sample as well as the products obtained via the PSSC process with DS, moisture contents of 

about 3-5% were obtained. According to a T-test (performed via the Data Analysis toolbox of Excel 

2010), the moisture contents of the samples S1 and S2 differed insignificantly from that of the 

lysozyme core particles. There was a statistically significant difference between the moisture content 

of the lysozyme core particles and S3 (P<0.05), indicating a higher residual moisture content after the 

particle-droplet interaction at a higher DS flow rate. Moreover, S3 also shows a significant difference 

from that of the Control sample.   

 

Table 2.2.  The residual moisture content of samples of the PSSC process. 

Sample Moisture content (%) 

Lysozyme core particles 2.5 ± 1.1 

Control 3.0 ± 0.7 

S1 3.4 ± 1.1 

S2 3.1 ± 0.8 

S3 4.9 ± 0.5 

 

 

2.3.4 Zeta-potential 

Table 2.3 shows the zeta-potential of lysozyme, DS, and products from the PSSC process. As expected, 

lysozyme displayed a positive mean zeta-potential, opposite to that of DS. Control samples from the 

PSSC process showed a positive mean zeta-potential. The DS-lysozyme products from the PSSC process 

all showed a negative mean zeta potential, and S1 showed a more negative zeta-potential than S2 and 

S3. Broad zeta deviations of the sample particles were observed, especially for the products of the 

PSSC process, of which the zeta deviation was even higher than the mean zeta-potential.  
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Table 2.3.  Zeta-potential of lysozyme, DS and products of the PSSC process. 

 
Mean zeta potential (mV)1 Standard deviation (mV)2 Zeta deviation (mV)3 

Lysozyme 34.4 7.6 19.2 

DS -42.6 2.3 19.7 

Control 16.0 5.9 25.5 

S1 -20.8 3.5 21.3 

S2 -6.4 2.4 30.9 

S3 -5.9 1.5 42.6 

1: average zeta-potential of triplicate measurements.  

2: standard deviation of the mean zeta-potential of triplicate measurements.  

3: a zeta-potential deviation reported by Malvern Nano-zetasizer, representing the distribution of zeta-potential 
contributed from differently charged particles [37].  

 

2.3.5 EDS analysis 

Energy dispersive (X-ray) spectroscopy (EDS) analysis was conducted to evaluate the composition of 

the product particle top layer (a few µm depths) in a dry state after the PSSC process. Figure 2.6 shows 

the elemental compositions of lysozyme, DS and the samples obtained from the PSSC process, 

including the Control sample and the ones containing DS. Four elements, i.e., C, N, O and S, were 

selected as representative elements for the identification of materials in the product. In lysozyme, the 

S content was minimal with about 2% detected mass percentage while C and N dominated, as 

expected. In DS, N was a trace element where O and S contents were both higher than those in 

lysozyme, because of the presence of the hydroxyl groups and sulphate groups. The detected 

elemental compositions of lysozyme and DS are comparable with references [40, 41]. The Control 

sample shows similar content of elements as lysozyme. In all the products from the PSSC process 

containing DS, the mass content of S and N fallen between that of lysozyme and DS. At 10 kV 

accelerating voltage, the EDS analysis can reach a penetration depth of a few micrometres into the 

sample [42]. Therefore, according to the EDS analysis, on the top layer of the product particles from 

the PSSC process, there was a combination of lysozyme and DS (as expected from a coating).  

The product particles of S3 were (because of the relatively high sulphur content of S3) selected to be 

measured under different accelerating voltages to study the influence of this factor on the particle 
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composition. The information is provided in Appendix A (AppxA-Figure 3). According to the results, 

lysozyme was the dominating material of the detected particles with a mass ratio of over 70%, and 

the calculated compositions of the detected particles differed slightly as a function of the accelerating 

voltage.         

 

 

Figure 2.6. Elemental compositions of lysozyme, DS and products of PSSC process detected by EDS at 

an accelerating voltage of 10 kV.  

 

2.3.6 Protein release profile 

The in vitro protein release profile of DS-encapsulated lysozyme particles obtained via PSSC process 

was examined. The sample S1 and S2 showed burst release in PBS of about 80-90% at 1h (the first 

time point) without showing the expected controlled release behaviour. The lysozyme release profiles 

of S1 and S2 are provided in Appendix A (AppxA-Figure 4). Only the protein release profile of Control 

and S3 sample are shown in Figure 2.7. The Control sample, protein without DS, showed an immediate 

lysozyme release both in water and in PBS, in which 100% protein release was already measured at 
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first time point. In water, where the ionic strength is low, the release of lysozyme from the S3 particles 

was limited to about 20% after four days, while in PBS, a quick lysozyme burst release of about 70% 

was detected after 1 hour and a cumulative release up to 90% was reached after four days.  

 

 

Figure 2.7.  Lysozyme release profile from the Control and S3 particles in water and PBS at 37 ˚C.  

 

2.4   Discussion 

2.4.1 Influence of the spraying conditions on particle coating 

2.4.1.1 Optimal spraying droplet size  

A small (DS) droplet size with a homogeneous size distribution of dissolved coating material is 

expected to give an optimal coating [32, 43-45]. According to previous studies [18, 46] on the 

correlation between spraying droplet size and favourable particle coating, it is predicted that the size 

of droplets must be smaller than that of the core particles (micrometre range) in order to obtain an 

evenly-distributed surface layer onto the core particle.  

Due to the closed high-pressure system, the droplet size could not be observed directly. Therefore, an 

effort was made here to derive the droplet size indirectly. The size of the dispersed DS droplets was 

determined based on the size of the spray-dried DS particles. When assuming that one droplet creates 

one primary DS particle by the process of drying, a mass balance allows for calculating the original 

droplet size. 

According to the number-based particle size distribution, the majority of the spray dried DS particles 

ranged in size from 2 to 15 µm, with an average size of about 5 µm. DS particles have a density of 
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about 1.96 g/cm3 [47], and the 10 % (w/w) DS solution has a measured density of about 1.05 g/cm3 

(via an Anton Paar DMA 5000 density meter (data not included)). If it is assumed that both the droplets 

and the spray-dried particles have a spherical shape, the size of the dispersed DS droplets can be 

calculated to be between 5-40 µm.  

In order to assess whether the dispersed DS droplets had been already completely dried before their 

contact with the core particles, a simple mass transfer simulation based on Fick’s law using Comsol 

Multiphysics software was conducted, using the diffusion coefficients of water and scCO2 in the 

corresponding medium that were reported before [48, 49]. The simulation results are displayed in the 

appendix (Appendix A, AppxA-Figure 5). Based on this simulation, theoretically in fresh scCO2, it takes 

about 0.5 ms to 20 ms for the sprayed DS droplet to be dried. The spraying scCO2 flow rate was about 

30 m/s at the nozzle tip, and the travel distance for the dispersed droplets for the contact with 

suspending particles was about 10 cm, corresponding to a residence time of approximately 3 ms. This 

means that part of the DS particles might be pre-dried before their contact with the solid core 

lysozyme particles.  

A small fraction of the spray dried DS particles had a large size of hundreds of micrometres, suggesting 

that the original droplet size was even bigger. These large droplets should dry slowly in scCO2 and 

might be one of the factors leading to possible re-dissolution and misshaping of the core 

microparticles (formation of bridges among the particles and agglomerates), as reflected by the SEM 

images of the samples (see Figure 2.4).  

The average size of the sprayed DS droplets (number-based) was about half the average size of the 

core particles (about 20 μm). This suggests that the majority of the dispersed droplets were smaller 

than those of the core particle, which should be favourable for the coating of core particles [18, 46].  

2.4.1.2 DS spraying flow rate and residual moisture content  

This study aims to produce DS-encapsulated lysozyme particles with the help of scCO2. In the PSSC 

process, the scCO2 flow rate was always 300 g/min while the DS solution injection flow rate was varied 

from 0.2 ml/min to 1 ml/min in the different experiments. In general, at small volumes of liquid with 

large volumes of gas using twin-fluid nozzles, a higher liquid flow rate tends to lead to larger droplet 

sizes [50], implying that the droplet size can be controlled by varying the gas-to-liquid mass ratio (GLR) 

through the nozzle [51]. From this, we expected to generate larger droplets at higher DS solution flow 

rates.  

Larger droplets may also form by coalescence of the dispersed droplets before drying, and the larger 

droplets take longer to dry due to the limited mass transfer in the water-scCO2 binary system. If the 
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droplets could not leave the system through the paper filter at the bottom of the vessel (something 

which is not known), this might lead to an increase of the hold-up of water in the vessel.  

These combined phenomena resulted in a higher residual moisture content of the particles at a DS 

flow rate of about 1 ml/min (GLR≈300) (about 5% (w/w) moisture content) compared to that at the 

flow rate of 0.2 and 0.5 ml/min (GLR=1500 and 600, respectively; about 3-3.5% moisture content; see 

Table 2.2).   

At equal flow rates (1 ml/min), the residual moisture content of the particles for the Control 

experiment with only water spraying was lower (about 3%) than for that of S3 (about 5%). This was 

probably related to the approximately 20% higher viscosity, and slightly lower (about 6%) surface 

tension of the 10% DS solution (see AppxA-Table 1), giving rise to larger droplets during the 

atomization and reduced transport rates. Moreover, the amount of water bound to DS might also 

contribute to the difference in the residual moisture. Less than two water molecules are bound per 

sugar ring onto DS [47], representing an amount of residual water of less than 0.08 g for the 1 g of 

sprayed DS. This would theoretically add maximally 4% to the moisture content of the complex 

particles, and might explain the higher moisture content of S3 compared to the Control (no DS). 

2.4.2 The composition of produced particles and efficacy of the coating 

The present study was meant to learn whether lysozyme core particles could be coated with DS 

through the PSSC process. According to the SEM images, spherical core lysozyme particles (see Figure 

2.4) agglomerated into larger particles during the PSSC process ("Control", the sample with the 

addition of just water in the absence of DS). Only a few original lysozyme particles were still present 

in the Control sample, and mainly new, agglomerated particles were visible in which the original 

spherical shapes of the lysozyme core particles were hardly present anymore. This might be explained 

from a dissolution-growth mechanism. Such a process probably also took place in the presence of DS 

(see Figure 2.4, S1, S2 and S3), in addition to the coating of the lysozyme by DS.  

Whether the protein core particles were indeed coated by DS was evaluated by both the zeta-potential 

and the elemental composition on the top layer of the product particles. 

Zeta-potentials of the samples from the PSSC process were measured (in ethanol) and compared with 

the measured values for lysozyme (about +34 mV) and DS (about -43 mV). The reverse of the zeta-

potential from positive to negative values indicated that there was DS present at the particle surface.  

For S1, a low DS injection flow rate was used. According to the discussion in 2.4.1.1, this low DS flow 

rate might lead to a pre-drying of DS before it came into contact with the lysozyme core particles (see 
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AppxA-Figure 2). During the zeta-potential measurement, those DS particles which were more loosely 

attached to the agglomerates, might contribute to the broad zeta-deviation and tend to shift the mean 

zeta-potential to more a negative value. The samples from the PSSC process contained particles that 

differed greatly in size, morphology and composition (i.e., lysozyme to DS ratio), which might give rise 

to different zeta-potential values.  

EDS analyses were performed to learn whether the particles from the PSSC process were partly coated 

by DS. In this study, S was regarded as the representative element of DS. DS has a theoretical S content 

of 15% (w/w) compared to 2% for lysozyme, and the measured values were 30% and 2%, respectively. 

Theoretically, lysozyme contains 20% N with 29% measured. By calculating based on the S and N mass 

contents and the mass ratios of C and O to the feature elements, a mixture of DS and lysozyme was 

detected on the top layer of the S1, S2 and S3 sample particles whereby the detected DS content of 

S3 was higher than that of S1 and S2.  

Based on the morphology of the product samples, the zeta-potential and EDS analysis, it can be 

concluded that mixed particles can be produced consisting of lysozyme and DS. However, a conclusion 

on the homogeneity and completeness of the core particle coating in the PSSC process cannot be 

drawn yet.    

2.4.3 Protein release behaviour from the produced particles 

Controlled and retarded protein release is the target of the DS coated lysozyme particles produced via 

the PSSC process. When exposing the DS-containing PSSC processed particles (S3) to PBS, after one 

hour about 70% of the lysozyme was released in the solution. When placed in water, however, this 

initial release was much less (about 10%). One factor causing the burst release of lysozyme was the 

dissolution of pure protein particles. The product particles of S3, with a higher DS content than S1 and 

S2, exhibited about 10% less initial (i.e. after 1 hour) burst release in PBS than those of S1 and S2 (see 

AppxA-Figure 4). The Control sample, protein without DS, dissolved completely in one hour. The much 

faster release in PBS at a higher ionic strength than in water was expected [52] and probably due to a 

weak electrostatic interaction between lysozyme and DS.  

After the initial burst release, a slow release stage followed. Since the Control sample did not have 

such a slow phase, this slow release stage had to be related to the involved DS. The polymer apparently 

hampers the dissolution or the diffusion of the protein, by binding to it or by forming a layer around 

the protein particle [53-55]. Such a shell type layer would swell when the particle comes into contact 

with water and form a protein diffusion barrier. 
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As for the lysozyme release in S1 and S2, after exposing the particles in vitro to PBS for about two days, 

a decrease of free dissolved lysozyme was detected (see AppxA-Figure 4). Complexation of released 

lysozyme with free polyelectrolyte may account for the detected decrease of the lysozyme 

concentration [56].  

The product particles from the PSSC process formulated with DS show some slow release behaviour. 

To prolong the release of lysozyme, a next step could be to treat the DS formulated particles with a 

cationic hydrophilic polymer such as DEAE-dextran (diethylaminoethyl-dextran hydrochloride). This 

polymer might form a layer on top of a possible DS layer of the current product particles, and the 

newly-formed particles are expected to exhibit slower release profiles. Thicker layers might be 

constructed by repeated DS-DEAE-dextran layer deposition. 

 

2.5   Conclusions  

In this study, a scCO2 spray coating process was developed to demonstrate the possibility of coating 

lysozyme core particles by hydrophilic polyelectrolyte. Core microparticles agglomerated into larger 

particles during the process, pointing at the interaction between solid protein particles and polymer 

droplets. Zeta-potential and EDS analysis indicate that DS was deposited onto or mixed with lysozyme 

in the agglomerated product particles. In some cases, a reduced lysozyme release rate was observed 

for the product particles, compared to the Control (no DS). This study lays the foundation for the 

achievement of layer-by-layer encapsulation of protein particles via scCO2 processes.  
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Abstract 

Here we propose a 3D-molecular structural model for dextran sulphate sodium (DSS) in a neutral 

aqueous environment based on the results of a molecular modelling study. The DSS structure is 

dominated by the stereochemistry of the 1,6-linked α-glucose units and the presence of two sulphate 

groups on each α-glucose unit. The structure of DSS can be best described as a helix with various 

patterns of di-sulphate substitution on the glucose rings. The presence of a side chain does not alter 

the 3D-structure of the linear main chain much but affects the overall spatial dimension of the polymer. 

The simulated polymers have a diameter similar to or in some cases even larger than model α-

hemolysin nano-pores for macromolecule transport in many biological processes, indicating a size-

limited translocation through such pores. All results of the molecular modelling study are in line with 

previously reported experimental data. This study establishes the three-dimensional structure of DSS 

and summarises the spatial dimension of the polymer, serving as the basis for a better understanding 

of the molecular level of DSS-involved electrostatic interaction processes with biological components 

like proteins and cell pores.   
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3.1  Introduction 

Dextran sulphate sodium (DSS) is a polyanionic derivative of dextran with sodium sulphate groups (-

OSO3Na) attached to each repeating unit. DSS is widely applied in food, biotechnology, pharmaceutical 

and cosmetic industry and functions as coating material, anticoagulant agent, purification reagent, and 

conditioning agent [1-6]. DSS-involved interactions with protein materials have been widely studied 

with examples like DSS-protein complexation and particle formation for protein delivery purposes [7] 

and DSS passage through protein nano-channels inserted in a bilayer lipid membrane [8, 9]. A realistic 

description of the three-dimensional (3D) structure of DSS and its flexibility is of utmost importance 

for a better understanding of the interaction between DSS and proteins, especially for the study relying 

on the spatial dimension of the polymer like the translocation via protein nano-channels.  

Proposals for the 3D structure of polymeric carbohydrates have been mainly based on X-ray 

crystallography and nuclear magnetic resonance (NMR) measurements [10-13]. Whenever there is no 

experimental structure of a polymer available, especially in an aqueous environment, and when it is 

extremely difficult to study the structure in a liquid environment in sufficient detail by experimental 

methods, molecular modelling can be an efficient tool to explore the structure. Molecular mechanics 

performs very well for a wide range of molecules throughout almost the entire periodic table. For large 

systems, it is the only realistic option for molecular geometry optimisation both with respect to the 

accuracy of the structure and computational time. In this study, the Merck molecular force field (MMFF) 

[14] is used. The optimised geometries obtained by MMFF provide good initial points for other studies 

like quantum mechanics modelling, molecular dynamics simulations, etc.  

The molecular structures of monosaccharides, e.g., glucose, in the aqueous environment have been 

widely studied by molecular modelling via molecular mechanics methods [15-18]. Geometric features 

like bond distances, bond angles, pyranose ring conformation, and formation of hydrogen bridges with 

surrounding water molecules were well elucidated. Oligosaccharides or polysaccharides, e.g., dextrans, 

have not been studied as much by molecular mechanics as monosaccharides [19, 20]. Molecular 

modelling might shine light on characteristics like the rotation along glycosidic linkages and derived 

torsional angles, polymer elasticity, and competition among intramolecular hydrogen bridges and 

intermolecular hydrogen bridges. Up to now, literature reporting the molecular structure of sulphated 

polysaccharide derivatives is scarce [21], and as far as we know, there are no publications presenting 

neither the experimentally nor theoretically determined 3D-molecular structure of DSS. In this study, 

the 3D-structure of DSS is determined using an approach which can be applied to other (carbohydrate) 

polymers as well. The resulting DSS structure will be used to study the electrostatic interactions and 

structural dynamic behaviour with biological components like proteins and cell pores.    
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In this study, it is aimed to establish the molecular structure of DSS with an average molecular weight 

of 5000 Da, which value was chosen considering the frequent usage of this size of DSS. The parental 

polymer of DSS, dextran, is a highly-linear polymer of anhydroglucose produced by Leuconostoc spp. 

and related microorganisms, connected mainly via α-1,6-linkages. These α-D-glucans also possess side-

chains, connected mainly via  α-1,3- and occasionally via α-1,4- or α-1,2- branched linkages [22]. The 

exact structure of each type of dextran depends on its specific producing microbial strain and hence 

on the specific type of dextransucrase(s) involved [22, 23]. Dextran, as the parental structure for the 

production of DSS, according to the manufacturer’s information [24], is produced via an enzymatic 

process from Leuconostoc mesenteroides, strain B 512. The produced dextran contains 95% α-1,6-

linkages and 5% α-1,3-branch linkages [25, 26]. The sulfur content in DSS is about 17-18%, which is 

equivalent to approximately two –OSO3Na ester groups per glucose residue [27, 28]. The –OSO3Na 

moieties can be located on different carbons of the glucose ring [29-32].  Carbon 2 and 3 (C-2,3) appear 

to be more reactive towards sulphation than the other carbon positions, and carbon 2, 3 and 4 (C-2,3,4) 

are the common sites for dextran di-sulphation [32, 33]. C-2,3 are more suitable for di-substitution 

than carbon 2 and 4 (C-2,4) and carbon 3 and 4 (C-3,4) and all the three types of di-sulphation occur in 

the DSS product [29-33]. In our model, DSS structures with di-sulphation onto C-2,3, C-2,4, and C-3,4 

are used for structural determination.  

 

3.2  Approach 

An updated version of the Merck Molecular Force Field (MMFF), developed by Merck Research 

Laboratories [14], was applied. MMFF is an integral part of the Spartan’16 software package [34], 

which was used for all calculations.  

A common DSS, obtained from Sigma Aldrich (Product Number: D7037), has an average molecular 

weight of 5000. This corresponds approximately to a dodecamer of α-1,6-D-glucose with two –OSO3Na 

moieties on each glucose ring. Although the material is delivered as a solid, it is commonly used in an 

aqueous solution. Therefore, particular attention was paid to the role of the aqueous solvent, not only 

in adding various amounts of H2O explicitly but also the building and construction of the –OSO3Na units 

on the sugar rings. They were introduced in silico as species in solution, which result in more accurate 

solvation energies in the molecular modelling calculations.  

Starting from the established structure of α-D-glucose monomer, a tetramer was constructed with the 

correct stereochemistry around the 1,6-glycosidic bond [22-24]. A full conformer distribution (CD) of 

the tetramer was determined. From the obtained CD, low strain energy head-to-tail conformers were 
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discarded, as these comprised intramolecular head-to-tail hydrogen bridges, which were considered 

unrealistic in the aqueous environment. For the same reason, building a dodecamer of dextran based 

on dimeric or trimeric α-D-glucose was not a good approach. On the other hand, a real systematic 

search to a conformer distribution of the dodecamer generated a huge number of possible conformers, 

which would be too costly with respect to computational time. Thus, as an optimal feasible approach, 

the final conformation for the lowest-energy equilibrium conformer of the dodecamer of dextran was 

obtained by triplication of the best conformer of the tetramers, using the detailed geometric data of 

the connection between the second and the third glucose ring to construct the 4,5 and 8,9 couplings 

in the final dextran dodecamer. This was another strong reason to use the tetramer for building the 

dodecamer, as the tetramer is the smallest oligomer with 2 internal α-glucose units. Next, the final 

geometry of the dodecamer was obtained by an unrestricted normal geometry optimisation.   

Two (-OSO3Na) groups in close vicinity on each α-D-glucose unit are the ionic functional groups on DSS. 

Regarding the fact that the ionic bonds between sodium cation and sulphate anion are subject to 

hydration, the optimised molecular structure of a sodium sulphate (Na2SO4) dimer in the presence of 

H2O was studied before introducing these charged groups to the dextran dodecamer. The ionic option 

for the type of bonds between the sulphate anion and the sodium cation was chosen. Furthermore, 

explicit solvation with various numbers of H2O was carried out.    

On average, DSS contains two (-OSO3Na) ester groups per α-D-glucose unit. To study the effect of these 

strongly ionic groups on the structure of DSS, two (-OSO3Na) ester groups were added onto the 

positions C-2,3, C-2,4 and C-3,4 of the α-D-glucose unit. Next, CD’s were determined for the three 

different α-D-glucose units with two (-OSO3Na) ester groups, while keeping the geometry of the sugar 

ring intact. Via these CD’s, the preferred positions of the di-(-OSO3Na) ester groups, as well as 

surrounding H2O molecules, to the α-D-glucose unit were obtained. In the later building process of the 

final DSS dodecamers, the preferred positions of the di-(-OSO3Na) ester groups and surrounding H2O 

molecules were initially fixed in the model, followed by cutting them as a whole group. These fixed 

groups were connected to each α-D-glucose unit along the dextran dodecamer to achieve structures 

of DSS dodecamers containing 12 di-(-OSO3Na) ester groups and surrounding H2O molecules. After 

completion of the building process, the connected di-(-OSO3Na) ester groups and surrounding H2O 

molecules were unfixed, and an unrestricted full geometry optimisation was carried out.  

Statistically, there are about 5% of α-1,3 branched linkages among the DSS polymers. To study the 

influence of the side chain on the structure of DSS, a two-unit-long DSS moiety was connected to the 

DSS dodecamer with an α-C-1,3 linkage onto one of the α-D-glucose units, followed by geometry 

optimisation. 
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3.3     Results 

3.3.1 3D structure of dextran dodecamer  

D-glucose, which is the monomeric unit of dextran, exists in two forms, α-D-glucose and β-D-glucose, 

which differ in the position of the hydroxyl(-OH) group on carbon 1 (C-1) of the glucose ring. The α-

form has the -OH group on C-1 on the opposite side of the methyl hydroxyl (-CH2OH) group on carbon 

6 (C-6). The β-form has both chemical groups on the same side. Figure 3.1 shows the two forms with 

their strain energies from the MMFF calculation. According to MMFF, α-D-glucose is slightly more 

stable than the β form, in line with previously reported theoretical and experimental results [35, 36].   

The molecular structures of the α-D-glucose monomer, the α-D-dextran tetramer and the dodecamer 

are shown in Figure 3.2. A helix structure was obtained for the dextran dodecamer. This served as the 

parental structure for the final DSS structures.  

 

Figure 3.1. Molecular structure displayed in a tube format of α-D-glucose (a) and β-D-glucose (b) and 

corresponding molecular strain energy. R and S indicate the absolute stereochemistry on the glucose 

carbons. Grey represents carbon, red oxygen and white hydrogen. This representation is applied in the 

following figures too.  
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Figure 3.2. MMFF-optimised equilibrium geometry of α-D-glucose monomer (a), tetramer (b) and 

dodecamer (c), where a cross-eyed stereo-pair picture of the dodecamer is displayed. The blue dashed 

lines represent hydrogen bridges. See Figure 3.1 for the explanation of the tube colours. 
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From the tetrameric structure presented in Figure 3.2 (b), it can be seen that the first α−glucose ring 

shows a hydrogen bridge between the -OH group on carbon 6 (C-6) and the oxygen on C-5 in the ring, 

and the fourth glucose ring shows a hydrogen bridge between the -OH group on C-1 and the oxygen 

on C-2 of the third glucose ring. In constructing the final dodecamer of dextran, the geometry of the 

coupling between the second and the third α−glucose ring was taken, as this connection was 

influenced by neither head nor tail interactions. 

 

3.3.2 Equilibrium geometry of Na2SO4 dimer 

Normally, dextran sulphates are supplied as sodium salts. In this study, we wanted to elucidate the 

structure of the dextran sulphate sodium (DSS) in a neutral aqueous environment. As mentioned 

before, on average, two (–OSO3Na) ester groups are located on one glucose ring in close vicinity. 

Therefore, the behaviour of two molecules of Na2SO4 in an aqueous environment was studied. Figure 

3.3 shows the equilibrium geometries of one and two Na2SO4 molecules with water as the solvent.  
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Figure 3.3. (a): Equilibrium geometry of Na2SO4 in an aqueous environment (with 32 H2O molecules); 

(b) two Na2SO4 molecules present with 12 surrounding (coordinating) H2O molecules. In the figures, 

blue balls represent Na, S is in yellow and the thin wires represent H2O. The two Na ions positioned in 

between the two sulphates are highlighted. All these representations are used for the following figures.  

 

There is a strong interaction between sodium cations and sulphate anions. Three H2O molecules 

strongly coordinate to sodium (charge: +1), and with a weaker H-bridge to sulphate-oxygen (charge: 

about -0.5). Together with the nearby sulphate-oxygen, in total 5 oxygens coordinate to the Na cation. 

This is in line with previously reported studies on the hydration of the Na cation where 4-6 water-

oxygen coordinate to one Na cation [37-39]. In the system of two Na2SO4 molecules, two Na cations 

are located in between the two sulphates (Figure 3.3 (b)). Now the above-mentioned 4-6 coordination 

of the Na cation is obtained with 2-3 sulphate-oxygens and 3 water-oxygens. Thus, three H2O 
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molecules close to one Na cation were used to describe the behaviour of Na2SO4 in the aqueous 

environment.  

In DSS, the two Na cations will also be located in between the two sulphates which are held close 

together by their substitution pattern on the sugar ring.  

 

3.3.3 Equilibrium geometry of DSS 

There are documents stating that “DSS is produced via the esterification with sulphuric acid carried 

out under mild conditions” [24]. However, this cannot be the case as extensive de-polymerisation 

occurs under these conditions [40]. Therefore a powerful neutral sulphating agent like chlorosulphonic 

acid pyridine is mostly used to avoid polymer degradation [41, 42]. Chlorosulphonic acid in pyridine 

was reported for the sulphation of dextran in previous studies [32, 43].  

Figure 3.4 shows the monomeric α-D-glucose with different di-sulphation patterns optimised in MMFF 

with and without solvent water molecules. The sulphate groups are in equatorial position rather than 

axial position to avoid unfavourable sterical hindrance, similar to what was found before [33]. The two 

sulphate mono anions hold two Na cations in-between. In the di-sulphated glucose structure in the 

absence of H2O, the sulphate-O to Na distance is about 2.1-2.2 Å, and Na-Na distance is about 4.8 Å, 

while in the presence of H2O, these values are about 2.1-4.1 Å and 5.2 Å respectively. These differences 

in atomic distances reflect the solvation power of H2O. Thus, based on the studies above, combining 

the best conformer of the glucose with the best geometry of the two (-OSO3Na) groups leads to the 

best structure for the monomeric di-sulphated glucose units. The latter was used to build the final DSS 

structures in the presence of H2O. 
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Figure 3.4. The graphs in the left column represent the Fischer projection of di-sulphated monomeric 

glucose ring. The graphs in the middle are a translation of the Fischer projection images into 3D 

molecular structures. The graphs on the right show the di-sulphated monomeric glucose in the 

presence of H2O. Row (a) represents a glucose with C-2,3 di-sulphation; (b) C-2,4 di-sulphation and (c) 

C-3,4 di-sulphation. See Figure 3.1 and Figure 3.3 for the explanation of colours. 
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Figure 3.5. Equilibrium geometries of C-2,3 (a), C-2,4 (b) and C-3,4 (c) DSS dodecamers with 72 

surrounding H2O molecules. Cross-eyed stereo-pair pictures are displayed. See Figure 3.1 and Figure 

3.3 for the explanation of colours. 

 

 

 

Figure 3.5 shows the DSS dodecamer structure in the presence of 72 H2O molecules, corresponding to 

3 H2O per Na cation. The three DSS structures are helices, similar to that of the parental dextran 

structure. In each glucose unit, the two Na cations are located in-between two neighbouring sulphate 

anions. 
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Table 3.1.  Characteristics of the helix conformation of dextran and DSS dodecamers. 

Characteristics 

DSS geometric properties in aqueous environment 

Dextran 
Types of di-sulphation1 

C2,3 C2,4 C3,4 Mixed4 Mixed (1000 H2O) Mixed (side chain)5 

Dihedral angle 2,3 120.5°; 153.4° 108.1° 129.1° 151.8° 126.8° 142.7˚ - 

Na to sulphate-O distance (Å) - 2.5 3.0 3.1 2.7 3.3 - 

Length (Å) 3 43.9 41.5 42.1 42.9 39.0 41.1 41.6 

Diameter (Å) 3 16.2 20.3 18.7 19.5 19.8 20.7 22.6 

Band width (Å) 3 9.0 11.7 10.0 10.0 10.9 11.6 11.1 

 

1: if not specified else, the DSS geometry is with 72 H2O molecules. 

2: average of dihedral angles along the DSS dodecamer structure. 

3: see Figure 3.6 for the explanation of the various geometric properties. 

4: Mixed: there is a mixture of different di-sulphation patterns on the pyranose rings of the dodecamer according to statistical information 
from previously reported experimental results.  

5: Mixed (side chain): attach a two units long side chain onto the linear DSS dodecamer.  

 

 

Table 3.1 shows the geometric properties of dextran dodecamer and DSS dodecamer under different 

conditions, including the dimensions and the average value of the pairs of dihedral angles, which are 

illustrated in Figure 3.6. The lengths of the various DSS dodecamers are about 40 Å. The length is 

measured as the distance between the tips of the helix ends. Uniformly substituted DSS dodecamers 

are longer than mixed substituted DSS dodecamers, however their diameters and band widths are 

approximately the average of the uniformly substituted DSS dodecamers. In order to get a quantitative 

impression of the effect of full aqueous solvation, the number of H2O molecules in the mixed DSS 

dodecamer was increased to 1000 (see Figure 3.7). The effect is a small increase in the geometric 

parameters of approximately 5%. Dextran shows energy minima at two dihedral angles of about 121° 

and 153° between each glucose ring, thus leading to 211 possible conformers. As the energy difference 

between the two conformers is about 0.6 kJ/mol only, the dextran helix structure will be very flexible 

with respect to these dihedrals.   

Diameter and band width of DSS dodecamers (about 20 Å and 11 Å respectively) are larger than those 

of the dextran (about 16 Å and 9 Å respectively). The branched DSS obviously has a larger diameter 

(about 23 Å) than the linear DSS (about 20 Å).   
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Figure 3.6. Schematic of geometric properties of the DSS helix molecule measured in this study (see 

Table 3.1).   
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Table 3.2.  The strain energy of di-sulphated glucose and DSS dodecamers with various types of di-

sulphation calculated by MMFF.  

Compound 
Strain energy (kJ/mol) 

Vacuum Aqueous 

α-D-glucose monomer 2,3-di-Na sulphate -1433.0 -1854.4 

α-D-glucose monomer 2,4-di-Na sulphate -1419.9 -1840.3 

α-D-glucose monomer 3,4-di-Na sulphate -1393.4 -1802.3 

α-1,6-D-dextran dodecamer 2,3-di-Na sulphate _ -22178.3 

α-1,6-D-dextran dodecamer 2,4-di-Na sulphate _ -22022.5 

α-1,6-D-dextran dodecamer 3,4-di-Na sulphate _ -21954.5 

α-1,6-D-dextran dodecamer mixed-type-di-Na sulphate _ -21898.9 

 

Table 3.2 lists the results of the MMFF strain energies for C-2,3, C-2,4 and C-3,4 di-sulphated α-D-

glucose monomers and the corresponding DSS dodecamers. They are in line with previously reported 

experimental results. It was stated that on the glucose ring, C-2 is the most active site for sulphation, 

followed by C-3 and then C-4. Thus after di-sulphation, the amount of C-2,3 di-sulphated species is 

higher than C-2,4 and C-3,4, which reflects the relative stability of the variously di-sulphated molecules 

[31, 32].  

 

3.3.4 Mixed type of di-sulphation 

In reality, DSS contains a mixture of various C-2,3, C-2,4 and C-3,4 di-sulphated polymers of different 

lengths, with an average chain length of 12. The average substitution pattern on the glucose rings is 

about C-2,3/C-2,4/C-3,4 = 6/5/1 in a random way [29-31]. The mixed structure shown in Figure 3.7 is 

thus only one candidate out of thousands of structures with almost equal possibilities.  
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Figure 3.7. Equilibrium geometry of DSS with quasi randomly-arranged mixed sulphation in the 

presence of 1000 water molecules. In detail, C-2,3 di-sulphation for the polymerisation units of 1, 3, 5, 

7, 9 and 11; C-2,4 di-sulphation for unit 2, 4, 6, 10 and 12; C-3,4 di-sulphation for unit 8. A cross-eyed 

stereo-pair picture is displayed. See Figure 3.1 and Figure 3.3 for the explanation of colours. 

 

Comparing the geometric data of the mixed DSS dodecamer with uniform DSS dodecamer does not 

reveal large differences. Thus, the simulated DSS dodecamer can be considered as representative for 

real (mixed) DSS.  

With 72 surrounding H2O molecules (3 per sodium ion), the mixed DSS dodecamer shows a shrinkage 

compared with the uniform DSS (see Table 3.1). This is due to the closer interaction of –OSO3Na on 

adjacent glucose rings within the groove of the helix. The difference between the DSS structure with 

72 H2O and 1000 H2O molecules is limited, as mentioned before.  
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3.3.5 DSS with side chain 

Dextran is built up mainly based on α-(1,6) linkages (approximately 95%). The remaining 5% are α-(1,3) 

linkages accounting for the branching of dextran. The length of the side chains of dextran has been 

studied by sequential degradation, and the results prove that more than 80% of the side chains contain 

less than 2 glucose units [22, 44-48]. Figure 3.8 shows the result of a structure with a side chain linked 

at the 6th unit of the DSS main chain via a 1,3 linkage. The side chain consisted of two units of 1,6-

linked di-sulphated α-D-glucose. The helix of the main chain structure was preserved. Due to the 

presence of the side chain and its interaction with the main chain, the pitch of the helix was slightly 

shortened. Furthermore, the orientation of the glucose planes, as well as the attached (-OSO3Na) 

groups, were altered. Some –OSO3Na groups were positioned outwards, contributing to the increase 

of the measured length or diameter of the polymer geometry.  

 

Figure 3.8.  DSS structure with a two units side chain connected via 1,3 linkages at the 6th unit of the 

mixed DSS dodecamer in the presence of 72 H2O molecules. In detail, C-2,3 di-sulphation for the 

polymerisation units of 1,3,5,7,9 and 11; C-2,4 di-sulphation for unit 2,4,10 and 12; C-3,4 di-sulphation 

for unit 8. A cross-eyed stereo-pair picture is displayed. See Figure 3.1 and Figure 3.3 for the 

explanation of colours.   
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3.4   Discussion  

3.4.1 Molecular structure of dextran  

3.4.1.1 Enzymatic synthesis of dextran   

Enzymatic synthesis of dextran was reported previously [49, 50]. Dextransucrase catalyses the 

synthesis of dextran from sucrose. The proposed mechanism [22, 51, 52] is that dextran is 

biosynthesised by extrusion from the enzyme wherein glucose units are transferred from sucrose to 

the active site and inserted between the enzyme and the reducing end of the dextran polymer. The 

enzyme selectively makes an α-type glycosidic bond between the glucose units during the extension 

of the dextran chain. The α-1,6 linkage between glucose rings is one of the common types of linkages 

in the molecule of dextran depending on the type of producing microbial strain. The degree of 

polydispersity of dextran significantly affects its in vivo behaviour [53, 54]. Native isolated dextrans are 

often polydisperse. The target chain length ranges from approximately 10 to 1000. Either partial acidic 

or enzymatic hydrolysis is applied to reduce the polydispersity of the dextran polymer and prepare the 

target size.   

3.4.1.2 Conformation of six-membered glucose ring and dextran   

The structure of α-D-glucose has been described previously [15, 55, 56]. The glucose ring shows a 

normal chair conformation with all -OH groups and the –CH2OH group in an equatorial position, and 

only the glycosidic connection in an axial position due to the stereoselectivity of the enzyme. 

Basic features that determine polysaccharide structures, like dextran, have been described in [57]. The 

3D structure of dextran is dominated by the α-(1,6) glycosidic linkage, which leads to two similar 

conformations with a different angle between the imaginary planes of the six-membered rings of about 

120 and 150 degrees (ΔE≈0.6 kJ/mol). Consequently, dextran adopts a slightly disordered helix 

structure [58]. The influence of thermal noise (E≈2.4 kJ/mol) on the rotation of the α-(1,6) glycosidic 

linkage is limited. Thus the dynamic randomness of dextran is limited to the two possible angles 

between the imaginary planes of the six-membered rings. The optimised dextran dodecamer structure 

corresponds to one of the possible 211 very similar conformations of dextran present in the natural 

aqueous environment.  

3.4.1.3 Hydrogen bridges 

The influence of hydrogen bridges is an important factor when dealing with modelling of carbohydrates 

and sugar-derived polymers in aqueous environment regarding the function of the maintenance of 

their preferred conformational structures. When simulating the carbohydrate in vacuum in the 
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absence of H2O, the conformation of the molecule tends to be dominated by energetically favourable 

intramolecular hydrogen bridges among hydroxyl-hydrogen and neighbouring oxygen with mostly a 

length of about 2.2-2.3 Å. These are weak hydrogen bridges with an energy of less than 17 kJ/mol [59]. 

However, in an aqueous environment, the molecule tends to form hydrogen bridges with surrounding 

H2O with 1.7-1.9 Å length, corresponding to higher energy of about 17-60 kJ/mol [59]. In the presence 

of H2O, intermolecular hydrogen bridges replace the intramolecular hydrogen bridges, but this 

formation of hydrogen bridges among the glucose moieties and surrounding H2O does not cause any 

conformational change of the six-membered rings [12].  

3.4.1.4 Hydrogen bridges and –OSO3Na groups  

The electrostatic functional groups (-OSO3Na) along DSS were proven to not influence the rotational 

dynamics of H2O outside the first solvation shells of the ions, so no enhancement or breakdown of the 

hydrogen-bridge network in liquid water occurs [60]. In the DSS molecular structure worked out by 

modelling, there were two to three H2O molecules located around each ionic group. The rest of the 

H2O molecules, together with the hydrogen bridges among them, were little influenced by the 

presence of the polymer with ionised groups.  

In conclusion, no literature was found on the influence of hydrogen bridges on the structure of DSS, 

let alone the function of hydrogen bridges for relevant DSS-involved interaction with other 

biomolecular assemblies in an aqueous environment.  

 

3.4.2 Molecular structure of DSS 

3.4.2.1 Neutral sulphation procedure 

Among the existing procedures of production of DSS, the best-known procedure is the sulphation of 

polysaccharides with SO3-pyridine [61], in situ formed by chlorosulphonic acid pyridine. During the 

sulphation process, a neutral environment is maintained where the sulphate esterification takes place 

on the hydroxyl groups of dextran. After cation exchange from pyridinium to sodium, the final DSS is 

obtained. This sulphation procedure of dextran was shown not to distort the homogeneity of the 

dextran sample or the NMR spectrum of the poly-glucose structure, which indicates that no detectable 

degradation occurs in the process [32, 62, 63]. There is a preference of sulphation onto glucose 

regarding the activity of the -OH groups on different carbons. At low sulphation degrees, the carbon 

atoms in the glucose ring have the reactivity C-3 > C-2 > C-4 towards sulphation, whereas, at high 

degrees of sulphation, the order is C-3 >= C-2 > C-4 [32].  
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3.4.2.2 The geometry of DSS and its polymerisation units  

Similar to the explanation of the (dynamic) dextran structure, the structure of DSS is a dynamically-

changing molecule with flexibility in the rotational glycosidic linkage.   

The introduction of –OSO3Na groups onto glucose rings along dextran influences the dimension of the 

polymer. Both the diameter and band width of the polymer increase due to the bulky sulphate groups. 

However, the length of the polymer is little influenced with a difference of 1-3 Å.   

A slight increase of size was observed with the addition of 1000 H2O molecules compared to the DSS 

geometry with 72 surrounding H2O molecules. This increase is a result of the formation of DSS-H2O 

hydrogen bridges instead of intramolecular ones leading to a slight expansion of the polymer. Also, the 

distance between Na cation and sulphate-oxygen increases slightly.   

In a previous study on molecules containing a Na cation and sulphate [64], it was found that the  Na 

cation tends to form a bridge between sulphate groups through favourable interaction with the 

negatively charged oxygens. In the DSS case, the two equatorial sulphate ester groups on each glucose 

ring keep the two corresponding Na cations together.  

The types of di-sulphation do not change the overall helical scheme of the molecule. This is in line with 

earlier reported findings that the molecular structure of heparin, another sulphated polysaccharide 

chain, is little affected by the varying substitutions and the presence of bulky, charged sulphate 

substituents [65].  

 

3.4.3 Interactions of DSS with biological structures 

3.4.3.1 Aspecific electrostatic interactions  

DSS, as a widely applied polyanion, interacts with positively charged materials, like proteins, most likely 

in an aspecific way. One example may be the development of polyelectrolyte-encapsulated controlled 

drug delivery systems [66-68]. Whenever oppositely charged protein and polyelectrolyte are mixed, 

electrostatic absorption takes place, and molecules tend to associate into nano- or micro-particles [7]. 

In this process, the charge properties of the interacting materials most likely dominate the interactions.  
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3.4.3.2 Specific size-dependent interaction with protein nano-pores 

In some cases, specificity of size-dependent interactions can occur. Transport of macromolecules 

through membrane channels plays an important role in many biological processes, and there have 

been studies dealing with the interactions of polyelectrolytes with protein nano-pores  [69-71]. Besides 

the aspecific electrostatic interactions between charged groups or polymer complexation with local 

membrane functional groups, the topology of the interacting materials is a non-negligible factor, 

especially when the radius of the polymer is similar to the radius of the target pore. The present study 

indicates that the simulated DSS polymer has a diameter of about 1.9-2.2 Å, while some model α-

hemolysin nano-pores have a size even smaller than the diameter of the DSS polymer (see Table 3.3) 

especially when there are side chains attached to the polymer. The branched structure of DSS can 

preclude the entry of the entire molecule in the pore compared with linear polymers. The blockage of 

the polymer when entering the protein nano-pore is a dominating factor to be taken into account 

during polymer transport  [8, 72, 73]. 

 

Table 3.3.  DSS dimension according to MMFF modelling and reported dimensions of DSS and protein 

nano-pores in previous studies on polyelectrolyte translocation. 

Reference Size of DSS Nanopore size Comment 

MMFF modelling 

Mr. 5000 Da; 

length 4.1 nm; 

diameter 2.1 nm; 

band width 1.1 nm; 

__ __ 

Teixeira, et al [70] 

Mr. 5000-500,000 Da; 

Could enter the pore, but 
the entry of the entire 
molecule was precluded by 
branched structure. 

Length≈10 nm; 
diameter≈2.6 nm. 

a-hemolysin 
mesoscopic ion channel 

Brun, et al [8] 
Mr. 8000-500,000 Da; 

Diameter: 0.4 nm 
__ 

An applied voltage-
dependent transport 
was reported. 

Pastoriza-Gallego, et al [69] __ 
Pore diameter 1.4 - 
4.6 nm. 

α-hemolysin pore; 

Gibrat, et al [71] __ 
Pore diameter 2.0-
2.6 nm. 

α-hemolysin pore; 
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3.5    Conclusions 

In this work, the 3D-geometry of α-D-dextran dodecamer in an aqueous environment was elucidated 

in silico based on the approach of careful expansion of the corresponding α-D-dextran 

monomer/tetramer units optimised by MMFF. The connections among the dextran units were based 

on the ones in the optimised tetramer without head-to-tail interactions. Two Na2SO4 moieties in 

aqueous environment were shown to be dimeric in nature, with 2-3 H2O per Na cation as a sufficient 

hydration shell. The dimeric behaviour was maintained in all glucose disulphates. DSS shows a helix 

structure, just like the parental dextran. The various helix structures of dextran and DSS originate from 

the two energy minima for the dihedral angle among adjacent sugar rings. The addition of two (-

OSO3Na) ester groups increases the diameter and band width of the polymer but has little influence 

on the polymer length. In the presence of 1000 surrounding H2O molecules, a slight expansion of the 

polymer occurs. Still, the Na cations tend to be positioned between the two (-OSO3Na) ester groups on 

each glucose unit. The interaction of DSS involved in an encapsulating process is mainly aspecific and 

just based on electrostatic attraction among materials with opposite charge. However, size-dependent 

specific interactions dominate in processes like the interaction with the α-hemolysin nano-pores. 
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Molecular modelling of the interactions between 

lysozyme and dextran sulphate sodium* 
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*An introduction to the theoretical background of molecular modelling is presented in Appendix B.  
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Abstract 

This study deals with a preliminary examination of the interactions between lysozyme (neutralised by 

chloride) and dextran sulphate (neutralised by sodium; DSS) via molecular modelling. There are three 

types of interactions to be taken into account when investigating their interaction behaviours in an 

aqueous environment: electrostatic interaction where ion exchange takes place; aqueous solvation of 

the molecules; and steric interactions between the macromolecules. The ion exchange energy among 

the solvated free ions (NH4
+, Cl-, Na+ and SO4

2-) is 0 kJ/mol in theory, with ±80 kJ/mol deviation of the 

calculated value (by the implicit and explicit solvation method) from the experimental value. In line 

with these results, for the ion exchange between R-NH3Cl/R’-NH2Cl and R’’-(SO4Na)2 (R, R’ and R’’ are 

small residue groups shown in the main text), reaction energies of 0±80 kJ/mol were calculated by 

both the implicit and explicit solvation method. For the interaction between DSS monomer (DSS 

polymerisation unit) with the lysine and arginine, reaction energy of about -150 kJ/mol per ion 

exchange was obtained by explicit method with 440 H2O molecules using the Merck Molecular Force 

Field. The preliminary results on the geometry optimisation of the interacted lysozyme-DSS show a 

remaining intact structure of the backbone of lysozyme and the helix structure of DSS, although with 

conformational adjustment of the side chains and dihedral angles of the glycosidic bonds in DSS. 

Further investigations are needed to explore the geometrical behaviour of lysozyme and DSS and their 

steric interactions to develop computational strategies for the description of their complexation 

thermodynamics. 
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4.1      Introduction 

The combination of proteins and polyelectrolytes via electrostatic interaction has been investigated 

for protein precipitation and separation [1, 2] and controlled drug delivery [3]. The latter case is based 

on the formation of protein-polyelectrolyte complexes that can protect the protein within the body 

and enhance the time interval of the bioavailability of protein therapeutics. Although there have been 

several applications of proteins and polyelectrolytes, knowledge about the mechanisms of the 

interactions, such as the 3D shape, the interaction potentials, and the driving force for interactions, 

are still not fully clarified experimentally. Molecular modelling is a powerful tool to explore the 

behaviour of the interactions among molecules at a down-scale geometrical domain (in nanometer), 

within a short time profile (fast reaction), and to clarify the contributions of various factors to the 

interaction (such as the molecular structures, the solvation of the molecules, and the dominating 

interaction forces (attractive or repulsive)). The molecular modelling helps clarify the interactions 

among biomacromolecules and give insight into processes taking place in food, pharmaceutical and 

other biological systems. In this chapter, an investigation on the interaction between the model 

protein, lysozyme, and the model polyelectrolyte, dextran sulphate, neutralised by sodium (DSS), will 

be explored via a molecular modelling approach.  

The strength and nature of the interactions between lysozyme and DSS affect their complexation and 

later particle growth. The electrostatic and van der Waals attraction, and the polymer bridging are the 

two significant particle agglomeration mechanisms [4]. At neutral pH, electrostatic attraction occurs 

between the amino groups (lysine (Lys) and arginine (Arg) of lysozyme) and the sulphate groups of DSS. 

This and the van der Waals force facilitate the agglomeration of these macromolecules. Also, the 

bridging of the extended chains of the polymer among different particles contributes to the 

agglomeration. Following the above mechanisms, in molecular modelling, one essential aspect to be 

considered is the electrostatic interaction among the oppositely-charged groups between lysozyme 

and DSS. Another aspect is the steric interaction between the two macromolecules, which relates to 

the binding sites, arrangement of the flexible structures, size-(in)dependent interactions and 

geometries of the complexes.   

During the electrostatic interaction, there is the great accessibility of the charged biopolymer groups 

[5]. The electrostatic nature of the interaction between lysozyme and DSS is also reflected in the effect 

of pH and especially of ionic strength [5, 6]. It has been reported that there is a possibility of decoupling 

polymers, e.g. under the condition of high ionic strength where the electrostatic interaction is 

weakened due to salt screening [7]. In many biopolymer mixtures, the entropic contribution is often 

more significant than the enthalpic one and phase separation of biopolymers tends to take place [8]. 
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This can be driven by electrostatic interaction, hydrogen bonding, hydrophobic interaction, etc [8]. 

Aside from these interactions, there is a possibility to form covalent bonds between lysozyme and DSS 

via the Maillard reaction, and it is not affected by pH or other conditions that might cause dissociation 

of DSS from lysozyme [9]. However, this is beyond the scope of this chapter.  

Ion exchange is ubiquitous in biological systems, also for the process of lysozyme-DSS complexation. 

When present in a physiological environment, the charged groups of the lysozyme and the DSS are 

neutralised by mobile counterions, which also take part in the ion exchange reactions. The Na+, NH4
+, 

Cl- and SO4
2- are by far the most common ionic groups involved in the electrostatic interaction, among 

which Na+ and Cl- serve as the counterions of the sulphate groups and the amino groups respectively. 

Moreover, the Na+ and Cl- is the most abundant pair of ions under physiological conditions (about 100 

to 150 mM) [10-12]. The thermodynamics of the exchange of these ions help explain the mechanism 

of the assembling of lysozyme and DSS via electrostatic interaction. During the ion exchange reaction,  

the number of bonds is conserved, and thus it is defined as an isodesmic reaction. The enthalpies of 

the isodesmic reaction provide information about any stabilisation/destabilisation of the molecules, 

based on which the spontaneity and the kinetics of the reaction can be derived.  

The binding affinities of proteins with other molecules (such as ligands, polymers) can be figured out 

using molecular modelling tools [13-15]. The 3D structure of lysozyme can be obtained via databases 

such as the Protein Data Bank [16, 17]. The molecular structure of DSS in an aqueous environment was 

determined previously [18]. The complex structures of lysozyme and DSS indicate the possibility of not 

only nonspecific (ionic/electrostatic) but also specific (morphology/size-dependent) interactions. The 

former reveals the interactions between charged groups, while the latter involves the adjustment of 

molecular geometry during their interaction. As summarised in previous literature [8], the optimum 

interaction between proteins and charged polymers tends to occur at a critical balance between the 

biopolymer charge density and rigidity. Flexible molecules can form an optimum number of contacts 

with the other oppositely charged molecules, i.e. an increase in the local concentration of interacting 

groups is favoured [8].  

It has been inherently thought that the most rigorous methods for the approximation of molecular 

conformations and energy are based on quantum mechanical (QM) methods [19, 20]. However, the 

molecular mechanics calculation can also give accurate predictions on the molecular structure and 

energy (such as electrostatic energy and van der Waals energy). This is advantageous over QM 

methods, which require more computation power and are less accurate in predicting the van der Waals 

potentials. Nevertheless, QM seems to be the only option to give accurate results when it comes to 

the calculation of reaction enthalpy and entropic effects of small systems [21].   
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The MM method has proven to be dominant for fast estimation of the binding affinities among bio-

macromolecules [20, 22]. Such methods have been used to study the phenomena such as the intrinsic 

strain of organic molecules, geometries of simple and complex molecules, thermodynamics of the 

binding of ligands to proteins, and corresponding conformational changes. In contrast to QM methods, 

MM methods allow computational simulations to be performed on large biomolecular systems and is 

the most feasible means to model the interactions between ligands and receptor in a physically 

realistic manner, especially in large-scale applications [19]. To take advantage of both MM and QM, a 

strategy is developed to carry out MM and QM analysis on appropriate small-scale and recognisable 

fragments of the macromolecules. Via the correlation that is built between the results of MM and QM 

for the small systems, additional specific torsional potentials can be added to the MM results to ensure 

as accurate a representation of the intrinsic conformational energies as possible [22]. This correlation 

can be extrapolated to approximate the energy of larger molecules, for which only the MM calculations 

are feasible. Before the extrapolation, it is crucial to have at least qualitative structural data on the 

molecules or corresponding fragments. This can be obtained by defining the binding cleft in the protein 

and limiting the conformational flexibility of the polymer.  

Most biological processes take place in water. The biopolymer-solvent interaction is also a 

fundamental and inseparable aspect of the model. In the absence of external electrolytes, H3O+ and 

OH-, as the counterions, play a role in neutralising the molecular system. The hydrogen bridges formed 

between water and DSS or lysozyme maintain the molecular structure and avoid the intramolecular 

interactions. On the other hand, the non-polar groups likely tend to stick together in the presence of 

water. The hydrophobic interaction between the non-polar groups of protein (lysozyme) and 

polyelectrolyte (DSS) is still poorly understood. This may be partly clarified via molecular modelling 

when taking the effects of aqueous solvation into account, in which water forms an integral part of the 

macromolecule.  

Here, a preliminary study was performed on the solvation of ions, the ion exchange that reflects 

electrostatic interactions, and the geometry of lysozyme and DSS after their interaction. This early-

stage research, together with later examination on the electrostatic and steric interaction between the 

macromolecules, contribute to the description of the lysozyme-DSS complexation mechanism and 

interaction thermodynamics.   
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4.2     Approach 

This study makes use of lysozyme and DSS as the model protein and polyelectrolyte respectively. The 

protein’s molecular structure was obtained from the RCSB protein data bank [16] with the ID number 

1DPX. The DSS molecular structure was previously determined by the authors of this chapter [18]. The 

molecular simulations were performed using molecular mechanics (MM) method and quantum 

mechanics (QM) method. For the MM, the Merk Molecular Force Field (MMFF) was used as it is well 

parameterised for organic compounds and suitable for large molecular system regarding the high 

computation efficiency (see Appendix B for more details). For the QM, the semi-empirical (PM6) and 

density functional theory (DFT) calculations were performed using the hybrid functional (Becke's three-

parameter Lee-Yang-Parr hybrid functional, i.e. B3LYP [23, 24]). In all cases, the geometries were 

optimised and characterised according to their lowest energy minima. After building the initial 

molecular structure, the equilibrium geometry of the molecule (with the nearest energy minimum) 

was calculated firstly by MMFF. Based on the obtained geometry, the PM6 and B3LYP geometry 

optimisation were performed. Both the strain energy of the equilibrium geometry (calculated via MM) 

and the total energy of the system (calculated via QM) were reported. For the total energy of the 

system, a correction of the enthalpy to account for finite temperature (298 K) is needed to bring the 

calculated energy in line with experimentally-measured value. The modelling was performed by using 

the Spartan 18 software package [25].  

 

4.2.1 Hydration energy 

The calculation of the hydration energy of common electrolytes was performed and compared with 

literature value. There are two types of solvation model to describe the solvation state of a substance: 

implicit solvation and explicit solvation. The former one applies dielectric continuum to treat the 

solvent as a continuous and uniform polarizable medium of fixed dielectric constant (in water, the 

value is about 80). The calculated solvating effects depend on the shape and charge distribution of the 

molecule (solute) and the dielectric constant of the solvent and do not account for explicit solvent-

solute interactions such as hydrogen bridges or hydrophobic interactions. The popular continuum 

solvation models have been reviewed elsewhere [26, 27]. Among these models, the SM5.4 (universal 

solvation model) and PCM (polarizable continuum model) were used for MMFF and B3LYP calculation 

respectively in Spartan (described in this chapter as MMFFaq and B3LYPaq respectively). For MMFFaq, 

the solvation model does not contribute to the geometry optimisation, but only add the estimated 

solvation energy to the gas-phase energy obtained from the MMFF after the geometry optimisation. 

The B3LYPaq allows for the geometry optimisation and calculation of the thermodynamic properties 
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of the target solvated molecule, whose wavefunction is affected by the solvent dielectric constant. 

Regarding the latter explicit solvation model, an explicit number of solvent molecules (in this chapter 

water molecules) are included, and the molecular details of each solvent molecules are considered. 

The geometries and the thermodynamics of the target solutes in the presence of solvent molecules 

were depicted.  

The hydration of the electrolytes is defined as an isodesmic reaction. Under this condition, the errors 

on the energy calculation on both sides of the equilibrium are cancelled, and the difference of the 

steric energy or total energy before and after the reaction corresponds to the difference in enthalpy 

(ΔH). For infinitely diluted ionic species, the contribution of the dilution to the entropy change is 

negligible, and thus the ΔH is approximately equal to the reaction Gibbs free energy (ΔG). For the 

convenience of description, in this study, all the reaction energy is described as ΔE.  

The scheme of the solvation of free ions calculated via implicit solvation model is shown as Equation 

4.1: 

𝐴𝐴  (𝑔𝑔)  → 𝐴𝐴  (𝑎𝑎𝑎𝑎)      

Where A represents the ion bearing positive or negative charge (+/-), g the gaseous state and aq the 

solvation state. In this study, the B3LYPaq method was used for the hydration energy calculation of the 

free ions.  

Although the implicit solvation method with continuum solvation models is easy to set up and 

computationally inexpensive, there is a shortcoming of the probable failure to account for chemical 

interactions between the solute and solvent molecules in the first solvation shell, which are expected 

to be of particular importance for ionic solutes [28]. Another method of calculation is by B3LYPaq with 

the addition of explicit water molecules according to the thermodynamic cycle shown in Figure 4.1. 

 

Figure 4.1. Scheme of the thermodynamic cycle of the hydration of ions according to [28]. 

Equation 4.1 
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The free energy of solvation of the ion is calculated as: 

∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠(𝐴𝐴) = ∆𝐺𝐺𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠𝑐𝑐,𝑔𝑔(𝐴𝐴(𝐻𝐻2𝑂𝑂)𝑛𝑛) + ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠(𝐴𝐴(𝐻𝐻2𝑂𝑂)𝑛𝑛) −  ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠((𝐻𝐻2𝑂𝑂)𝑛𝑛) − 𝑅𝑅𝑅𝑅ln(
[𝐻𝐻2𝑂𝑂]
𝑛𝑛

) 

Usually, the solvation energy is reported in a standard state (1 mol/L); the last term is a correction term 

for the free energy change of 1 mol of (H2O)n gas from 55.34/n M liquid to 1 mol/L [28]. Total energy 

by B3LYPaq was calculated. In this study, five water molecules were added for the calculation of the 

solvation energy of ion according to [28].  

 

4.2.2 Ion exchange  

At neutral pH (pH=7), the sulphate groups of DSS bear negative charges with sodium as the counterions, 

and the amino groups of the Arg and Lys bear positive charges, which are neutralised by chloride. In 

this chapter, the reaction energy (ΔE) of the ion exchange between the Na2SO4 and NH4Cl, between 

the R-NH3Cl/R’-NH2Cl and R’’-(SO4Na)2 (R, R’ and R’’ are illustrated in Figure 4.2), and between the DSS 

monomer (DSS polymerization unit) and the amino acids are calculated by comparing the sum of 

energy (of the equilibrium geometry of the molecular systems) before and after the ion exchange. The 

schemes of the ion exchange process are shown in Equation 4.3 and Equation 4.4, representing the 

implicit solvation (by MMFFaq and B3LYPaq) and explicit solvation (by MMFF) respectively. For the 

explicit solvation method, a preliminary trial using a constant number of water molecules (here 440 

H2O) to solvate the ionic species (surround the ionic species in the molecular model) was performed, 

where the systematic errors before and after the ion exchange were cancelled out. Here it is assumed 

that the entropy contribution is negligible as the number of atoms or ions before and after the 

exchange remains the same in the studied solvent environment. 

𝑎𝑎𝑎𝑎𝑚𝑚
+𝑋𝑋𝑥𝑥−(𝑎𝑎𝑎𝑎) + 𝑏𝑏𝑏𝑏𝑛𝑛+𝑌𝑌𝑦𝑦− (𝑎𝑎𝑎𝑎) → 𝑐𝑐𝑎𝑎𝑚𝑚

+𝑌𝑌𝑦𝑦− (𝑎𝑎𝑎𝑎) + 𝑑𝑑𝑏𝑏𝑛𝑛+𝑋𝑋𝑥𝑥− (𝑎𝑎𝑎𝑎)  

𝑎𝑎𝑎𝑎𝑚𝑚
+𝑋𝑋𝑥𝑥− ∙ 𝑘𝑘𝐻𝐻2𝑂𝑂 + 𝑏𝑏𝑏𝑏𝑛𝑛+𝑌𝑌𝑦𝑦− ∙ 𝑘𝑘𝐻𝐻2𝑂𝑂 →  𝑐𝑐𝑎𝑎𝑚𝑚

+𝑌𝑌𝑦𝑦− ∙ 𝑘𝑘𝐻𝐻2𝑂𝑂 + 𝑑𝑑𝑏𝑏𝑛𝑛+𝑋𝑋𝑥𝑥− ∙ 𝑘𝑘𝐻𝐻2𝑂𝑂 

Where M, N, X, Y represent the ionic species in the model; m, n, x, y the composition of the 

corresponding ion in the model; a, b, c, d the coefficients of the ion exchange reaction; k the number 

of included water molecules.  

 

 

Equation 4.2 

Equation 4.3  

Equation 4.4  
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Figure 4.2. The molecular structure of the (a) R-NH3Cl, (b) R’-NH2Cl and (c) R’’-(SO4Na)2 in tube format. 

The R represents the CH3- group; the R’ represents the CH3-NH-C(NH2)-NH2- group; and the R’’ the -

CH2-CH2- group, in which each -CH2- is connected with a -SO4Na. The white tubes represent hydrogen 

atoms, cyan the nitrogen, grey the carbon, red the oxygen and yellow the sulfur. The green and blue 

ball represent the chloride and sodium respectively.  

 

4.2.3 Interaction of lysozyme and DSS 

A preliminary investigation was performed on the interaction of lysozyme and DSS dodecamer (DSS 

polymer with 12 polymerisation units; carbon 2,3 di-sulphated). The lysozyme geometry was obtained 

from online protein data bank with the ID: 1DPX. After growing hydrogen molecules by Spartan, the 

backbone of the lysozyme was fixed, followed by the docking of DSS at the site with lysine (Lys) and 

arginine (Arg). Some of the sulphate groups of DSS were targeted to be positioned close to the amino 

groups of Lys and Arg in the lysozyme molecule. The non-interactive amino groups (of Lys and Arg) and 

sulphate were neutralised by Cl and Na respectively. After the alignment, the backbone of the lysozyme 

was unfixed, and the geometry optimisation was performed by MMFF.  

 

4.3   Results and discussion 

4.3.1 The hydration energy of common ions  

The hydration energy of Na+, Cl-, NH4
+ and SO4

2-, calculated via the continuum solvation model with 

and without the addition of water molecules, are listed and compared with literature values (see Table 

4.1). Both the calculated hydration energy and the experimental values reported elsewhere [29] are 

negative. There are differences in the calculated values from the experimental ones. For the cases with 

and without water molecules, the standard deviations of the differences between the calculated values 

and the experimental values are about ±80 kJ/mol.  
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In an ideal case, for the infinitely diluted ions freely movable in aqueous conditions, the ion exchange 

energy in equilibrium (ΔE) is 0 kJ/mol. However, concerning the above deviation of the calculated 

hydration energy by B3LYPaq, the calculated ion exchange energy by the same method is about 0±80 

kJ/mol.  

Although it has become a common tool for accurate quantum chemical calculations of electronic 

structures and properties of many molecular systems, the B3LYP still has several shortcomings such as 

the accumulating errors as the size of the system increases and the breakdown in the description of 

particularly dispersive van der Waals interactions [30]. Moreover, the applied PCM model tends to 

perform well in predicting the solvation energy of small neutral species but are less successful for ionic 

species as a result of the failure to account for chemical interactions between a solute and solvent 

molecules in the first solvation shell [28], which is of particular significance for ionic solutes. These 

limitations may account for the deviation of the calculated hydration energy for the studied ions from 

experimental values. By the way, the high requirement on computation cost limits the application of 

the B3LYP method to the model of macromolecular systems.  

 

 

Table 4.1. The hydration energy calculated via B3LYPaq with and without water molecules, and the 

experimental values from the literature. The deviations of the differences between the calculated 

values and the experimental values are about ±80 kJ/mol. 

Ions 
ΔE  (kJ/mol) 

Addition of 5 H2O molecules No H2O molecules Exp [29] 

Na+ -460 -252 -365 

NH4
+ -370 -342 -285 

Cl- -305 -315 -340 

SO4
2- -1025 -986 -1080 
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4.3.2 Ion exchange 

The reaction energy (ΔE) of the ion exchange can be calculated via the comparison of the relative 

energy of the molecular systems before and after the exchange.   

Table 4.2 shows the calculated reaction energy of the ion exchange between the electrolytes Na2SO4 

and NH4Cl, between the R-NH3Cl/R’-NH2Cl and R’’-(SO4Na)2, and between the DSS monomer and Lys 

or Arg using different methods. Theoretically, when dissolving the electrolyte infinitely, the free energy 

of the system is assumed to be zero where all ions are freely movable in the aqueous environment. 

The ΔE per ion exchange of NH4Cl and Na2SO4 was calculated as 8.7 and 39.6 kJ/mol by MMFFaq and 

B3LYPaq respectively, which is close to zero. The calculation with the explicit method gives the ΔE of 

3.2 kJ/mol in the presence of 440 water molecules in the model. When it comes to the reaction of 

relatively large molecular systems of monomeric DSS unit and Lys or Arg, more negative ΔE (about -

150 kJ/mol) was obtained using MMFF explicit method, indicating a spontaneous and full reaction of 

the DSS and amino acids into DSS-amino acids complexes. 

The ΔE calculated by MMFFaq and MMFF with explicit water molecules are closer to the theoretical 

value. However, the former method is fully geometry-dependent, and the solvation model does not 

contribute to the geometry optimisation under the solvation condition. For the system of DSS 

monomer and amino acids, there are van der Waals inter-molecular attractions among the side groups 

such as the hydroxyl and methyl groups, which is not a realistic physical picture of the system in an 

aqueous environment. The MMFF calculation with explicit water molecules seems to be the most 

accessible method with reasonable consideration of the steric and electrostatic forces between the 

solute and solvent molecules, in which the geometry of the molecular structure is fully relaxed by 

interacting with the surrounding water molecules, and with acceptable computation duration. The 

calculation results are assumed to be more reliable when using a constant number of solvent 

molecules, as the systematic errors before and after the reaction are mostly cancelled out. The 

calculated ΔE by the MMFF with 440 H2O is comparable with the literature value and the MMFFaq 

results for the small molecular systems.  

When dealing with macromolecules, for example proteins, it was stated elsewhere that the simulations 

containing explicit water have apparent advantages over continuum solvent treatments in some 

respects [31]. For example, detailed bound solvent motifs, such as water H-bridges, require solvent 

molecules as an integral part of the structural model, while the continuum model tends to take the 

average specific water interactions and thus cannot show a fine structure [31]. Thus the MMFF explicit 

method seems to be the only option for the system of large molecules.   
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In this study, the entropic effect on the ion exchange energy is not included in the case that neither 

the number of molecules nor the total size of molecules varies before and after the reaction. It is 

assumed that the entropies of the system before and after ion exchange are roughly the same and the 

enthalpies of the reaction are approximately equal to their free energy. However, this assumption is 

not always valid under circumstances such as the internal hydrogen bonding formation occurs, or there 

are differences in the solvation of the different conformers. The estimation of entropy (i.e., a measure 

of the relative disorder), requires more extensive knowledge and study about the system.  

 

 

 

 

 

Table 4.2. The calculated ΔE of the ion exchange reactions. 

Ion exchange reaction ΔE per mol ion exchange (kJ/mol) 

MMFF MMFFaq B3LYPaq Theoretical 

2NH4Cl + Na2SO4   (NH4)2SO4  + 2NaCl - 8.7 39.6 0 

2NH4Cl·440H2O + Na2SO4 ·440H2O  (NH4)2SO4·440H2O  + 2NaCl·440H2O 3.2 - - 0 

2R-NH3Cl + R’-(SO4Na)2  -> R’-(SO4NH3-R)2 + 2NaCl - 1.7 52.3 - 

2R-NH2Cl + R’-(SO4Na)2  -> R’-(SO4NH2-R)2 + 2NaCl - 35.2 58.7 - 

2R-NH3Cl·440H2O + R’-(SO4Na)2·440H2O  -> R’-(SO4NH3-R)2·440H2O + 2NaCl·440H2O -12.2 - - - 

2R-NH2Cl·440H2O + R’-(SO4Na)2·440H2O  -> R’-(SO4NH2-R)2·440H2O + 2NaCl·440H2O 2.0 - - - 

Na2DS*·440H2O + 2LysCl**·440H2O -> DS(Lys)2·440H2O + 2NaCl·440H2O -151.3 - - - 

Na2DS·440H2O + 2ArgCl***·440H2O -> DS(Arg)2·440H2O + 2NaCl·440H2O -165.4 - - - 

*: a monomeric unit of DSS; Na represents the sodium ions;   

**: lysine neutralised by Cl 

***: arginine neutralised by Cl; 
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4.3.3 The interaction of DSS with lysozyme 

The lysozyme molecule is a compact complex in a shape similar to an ellipsoid with dimensions of 

about 4.5 x 3.0 x 3.0 nm [5]. It was revealed that there is an almost homogenous distribution of positive 

charges over the surface, suggesting that the interaction with DSS does not occur at a specific region 

on the lysozyme molecule [5].  

Figure 4.3 displays the MMFF-optimised equilibrium geometry of the lysozyme-DSS structure in the 

presence of 177 water molecules inherited from the protein structure database (1DPX). The DSS was 

aligned to the lysozyme molecule with four of the sulphate groups in DSS positioned close to the amino 

groups (Lys or Arg) in lysozyme (each sulphate interacts with one Lys or Arg). Although there is a 

tendency to reshape for an optimised geometry during energy minimisation, there were slight 

rearrangements of the structures of lysozyme and DSS. The backbone shape of lysozyme remained. 

However, there were adjustments of the side chains especially at the location where the interaction 

with DSS occurs. The helix shape of DSS remained, with rearrangement of the sulphate groups due to 

the strong electrostatic interaction with the amino groups, and also adjustment of the dihedral angles 

of the glycosidic bonds connecting the polymerisation units to lower the steric tension of the system. 

According to the findings of studies elsewhere, at a low charge ratio of DSS to lysozyme, there was 

little influence on the protein state when binding with DSS [32, 33]. However, it was stated that at a 

high charge ratio of DSS to lysozyme, the electrostatic binding with the polyelectrolyte chain could 

induce tension or “stretching” of the protein molecule [32, 33]. There may also be changes in the 

tertiary structure of lysozyme at the high charge ratio [5]. Aside from the factor of the charge ratio,  

the state of the protein also depends on the specific polyelectrolyte-binding site [34, 35].  

This lysozyme-DSS interaction is just a preliminary test of the geometry behaviour of the 

macromolecules optimised by MMFF. In later studies, not only the non-specific ionic interaction but 

also the specific shape-dependent steric chemical fit of the DSS onto the protein reaction sites (either 

onto the groove or exposure sites of the protein molecule) are to be examined regarding the flexibility 

of both structures. Both geometry optimisation and molecular dynamics simulation can be performed 

to learn the equilibrium geometry, thermodynamic properties and dynamic behaviours of the protein-

DSS system in the cases of using different force fields, at different solvation states, with different 

charge ratios of DSS to lysozyme, at different binding sites, etc.   
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Figure 4.3.  The MMFF-optimised geometry of the interacted molecular structure of lysozyme-DSS in 

the format of ball and wire with the ribbon representing the protein backbone (a), and the electrostatic 

potential map of the structure (b). In (b), the scale of the electrostatic potential has the unit of kJ/mol, 

and the blue and red colours represent the positive charge (energy positive; repulsive to a +1 charge) 

and negative charge (energy negative; attractive to a +1 charge) respectively. The ball or wire in grey 

represent carbon atom, cyan the nitrogen, red the oxygen, yellow the sulphur, blue the sodium, and 

green the chloride.   
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4.4   Conclusions 

Here a molecular modelling strategy using molecular mechanics and quantum mechanics 

methods for the preliminary simulation of lysozyme-DSS interaction is presented. The 

simulation was used in a predictive manner and compared to experimental data to assess the 

validity of the methods for the calculation of hydration energy of common ions. There was a 

deviation of ±80 kJ/mol of the calculated hydration energy, via implicit or explicit solvation 

model, from the experimental values. The calculated energy of the ion exchange reactions of 

small molecules fluctuates around 0 kJ/mol. For one mole ion exchange between DSS 

monomer and Lys or Arg, there was negative reaction energy with the absolute value of more 

than 150 kJ/mol, which was calculated by MMFF with an explicit number of water molecules 

in the model. Regarding the interaction between lysozyme and DSS, the backbone structure 

of lysozyme and the helix of DSS were maintained, though with conformational adjustment. 

Further investigations are needed on the lysozyme-DSS interaction with respect to their 

geometry, and steric and thermodynamic behaviours.  
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Abstract 

Brownian dynamics simulations were performed to describe the perikinetic agglomeration of the 

system starting primarily with protein and polyelectrolyte, from nano-sized molecules or complexes to 

micro-sized particles. The simulation was an extension of the classical Smoluchowski’s model. The 

compositions of early complexes (i.e., the content of protein and polyelectrolyte) were found to be in 

correspondence to the initial ratio of protein and polyelectrolyte in the system. The simulation of the 

particle agglomeration up to 240 min was performed, and the hypothesis on the collision efficiency 

was discussed. With a proper value of the collision efficiency factor, the simulation results on the 

particle concentration profile are comparable with experimental observation. In addition to the 

simulations based on Smoluchowski’s model, there were two other approaches, the Direct Collision 

simulation and the probability-based simulation, proposed to simulate the protein-polyelectrolyte 

agglomeration, and are briefly described in this chapter.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



99 

 

5.1     Introduction 

The interaction between protein (P) and polyelectrolyte (PE) is being studied for the development of 

protein drug delivery systems [1] and is an important topic in pharmaceutical sciences [2]. 

Biocompatible polyelectrolyte has advantages as encapsulation materials as they can bind to 

biomacromolecular drugs, such as proteins, through electrostatic interactions and allow for flexible 

coating configurations.  

Simulating protein-polyelectrolyte (P-PE) complexation and particle growth pertains to many 

pharmaceutical and biotechnological processes, such as the design of drug delivery systems 

formulations. The formation and growth of P-PE complexes (PPE) have been monitored experimentally 

by nanoparticle tracking analysis (NTA) and flow imaging microscopy (FIM) [3]. The models or 

numerical simulations which especially describe the P-PE complex formation and growth pattern can 

contribute to a better understanding of P-PE interaction and agglomeration mechanism.  

In the early twentieth century, Smoluchowski firstly developed a model to describe the coagulation of 

monodispersed spherical aerosols [4]. This model was tested to predict the agglomeration of gold 

nanoparticles and compared to experimental observations by R. Zsigmondy on the concentration of 

gold nanoparticles as function of time. In this model, one particle is assumed to be stationary (the 

reference particle), and the collisions with the other particles diffusing towards it via Brownian motion 

were considered to be the driving force for their agglomeration. The rate of particle agglomeration 

depends on the frequency of collisions, which were depicted by Smoluchowski’s classical analytical 

expression. Conventionally, this classical model was widely used for the prediction of particle growth 

based on the collisions among particles following stochastic Brownian motion and many later studies 

on this topic are conducted with reference to Smoluchowski’s theory [5, 6]. 

Particle agglomeration can be sub-divided into three mechanisms: perikinetic agglomeration, 

orthokinetic agglomeration and differential sedimentation, which are considered to be the result of 

the Brownian motion of particles, sheared dispersions, and the difference in settling velocities of 

particles, respectively. The perikinetic mechanism dominates when the diameter of the particles is 

smaller than 1 µm, where the particles follow Brownian motion. When the particle size is greater than 

1 µm, gravity and fluid drag force have more of an influence, and as a result, differential sedimentation 

and orthokinetic agglomeration occur. The present study mainly focuses on the formation and growth 

of PPE in the nano-size range, where the particles follow perikinetic agglomeration.  

The P and PE particle formation and growth generally follows two stages as a result of the attractions 

such as electrostatic, hydrogen bonding and hydrophobic interactions, and polymer binding among 
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the molecules or particles: the first stage is the formation of PPE, followed by their quick agglomeration 

into nanoparticles and the later agglomeration of these nanoparticles (rate-determining step) [7, 8]. In 

this study, it is assumed that for the system starting with P and PE, the agglomerations only occur for 

the combinations of P-PE, PPE-P, PPE-PE, and PPE-PPE. There are no agglomerations of P-P and PE-PE. 

This assumption is illustrated in Figure 5.1. For a convenient description of the composition of the PPE, 

in this chapter, the PPE is sometimes written in the form of “PPE(i,j)”, where i and j represent the 

number of P and PE composing the PPE.  
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Figure 5.1. Illustration of the assumption made on the agglomeration scheme of the system starting 

with protein (P) and polyelectrolyte (PE).    

 

Smoluchowski’s model deals with the agglomerations of spherical monodisperse primary particles, 

with constant and uniform collision efficiency factor for all particles during a specific period. For the 
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modelling of P-PE particle formation and growth, the model needed to be extended to take into 

consideration the different particle size and complicated particle agglomeration mechanism. In this 

study, simulations were performed to describe the P-PE agglomeration while differentiating the 

properties of the colliding particles and enabling the specificity of collision conditions among them.   

Aside from the Smoluchowski’s analytical solutions, numerical solutions based on the idea of Monte 

Carlo simulation have also been put forward to describe the evolution of a colliding and coagulating 

population of suspended particles with the help of computers [9-13]. This method has been used to 

describe the coagulation mechanism driven by Brownian motion and the development of steady-state 

size distribution by tracing stochastic particle displacement in the simulation domain. In these studies, 

topics such as the kinetics of protein-protein association and diffusion-influenced bimolecular 

reactions have been investigated.   

A Direct Collision (DC) simulation, inspired by a previous study of Monte Carlo simulation on particle 

coagulation [9], has been tried by the authors of this study [14]. Just as the name implies, this method 

considers that the agglomeration of particles is determined by their direct contact and stickiness 

(merge to agglomerate). At the start of a simulation, some primary particles are randomly distributed 

in a volume of a cubical box, where the particle concentration is kept the same as the practical initial 

condition. In the simulation domain, the particle displacement, collision and agglomeration take place. 

Each particle follows a straight-line path in stochastic directions during each minimal time step (e.g. 

1x10-8 s for the gold nanoparticles modelled by Smoluchowski [4], where the particle collision 

frequency is about 1x107 s-1) and after each time step, all the particles are repositioned. The time step 

of particle displacement was set to be so short that the displacement during each time step is shorter 

than their effective collision distance, and the missing of contact between the pair of colliding particles 

is avoided. Whenever the distance between two particles was shorter than the predefined effective 

collision distance, the two corresponding particles merge and form one particle with a larger volume 

following the assumption that the newly-formed particle conserves the volumes of the colliding two 

particles. Simultaneously, the collided particles were removed from the simulation. The particle 

positions and size were tracked over time during the simulation. At the end of a specific simulation 

period, the number of particles in the simulation volume was calculated. This represents the particle 

concentration change of the whole system.  

In order to enhance the simulation efficiency and maintain a continuous particle agglomeration profile, 

a multi-scale approach was developed. For example, for the gold nanoparticle agglomeration detected 

experimentally by Zsigmondy and modelled by Smoluchowski [4], the DC simulation always starts with 

tens or hundreds of particles in a mini-volume (about 1x10-14 – 1x10-13 m3), followed by step-by-step 
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expansion into larger volumes (e.g. 8 times, 27 times, 64 times, etc., each increment is the 

multiplication by the cubic power of an integer) while maintaining the particle number concentration 

constant (typically about 1x1015 particles/m3). Whenever the volume expands, the status of the 

particles from the smaller volume is copied into the expanded volume. The procedure of volume 

expansion, as well as particle copying, is consistent with the hypothesis that the particle collision status 

in the smaller volume is representative of the particle agglomeration in the practical system.   

In addition to the DC simulation, the Gillespie algorithm, which is another application of the Monte 

Carlo approach and was firstly proposed to simulate the stochastic time evolution of a mixture of 

chemically reacting molecules [15], has provided clues to describe the particle agglomeration in some 

relevant studies elsewhere [16-19]. The Gillespie algorithm was initially put forward to simulate 

chemical reaction kinetics. The physical basis of the algorithm is the collision of molecules within a 

reaction vessel, and each reaction involves at most two molecules. Via this algorithm, the positions 

and behaviours of the individual particles can be tracked. Unlike Smoluchowski’s model, which relies 

on solving a set of coupled ordinary differential equations for different types of particles, the Gillespie 

algorithm allows a discrete and stochastic simulation of a system of particles and every reaction is 

explicitly simulated. Further investigations are needed to apply this idea to simulate the P-PE 

agglomeration.   

Another simulation method, the probability-based method, is proposed in this study to predict the P-

PE agglomeration behaviour. The one-dimensional random walk of a particle can be well described by 

a Gaussian distribution function of the variables x, D and t, which are respectively the distance from 

the initial position of the particle, the particle diffusion coefficient and the time of the displacement. 

The probability density function of the occurrence of the particle is given by:  

𝑃𝑃 = 𝑒𝑒−
𝑥𝑥2
4𝐷𝐷𝐷𝐷

√4𝜋𝜋𝜋𝜋𝑐𝑐
  

Where P stands for the probability density. The probability density of a particle along each dimension 

follows a normal distribution ~N(0, 2Dt).  

Based on this, Uchiyama [20, 21] calculate the joint distribution of the position and the time at which 

a particle, following standard Brownian motion, hits the surface of another particle for the first time. 

In the three-dimensional case, the probability density as a function of x and t is expressed as: 

                                                         𝑃𝑃𝑎𝑎 (𝑥𝑥, 𝑡𝑡) = 𝑥𝑥−𝑎𝑎

√2𝜋𝜋𝑐𝑐
3
2
𝑒𝑒−

−(𝑥𝑥−𝑎𝑎)2

2𝐷𝐷 �𝑎𝑎
𝑥𝑥
�                                        Equation 5.2 

Where a is the inter-particle collision distance.  

Equation 5.1 
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This chapter aims to simulate the perikinetic P-PE particle formation and growth numerically and to 

describe the evolution profile of their particle concentration after mixing these two materials. This 

simulation was based on Smoluchowski’s model (SMO-based simulation) and was developed to 

describe the system starting with two species of particles (P and PE). The simulation results are  

compared with experimental observation, and their comparisons are discussed. The obtained 

simulations serve as basis for further investigation on the P-PE agglomeration mechanism and kinetics. 

Some preliminary results of other methods, the DC method and probability-based method, are 

described in Appendix C. 
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5.2    Simulation based on Smoluchowski’s model   

5.2.1 Theoretical background 

The first significant attempt at modelling the particle agglomeration process was made by 

Smoluchowski [4]. The equations in Smoluchowski's model have formed the core of most subsequent 

research into agglomeration modelling [5]. 

The basic equation developed by Smoluchowski is given by 

 

𝑑𝑑𝑛𝑛𝑗𝑗
𝑑𝑑𝑡𝑡

=
1
2
𝛼𝛼�𝛽𝛽(𝑖𝑖, 𝑗𝑗 − 𝑖𝑖)𝑛𝑛𝑖𝑖𝑛𝑛𝑗𝑗−𝑖𝑖

𝑗𝑗−1

𝑖𝑖=1

− 𝛼𝛼�𝛽𝛽(𝑖𝑖, 𝑗𝑗)𝑛𝑛𝑖𝑖𝑛𝑛𝑗𝑗

∞

𝑖𝑖=1

 

 

For perikinetic agglomeration: 

𝛽𝛽(𝑖𝑖, 𝑗𝑗) =
2𝑘𝑘𝐵𝐵𝑅𝑅

3𝜇𝜇
�

1
𝑟𝑟𝑖𝑖

+
1
𝑟𝑟𝑗𝑗
� (𝑟𝑟𝑖𝑖 + 𝑟𝑟𝑗𝑗) 

where n represents the particle number concentration; β the collision kernel or frequency (number of 

collisions per unit volume and time); α the collision efficiency factor; the subscripts i and j represent 

the discrete particle sizes expressed in terms of the number of monomers (e.g. monomer, dimer, 

trimer, etc.); kB the Boltzmann constant; T the absolute temperature; µ the dynamic viscosity of the 

medium in which the particles diffuse. In Equation 5.3, the first term on the right-hand side indicates 

the increase in particles of size j by the agglomeration of two particles whose total volume is equal to 

the volume of a particle of size j. The second term on the right-hand side describes the loss of particles 

of size j by their agglomeration with other particles. The factor of one half in front of the first term on 

the right-hand side avoids the double count of particle collisions among the same species of particles. 

The overall equation thus describes the rate of change in the number concentration of particles of size 

j. A series of differential equations are then constructed based on Equation 5.3 to describe the whole 

agglomeration process. Several assumptions are made by Smoluchowski [4, 5]: 

1. All particles are spherical and remain so after the collision. 

2. Collisions involve only two particles. 

3. No breakage of agglomerates occurs. 

4. The primary particles are monodispersed (i.e. all of the same size). 

5. The collision efficiency factor (shown as α in this chapter) is unity for all collisions. 

Equation 5.3 

Equation 5.4 
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In this chapter, when the value of α is less than 1, it can be regarded as an indicator of the collision 

efficiency representing the fraction of collisions that lead to agglomeration. When the value of α is 

higher than 1, it can be interpreted as the case that there is an extensive influence of the particle that 

is beyond its geometrical size on the rest of the colliding particles. Hereby the effective collision 

distance between the two colliding particles (the sum of their effective radius) is longer than the sum 

of their geometrical radius. Thus the α can be regarded as the ratio of the effective collision radius (R) 

to its geometrical radius (r).  

In this study, the particle agglomeration starts with two types of primary particles, i.e. protein (P) and 

polyelectrolyte (PE). Regarding the opposite charge carried by the two types of particles, an interaction 

driven by electrostatic attraction is postulated to occur between P and PE. Assuming that the colliding 

particles in this study are spherical, the PE, with a size smaller than P, is likely to attach to the surface 

of P and serves as a sort of shell. The coverage can be calculated by dividing the sum of the cross-

sectional area of PE to the surface area of P. The agglomerate (the PPE) has partly the surface covered 

by PE and the rest surface of P. During later agglomeration driven by electrostatic attraction (the main 

hypothesis proposed in this study assuming non-neutralisation of charge), when two PPEs collide, it is 

assumed that the merge of the two particles takes place when P and PE are exposed at the contacting 

sites of the two particles respectively. Once the two particles merge, there is no breakage of the 

agglomerate. In this study, it is simply assumed that in the agglomerated particles, the PE is distributed 

onto the surface with the inner core composed of P, and the value of α was assumed to be roughly 

constant for all the PPEs. Under these circumstances, the collision efficiency factor (α) can be 

calculated based on the number of P and PE composed for the PPE when knowing the size of PE and P 

(to be shown later). Unlike the Smoluchowski’s assumption that the α is unity for all collisions, in this 

simulation for P-PE agglomeration, the α is dependent on the type of the colliding particles and their 

sizes.   

Derived by these thinking, an extension of Equation 5.3 is developed as: 

𝑑𝑑𝑛𝑛𝑃𝑃
𝑑𝑑𝑡𝑡

=  − 𝛿𝛿(𝑃𝑃,𝑃𝑃𝑃𝑃)𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃 −  ��𝛿𝛿(𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗))𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗)

∞

𝑗𝑗=1

∞

𝑖𝑖=1

 

 

𝑑𝑑𝑛𝑛𝑃𝑃𝑃𝑃
𝑑𝑑𝑡𝑡

=  − δ(𝑃𝑃,𝑃𝑃𝑃𝑃)𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃 −  ��𝛿𝛿(𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗))𝑛𝑛𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗)

∞

𝑗𝑗=1

∞

𝑖𝑖=1

 

Equation 5.5 

Equation 5.6 



𝑑𝑑𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(1,1)

𝑑𝑑𝑡𝑡
=  𝛿𝛿(𝑃𝑃,𝑃𝑃𝑃𝑃)𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃 − 𝛿𝛿�𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(1,1)�𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(1,1) −  𝛿𝛿�𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(1,1)�𝑛𝑛𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(1,1)

−��𝛿𝛿(𝑃𝑃𝑃𝑃𝑃𝑃(1,1),𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗))𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(1,1)𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗)

∞

𝑗𝑗=1

∞

𝑖𝑖=1

𝑑𝑑𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗)

𝑑𝑑𝑡𝑡
=  𝛿𝛿�𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖 − 1, 𝑗𝑗)�𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖−1,𝑗𝑗) +  𝛿𝛿�𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗 − 1)�𝑛𝑛𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗−1)

+ � � 𝛾𝛾(𝑖𝑖, 𝑖𝑖1, 𝑗𝑗, 𝑗𝑗1)𝛿𝛿�𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖1, 𝑗𝑗1),𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖 − 𝑖𝑖1, 𝑗𝑗 − 𝑗𝑗1)�𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖1,𝑗𝑗1)𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖−𝑖𝑖1,𝑗𝑗−𝑗𝑗1)

𝑗𝑗−1

𝑗𝑗1=1

𝑖𝑖−1

𝑖𝑖1=1

− 𝛿𝛿�𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗)�𝑛𝑛𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗) − 𝛿𝛿(𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗))𝑛𝑛𝑃𝑃𝑃𝑃𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗)

− � � 𝛿𝛿�𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖, 𝑗𝑗),𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖1, 𝑗𝑗1)�𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖,𝑗𝑗)𝑛𝑛𝑃𝑃𝑃𝑃𝑃𝑃(𝑖𝑖1,𝑗𝑗1)

∞

𝑗𝑗1=1

∞

𝑖𝑖1=1

Where the Equation 5.8 is for 𝑖𝑖 ≥ 1, 𝑗𝑗 ≥ 1, 𝑖𝑖 + 𝑗𝑗 > 2; 𝛾𝛾(𝑖𝑖, 𝑖𝑖1, 𝑗𝑗, 𝑗𝑗1) = 1 when 𝑖𝑖 ≠ 2𝑖𝑖1 OR 𝑗𝑗 ≠ 2𝑗𝑗1; else 

𝛾𝛾(𝑖𝑖, 𝑖𝑖1, 𝑗𝑗, 𝑗𝑗1) = 1
2
 when 𝑖𝑖 = 2𝑖𝑖1 and 𝑗𝑗 = 2𝑗𝑗1. Again, the half is necessary to avoid the double count of

particle collisions among the same species of particles. 

𝛿𝛿(𝐴𝐴,𝐵𝐵) = α(A, B)β(A, B) 

Where P, PE and PPE represent the species of protein, polyelectrolyte and protein-polyelectrolyte 

complex respectively; α represents the collision efficiency factor, the value of which may change 

depending on the assumption made on the collision efficiency of the corresponding combinations; the 

letter i and i1 represent the number of P in the PPE complex; the letter j and j1 the number of PE in the 

complex. Equation 5.5 and Equation 5.6 represent the loss of P and PE, respectively;  Equation 5.7 and 

Equation 5.8 represent the concentration change of PPE; Equation 5.9 shows the calculation of δ where 

A and B represent the P, PE or PPE species, α refers to Equation 5.10 or Equation 5.11, β refers to 

Equation 5.4. 

As an extension of Smoluchowski’s model, the simulation in this study inherits the 1st to the 3rd 

assumptions of the Smoluchowski’s model as mentioned earlier, while replacing the 4th assumption on 

the monodisperse primary particles to the case of primary particles with multiple sizes and properties 

(such as size, composition, etc.). For the 5th assumption on the collision efficiency factor, the following 

assumptions are used instead: 
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Equation 5.9 

Equation 5.8 

Equation 5.7 



108 

 

a. No P-P and PE-PE agglomeration take place.  

b. For the collision of P and PE, electrostatic attraction leads their collision into agglomeration 

and the value of 1 is used for the α.  

c. For the collision of PE and PPE, the agglomeration takes place either on the sites of PPE that is 

not covered by PE via electrostatic attraction. The α is calculated as:  

𝛼𝛼 = 1 −
𝑗𝑗𝐴𝐴𝑐𝑐,𝑃𝑃𝑃𝑃

𝑖𝑖𝐴𝐴𝑠𝑠,𝑃𝑃
 

d. Where Ac,PE represents the cross-sectional area of spherical PE;  As,P the surface area of 

spherical P; and j and i the number of PE and P respectively in the PPE. For the collision of P 

and PPE, the agglomeration takes place at the site of PPE that is covered by PE via electrostatic 

attraction. For the collision of PPE and PPE, the polymer bridging dominates the agglomeration 

of particles. In these cases, the α is calculated as: 

𝛼𝛼 =
𝑗𝑗𝐴𝐴𝑐𝑐,𝑃𝑃𝑃𝑃

𝑖𝑖𝐴𝐴𝑠𝑠,𝑃𝑃
∗ (1 −

𝑗𝑗𝐴𝐴𝑐𝑐,𝑃𝑃𝑃𝑃

𝑖𝑖𝐴𝐴𝑠𝑠,𝑃𝑃
) 

   

5.2.2 Method 

The particle agglomeration simulation is constructed by using the ordinary differential equation (ODE) 

solver implemented in Matlab (version 2018b, MathWorks). This model has been tested by comparing 

the numerical results with the results of Smoluchowski’s model [4] that was applied to describe the 

gold nanoparticle agglomeration (data not shown). 

In practice, the P-PE agglomeration usually starts with P and PE rather than monodisperse primary 

particles as assumed in Smoluchowski’s publication [4]. To simulate the P-PE agglomeration under a 

condition closer to reality, an extension of the Smoluchowski’s model was developed in which the 

agglomeration rates among the P, PE and PPE were calculated.   

There were experimental investigations on the profile of P-PE particle formation and growth [22]. The 

experiment started with the mixing of the solution of P and PE with the same concentration (0.01 

mg/ml). Thus at the starting time, there is the presence of both P and PE molecules.  Monoclonal 

human IgG subclass (IgG; 150 kDa, pI≈8 (isoelectric point)) and dextran sulfate (DS, from Leuconostoc 

spp., Mw = 5000, pKa≈2) were used as the model P and PE, respectively. The P and PE are assumed to 

be spherical in this study with a radius of 5 nm and 1.5 nm respectively according to the NTA 

measurement. The primary number ratio of P to PE particles at time zero is 1 to 30. In this study, the 

simulation was performed with the same starting condition as the experiment.  

Equation 5.10 

Equation 5.11 



During the experiment, the particles with the size up to 6 µm were covered during the measurement. 

If all the particles species from P and PE to PPE of 6 µm, about 0.1 billion ordinary differential equations 

need to be parallelly solved. This requires vast computation power and is complicated to achieve in 

practice. Instead, in this study, the simulation was divided into three phases to describe the P-PE 

agglomeration feasibly (see Figure 5.2). The first phase deals with the complexation of molecular P and 

PE, which are the basic monomers with which the agglomeration starts. In this phase, the quick 

agglomeration of P and PE leads to the formation of PPE. In the simulation domain, the concentrations 

of P and PE decrease in time, meanwhile the concentration of PPE firstly increases, followed by a 

decrease by agglomerating with the rest of particles. Within a period of up to 0.3 s, the concentration 

of P and PE drops to below millionth of their initial concentration and the PPE becomes the dominating 

particles with a concentration of about thousands of times higher. The average value of the ratios of 

PE to P in the formed PPE at the end of the first phase is the same as the initial ratio of the 

concentrations of PE to P in the simulation domain (indicated as n1). Based on this finding, the 

simulation in the second phase can be simplified into the case of agglomeration based on the monomer 

PPE(1, n1). The second phase lasts for about 2 mins, during which all the basic monomers agglomerate 

into larger particles of PPE(n2, n1n2), which in turn serve as the basic monomer for the 3rd phase. The 

simulation of the 3rd phase reflects the behaviour of particles in the experiment as the experimental 

detection limit only allows for the accurate counting of particles from about 2 mins after the mixing of 

P and PE. 

The idea of dividing the simulating P-PE agglomeration profile into phases can also be extended to 

further phases (more than 3 phases) by identifying the gradual evolution of the particle behaviours 

(such as particle size distribution (PSD) and average compositions). This is left for further 

investigations and may fill the gap between the results of the experiment and the simulation which 

only covers limited species of PPE particles (with discrete compositions of P and PE). 
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Figure 5.2. The three phases performed to simulate P-PE agglomeration. The n1 and n2 are both positive 

integers where n1 represents the initial ratio of PE to P in the system and n2 a value higher than 1.   

 

 

5.3   Results and discussion  

The SMO-based simulation was used to simulate the particle agglomeration profile starting with P and 

PE. Figure 5.3 shows the calculated particle concentration as function of the number of PE and the 

ratio of PE to P respectively in the formed PPE after a short period (up to 0.3 s). At 0.3 s, when the P 

and PE are mostly agglomerated based on the calculation (data not shown), the average composition 

ratio of P to PE in the formed PPE is 1 to 30, which is the ratio of the starting concentration of P to PE 

in the simulation domain. This gives an idea that the simulation of P-PE agglomeration can be 

approximated to the case of simulating the agglomeration of complexes composed of PPE(n, 30n) (n is 

a positive integer).   
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Figure 5.3. Simulated particle concentration during the 1st phase at 0.05 s, 0.1 s, 0.2 s and 0.3 s as the 

function of: (a) the P content (represented by the number of P per PPE); and (b) the ratio of PE to P in 

the complex. The mean value of the ratios of PE to P of the PPE in the simulation are included.  

 

Based on the results above, the simulation on the P-PE agglomeration can be simplified to the scenario 

of agglomeration among PPE particles with the P to PE ratio of 1 to 30 from 0.3 s onwards.  



The evolution of particle size distribution as a function of time up to 2 min is shown in Figure 5.4. 

Within the simulation period, the total particle concentration decreases while there are particles of 

larger sizes formed. The starting particle concentration in this simulation is in accordance with the 

results shown in Figure 5.3, where the PPE(n2, n1n2) (n1 and n2 are positive integer values, and n1 

represents the initial ratio of PE to P in the simulation domain) were present. The simulation covers 

the concentration changes of up to 92000 particle species (i.e. PPE with different P and PE 

compositions). This corresponds to the particle size ranging from 6 nm to 275 nm. The simulation 

results are not entirely comparable with the experimental value reported for the 2 min PSD (particle 

size distribution), where a PSD covering the size range from 100 nm to 800 nm was reported [3]. The 

simulation results reveal that the shape (e.g. the width) of the PSD (probability density versus the log 

scale of particle size) is independent of the evolution time, the assumed value of α and the initial PSD 

with which the evolution starts. Instead, the value of α and initial PSD influences the corresponding 

particle size of the curve at a specific time. Thus, these two factors cannot thoroughly account for the 

PSD differences between the simulation and the experimental results. From another point of view, 

the reported PSD determined in the experiment is not exactly the one taking place at the time point 

of 2 min. Due to the preparation for and the duration of the measurement (e.g. 1 min), the reported 

PSD is actually an indicator of the sizes of the particles over a specific period from about 1 min to 3 

min after mixing the P and PE. The particle concentration and distribution during this early period of 

P-PE agglomeration is sensitive to the time of determination regarding the high agglomeration rate as 

a result of the high particle concentration and collision frequency. In light of this, the comparison of 

the simulated PSD at 2 min with the experiment is not reasonable.   
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Figure 5.4. The evolution of particle size distribution from 0 s (0.3s) to 120 s with an interval of 10 s 

(from left to right). The starting particles are PPE(n2, n1n2) (n1 and n2 are positive integers, and n1 is 

the ratio of the initial concentrations of PE to P) with the size distribution shown in Figure 5.3.  

As a further approximation of phase 2, the simulation on the particle concentration as the function of 

time for the phase from 2 min onwards was performed.  

During the experiment, the particles within the size range of 100 to 800 nm and 1 µm to 6 µm were 

monitored for a period from 2 min up to 430 mins after mixing the P and PE solution. From 240 mins 

onwards, the majority of particles are in the micro-size range, where the orthokinetic agglomeration 

rather than perikinetic agglomeration dominates, which is beyond the scope of this chapter. The 

simulations in this chapter only focus on the particle agglomeration profile up to 240 min. 

The monitored particle size distribution at 2 min can be fitted by a lognormal distribution (see Figure 

5.5). Based on this fitting, the total particle concentration at 2 min was calculated with the correction 

of the fraction of the particles in the non-detectable size range of experiment (<100nm; 800-1000 nm; 

and >6 µm). The corrected total particle concentration was used for the simulation of PPE particle 

agglomeration from 2 min onwards.  
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The lognormal model has been used to describe the size distribution of agglomerates driven by 

Brownian motion [23-25]. However, the measured particle size distribution at a later time point cannot 

be as well fitted by the lognormal distribution (data not shown), which is not expected when evolving 

from the lognormal distribution at 2 min. In the experiment, the particle concentrations were 

measured by two methods --- NTA (from 100 nm to 8000 nm) and FIM (from 1 µm to 6 µm), with 

specific errors (random or systematic) during the measurement. The NTA is insensitive to the small 

particles in the sample and instead counts the particle clusters [26, 27]. The laser beam exhibits a 

Gaussian intensity profile when illuminating the sample. Large and strongly scattering particles at the 

less intense beam edge may remain detectable and quantifiable, while the scattered light of small 

particles with a low refractive index contrast may drop below the detection limit [27, 28]. Furthermore, 

during the experiment, particle concentrations of specific size ranges measured by NTA were recorded. 

However, the NTA was reported to have a size resolution ratio of 1.33 [29], indicating that the particles 

out of the specific size range may also be mistakenly included. This gives rise to other probable errors. 

Last but not least, the presence of large particles in the NTA measurement affects the detection of 

small particles. The intense light scattering of large particles makes the small particles more difficult to 

be detected and prevents some of them from being tracked by the NTA software. Thus the spiking with 

large particles resulted in the underestimation of the number of smaller particles. The presence of a 

few large particles in a sample has a little impact on NTA sizing accuracy but reduces the number of 

small particles detected by the software [30]. The FIM also has several errors resulted from: i) the 

improper adjustment of camera focus, which gives rise to errors of the detected particle size [31]; ii) 

the possibility of coincidence errors (i.e. multiple particles within the flow cell are counted as a single 

particle) when measuring at a high concentration [32]; iii) the systematic differences in particle size 

distribution for each defined particle shape, which may limit the consistency of the particle 

concentration determination [33].  
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Figure 5.5. Lognormal fitting of the experimentally-determined particle size distribution at 2 min with 

the geometric mean value of 298 and geometric standard deviation of 1.43.  

 

In the experiment, the primary P and PE finally agglomerated into particles with the size up to about 3 

µm within the monitoring time scope (up to 240 min). Each of these particles contains millions of P 

and PE. The simulation involving all the PPE species formed by the agglomeration starting with millions 

of P and PE requires high computational power and is not achievable in this study. Instead, a specific 

number of starting PPE with discrete sizes (discrete compositions of P and PE) were simulated. The 

agglomerates of these particles thus also have discrete compositions of P and PE.  

Figure 5.6 depicts the simulation results starting with PPE composing a discrete number of P and PE. 

The PPE(20, 20n), PPE(50, 50n) and PPE(100, 100n) (where n is a positive integer value) were simulated 

respectively, and up to 92000 agglomerate species were involved in the simulation. An almost overlap 

of the three curves is displayed, indicating the little influence of the composition of the discretely sized 

PPE on the simulated agglomeration profile.  

With the assumption made on the value of α (about 0.22), a slightly quicker agglomeration of the 

simulated particles was observed than the experimental observation. This deviation can be narrowed 

a bit by tuning the value of α to 0.19 (data not shown), which is the collision efficiency factor reported 

elsewhere to fit the experimental data [22].  
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Figure 5.6. Comparison of the experimental result on the particle concentration as the function of time 

to the SMO-based simulation of PPE with the discrete compositions of P and PE, where n represents 

the initial ratio of the concentration of PE to P in the simulation domain.  

 

The P-PE agglomeration mechanism is too complicated to achieve a conclusive remark on the value of 

collision efficiency factor, and it is scarce to find an analogue model or simulation reporting the values 

of α for the P-PE system. The α depends not only on the strength and nature of the interaction between 

the colliding particles but also their microstructures. One of the factors affecting the value of α is the 

distribution of PE in the PPE complex. In the assumption made for the simulation, the ratio of PE 

coverage on the particle surface is independent of the composition of the PPE and is calculated as the 

ratio of the sum of cross-sectional area of PE to the surface area of P. This assumption simplifies the 

scenario of the distribution of PE in the PPE. In principle, not all PE are distributed on the surface 

regarding the complexity of the PPE structure. Even so, the surface area of the coated P should not 

have been kept constant without any change with the number of P accumulated in the PPE. Another 

factor lies in the assumption made on the interaction mechanism. In 5.2.1, the assumption is made 

based on the mechanism of electrostatic interaction. There is also a mechanism of polymer bridging 

contributing to the agglomeration of PPE particles [8], where the extended chains of the PE on one 

complex particle may interact with and adhere to an exposed area on the surface of a second particle, 

and the polymer functions as a “glue” to bind the particles when colliding.  
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Thereby, the efficiency of collision should depend on the degree of polymer adsorbate chain extension 

and the extent of particle surface coverage by the polymer. Even if the bridging of polymers contributes 

to the agglomeration, not all of them will take part in the “glue” of the complex particles as there may 

be repulsive forces among the charged groups. Additionally, the reported experimental particle 

concentration is lower than the practical total particle concentration, therefore in Figure 5.6, the actual 

α can be even smaller than used for the simulation.  

The surface roughness is also a factor to be considered that may affect the particle agglomeration rate 

[34, 35]. It was observed that the surface roughness, rather than particle size, determines the 

geometrical factor in the interaction energy of approaching particles. Deviations from a smooth surface 

("surface roughness") will affect coagulation rates, if and when their characteristic amplitudes, the 

interparticle distance, and the range of the interaction forces are commensurate. At the interparticle 

distance where the interaction energy reaches its maximum, it is not the radius which makes the 

difference, but the roughness of the particle surfaces to contribute to the details of the interactions. 

Thus the surface roughness influences the dependence of the coagulation on the particle size. For 

rather fine roughness, the critical coagulation concentration (the minimum electrolyte concentration 

that will cause the rapid flocculation of a suspension in a given time [36]) decreases with increasing 

particle size. For the coarse surface, the critical coagulation concentration depends on the average 

configuration of the surface roughness in the surface area where two double layers overlap, either 

increase or decrease.  
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5.4   Conclusions 

The SMO-based simulation proves to be useful to study the kinetics of P-PE particle agglomeration 

starting from the molecular level. The simulation reveals that at the early stage of P-PE mixing, most 

of the formed PPE has the ratio of P to PE the same as the initial ratio in the simulation domain. Based 

on this finding, the simulation of the P-PE agglomeration in the later period can be simplified to the 

case of collision and agglomeration among PPEs composing the same ratio of P to PE. With proper 

assumption on the collision efficiency factor, the SMO-based simulation yields comparable results on 

the P-PE agglomeration profile with experimental observation.  

In the SMO-based simulation, the properties of the simulated particles and their binding mechanisms 

cannot be individually identified and specified. To overcome this limitation, the DC simulation is 

proposed to simulate the P-PE agglomeration with the particle properties (such as size, composition 

and charge) discretely distinguished and inter-particle interaction mechanism (such as electrostatic 

and hydrodynamic interaction) distinctly defined.  

For the PB simulation, the inter-particle collision probability rather than their relative position of the 

particle is used to evaluate the agglomeration among the particles. Further investigations on the 

algorithms of the PB simulation are needed.  

In this study, the collision efficiency factor is based on the assumption that the particles are 

agglomerated at the sites with opposite charge. However, the collision efficiency cannot be merely 

limited to the electrostatic effect regarding the complex structure and properties of P, PE and PPE. This 

requires further study on an explicit description of the collision efficiency among the simulated 

particles.  

Regarding the applications of the developed methods, the SMO-based simulation seems to be a 

convenient and efficient method to describe the profile of particle formation and growth for practical 

purposes. The other two proposed methods are more suitable to explicitly distinguish the properties 

of different particles (in this study P, PE and PPE) during the simulation.  
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Abstract 

In this study, we developed a microfluidics method, using a so-called H-cell microfluidics device, for 

the determination of protein diffusion coefficients at different concentrations, pHs, ionic strengths and 

solvent viscosities. Protein transfer takes place in the H-cell channels between two laminarly flowing 

streams with each containing a different initial protein concentration. The protein diffusion 

coefficients are calculated based on the measured protein mass transfer, the channel dimensions and 

the contact time between the two streams. The diffusion rates of lysozyme, cytochrome c, myoglobin, 

ovalbumin, bovine serum albumin and etanercept were investigated. The accuracy of the presented 

methodology was demonstrated by comparing the measured diffusion coefficients with literature 

values measured under similar solvent conditions using other techniques. At low pH and ionic strength, 

the measured lysozyme diffusion coefficient increased with the protein concentration gradient, 

suggesting stronger and more frequent inter-molecular interactions. At comparable concentration 

gradients, the measured lysozyme diffusion coefficient decreased drastically as a function of increasing 

ionic strength (from zero onwards) and increasing medium viscosity. Additionally, a particle tracing 

numerical simulation was performed to achieve a better understanding of the macromolecular 

displacement in the H-cell micro-channels. It was found that particle transfer between the two 

channels tends to speed up at low ionic strength and high concentration gradient. This confirms the 

corresponding experimental observation of protein diffusion measured via the H-cell microfluidics.  
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6.1     Introduction 

Diffusion of proteins is often critical in the design of mass transfer equipment, like protein extraction 

and fractionation (chromatography) systems, which is widely used in (bio)chemical and 

biopharmaceutical industries [1]. Moreover, the protein diffusion coefficient is used to estimate its 

molecular weight and hydration state of proteins, its aggregation state, and its behavior in specific 

systems where diffusion is the rate-limiting factor, for example, in some controlled drug delivery 

systems where the release rate of therapeutic protein depends on its diffusion coefficient [1-4].  

In the absence of external forces, such as an electric field, at least three forces dominate the dynamics 

of proteins in a low molecular weight solvent like water [5, 6]: i) Brownian motion; ii) protein-protein 

(electrostatic) interactions; and iii) hydrodynamic interactions due to perturbation of the solvent 

velocity by other protein molecules. The protein-protein interactions are dependent on the protein 

size, shape, surface charge, etc. This makes it complicated to generalise the diffusion behaviour of 

proteins under various conditions regarding the impact of the forces above on the protein molecular 

diffusivity.   

A summary of various methods for the measurement of solute diffusion coefficient has been listed 

elsewhere [7, 8]. Among these techniques, dynamic light scattering (DLS), nuclear magnetic resonance 

(NMR), Taylor dispersion analysis (TDA), Gouy interferometry (GI), Rayleigh interferometry (RI), 

fluorescence correlation spectroscopy (FCS) have all been used to determine protein diffusion 

coefficients [9-13]. These techniques are compared in Table 6.1. The drawbacks of some of these 

techniques, such as the high equipment costs (e.g., NMR) and the need for high-quality equipment 

parts (e.g., the lens for RI) limit their routine use. Besides, there are some limitations on the detection 

of some of the listed techniques. As to light scattering methods, there are limiting factors, such as i) a 

relatively high solute concentration or large solute molecular size is required for a detectable intensity 

of scattering light; ii) if solute and solvent have the same refractive index, there is no contrast, and 

thus no scattering light; and (iii) if the turbidity of solutions is too high (e.g., emulsions), multiple 

scattering of light leads to measurement inconsistencies or errors [7, 14]. As to the Taylor dispersion 

analysis, the diffusion coefficient is derived from the band broadening measured by the analytical 

detector (e.g., UV absorbance), thus there is a high requirement on the sensitive detection modality. 

Additionally, there is a need for large sample injection volume and extended analysis time to fulfil the 

conditions of validity [13, 15]. Fluorescence methods require the dyeing of protein, which may change 

its properties and thereby protein-protein interactions [16]. For NMR, local magnetic field gradients 

and imaging gradients as well as the length of the diffusion period have been reported to affect the 
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measured diffusion coefficients [17]. In order to relieve some of the drawbacks of these techniques, 

an orthogonal technique using a microfluidic H-cell is put forward in this study.  

Prior research has shown that the application of the microfluidic method is promising for the study of 

solute diffusion behaviour. The microscale dimensions enable a rapid detectable transport of solute 

molecules in the fluid. The microfluidics concept has been applied for the diffusion coefficient 

determination of not only common electrolytes, such as NaCl, but also macromolecules, such as 

proteins [18-20], where laminar flow tubes or channels were used. The detection methods used in 

these studies are based on the observation of the spreading of solute bands during transport via the 

microfluidic devices. This type of diffusion profile in the microfluidic equipment has also been studied 

to characterize the sizes, interactions and aggregation state of macromolecules (e.g., proteins) [21, 22], 

and as an indicator of the medium viscosity [23]. When there are two streams introduced to a 

microchannel at low flow rates (laminar flow at low Reynold number), a fluid interface is formed 

between the two streams and the solute transfer takes place across the interface [20, 24-27]. In this 

study, the idea of micro laminar flow is coupled with the quantitative determination of the mass 

transfer based on the concentration change over the length of the H-cell channel rather than the 

detection of molecular optical properties, such as with DLS and GI. Therefore, there is less limitation 

on the selection of the sample materials. Resembling the experimental schemes for solute (e.g., 

protein) concentration measurement in relevant microfluidics studies [28], a flexibility of mass 

detection methods, both online and off-line, can be applied during H-cell measurement (e.g., UV-Vis 

for protein detection in this study and conductivity detection in a previous study [29]), enabling a 

broader application of the microfluidic H-cell. In our lab, an H-cell (H-shape microfluidic chip) was 

developed and validated by Hausler, et al. [29] via optimal experimental design (OED) for solute 

diffusion coefficient measurement. This H-cell was successfully used for the measurement of the 

diffusion coefficient of common electrolytes as well as polyphenols [29, 30].  

The goal of the present study is to determine the diffusion coefficient of proteins, via measuring the 

mass transfer between the two aqueous streams, by a custom-made micro-fabricated H-cell, and to 

evaluate the effectiveness of the microfluidic method for the general investigations of 

biomacromolecular diffusion behaviour. This chapter starts with presenting the measured diffusion 

coefficients of lysozyme in different solutions (water and buffer), with different inlet concentration 

profiles for the H-cell and as a function of the medium ionic strength and viscosity. The influence of 

different operating conditions on the protein diffusivity is shown, and the accuracy of the method is 

verified via comparison of the results with published values obtained under similar conditions. Next, 

the applicability of the microfluidics method for a broader range of proteins is validated by measuring 

the diffusion coefficients of proteins with the molecular weight ranging from about 12 kDa to 150 kDa 
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(cytochrome c, myoglobin, ovalbumin, bovine serum albumin and etanercept) and comparing the 

measured values with relevant literature values. Factors that may affect the diffusivity measurement 

are discussed and exploratory numerical simulations are included.  

 

 

 

Table 6.1. Summary of the characteristics of H-cell microfluidics and other techniques for the 

determination of protein diffusion coefficient.  

Characteristics of the technique 
DLS 

[7, 9, 14, 31, 32] 

NMR 

[7, 8, 17] 

TDA 

[8, 13] 

GI 

[7, 8, 33] 

RI 

[7, 33] 

FCS 

[34-37] 
H-cell 

Accuracy +/- c + d +/- + + +/- +/- 

Measurement time consumption a + +/- +/- - e - +/- +/- 

Flexibility - - +/- NA f NA - + 

Requirement on sample properties b - NA +/- - - - + 

Sample consumption +/- + + - - + + 

Resolution + + +/- NA NA + +/- 

Data analysis +/- +/- + - - NA + 

Set-up cost +/- - + +/- - - + 

Equipment installation +/- - + - - - + 

 

a  The duration of H-cell measurement depends on the dimension of the microfluidic channel. In this 

study, it took about 1-2 hours per single run for the measurement of lysozyme diffusion coefficients, 

where methods like DLS or NMR take about half the time. The length of each measurement can be 

reduced by using an H-cell of shorter span-wise dimension, where shorter contacting time between 

the two laminar streams is needed. So the microfluidics method has the potential of shortening the 

measurement time in the future. 

b   such as refractive index, turbidity level, molecular size, etc.  

c, d, e  The ’+’ and ‘-‘ sign represent the advantageousness and disadvantageousness respectively of the 

technique for corresponding characteristics, and the medium level is labelled as ‘+/-’.   

f  NA = not available. 
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6.2      Materials and methods 

6.2.1 Materials and preparation of solutions 

The proteins used in this study were: lysozyme (LYS) from chicken egg white (14,3 kDa, pI≈11, Sigma-

Aldrich, Zwijndrecht, the Netherlands), cytochrome c (CC) from bovine heart (12.3 kDa, pI≈10-11, 

Sigma-Aldrich, Zwijndrecht, the Netherlands), myoglobin (MYO) from horse heart (17 kDa, pI≈6.8-7, 

Sigma-Aldrich, Zwijndrecht, the Netherlands), ovalbumin (OVA) from chicken egg white (43 kDa, 

pI≈4.5-4.9, Sigma-Aldrich, Zwijndrecht, the Netherlands), bovine serum albumin (BSA) (66.5 kDa, pI≈5-

6, Sigma-Aldrich, Zwijndrecht, the Netherlands), Enbrel® (etanercept) (150 kDa, pI≈8, Pfizer Inc., 

Capelle aan den Ijssel, the Netherlands). Enbrel® was supplied at 50 mg/ml (formulation composition 

is shown later) and the other proteins were supplied as dry powders. 

All protein solutions (concentrations shown in Table 6.2) were prepared using ultrapure water (purified 

using a Milli-Q ultra-pure water system, Millipore™, Molsheim, France) as the solvent. To adjust the 

pH, phosphate buffer (PB) (Na2HPO4 and NaH2PO4, Sigma Aldrich, Zwijndrecht, the Netherlands) and 

acetate buffer (AC) (acetic acid (Sigma Aldrich, Zwijndrecht, the Netherlands) and sodium acetate 

(Merck, Darmstadt, Germany)) were used. For etanercept, a placebo buffer was used that contained 

10 mg/ml sucrose (Fluka, Sigma Aldrich Steinheim, Germany), 5.8 mg/ml NaCl (J.T. Baker, Deventer, 

the Netherlands), 5.3 mg/ml arginine hydrochloride Merck (Merck, Darmstadt, Germany) and 3.9 

mg/ml Na2HPO4·H2O (Sigma, Sigma Aldrich, Steinheim, Germany) (pH 6.3). Furthermore, NaCl (J.T. 

Baker, Deventer, the Netherlands) and glycerol (Merck, Darmstadt, Germany) were used to change the 

ionic strength and viscosity of the prepared protein solutions, respectively. 

All the prepared solutions were filtered through 0.22-μm cellulose filters (Whatman®, GE Healthcare, 

United Kingdom) before the experiments. 

 

6.2.2 Experimental set-up and process description 

The experimental set-up is illustrated in Figure 6.1. An H-cell (Micronit®, Netherlands) made of 

Borofloat® glass with the dimensions 625 mm x 753 µm x 69 µm (L x W x H) was used. The dimensions 

were measured by using a calibrated ocular micrometre scale implemented in an Olympus microscope 

(Olympus, Zoeterwoude, the Netherlands).  

During the experiments, a syringe pump (Model 270D, KD Scientific, Massachusetts, the USA) 

introduced two streams with a protein concentration difference into the H-cell. The stream with a 

higher protein concentration is called the donor stream (DS), while the other stream is named as the 
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receiver stream (RS). The syringe pump injected and withdrew the streams simultaneously to maintain 

an equal flow ratio of the two streams during their transport in the H-cell. By implementing both the 

injecting syringes and sucking syringes, potential pressure drop differences along the outlet tubes were 

avoided and an equal volumetric split ratio of the DS and RS was achieved at the outlet of the channel 

[29]. Under this condition, the solute concentration change between the DS and RS is purely a result 

of the solute diffusion. The input flow rate by the syringe pump was set to achieve a laminar flow 

profile (Reynold number less than 10). Under this condition, there was a clear interface between the 

two streams in the middle of the channel (a test of this interface was performed by transporting water 

(as RS) and an aqueous solution containing dye material (as DS) into the H-cell). The protein diffusion 

behaviour was examined with different inlet RS and DS concentrations in various liquid media. The 

operating conditions are summarised in Table 6.2, and there were triplicate measurements for each 

condition.   

For the convenience, in this chapter, the inlet stream concentrations will be described as the “inlet RS 

concentration vs inlet DS concentration”. For example, 0 vs 2 mg/ml represents inlet concentrations 

of 0 mg/ml in RS and 2 mg/ml in DS.   
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Table 6.2. Experimental operating conditions for the H-cell microfluidics study, where the tested 

proteins, the inlet receiver stream (RS) and donor stream (DS) concentrations, the solvents, the NaCl 

concentration for ionic strength adjustment and the glycerol concentration for viscosity adjustment 

are listed.  

Experiment  Protein RS (mg/ml) DS (mg/ml) Solvent NaCl (mM) Glycerol (w/w%) 

1 LYS 0 2 Water - - 

2 LYS 0 5 Water - - 

3 LYS 0 10 Water - - 

4 LYS 2 4 Water - - 

5 LYS 4 6 Water - - 

6 LYS 0 2 Water 5 - 

7 LYS 0 2 Water 10 - 

8 LYS 0 2 Water 500 - 

9 LYS 0 2 Water 1000 - 

10 LYS 0 0.5 10 mM PB & 100 mM PB * - - 

11 LYS 0 1 10 mM PB & 100 mM PB - - 

12 LYS 0 2 10 mM PB & 100 mM PB - - 

13 LYS 0 5 10 mM PB & 100 mM PB - - 

14 LYS 0 10 10 mM PB & 100 mM PB - - 

15 LYS 2 4 10 mM PB  - - 

16 LYS 4 6 10 mM PB  - - 

17 LYS 0 2 10 mM PB 200 - 

18 LYS 0 2 10 mM PB 500 - 

19 LYS 0 2 10 mM PB - 10 

20 LYS 0 2 10 mM PB - 20 

21 LYS 0 2 10 mM PB - 40 

22 LYS 0 0.5 10 mM AC & 100 mM AC - - 

23 LYS 0 1 10 mM AC & 100 mM AC - - 

24 LYS 0 2 10 mM AC & 100 mM AC - - 

25 LYS 0 5 10 mM AC & 100 mM AC - - 

26 LYS 0 10 10 mM AC & 100 mM AC - - 

27 LYS 2 4 10 mM AC - - 

28 LYS 4 6 10 mM AC - - 

29 CC 0 2 10 mM PB - - 

30 MYO 0 2 10 mM PB - - 

31 OVA 0 2 10 mM PB - - 

32 BSA 0 2 10 mM PB - - 

33 etanercept 0 2 placebo buffer - - 

* The two buffers were used for experiments respectively.   

 

 

 



131 

 

An inline UV-Vis detector (SPD-20AV, Shimadzu, Japan) with a micro flow cell (0.2 µl) was located 

between the H-cell and the withdrawing syringe of the RS to record the UV-Vis absorbance of the 

proteins. The UV-Vis detector has a sensitivity limit at the noise level of 0.5 x 10-5 AU. The micro flow 

cell in the UV-Vis detector enables the inline detection of the proteins in the outlet stream at a low 

flow rate. A calibration curve was determined to correlate the UV-Vis absorbance with the protein 

concentration.  

 

 

 

Figure 6.1. Scheme of the H-cell experimental set-up for protein diffusion coefficient measurement. 

The blue and cyan colours represent the inlet and outlet receiver stream (RS), respectively, and the 

red and yellow colours represent the inlet and outlet donor stream (DS), respectively.   
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6.2.3 Protein concentration 

Prior to the H-cell microfluidics experiments, the concentration of the prepared protein solutions was 

determined by a UV-Vis spectrophotometer (UV-1800, Shimadzu, Japan) using the wavelengths and 

extinction coefficients shown in Table 6.3. 

 

 

Table 6.3. Wavelengths and extinction coefficients used for the determination of protein concentration 

measured by UV-Vis spectrophotometer.  

Protein Wavelength (nm) Extinction coefficient (mL cm-1 mg-1 ) Reference 

LYS 280 2.64 [38] 

CC 550 0.68 [39] 

MYO 408 11.06 [40] 

OVA 280 0.73 [41] 

BSA 280 0.66 [42] 

etanercept 280 1.49 [43] 

 

   

    

 

6.2.4 Protein mass balance between the DS and RS 

During the check of the mass balance between the DS and RS, two UV-Vis detectors were placed 

between the DS and RS outlets and the corresponding pulling syringes (not as shown in Figure 6.1 

where only one UV-Vis detector is placed). Inline detection of the protein concentration in the two 

streams was performed. The outlet protein concentrations during experiments were obtained based 

on the calibration curves, which were determined for both detectors. As the syringe pump pushed and 

pulled the fluid at a consistent flow rate simultaneously, the protein mass recovery was calculated 

according to Equation 6.1.   

                           𝑅𝑅𝑒𝑒𝑐𝑐𝑅𝑅𝑅𝑅𝑒𝑒𝑟𝑟𝑅𝑅 (%) = 𝐶𝐶𝑜𝑜𝑜𝑜𝐷𝐷𝑜𝑜𝑜𝑜𝐷𝐷,𝐷𝐷𝐷𝐷+𝐶𝐶𝑜𝑜𝑜𝑜𝐷𝐷𝑜𝑜𝑜𝑜𝐷𝐷,𝑅𝑅𝐷𝐷
𝐶𝐶𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝐷𝐷,𝐷𝐷𝐷𝐷+𝐶𝐶𝑖𝑖𝑖𝑖𝑜𝑜𝑜𝑜𝐷𝐷,𝑅𝑅𝐷𝐷

 ×  100%                                      Equation 6.1 
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Where C stands for the protein concentration and the recovery is described as the percentage of the 

sum of outlet concentration of DS (Coutlet,DS) and RS (Coutlet,RS) to the sum of the inlet concentration of 

both streams (Cinlet,DS and Cinlet,RS).   

6.2.5  High-performance size-exclusion chromatography 

High-performance size-exclusion chromatography (HP-SEC) was performed to analyse the aggregation 

state of the protein materials as supplied from the manufacturer. The protein materials were dissolved 

in PB (10 mM, pH 7.2) (except for etanercept, which was diluted in placebo buffer, pH 6.3) and filtered 

through a 0.2-µm filter before measurement.   

The protein samples of LYS, CC, MYO, OVA and BSA (50 µl; ≈1 mg/ml), were analysed with a Discovery 

BIO Gel Filtration column (Sigma–Aldrich, St. Louis, USA). A 515 HPLC pump and 717 Plus autosampler 

(Waters, Milford, USA) were operated at a flow rate of 0.5 ml/min. The mobile phase consisted of 100 

mM sodium phosphate buffer, 200 mM sodium chloride, 0.05% (w/v) sodium azide at a pH of 7.2, and 

was filtered through a 0.2-µm filter prior to use. Chromatograms were recorded with an SPD-6AV UV 

detector (Shimadzu, Tokyo, Japan) at a wavelength of 280 nm. 

For etanercept analysis (50 µl; ≈2 mg/ml), a Yarra SEC-2000 column (Phenomenex, Utrecht, the 

Netherlands) was used with the running buffer composed of 50 mM phosphate, 150 mM arginine and 

0.025% NaN3 at pH 6.5. UV detection was performed at 280 nm. 

6.2.6  Viscosity measurement 

The kinematic viscosity of the protein solutions with/without glycerol was determined at room 

temperature using an Ostwald viscometer (inside tube diameter: 0.26 mm; Roweel Electronic Co., Ltd,  

Zhengzhou, China). Water was used as the reference.   

6.2.7 Calculation of diffusion coefficient  

Comsol Multiphysics (version 4.4, Comsol, Sweden), via a Matlab (version 2017a, Mathworks, USA) 

Livelink, was used to calculate the protein diffusion coefficient based on the outlet RS concentration 

under steady state. This method of calculation was developed and validated in previous research [29]. 

The Comsol built-in module of Transport of Diluted Species was used to calculate the mass transfer 

between the RS and DS. In the case of rectangular cross-section dimension, a simplified solution of the 

Navier–Stokes equations was used [44].  

The z-averaged velocity distribution along the y-axis was calculated according to  Equation 6.2: 

                              �̅�𝑅(𝑅𝑅) = 𝑅𝑅(𝑚𝑚+1
𝑚𝑚

)[1 − (𝑦𝑦
𝑎𝑎

)𝑚𝑚]                                                                        Equation 6.2 
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Where 

                                 𝑚𝑚 = 1.7 + 0.5(𝑏𝑏
𝑎𝑎

)−1.4                                                           Equation 6.3 

Where a and b stand for the channel half-width and half-height respectively; v stands for the stream 

velocity (dividing flow rate by the cross-section area of the channel).  

In the simulation of transport of diluted species, Fick’s second law was used to correlate the diffusivity 

with the concentration of solute from the DS to RS.  

                                    �̅�𝑅(𝑅𝑅) 𝜕𝜕𝐶𝐶
𝜕𝜕𝑥𝑥

= 𝐷𝐷(𝜕𝜕
2𝐶𝐶

𝜕𝜕𝑦𝑦2
)                                                                        Equation 6.4 

Where D represents the diffusion coefficient of the solute.  

The outlet RS concentration, inlet RS and DS concentrations, flow rate and channel dimensions are the 

input parameters for the calculation. The Matlab’s fminbnd function was used to determine the 

minimum value of the least square fitting of the calculated RS outlet concentration (via modelling) and 

the experimentally measured RS outlet concentration, where the corresponding value of diffusion 

coefficient was the one measured by the microfluidic H-cell.   

The dimensionless Fourier number (Fo), representing the contact time of the RS and DS during 

transport via the H-cell, was calculated as:  

                                     𝐹𝐹𝑅𝑅 = 𝜋𝜋𝑐𝑐
𝑎𝑎2

                                                             Equation 6.5 

Where D is the diffusion coefficient, t the average residence time in the channel and a the channel 

half-width. The minimisation of the measurement uncertainty, i.e., the variance of the experimental 

results, is achieved by operating the experiment at an optimal Fourier number range, in which the H-

cell measurement sensitivity and accuracy increase drastically [29]. Empirically, the range of the 

optimal Fourier number was determined according to Equation 6.6: 

                                  𝐹𝐹𝑅𝑅𝑠𝑠𝑜𝑜𝑐𝑐 = 0.299(𝑏𝑏
𝑎𝑎

)−0.0983          for 0.05< 𝑏𝑏
𝑎𝑎

 <0.1                                  Equation 6.6 

Based on the analysis of the Fisher Information (a common factor of ordinary differential equation 

(ODE) analysis; reciprocal of the variance of measured diffusion coefficients) [29, 45], the experimental 

check on the correlation of the Fourier number with the variance of measured protein diffusion 

coefficients (see AppxD-Figure 1), and the empirical correlation (see Equation 6.6), the Fourier number 

range of 0.3-0.4 was used (where a low level of variance occurs) and the determined diffusion 

coefficients corresponding to this Fourier number range were reported. 
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6.2.8 Stokes-Einstein diffusion model 

Stokes-Einstein diffusion model (see Equation 6.7) classically correlates the diffusion coefficient of 

monodisperse spheres at infinite dilution with the viscosity of the medium and the size of the molecule. 

The solute molecule is considered as a Brownian particle dissolved in a continuous medium. In the 

model, the microscopic structure of both solute and solvent is neglected, and the only source of 

dissipative effects is the shear viscosity of the solvent. 

                                     𝐷𝐷 = 𝑘𝑘𝐵𝐵𝑇𝑇
6𝜋𝜋𝜋𝜋𝑅𝑅ℎ

                                                              Equation 6.7        

Where kB represents the Boltzmann constant, T the absolute temperature, η the viscosity of the 

medium, Rh the hydrodynamic radius.  

For non-ideal solutions like protein solutions, intermolecular interactions have an impact on the 

diffusion coefficient, whereby the diffusion coefficient is corrected for the concentration factor via a 

linear correlation (see Equation 6.8): 

                                         D = D0(1+kDC)                                                                                             Equation 6.8 

Where D0 is the protein diffusion coefficient at infinite dilution and kD is the diffusion interaction 

parameter summarising protein-protein intermolecular interactions [46, 47]. The term kD is used to 

represent the level of both direct (e.g., electrostatic, dipole-dipole, van der Waals, hydrophobic 

interactions) and solvent-mediated hydrodynamic interactions among the protein molecules that alter 

the purely thermally-driven protein motion. The value of kD depends on factors such as the 

temperature and salt concentration in the medium. 

6.2.9 Numerical simulation of particle diffusion  

In the present study, the H-cell microfluidics results indicate different diffusion behaviours of protein 

molecules in different buffers and protein concentrations. It is assumed that the diffusivity of protein 

molecules in the H-cell is affected by the protein charge, intermolecular interaction cut-off distance 

(Debye length), protein concentration and concentration gradients between RS and DS. To give 

support to this assumption, an exploratory and illustrative numerical simulation of particle 

displacement (which represents the diffusion of globular protein molecules) between two contacting 

domains was performed.  

This simulation was conducted by the particle tracing module of Comsol Multiphysics (version 5.2). The 

geometrical configurations and boundary conditions of the simulation are shown in the appendix (see 

AppxD-Figure 2). The simulation geometry was divided into two domains, donor fluid domain (DD) and 
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receiver fluid domain (RD), where DD has a higher initial concentration than RD. In the simulation, 

spherical particles were used to represent protein molecules. Due to the limit on computation power, 

the particle displacement was simulated within a down-scaled geometry rather than the full scale of 

the H-cell.  

In the simulation, the particle displacement was dominated by three forces: Brownian force, drag force, 

and particle-particle interaction force (electrostatic repulsive force in this case) [48].  

The amplitudes of the Brownian force at every time step was modelled as a Gaussian white noise 

process [49] given by Equation 6.9: 

                                                                         𝐹𝐹𝑏𝑏 = 𝜁𝜁�12𝜋𝜋𝑘𝑘𝐵𝐵𝜋𝜋𝑇𝑇𝑟𝑟𝑝𝑝
∆𝑐𝑐

                                         Equation 6.9 

The drag force was given by Equation 6.10: 

                                                               𝐹𝐹𝑑𝑑 = � 1
𝜏𝜏𝑝𝑝
�𝑚𝑚𝑜𝑜�𝑅𝑅 − 𝑅𝑅𝑜𝑜�                             Equation 6.10 

Coulombic force dominates particle-particle interaction and is repulsive with particles of the same sign 

of charge. The Coulombic force was calculated with Equation 6.11 as the interaction of point charges, 

where the charge number was used as the charge exposed to the surface of the protein molecule. 

                                                       𝐹𝐹𝑖𝑖 = − 1
4𝜋𝜋𝜀𝜀0𝜀𝜀𝑟𝑟

𝑒𝑒2 ∑ 𝑍𝑍𝑖𝑖𝑍𝑍𝑗𝑗
(𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗)

�𝑟𝑟𝑖𝑖−𝑟𝑟𝑗𝑗�
3

𝑁𝑁
𝑗𝑗=1                              Equation 6.11 

Where mp is the particle mass, rp, the particle radius, τp, the particle velocity response time, vp the 

velocity of the particle, v the fluid velocity, Δt the magnitude of the time step taken by the solver and 

ζ is a vector of independent normally distributed random numbers with zero mean and unit standard 

deviation, e is the elementary charge, ε0 is the permittivity of free space, εr is the relative permittivity 

of water, Z is the particle charge number, ri is the position vector of the i-th particle, and rj is the 

position vector of the j-th particle.   

The diffusion of LYS in 10 mM AC, 100 mM AC, 10 mM PB and 100 mM PB was simulated. The 

simulation conditions are listed in Table 6.4.  
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Table 6.4. The conditions used for Comsol particle tracing simulation. 

Simulation Simulated 
solvent 

RD 
concentration a 

(mg/ml) 

DD 
concentration 

(mg/ml) 
Medium viscosity b 

(mPa·s) 
Particle charge 

number c 
Cut-off distance (nm) d 

(Coulombic interaction) 

1 AC (10 mM; pH 
4.2) 0 2 1.00 15.2 6.8 

2 AC (10 mM; pH 
4.2) 0 10 1.00 15.2 6.8 

3 AC (10 mM; pH 
4.2) 2 4 1.00 15.2 6.8 

4 AC (10 mM; pH 
4.2) 4 6 1.00 15.2 6.8 

5 AC (100 mM; pH 
4.2) 0 2 1.02 15.2 2.0 

6 AC (100 mM; pH 
4.2) 0 10 1.02 15.2 2.0 

7 PB (10 mM; pH 
7.2) 0 2 1.00 11.1 2.1 

8 PB (10 mM; pH 
7.2) 0 10 1.00 11.1 2.1 

9 PB (10 mM; pH 
7.2) 2 4 1.00 11.1 2.1 

10 PB (10 mM; pH 
7.2) 4 6 1.00 11.1 2.1 

11 PB (100 mM; pH 
7.2) 0 2 1.06 11.1 0.6 

12 PB (100 mM; pH 
7.2) 0 10 1.06 11.1 0.6 

 

a  The experimental solute concentration is converted to the number of particles per volume for the 

simulation via the correlation Cn=Ce*NA/Mw, where Cn represents the particle number concentration 

used for the simulation, Ce the experimental solute concentration, NA the Avogadro number, Mw the 

molecular weight of solute.   

b  The medium viscosity is calculated based on the table of the properties of the aqueous solutions of 

common electrolytes shown in [50].  

c  The particle surface charge is calculated based on the pKa of protein amino acid residues and their 

corresponding buried percentage obtained from the online PDB2PQR Server (PDB2PQR Version 2.0.0, 

[51]).  

d  The calculated ionic strength of 10 mM AC and 100 mM AC is 2 mM and 24 mM, respectively; for 

phosphate buffer the value is 21 mM and 221 mM, respectively (calculated via [52]). The Debye length 

is calculated based on these ionic strengths using the equation 𝛿𝛿 = �𝜀𝜀𝑟𝑟𝜀𝜀0𝑘𝑘𝐵𝐵𝑇𝑇
2𝑁𝑁𝐴𝐴𝑒𝑒2𝐼𝐼

 , where δ represents the 

Debye length, εr the relative permittivity of water, ε0 permittivity of free space, kB Boltzmann constant, 

T the temperature, NA the Avogadro number, e the elementary charge, I the ionic strength. 
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6.3     Results 

6.3.1 The relative size and aggregation state of proteins 

Figure 6.2 shows the HP-SEC chromatograms of the proteins used in this study. According to the 

retention time, the size of proteins follows the following order: LYS < CC < MYO < OVA < BSA < 

etanercept. This order is in line with the molecular weight of the proteins, except for the LYS and CC, 

where CC theoretically should have a slightly smaller size (about 2 kDa difference).  

Narrow sharp peaks in the chromatogram of LYS and CC indicate monodisperse protein molecules. For 

the other proteins, some aggregations occur, based on the multi-peaks shown in Figure 6.2. However, 

the proteins are primarily in the monomeric form, based on the areas of the peak (LYS and CC: about 

100%; MYO: about 88%; OVA: about 83%; BSA: about 70%; etanercept: about 95%). The determined 

diffusion coefficients in this study reflect majorly the diffusion behaviour of monomeric protein 

molecules.   

 

Figure 6.2. HP-SEC chromatograms of proteins used for the H-cell diffusion experiments: (a) 

chromatogram of LYS, CC, MYO, OVA and BSA, together with a BSA reference; (b) chromatogram of 

etanercept and the corresponding BSA reference.   

 

6.3.2 Protein mass balance 

The recovery of proteins after flowing through the H-cell is shown in Appendix D (see AppxD-Table 2). 

Under all test conditions, the protein recoveries at the outlets of the DS and RS were not significantly 

different from 100% according to the t-test (p > 0.05).  
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6.3.3 Lysozyme diffusion coefficient as a function of concentration, pH and buffer type 

LYS diffusion coefficients in water, PB and AC were measured by the H-cell microfluidics device at 

different inlet concentrations of the DS and RS. The results are shown in Figure 6.3.  

6.3.3.1 Lysozyme diffusion in water 

For LYS, a diffusion coefficient of 4.4 x 10-10 m2/s was measured at 0 vs 2 mg/ml, which is in line with 

published data [10] [53, 54]. More than 50% increase of the measured diffusion coefficient was 

observed at 0 vs 5 mg/ml and 0 vs 10 mg/ml.  

When the inlet concentration gradient between the RS and DS was kept at 2 mg/ml, almost no 

difference in the diffusion coefficient was observed between 0 vs 2 mg/ml, 2 vs 4 mg/ml and 4 vs 6 

mg/ml. LYS was reported to have a diffusion coefficient of about 5.5x10-10 m2/s in water via DLS and GI 

measurement at similar level of concentrations (<10 mg/ml) [53, 54]. However, even with the same 

diffusion measurement method (GI), a diffusion coefficient of 2.2x10-10 m2/s was reported in another 

previous study [10]. The measured LYS diffusion in water was more influenced by the protein 

concentration gradient between the RS and DS than by the absolute protein concentrations in the H-

cell channel. 

6.3.3.2 Lysozyme diffusion in acetate buffer  

In 10 mM AC, LYS diffusion coefficients in the range of 1.6-2.1 x10-10 m2/s were obtained at 0 vs 0.5 

mg/ml to 0 vs 2 mg/ml. Similar diffusion coefficients have been reported in previous publications under 

the condition of similar pH and ionic strength [32, 55]. Inlet concentration gradients of up to 2 mg/ml 

did not substantially affect the measured diffusion coefficients. However, at higher concentration 

gradients (0 vs 5 and 0 vs 10 mg/ml), higher diffusion coefficients up to about 3.4 x 10-10 m2/s were 

observed.   

At constant inlet concentration gradients, the measured diffusion coefficients increased with 

increasing LYS concentration from 0 vs 2 mg/ml to 4 vs 6 mg/ml. This trend differs from the case in 

water.   

The measured LYS diffusion coefficients in 100 mM AC were similar to those in 10 mM AC from 0 vs 

0.5 mg/ml to 0 vs 2 mg/ml. There was no obvious trend of increasing diffusion coefficient from 0 vs 2 

mg/ml to 0 vs 5 mg/ml and 0 vs 10 mg/ml. The diffusion of LYS in AC at low buffer concentration tended 

to be more influenced by the concentration gradient between RS and DS than that at high buffer 

concentration. Also at low buffer concentration, the LYS concentration in the H-cell channel 

proportionally affected its measured diffusion coefficient.    
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6.3.3.3  Lysozyme diffusion in phosphate buffer  

The measured diffusion coefficients of LYS in PB were comparable with those in AC at inlet 

concentrations of 0 vs 0.5, 0 vs 1 and 0 vs 2 mg/ml. At the inlet concentrations of 0 vs 5 and 0 vs 10 

mg/ml, the measured values in PB were similar to those in 100 mM AC, but lower than those in 10 mM 

AC. In 100 mM PB, the measured diffusion coefficients of LYS decreased by about 25% from a low 

concentration gradient (0 vs 0.5 to 0 vs 2 mg/ml) to a high concentration gradient (0 vs 10 mg/ml). This 

decrease was not obvious under the other tested conditions.   

When keeping the inlet concentration gradient at 2 mg/ml, an increasing diffusion coefficient with LYS 

concentration was observed, similar to that in AC. This trend of concentration-dependency was also 

reported elsewhere in a low ionic strength media (with the ionic strength lower than the 10 mM PB) 

[56].  

The diffusion of LYS in PB at low and high buffer concentration was both not much affected by the 

concentration gradient between RS and DS. However, the measured diffusion coefficients rised with 

LYS concentration in the H-cell channel.    

 

In light of the results above, the measured diffusion coefficients of LYS are affected by the 

concentration gradient between the RS and DS, the concentration of protein in the H-cell channel, and 

the buffer pH and concentration. It seems that at low protein concentration and concentration 

gradient (e.g., 0 vs 0.5 mg/ml, 0 vs 1 mg/ml and 0 vs 2 mg/ml), the H-cell performs well in the 

measurement of protein diffusion coefficients, which are comparable with literature data.   
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Figure 6.3. H-cell microfluidics experimental results of LYS diffusion coefficients in water (a), acetate 

buffer (AC) (b) and phosphate buffer (PB) (c) as a function of inlet concentrations. The error bars 

represent the standard deviation of the measurements. The x-axis corresponds to the inlet LYS 

concentration in the DS. If not explicitly stated, the inlet LYS concentration in the RS is 0 mg/ml. The 

literature-reported LYS diffusion coefficients, measured by other techniques under similar conditions, 

are shown for comparison. In (a), the data of the triangles are collected from [10], diamonds from [53], 

and inverted triangle from [54]. In (b), the data of the diamonds and dotted diamonds are collected 

from [32] and the crossed diamonds from [57]. In (c), the data of the triangles are collected from [10], 

crossed diamonds from [32], square and dotted squares from [58], and the others from [56].      

 

6.3.4 Lysozyme diffusion coefficient as function of ionic strength 

The results in the last section indicate that there is a correlation between the measured LYS diffusion 

coefficient and the buffer concentration. In this section, the H-cell is used to examine the LYS diffusion 

coefficients at different salt concentrations, to elucidate whether specific buffer effects or general 

ionic strength effects are responsible for the above observation.  

The ionic strength of the medium was changed by adjusting the salt (NaCl) concentration. The 

measured LYS diffusion coefficients in corresponding media are reported (see Figure 6.4 (a) and (b)). 



143 

 

As indicated by both the H-cell results and literature data, the value of the LYS diffusion coefficient 

sharply decreased with increasing salt concentration from 0 to about 10 mM, followed by levelling off 

at higher salt concentrations. In the absence of salt, the H-cell gave a diffusion coefficient of 4.4 x 10-

10 m2/s for LYS in water. When the NaCl concentration increased to 10 mM, the H-cell measured LYS 

diffusion coefficient dropped to lower than 2 x 10-10 m2/s. This value was similar to that in 10 mM PB. 

At higher NaCl concentrations (up to 1 M for water and 500 mM for PB), the LYS diffusion coefficient 

levelled off at about 1.6x10-10 m2/s.  

 

Figure 6.4. Measured diffusion coefficients of LYS via the H-cell as a function of salt concentration in 

the medium (a). The error bars represent the standard deviation of the measurements. The literature-

reported LYS diffusion coefficients measured by other techniques under similar conditions (b) are 

shown for comparison, where the data of square are collected from [53], crossed squares from [59], 

triangles from [9], diamonds from [56] and crossed diamonds from [60]. The solvents used in these 

references are depicted in the legend of the graph. The dashed lines are meant for visual guidance.      

 

6.3.5 Lysozyme diffusion coefficient as function of medium viscosity 

The diffusion coefficient is inversely proportional to the medium viscosity, as indicated by the Stokes-

Einstein model. Measuring the LYS diffusion coefficients in different viscous media can be used as a 

further validation of the H-cell. The diffusion coefficients of LYS are plotted against the viscosity of the 

solution containing glycerol (see Figure 6.5). As expected, the diffusion coefficients decrease with 

increasing medium viscosity. A comparison of the measured diffusion coefficients to the values 

calculated by classical Stokes-Einstein model is presented. The molecule of LYS can be considered to 

be roughly spherical, due to its compact nature and rapid rotational tumbling in solution [61]. The 
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reported hydrodynamic radius (Rh) of LYS differs in the literature, ranging from about 16 to 21 Å 

depending on the solvent conditions such as pH, salt types and concentrations, and experimental 

techniques [9, 46, 57, 62]. This size range was used for the Stokes-Einstein modelling of the diffusion 

coefficients in this study. The modelling results are also displayed in Figure 6.5. The H-cell results are 

in accordance to the modelling results at the Rh of 1.6 nm. The modelling results are lower than the H-

cell results at a higher Rh. The correction of concentration effect based on empirical Equation 6.8 

slightly lifts the value of modelling diffusion coefficients, where an approximate value of 10 was used 

for the diffusion interaction parameter (kD) for a buffer condition at about pH 7 and low ionic strength 

(<10 mM) [57, 60]. According to the results corrected for concentration, the hydrodynamic radius of 

LYS is predicted to be between 1.6 and 1.8 nm, which is consistent with the previously reported value 

of the hydrodynamic size of LYS measured in phosphate buffer via Taylor Dispersion Analysis [63]. The 

difference of the diffusion coefficient between measurement and modelling depicted in this study was 

also observed in a previous publication [64]. According to the analysis above, one of the possible 

factors causing this deviation is the value of the hydrodynamic radius used for the calculation.  

The independence of the calculated protein size on the medium viscosity is another verification of the 

applicability of the H-cell for the diffusion coefficient measurement. A Spearman correlation analysis 

was conducted (IBM SPSS 24; IBM, Armonk, NY) on the variables of the viscosity and the hydrodynamic 

radius (Rh) of protein calculated via the Stokes-Einstein equation based on the H-cell measured 

diffusion coefficients. It was demonstrated that there was no significant statistical correlation (p>0.05) 

between the medium viscosity and the calculated protein hydrodynamic radius based on the measured 

diffusion coefficients. 
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Figure 6.5. Diffusion coefficients of LYS measured by H-cell as a function of medium viscosity adjusted 

by glycerol. The error bars represent the standard deviation of the measurements. The diffusion 

coefficients calculated by the Stokes-Einstein equation are shown with the hydrodynamic radius (Rh) 

of 1.6~2.1 nm. A correction of protein concentration by diffusion interaction parameter [57, 60] is also 

included.   

6.3.6 The diffusion coefficient of other proteins 

Besides LYS, five other proteins with different molecular size and properties (e.g., pI) were measured 

via H-cell for their diffusion coefficients (see Figure 6.6). As expected, the diffusion coefficients of 

proteins were inversely related to the molecular size, where the larger the protein (as indicated by HP-

SEC results shown in Figure 6.2), the slower the detected protein diffusion. For CC and MYO, at most 

20% deviation of the H-cell results with literature value was found. For OVA, BSA and etanercept, quite 

similar values were reported in previous research (less than 10% difference) to the H-cell results. The 

fraction of monomeric BSA was separated and collected (see chromatogram in AppxD-Figure 4), and 

was measured by H-cell microfluidics. The obtained diffusion coefficient (6.7 x 10-11 m2/s) was slightly 

higher than that of the unfractionated BSA (5.8 x 10-11 m2/s), which includes dimers and trimers. In 

light of the comparable results generated by H-cell and other available techniques, the effectiveness 

and validity of the H-cell for the evaluation of protein diffusion behaviour are further demonstrated.    
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Figure 6.6. Diffusion coefficients of different proteins measured in phosphate buffer (PB; 10 mM; pH 

7.2; except for etanercept in placebo buffer) and literature-reported value under similar conditions. 

The error bars represent the standard deviation of the measurements. The data of the grey triangle 

are collected from [65], blank triangle [66], dotted triangle [18]; grey inverted triangle [67], blank 
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triangle [68], dotted triangle [18]; crossed circle [69], dotted circle [12], blank circle [18], grey circle 

[20], crossed grey circle and dotted grey circle [19]; crossed square [70], x-haired square [71], dotted 

square [72], blank square [18], grey square [19]; crossed diamond [73], blank diamond [19]. Due to 

limited information on the diffusion coefficient of etanercept, the diffusion coefficient of IgG with 

similar molecular size (about 150 kDa) is used for comparison to the H-cell measurement results.  

 

6.3.7 Particle tracing simulation 

Particle tracing simulation provides support for a better understanding of the protein diffusion results 

by counting particle transport between two contact simulation domains with an initial concentration 

difference. According to the simulation results (see AppxD-Figure 3 and AppxD-Table 1 in Appendix D), 

the particles diffused faster in 10 mM AC than in the other buffers. In 10 mM AC, the diffusion rate of 

LYS at 0 vs 10 mg/ml was higher than that at 0 vs 2 mg/ml. This increment as a function of concentration 

gradient was also observed in the case of 100 mM AC and slightly 10 mM PB, but did not occur for the 

100 mM PB, where the diffusion rate decreased with the increasing concentration gradient. In the case 

of 10 mM AC and 10 mM PB, particles diffused faster at 4 vs 6 mg/ml than that at 2 vs 4 mg/ml, and 

both were faster than that at 0 vs 2 mg/ml.  

 

6.4     Discussion 

6.4.1   General 

When present in solution, protein diffusion depends not only on the viscosity of the medium but also 

the protein-protein interactions, which are related to the strength of the interaction and the 

concentration of the solutes. In order to provide an overview of the applicability and potential of the 

H-cell microfluidics device on the determination of protein diffusivity, the diffusion coefficients of 

model protein (LYS) were measured in different media (water, PB, AC) at different pH (4.2 and 7.2), 

ionic strength (about 0 to 1 M), viscosity (about 1 to 5 mPa·s) and at different protein concentration 

profiles (0 vs 2 mg/ml to 0 vs 10 mg/ml; 2 vs 4 mg/ml; 4 vs 6 mg/ml). For the proof of the H-cell 

applicability to a broad scope of proteins with different properties (e.g., molecular weight), five other 

proteins were also tested via H-cell and the measured diffusion coefficients were comparable to 

studies elsewhere (the characteristics of the techniques applied to determine the protein diffusion 

coefficients are summarised in Table 6.1). The key factors that influence protein diffusion and the 

interpretation of the H-cell results are discussed in the following sections.    
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6.4.2 Interaction among protein molecules in different media    

The diffusion behaviour of LYS, depicted in Figure 6.3, varied in water, AC (10 mM and 100 mM) and 

PB (10 mM and 100 mM)˛ The measured diffusion coefficients of LYS as function of the solvating 

medium followed the order of water > 10 mM AC > 100 mM AC >= 10 mM PB > 100 mM PB in the cases 

where the inlet RS concentration is 0 mg/ml. The differences in different media were more evident at 

high concentration gradients than at low gradients. When in the concentration profile of 2 vs 4 mg/ml 

and 4 vs 6 mg/ml, similar diffusion behaviours were found in 10 mM AC and 10 mM PB.  

There is a slight change of the viscosity of different media. The 100 mM PB and 100 mM AC have about 

6% and 2% higher viscosity than that of water, 10 mM PB and 10 mM AC, which have almost similar 

viscosity. Thus the slight viscosity change cannot explain all the differences of the measured diffusion 

coefficients, especially the ones in water and 10 mM AC (0 vs 5 mg/ml & 0 vs 10 mg/ml), which show 

more than 50% higher value than the ones in the other media.  

Besides viscosity, inter-molecular interactions (e.g., electrostatic repulsion) among the protein, which 

are influenced by both the pH and ionic strength of the medium, contribute partly to the 

aforementioned diffusivity difference. The impact of pH depends on the specific surface configuration 

(such as the fraction of exposed amino acid residues chargeable at the specific pH) of the studied 

protein and its resulting isoelectric point (pI; representing the pH at which the protein is electrically 

neutral). In water, AC (pH 4.2) and PB (pH 7.2), LYS molecules (isoelectric point pI≈11) are positively 

charged and repulsive electrostatic interactions likely occur [10, 74]. However, when the pH is closer 

to the proteins’ pI, the inter-molecular electrostatic interaction is reduced meanwhile the attractive 

short-range interactions (interaction force decreases with distance quickly), such as van der Waals or 

hydrophobic forces, are relatively dominant [75]. This is reasonable as the pH influences the 

protonation of ionizable amino acids and thus the charge distribution on the protein surface, and the 

hydrophobic surface patches [76, 77]. These forces tend to hinder the dispersion and displacement of 

the protein molecules, opposite to the effect of repulsive interactions. As a result, relatively low 

diffusion coefficients tend to occur at high pH than at low pH.  

The aforementioned inter-molecular electrostatic repulsion can be relieved by salt screening in a 

medium with a relatively high ionic strength. The addition of salt is known to promote attractive 

hydrophobic protein interactions due to the shielding of electrostatic charges (with the same sign) [46, 

78].  

The H-cell results of LYS diffusion with different ionic strengths (adjusted by NaCl) show slower LYS 

diffusion at high NaCl concentration. In this study, the LYS diffusion coefficient was observed to drop 
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markedly from 4.4x10-10 to 2.0x10-10 and then to 1.7x10-10 m2/s as the salt concentration increased 

from 0 to 5 mM and then to 10 mM (see Figure 6.4), which was also observed elsewhere [53, 79].  

In water, the measured LYS diffusion coefficients were higher than that in AC and PB. The electrostatic 

free energy of the charged macromolecule increases due to that the charges on the macromolecule 

are no longer shielded from one another [53]. The increased inter-molecular repulsive electrostatic 

interactions drive the molecules strongly to displace quicker and more frequent towards the location 

with fewer repulsions, which is depicted as the higher measured molecular diffusion coefficient via the 

H-cell.  

The measured diffusion coefficients of proteins in AC were in most cases higher than that in PB. Apart 

from the aforementioned ion shielding effect, the type of salt may also contribute to the different 

diffusion behaviour in different buffers. Hofmeister, et al. [80] pioneered the study and proposed the 

series of salts that have different ability to salt out proteins. The mechanism of the Hofmeister series 

has not been entirely clarified. It was put forward that the interactions between ions and proteins as 

well as ions and the water molecules that directly contact the proteins play a role [81]. According to 

the research, phosphate anions (HPO4
2-/H2PO4

-/PO4
3-) have a stronger tendency of salting out protein 

than acetate anions [82, 83]. This tendency may partly help explain why the LYS molecules diffuse 

slightly faster in AC than in PB.  

Based on the analysis above, the diffusion behaviour of the protein depends on the present solution 

condition (e.g., pH, ionic strength, salt type) and the resulting molecule properties. Electrostatic as well 

as additional short-range interactions play a role for the samples investigated in this study.  

6.4.3 Concentration-dependent protein diffusion coefficients 

In the present study, the measured protein diffusion coefficients by H-cell depend both on the initial 

protein concentration gradient and the protein concentrations. 

In water and AC (10 mM; pH 4.2) where the ionic strength is low, the measured diffusion coefficients 

of LYS increased as the concentration gradient increased (from 0 vs 2 mg/ml to 0 vs 5 mg/ml as shown 

in Figure 6.3). However, for the other buffers with a relatively high ionic strength, this elevation was 

not detected. The particle tracing simulation results supported the phenomena above in which the 

inlet concentration gradient influences the measured diffusion coefficient more in the situation of 

longer particle-particle interaction cut-off distance (Debye length). For example, in 10 mM AC the cut-

off distance is about 6.8 nm, which is longer than the other buffers, and the particle diffusion rate is 

higher. When the inter-molecular interaction is weakened (e.g., in 100 mM AC and 10 mM PB in which 
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the cut-off distance is shorter (≈2 nm)), the concentration gradient seems to exert less influence on 

the measured molecular diffusion coefficient.  

The diffusion coefficients of LYS were also studied as a function of the protein concentration at 

consistent inlet concentration gradient (2 mg/ml). In AC and PB, the measured diffusion coefficient 

values increased with increasing concentration. It has previously been reported that for AC [60, 84] 

and PB [56] at low ionic strength, the diffusion coefficient of LYS increases with concentration, and at 

higher ionic strength, this trend becomes weaker or is even independent of protein concentration. 

However, the level of increase reported elsewhere is less than the H-cell findings at similar pH and 

ionic strength. This is probably due to that the high protein concentrations cause a higher frequency 

of collisions and thus the faster displacement of the molecules.  

Under the investigated diffusion conditions, the effect of excluded volume (the volume that is 

inaccessible to other molecules in the system as a result of the presence of the first molecule; steric 

hindrance) seems to be less significant than the electrostatic effects. In previous research, there were 

statements pointing out that the increase in protein concentration promotes the impact of excluded-

volume effects and additional attractive short-range interactions, therefore impeding the diffusion of 

the macromolecules [85, 86]. Usually when the concentration of protein molecules increases to an 

even higher level (e.g., 20-30% v/v), the protein diffusion is retarded by the crowding of molecules (in 

the strict sense of excluded-volume), as a result, the stronger the electrostatic repulsions among the 

molecules, the more decrease of the diffusivity with the similar increase of concentration [87, 88].  

In water, the measured diffusion coefficients of LYS were slightly affected by the concentration (0 vs 2, 

2 vs 4 and 4 vs 6 mg/ml). Similar behaviour was also reported previously [10, 53, 54] at this low 

concentration range. Although there is strong electrostatic repulsive interaction among the molecules 

and low level of excluded volume effect occurs in this situation, there is no similar trend of increasing 

diffusion coefficients as that in 10 mM PB and 10 mM AC. Scarce theoretical support for this 

observation is collected up to now. Regarding the presence of external salts in AC and PB, the diffusion 

of proteins can be accelerated by the presence of more counterions, which is a thermodynamic effect 

brought about by an increase in the free energy gradient of the solutes, which is the driving force for 

isothermal diffusion [89]. Moreover, the diffusion of proteins is likely to be enhanced or hindered by 

gradients of other diffusing species in the multicomponent system. The flux of the protein is related to 

its own concentration gradient without disturbance of extra ions in the binary system of LYS and water. 

In the ternary systems of protein-salt-water, there are many counter-ions in the motion sphere of the 

protein molecule. Directly proportional to the LYS gradient, there is also an effective concentration 
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gradient of salt. This raises the likelihood that the protein diffusion is enhanced or hindered by 

gradients of other diffusing species and thus a variation of the diffusion coefficients occurs [54, 90].  

The analysis above on the correlation of the concentration-dependence of the protein diffusion 

coefficients with the inter-molecular interactions provides an insight of the possible reasons explaining 

the H-cell observations. As the H-cell results only reflect the overall interactions among the protein 

molecules, the impact of each specific factor on the determined diffusion coefficient cannot be 

independently distinguished.  

6.4.4 Model to calculate the diffusion coefficient 

Fick’s law was used to describe the diffusion of solute in the H-cell and to calculate the corresponding 

diffusion coefficient based on mass transport in the micro-scale geometry within a period. The 

diffusion behaviour was a result of a protein concentration difference, especially for binary systems.  

If we take into account the diffusion of the solvent molecules (e.g., water) besides the protein molecule 

transport, there is a drift flux caused by the displacement of the solvent simultaneously when protein 

diffuses. This drift flow is usually taken into account for gas transport rather than for liquid system [91] 

and a correction factor for Fick’s law diffusion is applied. However, due to the low concentration of 

proteins applied in the H-cell study (e.g., 10 mg/ml in water), this correction factor only causes about 

1% difference to the value predicted by Fick’s law.   

The aforementioned drift flux is covered by the theory of Maxwell-Stefan (M-S) for the description of 

multi-component diffusion behaviours (mostly applied for gas conditions). The M-S approach differs 

from the Fickian case as the transport is driven by a gradient in chemical potential and provides a 

physically-based comprehensive framework to describe multicomponent mass transport. The 

approach relates the driving force for diffusion of one component (i.e. the chemical potential gradient 

at constant temperature and pressure) to friction forces of the molecules of other components [92]. 

Regarding the non-ideal effects of mixing, the molar-based concentrations used in Fick’s law are not 

convenient forms of thermodynamic activity variables [93]. The M-S framework separates the ideal 

and non-ideal effects of diffusion and a thermodynamic factor is used to correlate the M-S with Fickian 

case. In the case of LYS diffusion in water at 0 vs 10 mg/ml, the M-S diffusion coefficient is calculated 

to be about 10% lower than by Fick’s law due to the thermodynamic factor by applying the LYS activity 

as shown in [94]. However, it was pointed out in a previous study that the thermodynamic factor 

involves the first derivative of the activity coefficient with respect to the composition, and errors of 

about 20% are expected for this derivative [92]. Even taken these errors into account, the correction 

of the diffusion coefficient predicted by M-S theory is not sufficient to explain some of the observed 



phenomena, such as the elevation of the measured diffusion coefficients between 0 vs 2 mg/ml and 0 

vs 10 mg/ml in water and 10 mM AC.  

6.5 Conclusions 

A microfluidic H-cell was used for the determination of protein diffusion coefficients based on the mass 

transport via the interface between the two laminar co-current fluid streams in the channel. For 

lysozyme as a model protein, the measured diffusion behaviour in the microfluidic H-cell was found to 

be influenced not only by the buffer type, pH, viscosity and ionic strength, but also by the operating 

conditions such as the inlet concentration gradients between the receiver stream and donor stream. 

There was the presence of inter-molecular (protein-protein) interactions during the protein diffusion 

in the channel. In good agreement with relevant research, the H-cell performed well to measure the 

diffusion coefficients of not only lysozyme but also some other common proteins with different 

molecular sizes and properties. These results prove the potential of this technique to be used as a 

general and promising approach for the determination of (macromolecular) diffusion coefficients.      

Symbol list 

a: H-cell channel half-width (m); 

b: H-cell channel half-height (m);  

C: solute concentration (mg/ml or mol/l or g/m3); 

D: diffusion coefficient of target solute (m2/s); 

dp: the particle diameter (m); 

e: the elementary charge (≈1.60 x 10-19 C); 

Fb: Brownian force; 

Fd: drag force; 

Fi: coulombic force exerting on particle i; 

Fo: Fourier number; 

I: the ionic strength (mol/l);  
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kB: Boltzmann constant (≈1.38 × 10-23 m2 kg s-2 K-1); 

kD: diffusion interaction parameter; 

mp: the particle mass (g);  

NA: the Avogadro number (≈6.02 x 1023); 

Rh: hydrodynamic radius (m); 

ri: the position vector of the i-th particle; 

rj: the position vector of the j-th particle. 

T: thermodynamic temperature (K); 

t: average residence time of stream in the channel (s); 

v: the fluid velocity (m/s);  

vp: the velocity of the particle (m/s);  

Z: the particle charge number;  

Δt: the time step taken by the Comsol solver (s);  

δ: Debye length (m); 

ε0: the permittivity of free space (≈8.85 x 10-12 C2 N-1 m-2 ); 

εr: the relative permittivity of water (≈80);  

ζ: a vector of independent normally distributed random numbers with zero mean and unit standard 

deviation; 

η: viscosity (Pa·s or mPa·s); 

τp: the particle velocity response time (s);  
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The measurement of polyelectrolyte diffusion coefficient 

via H-cell microfluidics* 
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Abstract 

A novel H-cell microfluidic method is investigated to measure the diffusion coefficient of 

polyelectrolyte. Via the measurement of the mass transfer between two contacting streams, which 

flow laminarly in micro-fabricated channels and contain different polymer concentrations, the 

diffusion coefficient of the polymer can be determined. Dextran sulphate sodium (DSS), with a 

molecular weight of 5000 Da, was used as the model polyelectrolyte. The diffusion coefficient was 

determined over a range of concentrations, medium ionic strengths and viscosities. In water, the 

measured diffusion coefficient of DSS was 8.6x10-10 m2/s at the inlet concentrations of the receiver 

stream (with lower polymer concentration) and the donor stream (with higher polymer concentration) 

of 0 mg/ml and 2 mg/ml respectively. The diffusion coefficient was also influenced by the DSS 

concentration gradient between the two streams. The increasing medium ionic strength and viscosity 

lead to decreasing DSS diffusion coefficient. Preliminary tests of the H-cell for the measurement of the 

diffusion coefficient of long-chain polyelectrolytes (DSS (500,000 Da) and diethylaminoethyl dextran 

(DEAE-dextran; 500,000 Da)) were also performed, and the preliminary results are presented.  
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7.1     Introduction 

Polyelectrolytes are polymers with electrolyte groups attached to the polymerisation units. The 

dissociation of the electrolyte groups in aqueous solutions (e.g. water) allows the polymer to bear 

charges, and therefore their solutions are electrically conductive. The polyelectrolytes are used in a 

variety of industries such as food, biotechnology, pharmaceutics and cosmetics and function as coating 

materials, anticoagulant agents, purification reagents, conditioning agents, etc. [1-6]. Among these 

applications, their complexation with therapeutic proteins via electrostatic interactions for controlled 

drug delivery has been a popular topic in recent decades [7-9].  

Knowledge of the diffusion coefficient of polyelectrolyte provides insight into the mechanisms of 

polymer motion, structure-property relations, and electrostatic interactions with oppositely-charged 

materials. The polyelectrolyte diffusivity is one of the important factors in the fields such as 

biochemical synthesis, biophysics and separation technology.     

This chapter reports a novel method for determining the polyelectrolyte diffusion coefficient using a 

microfluidic device: H-cell. During the measurement, two streams with different solute concentrations 

flow laminarly in the microfabricated channel with known dimensions. An entropy increase process 

takes place, and the system tends to be closer to equilibrium. By detecting the mass transfer of the 

solute during the passage of the streams via the channel, the diffusion coefficient of the solute can be 

calculated. This method has been applied to determine the diffusion coefficients of small molecules 

such as common electrolytes and polyphenols [10, 11] and macromolecular proteins [12]. In this study, 

the diffusion coefficient of dextran sulphate sodium (DSS; 5000 Da) was determined by the H-cell. The 

concentration of the polyelectrolyte was determined by building a calibration curve to the conductivity 

of the polymer solution. The H-cell was also tested to measure the diffusion coefficients of DSS with 

the size of 500,000 Da and diethylaminoethyl dextran (DEAE-dextran) (500,000 Da). One bottleneck 

hindering the determination of the long-chain polymer diffusion coefficient was the apparent viscosity 

difference between the donor stream and receiver stream with higher and lower inlet polymer 

concentrations respectively.   

 

7.2    Materials and method 

The polyelectrolytes used in this study were: dextran sulfate sodium (DSS) salt from Leuconostoc spp.  

(5000 Da, Sigma-Aldrich, Zwijndrecht, the Netherlands), DSS salt from Leuconostoc spp. (500,000 Da, 

Sigma-Aldrich, Zwijndrecht, the Netherlands), Diethylaminoethyl-dextran hydrochloride (DEAE-
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dextran) (500,000 Da, Sigma-Aldrich, Zwijndrecht, the Netherlands). All the polymer materials were 

supplied in dry powder form and used as received.  

The polyelectrolyte solutions (concentrations shown in Table 7.1) were prepared using ultrapure water 

(purified using a Milli-Q ultra-pure water system, Millipore™, Molsheim, France) as the solvent. To 

control the pH, phosphate buffer (PB) (Na2HPO4 and NaH2PO4, Sigma Aldrich, Zwijndrecht, the 

Netherlands) and acetate buffer (AC) (acetic acid (Sigma Aldrich, Zwijndrecht, the Netherlands) and 

sodium acetate (Merck, Darmstadt, Germany)) were used. NaCl (J.T. Baker, Deventer, The Netherlands) 

and glycerol (Merck, Darmstadt, Germany) were used to change the ionic strength and viscosity 

respectively. All the prepared solutions were filtered through 0.22 µm cellulose filters (Whatman ®, GE 

Healthcare, United Kingdom) before the experiments. 

The H-cell microfluidic set-up is similar to the one used for the protein diffusion coefficient 

determination (see Chapter 6). A microfluidic H-cell (Micronit®, Netherlands) made of borofloat glass 

with the dimension of 625 mm x 753 µm x 69 µm (L x W x H) was used. The concentration of the outlet 

stream was determined using an inline conductivity flowcell (GE healthcare pH/C900 with Consort 

C832 analyzer). Calibration curves were established as a function of polymer concentration. The 

experimental operating conditions are summarised in Table 7.1. For convenience, the inlet stream 

concentrations will be described as the “inlet receiver stream (RS) concentration vs inlet donor stream 

(DS) concentration”. For example, 0 vs 2 mg/ml represents the inlet concentrations of 0 mg/ml in RS 

and 2 mg/ml in DS. 

The kinematic viscosities of the polyelectrolyte solutions with and without glycerol were determined 

at room temperature using an Ostwald viscometer (inside tube diameter: 0.26 mm; Roweel Electronic 

Co., Ltd, Zhengzhou, China). Water was used as the reference.   

Comsol Multiphysics (version 4.4, Comsol, Sweden), via a Matlab (version 2017a, Mathworks, USA) 

livelink, was used to calculate the diffusion coefficient based on the H-cell dimensions, the 

concentrations of inlet RS and DS, and the concentration of outlet RS under steady state, as described 

in Chapter 6.   
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Table 7.1. Experimental conditions for the H-cell study, in which the tested polyelectrolytes, the inlet 

receiver stream (RS) and donor stream (DS) concentrations, the solvents, the NaCl concentrations for 

ionic strength adjustment and the glycerol concentrations for viscosity adjustment are listed.  

Experiment  Polyelectrolyte Mw (Da) RS (mg/ml) GS (mg/ml) Solvent NaCl (mM) Glycerol (w/w%) 

1 DSS 5000 0 2 Water - - 

2 DSS 5000 0 5 Water - - 

3 DSS 5000 0 10 Water - - 

4 DSS 5000 1 3 Water - - 

5 DSS 5000 4 6 Water - - 

6 DSS 5000 0 2 Water 10 - 

7 DSS 5000 0 2 Water 20 - 

8 DSS 5000 0 2 Water 50 - 

9 DSS 5000 0 2 Water - 10 

10 DSS 5000 0 2 Water - 20 

11 DSS 5000 0 2 Water - 40 

12 DSS 5000 0 2 10 mM PB - - 

13 DSS 5000 0 5 10 mM PB - - 

14 DSS 5000 0 10 10 mM PB - - 

15 DSS 5000 1 3 10 mM PB  - - 

16 DSS 5000 4 6 10 mM PB  - - 

17 DSS 5000 0 2 10 mM AC - - 

18 DSS 5000 0 5 10 mM AC - - 

19 DSS 5000 0 10 10 mM AC - - 

20 DSS 5000 1 3 10 mM AC - - 

21 DSS 5000 4 6 10 mM AC - - 

22 DSS 500,000 0 0.08 Water - - 

23 DEAE-dextran 500,000 0 0.04 Water - - 
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7.3    Results and discussion 

7.3.1 Diffusion coefficient of DSS as function of concentration, pH and buffer type 

Figure 7.1 shows the measured diffusion coefficients of DSS (Mw 5000 Da) in water, AC and PB at 

different concentration profiles. The diffusion coefficients of DSS were found to be about 4-10x10-10 

m2/s but varied at different conditions. In water, with the increasing concentration gradient of DSS, 

there was a decrease in the diffusion coefficient at 0 vs 5 mg/ml before increasing slightly again at 0 vs 

10 mg/ml. In PB, an increase of the diffusion coefficient was observed with the increasing 

concentration gradient from 2 mg/ml to 5 mg/ml, followed by levelling off. In AC, relatively stable 

diffusion coefficients were obtained when increasing the concentration gradient. When at constant 

concentration gradient (2 mg/ml), the measured diffusion coefficients in water increased from 0 vs 2 

mg/ml to 1 vs 3 mg/ml, followed by a decrease to 4 vs 6 mg/ml. In PB and AC, the measured values 

increased as a function of concentration before levelling off. At 0 vs 5 mg/ml and 0 vs 10 mg/ml, the 

measured DSS diffusivity in water, PB and AC were more similar, ranging from 6x10-10 to 8x10-10 m2/s, 

than that at 0 vs 2 mg/ml. The measured diffusion coefficients at 4 vs 6 mg/ml in water, PB and AC 

differed less than those at lower concentrations with the gradient of 2 mg/ml.  

The influence of the concentration gradient on the diffusion coefficient of DSS was not as apparent as 

that shown for protein in Chapter 6. For the protein (e.g., lysozyme), a sharp increase of the measured 

diffusion coefficients was observed from 0 vs 2 mg/ml to 0 vs 5 mg/ml in water and AC (10 mM pH 4.2 

with low ionic strength), in which there was in principle relatively strong repulsion among the charged 

molecules. For the polyelectrolyte (e.g., DSS), when the concentration increased, there was an 

increasingly strong internal friction between the randomly coiled and swollen macromolecules and the 

surrounding solvent molecules, increasing the viscosity of the solution. Under this circumstance, the 

effect of the increasing concentration gradient on the diffusivity of the polymer may be compromised 

by the increased drag force between the polymer and the solvent.   

At 0 vs 2 mg/ml and 1 vs 3 mg/ml, the measured diffusion coefficients of DSS followed the order that 

the values measured in water > in AC > in PB.  This was the reverse order of the ionic strength of the 

media (the ionic strength of water< 10mM AC < 10mM PB, as calculated via [13]). In analogue to the 

behaviour of protein’s diffusion, when the macromolecules diffuse in the presence of other 

electrolytes, the diffusion-induced electric field drives large coupled flows of the relatively mobile ions 

of the other electrolytes instead of speeding up the macromolecules [14]. Consequently, the other 

electrolytes sharply reduce macromolecular diffusivity. Furthermore, the lower the ionic strength of 

the medium, the longer the Debye length and, as a result, the more probable the charged 
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macromolecules are driven by inter-molecular repulsion, which is one of the main driving forces for 

their diffusion. When at 0 vs 5 mg/ml, 0 vs 10 mg/ml and 4 vs 6 mg/ml, there were fewer differences 

among the measured diffusion coefficients in different media than those at other concentration 

profiles. In this situation, the effect of the ionic strength on the polymer diffusivity was attenuated. 

This may be the consequence of the increased viscosity due to the increasing polymer concentration.  

In the cases of DSS diffusion at a constant concentration gradient (2 mg/ml), the measured diffusion 

coefficients in water varied less at different concentrations than those in AC and PB, in which the 

diffusion coefficients increased with concentration. A similar phenomenon was reported in Chapter 6 

for protein diffusion. Regarding the presence of external salts in AC and PB, the diffusion of proteins 

can be accelerated by the presence of counterions, which is a thermodynamic effect brought about by 

an increase in the free energy gradient of the solutes, which is the driving force for isothermal diffusion  

[14]. However, it remains a question whether the same explanation can interpret the similar diffusion 

behaviour for DSS with Na+ as the counterion. Also, in the ternary systems of DSS-salt-water, the 

diffusion coefficient of DSS may be not only related to the flux of its concentration gradient but also 

related to the flux of other components, similar to the behaviour of the protein diffusion reported 

elsewhere [15]. When increasing the DSS concentration while keeping the buffer concentration 

consistent, due to the excluded volume effect, the flux of the buffer component relative to the DSS 

may increase. Directly proportional to the polymer gradient, there is an effective concentration 

gradient of salt and thus a flux from higher to lower polymer concentration regions, contributing to 

the variation of the DSS diffusion coefficients calculated based on the flux across the diffusion 

boundary.  
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Figure 7.1. The diffusion coefficients of DSS (Mw 5000 Da) measured via microfluidic H-cell in water, 

PB and AC at different concentration profiles. The x-axis stands for the inlet concentration of DSS in 

the DS. If not specially indicated, the DSS concentration in the inlet RS is 0 mg/ml.  

 

7.3.2 Diffusion coefficient of DSS as function of ionic strength 

The measured DSS diffusion coefficients in an aqueous medium decreased with increasing NaCl 

concentration (see Figure 7.2). This phenomenon was also observed for protein diffusion as shown in 

Chapter 6. The decrease of the measured diffusion coefficient was probably a result of the lessened 

inter-molecular electrostatic repulsion that is hindered by salt screening. However, the level of 

attenuation on the diffusivity of DSS was not as high as that for the protein. This may be due to the 

stronger electrostatic interaction among DSS molecules than that among protein molecules.  



Figure 7.2. The diffusion coefficient of DSS as a function of the NaCl concentration. The dashed line is 

used to guide the eye.  

7.3.3 Diffusion coefficient of DSS as a function of viscosity 

There was an expected decrease in the measured DSS diffusion coefficient with the increasing medium 

viscosity (see Figure 7.3). This trend can be predicted by the Stokes-Einstein model. When inputting 

0.5 nm for the term of molecular size in the model, the calculated results were comparable with the 

experimental values. However, according to the test of Nanoparticle Tracking Analysis (NTA) (data not 

included) and the results of molecular modelling [16], the size of the DSS (Mw. 5000 Da) is about 3 nm 

in the aqueous environment.  

The size of DSS obtained by fitting the Stokes-Einstein equation is not conclusive yet. The 

diffusion coefficient determined by the H-cell takes into account the inter-molecular interactions 

among the charged polymers. However, the Stokes-Einstein model predicts merely the diffusivity of 

molecules at infinite dilution. There is thus an underestimation of the particle size calculated by the 

Stokes-Einstein equation based on the H-cell data. Moreover, the Stokes-Einstein equation was 

theoretically used to predict the diffusivity of globular molecules or particles. However, DSS was 

found to be helical in aqueous environment [16].  Additionally, it was not clear whether the glycerol  
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(for viscosity adjustment) in the solution affected the dimension of the DSS. Searches of specific 

models to predict the DSS diffusion coefficient or simulations on DSS molecular dynamics will 

be performed in future studies to provide more relevant information on the (diffusion) 

behaviour of the DSS molecules in the aqueous environment.  

Figure 7.3. The diffusion coefficient of DSS (5000 Da) measured via H-cell as a function of viscosity 

(solid circle) and predicted by Stokes-Einstein model with the input of the polymer size of 0.5 nm (solid 

line).  

7.3.4 Measured diffusion coefficients of DSS (500,000 Da) and DEAE-dextran 

Table 7.2 shows the measured diffusion coefficients of DSS and DEAE-dextran with the molecular 

weight of 500,000 Da. Compared to the DSS (5000 Da; 8.6x10-10 m2/s), the measured diffusion 

coefficient decreases with increased molecular size. For the DSS (500,000 Da), there was literature 

reporting the radius of about 14.5 nm [17-19] and the calculated free diffusion coefficient of about 6-

10 x 10-11 m2/s by Stokes-Einstein law based on this radius [20]. There may be an underestimation of 

the diffusion coefficient calculated by Stokes-Einstein law due to the negligence of the inter-molecular 

interactions among the charged polymers. For the DEAE-dextran (500,000 Da), there was literature 

reporting the measured hydrodynamic radius of about 21 nm with a z-average diffusion coefficient of 

about 1.01x10-11 m2/s determined by a light scattering method [21]. The diffusion coefficient of DEAE-
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dextran measured by H-cell is much higher than that measured by light scattering. Different methods 

may give different results on the determined diffusion coefficients of the polymer. For the light 

scattering method, the z-average diffusion coefficient is calculated by the method of cumulants and is 

an intensity weighted diffusion coefficient [22]. This value is affected by the particle size, light intensity, 

light wavelength and scattering angles. This differs from the principle of the H-cell, which is based on 

the mass transfer as function of residence time and cell dimensions. Moreover, the concentration of 

the polymer used for the light scattering determination was not clearly mentioned in the reference 

paper [21]. The difference of the testing DEAE-dextran concentration may also be one of the reasons 

explaining the difference of the determined diffusion coefficients.      

The obtained H-cell results of the diffusion coefficients of the long-chain polymers (500,000 Da DSS 

and DEAE-dextran) need to be further tested and validated regarding the non-negligible effect of the 

viscosity difference between the RS and DS on the microfluidic stream split ratios in the H-cell. The 

apparent viscosity difference between the two streams can consequently cause an overestimation of 

the measured polymer diffusion coefficient.   

For short-chain polymers, the unentangled chains pass each other without further twisting with other 

polymer molecules. However, for long-chain polymers, the lateral chain motion is severely restricted 

by the presence of neighbouring chains due to the entanglements of the polymer chain. When it comes 

to the polyelectrolyte, the diffusion behaviour is not only affected by the restriction of other polymers 

due to hindrance, but also electrostatic interactions among the molecules, making the phenomena 

more complicated to explain. 

To reduce the difference between the properties of the DS and RS, such as viscosity, a small inlet 

concentration gradient was tried. Physically speaking, the dividing line between the two streams is off 

the channel midline if the input two fluids have different viscosities, although at the same flow rate. 

This change of the fluidic profile can lead to an overestimation of the measured diffusion coefficients 

due to the fact that the more viscous fluid (DS) takes over the dimension of the less viscous fluid (RS) 

in the microfluidic channel, i.e. the contacting interface of the two streams shifts from the middle of 

the channel to the less viscous side [23]. To alleviate this influence of the viscosity difference, low 

concentrations of the long-chain polymer solution (0.08 mg/ml DSS (500,000 Da) and 0.04 mg/ml 

DEAE-dextran) were used for the H-cell measurement. The viscosities of these diluted solutions were 

about 1.1 mPa·s compared to that of water (about 1 mPa·s). The significance of the influence of this 

10 % viscosity difference on the fluidic profiles and the measured diffusion coefficients needs further 

clarification experimentally and numerically.  
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Another problem encountered during the experiment was the detection limit of the conductivity meter, 

which was used to determine the polyelectrolyte concentration. In the experiment, the conductivities 

of the outlet RS (about 0.02-0.03 µS/cm for DSS 500,000 Da and 0.09 µS/cm for DEAE-dextran) were 

so low that the conductivity meter could not perform the sensitive determination. To overcome this 

shortcoming, several alternative methods are proposed here: i) to use more sensitive detection 

methods with a lower detection limit, e.g. spectroscopic methods such as the refractive index 

spectrometer; ii) to collect offline the RS outlet sample under a steady-state condition, followed by 

concentrating the collected sample (e.g. freeze-drying and redissolution) before determination;  iii) to 

increase the inlet DS polymer concentration while reducing the viscosity difference by adjusting the 

viscosity of the RS using glycerol. These possibilities need further investigation and evaluation.     

 

Table 7.2. Experimental and literature values of the diffusion coefficients of DSS (500,000 Da) and 

DEAE-dextran.   

Polyelectrolyte 
Diffusion coefficient (m2/s) 

(measured by H-cell) 

Diffusion coefficient (m2/s) 

(literature value) 

DSS (500,000 Da) 3.3±0.2 x 10-10 0.6 to 1 x10-10  [20] 

DEAE-dextran (500,000 Da) 2.6±0.4 x 10-10 0.101 x 10-10  [21] 

 

7.4    Conclusions 

An H-cell microfluidics device was used for the quantitative determination of the diffusion coefficient 

of polyelectrolyte based on the polymer mass transfer over the contacting liquid-liquid interface of the 

co-current flowing streams in the diffusion channel. The conductivity and concentration of the 

polyelectrolyte solution were correlated as a calibration curve, which was used for concentration 

determination during the experiment. The measured diffusion coefficients of DSS (Mw. 5000 Da) were 

about 8 to 10 x 10-10 m2/s in water. Different diffusion coefficients were obtained in AC and PB at low 

polymer concentration and concentration gradient. High ionic strength resulted in low measured 

diffusion coefficients, which might be due to the attenuated inter-molecular repulsive interaction. The 

measured polymer diffusion coefficient decreased with increasing viscosity. The preliminary tests on 

DSS (500,000 Da) gave values of the diffusion coefficient lower than the 5000 Da DSS, but higher than 

literature values. There are still experimental limitations when applying the H-cell to measure the long-

chain polymer diffusion coefficient due to the high viscosity of the polymer solution and the limitation 

on the detection of the polymer concentration.    
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Chapter 8                                            

FlowDensi: a user-friendly Matlab-based toolkit for the density 

calculation of microparticles analysed by FlowCam®  
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Abstract 

According to some previous research, via the analysis of the exported data from the flow imaging 

microscopy (FlowCAM®), the trajectories and displacement velocities of microparticles can be 

obtained, based on which the density of microparticles can be calculated. To assist in the time-

consuming FlowCAM® data analysis, we have developed and assessed a user-friendly Matlab-based 

toolkit, the FlowDensi. This toolkit was used to analyse the experimental data of polystyrene beads of 

different sizes with a known density for testing purposes. The program can efficiently extract all the 

necessary data belonging to one displacing particle from the database, such as coordinates, size and 

optical focus. Thereafter, the trajectory of each moving particle can be identified as a function of time, 

from which the displacement velocity and particle density are subsequently calculated.    
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8.1     Introduction 

Polymeric microparticles are commonly used as a drug delivery system to improve the pharmaceutics 

of the encapsulated drug substance [1, 2]. Knowledge about the porosity, which can be derived from 

the density of such microparticles, can contribute to the rational design of a therapeutic product [3, 

4]. There have been several techniques developed for the measurement of microparticle density, such 

as (helium-air) pycnometry [5, 6], density gradient technique [7], sedimentation field flow 

fractionation [8] and flow imaging microscopy (FlowCAM®) [3]. The last technique is based on the 

method of tracking the displacement of microparticles in a stationary liquid and using Stokes’ law to 

calculate the density from the velocity of the particles [3].  

In a static liquid, the vertical displacement of micron-sized particles as a result of gravity (settling) or 

buoyancy (floatation) is greater than the random motion due to bombardment by liquid molecules 

(Brownian motion). Gravity and buoyancy are in opposite directions and their net force drives the 

motion of the particle. In addition, there is a drag force acting on the moving particle, which is 

influenced by the projected area of the particle (cross-section area), the viscosity of the liquid and the 

velocity of the particle. Whenever the drag force is equal to the gravitational or buoyant force, the 

particle ceases to accelerate and moves at a constant speed, namely the terminal velocity. Stokes’ law 

correlates the terminal velocity to the densities of the solid particle and the liquid according to 

Equation 8.1 [9].  

𝜌𝜌𝑜𝑜 = 𝜌𝜌𝑠𝑠 +  9𝜇𝜇𝑣𝑣𝑤𝑤
2𝑔𝑔𝑟𝑟2

        

Where ρp (kg/m3) is the density of solid particle, ρl (kg/m3) is the density of the liquid, µ (Pa·s) is the 

viscosity, vw the particle terminal velocity corrected for the wall effect (explained later), g (m/s2) is the 

gravitational acceleration rate, and r the particle radius. So, the density of the particle can be 

calculated based on the measurement of its velocity in a liquid of known density and viscosity. The 

velocities of the displaced particles can be obtained from their trajectories in the flow cell [3, 10]. This 

lays the foundation of the method of microparticle density determination using FlowCAM®.  

When using FlowCAM®, the microparticles move in a flow cell and are imaged at fixed time intervals. 

Depending on the coordinates of the microparticles at different time, the displacement of the 

microparticles along the direction of gravity or buoyancy per time interval can be determined and the 

corresponding velocity calculated. This velocity is then used to calculate the particle density according 

to Stokes’ law.  

Equation 8.1 
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One drawback of this method is that the data analysis part is laborious and time-consuming [3]. In 

short, the FlowCAM® chronologically captures images of the flow cell in which the microparticles are 

displaced. In these images of the flow cell, the microparticles were displayed as sort of dots as 

indicated in previous studies [3, 10]. The equipment sequences the particles appearing in the captured 

images and reports information such as their coordinates and optical properties. As multiple particles 

can be recorded at the same time, it can be difficult to differentiate these within the database as the 

data is grouped by the time interval. Under these circumstances, the information about each particle 

is disorderly arranged in the exported database and must be sorted manually. This can be particularly 

challenging when dealing with a sample containing a high concentration of particles with similar 

properties.  

One possible solution to simplify this process is to make use of a computer program to accelerate data 

analysis. Bach et al. [10] applied FlowCAM® to determine the sedimentation velocity of marine 

particles. Small (≈10 µm) and large (75-400 µm) polystyrene (PS) beads, monospecific phytoplankton 

cultures and sediment trap materials were used for the investigation. Instead of manual data analysis, 

a Matlab script was developed to automatically distinguish the particles within a mixed sample and 

analyze the particles that fulfilled the defined criteria. However, this Matlab script was only able to 

calculate the particles’ sedimentation velocity and lacked other functionalities such as the calculation 

of particle densities. Furthermore, no evaluation of the applied parameters in the scripts for the 

sorting of particle information was conducted. The efficiency of the used criteria and their limitations 

were not reported. Moreover, since the script was a command-driven program, it is not readily 

accessible to researchers and students with a lack of Matlab knowledge but an interest in investigating 

the microparticle properties via FlowCAM®.  

To overcome these shortcomings, a robust and easy-to-use Matlab-based toolkit, named as FlowDensi, 

with a user-friendly graphical user interface (GUI), was developed to simplify the determination of 

microparticle density based on particle displacement velocity recorded by FlowCAM®. In this study, 

the developed toolkit i) provides a platform for the automated selection of relevant data from the 

FlowCAM® database that belong to each moving particle according to the inclusion of user-defined 

criteria; ii) allows for routine analysis of microparticle batches with high temporal resolution and 

improved efficiency to retrieve data with respect to time; and iii) provides the possibility to extend 

the application of FlowCAM®-based methods for other purposes, such as the determination of particle 

porosity and optical properties.    

In this study, the particle sorting algorithms used by FlowDensi and corresponding GUI functions are 

presented. The toolkit was used to process the database of microparticle displacement recorded by 
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FlowCAM®. Standard sized PS beads (30 µm, 50 µm and 70 µm) were equilibrated in static liquids with 

a known density and their moving trajectories and optical properties were recorded. Different input 

parameters of FlowDensi were used to sort the information about the recorded microparticles and to 

calculate their densities. Comparison of FlowDensi results to reference values was used to determine 

the accuracy of the toolkit in investigating microparticle density.  

8.2     Experimental 

8.2.1 Materials and sample preparation 

Non-porous polystyrene (PS) sizing standards of different sizes (30, 50 and 70 μm) with a density of 

1050 kg/m3 were purchased from Duke Scientific (through Thermo Scientific, Fremont, CA, USA). 

Ultrapure water (18.2 MΩ.cm) was dispensed from a Purelab Ultra water purification system (ELGA 

LabWater, Marlow, UK). Caesium chloride (CsCl) was purchased from Sigma (Sigma-Aldrich, Steinheim, 

Germany). CsCl was dissolved in water to prepare the CsCl solution with a higher density than the PS 

beads (concentration and density shown in Table 8.1). Before use, both the water and CsCl solution 

were filtered through 0.2 μm filters (Millipore Corporation, Bedford, MA, USA). These filtered media 

were used to pre-rinse the equipment and set the background. The PS beads were suspended in either 

water or CsCl solution before FlowCAM® measurement.   

8.2.2 Particle displacement determined by FlowCAM® 

A FlowCAM® VS1 equipment (Fluid Imaging Technologies, Yarmouth, ME, USA) installed with a 300 

μm-deep flow cell (FC300FV: 300 μm depth and 1500 μm width or FC300: 300 μm depth and 3000 μm 

width) and 4× magnification lens was used in this study. The set-up was controlled by the Visual 

Spreadsheet software version 3, which was also used to export the database. An illustration of the 

FlowCAM® set-up during measurement and the positions of a particle being photographed during 

transport in the flow cell is shown in previous literature [10]. 

Before each measurement, the flow cell was rinsed with 2 mL of the suspending medium (particle-

free) that was also used for the measurements. The background was calibrated by manually priming 

0.5 mL of the same particle-free suspending medium. The PS beads were diluted to a specific 

concentration with the medium and suspended by pipette. Afterwards, 1.5 mL of the sample was 

loaded to fill the flow cell and tubing. The tubing was then disconnected from the pump, and both 

ends were clamped to create a closed system in which there is no liquid flow. The FlowCAM® 

measurement was performed with a camera rate of 3, 4 or 20 frames/s for the 30, 50 and 70 µm PS 

beads respectively. A higher camera rate was used for the larger particles with theoretically high 

velocity, so that more dots (each one representing one of a particle’s images recorded at a specific 
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time) composing the trajectory of the particle were recorded when particles passed the flow cell.  The 

analysis was stopped manually as soon as a sufficient number of particles was tracked (50 to 100 

particles).  

Table 8.1 shows the experimental conditions for the PS samples. Each sample was measured five times 

according to the procedure above. The exported databases of the five experiments were merged and 

processed by FlowDensi.  

Table 8.1.  Experimental conditions for PS beads density measurement. 

Sample Flow cell type 
Frame rate 

(frames/s) 
Medium 

Medium density 

(kg/m3) 

Medium viscosity 

(Pa·s) 

30 μm PS beads FC300FV 4 Water 1003.35 1.00x10-3 

50 μm PS beads* FC300FV 3** CsCl solution 1060.00 0.99x10-3 

70 μm PS beads FC300*** 20 Water 1003.35 1.00x10-3 

*For the experiment with the 50 µm PS beads, the density of the CsCl solution was higher than the beads. 

Therefore floatation of the particles rather than sedimentation was observed. 

**The velocity of the 50 µm PS beads was assumed to be lower than the other two beads due to the smaller 

difference of the medium density from the particle density (1050 kg/m3 according to the manufacturer). Thus a 

low frame rate was applied.   

*** FC300 and FC300FV have the same cell depth. FC300 has a broader cell size (3000 µm width) than the 

FC300FC (1500 µm width).  
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8.3    FlowDensi: GUI, algorithm and theoretical background 

FlowCAM® characterises microparticles during their transport in a liquid medium via a flow cell placed 

in front of a microscope camera. The microparticles in the detected sample are photographed at a 

constant time interval as they pass through the flow cell. Each particle is displayed as a dot in the 

photograph. At every time step, each particle is automatically characterised by a number of properties 

via the software Visual Spreadsheet (Fluid Imaging Technologies Inc.). This information can be 

exported as a database in comma-separated values (CSV) format, in which parameters such as the x-

y coordinates, sizes (e.g., projected area) and optical properties (e.g., aspect ratio and edge gradient) 

of the particles are listed. This file is used for the analysis by FlowDensi.  

The algorithm of FlowDensi is shown in the flowchart in Figure 8.1, together with the corresponding 

sections on the GUI. A two-step process is used: primary sorting and refinement. In the primary sorting 

step, FlowDensi consolidates the data based on: i) the deviation of the x coordinates (Delta X), where 

the particle dots with similar horizontal positions are grouped; ii) the deviation of the particle area 

(Delta area), where particle dots with similar size are grouped; and iii) the deviation of aspect ratio 

(AR) (Delta AR), which is the ratio of the length to width of the imaged particle (dot), where particles 

with the similar shape are grouped. After this primary sorting, a coarse generalisation of the 

trajectories of the transporting particle can be determined.  

Further refinement steps are implemented to exclude any inconsistent dots obtained from the 

primary sorting.  FlowCAM® records the image of the flow cell at a constant time step and each image 

has an image number. In this case, each dot of a travelling particle has a corresponding image number. 

With the parameter of Delta SIN (source image number), the user can define the allowable difference 

of the image number of the dots every time interval and exclude the ones with abnormal value.  

Another parameter, the Delta Y, is implemented to determine the proper vertical moving distance of 

a particle per time interval. During sedimentation or floatation, each particle displaces vertically in the 

flow cell at an almost constant velocity. During the experiment, the camera continuously records the 

field of view at a constant time interval. As a result, the difference between the y coordinates of a 

particle every time interval should be stable. By constraining the stepwise change in y, the possibility 

of consolidating data belonging to different particles is reduced.  

The parameter Edge gradient is implemented to set the range of the camera focus of the captured 

particles. The value of the edge gradient represents the intensity of the pixels making the outer border 

of the particles in the picture. The blurring or over-sharpening of the particle border indicates that the 

particle is out of the camera focus. Very blurred or very sharp particle borders (corresponding to very 
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low or high edge gradients respectively) can lead to an overestimation or underestimation of the 

particle size respectively. Therefore, both a lower and an upper limit of the edge gradient are needed 

in order to size the PS beads accurately.  

In addition, refinement parameters related to the effective range of the camera view (Eff X range & 

Eff Y range) are implemented, via which particles on the borders of the flow cell are excluded.  

Upon implementing these refinements, the trajectory of one travelling particle can be well depicted. 

The final trajectory of one particle is composed of a number of dots. Each dot represents the particle 

in the view cell photographed at a specific time during its transport. When plotting the vertical path 

of one particle against time, the slope of this plot by linear regression represents the velocity. When 

moving in the flow cell, the closest cell walls may exert a drag force on the particle [11] and thus 

potentially influence the particle velocity [12]. Under this circumstance, the velocity may need to be 

corrected for the wall retardation effect depending on the size of the particle. After the correction, 

the velocity can then be used to calculate the density of the particle based on the known liquid 

viscosity and density according to Stokes’ law (see Equation 8.1).  

The correction of the wall retardation effect on the velocity can be calculated based on Equation 8.2 

[3, 10, 13]. 

                                                                   𝑉𝑉𝑤𝑤 = 𝑉𝑉𝑚𝑚
1−𝑘𝑘�2∗𝑟𝑟𝐷𝐷 �

  

Where Vw (m/s) represents the particle velocity corrected for the wall retardation effect, Vm is the 

measured particle velocity, k (dimensionless) is the coefficient of drag, and D (m) is the shortest 

distance between the particle edge and the wall. Brenner, H [14] studied the effect of wall proximity 

on the Stokes’ resistance of an arbitrary particle. Assuming that the particles travel midway between 

two walls, the value of 1.004 can be used for the coefficient of drag (k) in the equation.    

After the above steps and calculations, four types of files are exported by FlowDensi: i) parameters, 

which includes the input criteria for particle sorting; ii) summary, which includes the data of the 

general properties of sorted particles (corresponding to the sorted trajectories), such as their velocity, 

density, area, diameter and so on; iii) plots, which depict the particle trajectory and some user-defined 

plots (an example is given in AppxE-Figure 2); iv) matrix, in which the information from the FlowCAM® 

database of the dots composing each sorted trajectory is included.  

FlowDensi allows the user to export the data of the particle trajectories based on the number of dots 

composing the trajectory or the zone of the trajectory in the camera view. The former criterion avoids 

the output of redundant sorted particles with too short moving paths. The latter allows the user to 

Equation 8.2 
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focus on the analysis of particles passing by a specific region of the flow cell. In this study, only the 

former criterion was used to control the export of the data of the sorted particles.  

In this study, the FlowDensi was tested to process the FlowCAM® database of PS beads. Firstly, the 

parameters of primary sorting were tested to evaluate their effect on the sorting of particle 

trajectories. Delta X was set at 5, 10, 20, 30 and 40 µm respectively for different Delta area values. For 

the 30 µm PS beads, the Delta area (relative) was set at 0.025, 0.05, 0.075, 0.1 and 0.15 respectively; 

for the 50 µm and 70 µm beads, the Delta area (relative) was set at 0.01, 0.03, 0.05 and 0.1 respectively. 

For the spherical PS beads, the detected aspect ratio (AR) of the particles mostly lies in the range of 

0.98-0.99 with little variance. Thus, the AR was not taken as a significant factor affecting the primary 

sorting, and a constant Delta AR of 0.1 (relative) was used in this work. In the case of irregular-shape 

particles, the effect of particle shape on the calculated particle density needs to be taken into account, 

and the AR value may play a role in that scenario [3, 15].   

Each exported trajectory included at least 100 dots. The effective range of the camera view recording 

the position of the dots (Eff X range and Eff Y range) were set at 100-1200 μm and 100-1500 μm 

respectively, which cover most of the camera scope and exclude the border. Coarse refinement 

criteria were used during this primary sorting. The Delta Y was set at a broad range (from 0 to 10 μm), 

where the top limit is higher than the theoretical travelling distance of the particle per time interval 

(calculated by Stokes’ law under the assumption that the particle density is 1050 kg/m3). A high value 

of 100 was given to the Delta SIN. Although this is not the maximum value that can be set, this high 

Delta SIN allows for loose control on the consecutiveness of the image index (a maximum allowable 

gap of 100) for the dots composing the trajectory of one moving particle. An unconstrained Edge 

gradient (0-255, the full range) was used.  

Followed by the primary sorting, the function of the refinement parameters (the Delta SIN, Edge 

gradient and Delta Y) are tested and discussed. 
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8.4    Results 

8.4.1 Primary sorting   

The effect of the applied parameters on the primary sorting of particle trajectories was evaluated by 

analysing the exported results of FlowDensi. Figure 8.2 shows the number of the sorted particles’ 

trajectories and the calculated particle density (average value and standard deviation (SD)) at different 

values of the input Delta X and Delta area for the 30 µm, 50 µm and 70 µm PS beads, respectively. The 

values of the average density at different input parameters are similar. The SD and the number of 

sorted particles’ trajectories are the key aspects to consider to evaluate the effectiveness of the 

FlowDensi for the sorting of particles’ trajectories.  

For the 30 µm PS beads, based on the sorted trajectories, the average densities of the particles were 

calculated to be about 1043.7 kg/m3 with a relative SD of 2%. The calculated SD depended on Delta X 

and Delta area. When keeping the input Delta X of 5 µm, there is an SD of 12-18 kg/m3 when inputting 

different Delta area, while at a Delta X of 40 µm, the deviation narrowed to 16-18 kg/m3. For the 50 

µm PS beads, the calculated average density is about 1045.0 kg/m3, with an SD of only about 3-6 kg/m3 

at different Delta X and different Delta area. For the 70 µm PS beads, an average density of 

1044.1±20.6 kg/m3 was obtained. The value of SD increases with Delta X, except for the ones at the 

Delta area of 0.05 and 0.1 where there was a drop from the Delta X of 30 µm to 40 µm.  

For the 30 µm PS beads, an increasing number of sorted trajectories was detected with Delta X from 

5 to 20 µm, followed by a level-off or slight decrease at higher Delta X. There were more trajectories 

exported at the Delta area of 0.025 to 0.15, where slight differences occur, than that at 0.01. For the 

50 µm PS beads, a similar trend was found for the number of particles at different Delta X. The number 

varies at different input Delta area. There is a smaller number of sorted trajectories at the Delta area 

of 0.01 than the others at the Delta X of 5 µm. At the Delta X of 40 µm, the number at the Delta are 

of 0.1 is less than the rest. For the 70 µm PS beads, there is a slight difference in the number of sorted 

trajectories at the Delta area of 0.01. However, at a higher Delta area, the number decreases from 70 

to 40 with increasing Delta X. There are fewer particles exported at higher Delta area (higher than 

0.03) than at 0.01 and the numbers at the higher Delta area are similar.  

In addition to the primary sorting of the particles’ trajectories, the subsequent refinement steps were 

performed to find out the correlation of the input refinement parameters to the calculated particle 

density based on the sorted trajectories.  
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Figure 8.2.  The particles’ average density, and the number and standard deviation (SD) of the sorted 

particles (corresponding to the sorted trajectories) at different values of Delta X and Delta area 

exported after the primary sorting of 30 μm, 50 μm and 70 μm PS beads database. The solid markers 

represent the SD, and the blank markers represent the number of sorted particles. The dashed lines 

are used to guide the eye. 

 

8.4.2 Refinement 

8.4.2.1 Delta SIN 

The refinement parameter of Delta SIN was implemented to limit the difference of source image 

number (SIN) between every two consecutive dots composing the trajectory of a settling particle. Each 

dot represents a particle in one picture of the flow cell taken by the camera, and for one moving 

particle the SIN of the dots is usually sequential. In the aforementioned primary sorting stage (section 

8.4.1), the Delta SIN was set to 100. Under this condition, there was no strict limitation on the time 

continuity of the dots along the particle path, and the particles travelling in the flow cell at different 

time but with similar sizes and coordinates may be mistakenly assembled as one. To refine the results, 
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the Delta SIN was set at 1, indicating that the dots composing the sorted trajectory of one particle are 

successively recorded by FlowCAM®.  

Figure 8.3 displays the results with the Delta SIN of 1. When compared with the results shown in Figure 

8.2, there are only slight differences in the number of sorted trajectories and the calculated average 

density. However, the SD has decreased by about 40%, 25% and 20% to 10, 4 and 16 kg/m3 for the 30 

µm, 50 µm and 70 µm PS beads, respectively. This decrease of the SD reveals that the particles’ 

trajectories (y coordinates versus time) after refinement are more consistent and the values of the 

slopes are less varied.   

The other two refinement parameters, Edge gradient and Delta Y, were also evaluated and are shown 

in the following sections, in which the values of 40 µm and 1 are used as the input parameters for the 

Delta X and Delta SIN, respectively. The values of 0.15 and 0.1 are used for the Delta area of the 30 

µm PS beads and the 50 µm and 70 µm PS beads, respectively. These parameters were selected as 

they gave rise to relatively high SD of the calculated particle densities based on the sorted particle 

trajectories.    

 

Figure 8.3.  The average density, and the number and standard deviation (SD) of the sorted particles 

at different Delta X and Delta area of the 30 μm, 50 μm and 70 µm PS beads. The solid markers 
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represent the SD, and the blank markers represent the number of sorted particle trajectories. The 

dashed lines are used to guide the eye.  The value of Delta SIN was 1.  

 

8.4.2.2 Edge gradient 

By implementing the parameter of Edge gradient, the dots composing the trajectory of one particle 

obtained from the primary sorting step can be differentiated by the focus of the microscope. The dots 

with the edge gradient out of the input range were excluded from the trajectory, and the remained 

ones are more likely affiliated to one moving particle. Figure 8.4 shows the average density, diameter 

and velocity of the sorted particles exported by FlowDensi as a function of edge gradient, which is 

presented with the intervals of 50.   

For the 30 μm PS beads, the particle density increased with edge gradient, from 1033 kg/m3 at a value 

of 50-100 to 1058 kg/m3 at a value above 200. A similar trend was observed for the 70 µm PS beads, 

where an edge gradient higher than 150 resulted in a density of about 1097 kg/m3, which is larger 

than for the particles detected at a lower edge gradient (≈1050 kg/m3). However, regarding the 50 µm 

PS beads, only slight differences for the average density of the sorted particles were observed at 

different edge gradient ranges (less than 0.5 %).  

In order to correlate the calculated particle density to the edge gradient, the sorted particles’ diameter 

and velocity, which are the key parameters in the Stokes’ equation to calculate the particle density, at 

different edge gradient are also included in Figure 8.4.   

For the tested PS beads, the detected diameters decreased with increasing edge gradient. This 

correlates with a transition from blurred to sharp focus of the camera. For the 30 µm PS beads, a 

difference of about 13% was found between the diameter detected at the low and the high edge 

gradient range. For the range 100-150, the size of the particles was about 29.8 ± 0.6 µm, which is 

closer to the reference value of 30 μm than at other edge gradients. For the 50 µm PS beads, the size 

of the particles decreases by about 8% for an edge gradient higher than 200 compared to the ranges 

of 50 to 100. At the range of 100 to 150, the detected particle size of the PS beads was 50.5±0.8 µm, 

which is the closest to the manufacturer’s reference. For the 70 μm PS beads, the detected particle 

size decreased from 68 to 66 µm from the low to the high edge gradient, so slightly different from the 

manufacturer’s reference value (69.1±0.8 μm). In this study, it is assumed that the value of the 

calculated particle density at the optimum camera focus is closest to the manufacturer’s reference 

value. Therefore, when determining the density of a sample of microparticles, it is suggested to 
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calculate the particle density based on the sorted trajectories composed of dots captured by the 

microscope at the optimum focus. 

According to Stokes’ law (Equation 8.1), for a particle settling in a medium, the calculated particle 

density is proportional to the particle velocity and inversely proportional to the size of the particle. 

The experimental results, analysed by FlowDensi, is in accordance with this correlation (see Figure 8.4).  

There is an additional parameter implemented in FlowDensi for particle sorting refinement. Delta Y 

differentiates the particles based on their vertical displacement per time step. By inputting the range 

of vertical displacement per time interval, the information of beads moving at different velocities can 

be distinguished. This is presented in the following section. 

 

Figure 8.4. The average density, diameter and velocity of the sorted particles of the 30 µm, 50 µm and 

70 µm PS beads exported by FlowDensi as a function of the Edge gradient. The number of the sorted 

particle trajectories is included. The dashed lines are used to guide the eye. The error bars represent 

the standard deviation of the corresponding value.  
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8.4.2.3 Delta Y 

Figure 8.5 displays the average density based on the sorted trajectories of the particles as a function 

of the Delta Y and their corresponding diameter and edge gradient.  

Under the condition of a fixed time step, the higher the particle velocity, the higher the value of Delta 

Y. For the 30 μm and 70 μm PS beads, the calculated particle density increased with the value of Delta 

Y. As to the 50 μm PS beads, a slight decrease in density was observed with Delta Y due to flotation as 

the density of the medium was higher than that of the particle. Theoretically speaking, if assuming the 

density of PS beads is 1050 kg/m3, the 30 μm, 50 μm and 70 μm PS beads respectively should have a 

vertical displacement distance of about 5.7 μm, 2.5 μm, and 2.4 μm per 0.25 s, 0.3 s and 0.05 s 

respectively, with the correction of wall effect for 50 µm and 70 µm PS beads. However, the results 

show that not all particles followed the theoretical displacement per time interval. The diameter of 

the sorted particles and their edge gradient value, which are also included in Figure 8.5, are inversely 

correlated, where the smaller the particle size, the higher the edge gradient. This fits the earlier 

observation that FlowCAM® tends to underestimate the particle size in sharp images and vice versa. 

The change of the value of edge gradient reflects the change of the focal distance of the detected 

particles and the wall-normal positions of the particles when moving in the flow cell. The correlation 

of the particle diameter and edge gradient to the particle velocity (Delta Y) reflects the effect of the 

particles’ wall-normal shift on their displacement velocity and thus the calculated particle density. This 

effect may be due to the frictions between the wall of the flow cell and the particles. However, here 

the number of sorted trajectories at a specific Delta Y is not enough to give sound statistical support 

on this effect.  
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Figure 8.5.  The average density, diameter and edge gradient of the sorted particles of the 30 µm, 50 

µm and 70 µm PS beads exported by FlowDensi as a function of the Delta Y. The number of the sorted 

particle trajectories is also included. The dashed lines are used to guide the eye. The error bars 

represent the standard deviation of the corresponding value. 

 

8.5    Discussion 

This chapter describes a toolkit (FlowDensi) developed for the calculation of particle density based on 

the FlowCAM® data of recording the particle displacement in a stationary medium. The sorting of 

particle trajectories by FlowDensi was based on several parameters. The functions and limitations of 

these parameters are discussed. Some recommendations are included for later updates of the toolkit.   

8.5.1 The parameters to sort particles’ trajectories  

During measurement of particle displacement in a stationary liquid phase, the flow cell, in which the 

particles displace, is tightly closed and placed vertically in front of the video microscope. There is no 

friction from the mobile liquid phase, and the particle displacement is driven by gravity or buoyancy. 
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This ensures that the particle paths are vertically aligned when they pass by the camera’s view scope, 

and the horizontal positions (x-coordinates) should change very slightly in theory. However, there are 

several reasons that can lead to a shift of the horizontal position of the displacing particle, such as i) 

hydrodynamic interactions that arise due to neighbouring particles perturbing the velocity of the 

liquid at the location of the measured particle; ii) obstruction or distortion of some stuck particle or 

dust in the flow cell; and iii) distortion due to any unevenness of the surface of particle or the inner 

surface of the flow cell.   

The setting of the parameter, Delta X, restricts the horizontal spread of the sorted dots along the 

particle trajectory, which influences both the number of the sorted trajectories and the calculated 

particle density (see Figure 8.2). During the primary sorting, a low value of Delta X may result in the 

division of a particle path into several ones. When the number of dots per path is lower than the 

export limit (100 in this work), these paths are not included in the final results. When using a high 

Delta X, several particles’ paths, which are closely located in terms of horizontal position, may be 

mistakenly consolidated. This can lead to either an increase in the number of exported trajectories 

(more paths meet the export limit) or a decrease when multiple trajectories are exported as one. The 

above situations affect the calculation of the average and the standard deviation of the particle density 

statistically. An example of this scenario of the latter case is shown in the appendix (see Appendix E, 

AppxE-Figure 3). In this example, even though the dots of the particles share similar coordinates and 

consolidated by FlowDensi for the trajectory of one particle, they belong to different particles’ paths 

passing the flow cell at different time. The primary sorting alone is not enough to distinguish one path 

from the rest. To help the users check the results, the exported files of FlowDensi include the 

correlation coefficients representing the linearity of the particle trajectory as a function of time.  

The mistaken consolidation of particle paths at different time can be alleviated by setting a low value 

for the Delta SIN (source image number). This is revealed by the obvious lower standard deviation of 

the density in Figure 8.3 than in Figure 8.2. However, this problem cannot be completely avoided due 

to the mistaken labelling or sequencing of dots. In some cases agglomerated or overlapping particles 

may be labelled as one big dot, or a stuck particle may shield part of the camera view during calibration. 

Such problems can be avoided during the experiment by reducing the particle concentration in the 

medium and identifying ‘blind’ regions for each measurement.  

The parameter of the edge gradient is essential for the particle density calculation. All pixels within 

the edge border contribute to the projected area of the particle in the image and thus the diameter 

of the particle (area-based diameter (ABD)). This area-based diameter (ABD) is used as one of the 

variables by FlowDensi in the Stokes’ law formula. Thus, the selected edge gradient range, i.e., the 
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focus of the particles, influences the sizing of the displacing particles, and as a result the calculated 

particle density. The extent of this influence depends on the size of the particle and it is assumed that 

the smaller the particle, the more influence of the blurring on the size determination.  In addition, the 

focal plane in the flow cell is ideally positioned in the middle of the depth of field of view, where 

particles in focus are assumed to be furthest from the front and rear wall of the flow cell, and hence 

experience the lowest resistance effects. Based on Stokes’ law, the calculated particle density at 

different edge gradient ranges is not only affected by the particle size, which depends on the camera 

focus, but also by the displacement velocity. The results of FlowDensi suggest the edge gradient of 

100-150 as the optimal range for the detection of 30 µm and 50 µm PS beads as the particle diameter 

observed with this range is the closest to the reference value. For the 70 µm PS beads in this study, 

the detected diameter deviates slightly in and out of the edge gradient range of 100-150, and are 

comparable to the reference value. The findings in this study are also supported by the proposal in 

the previous literature [3] that an edge gradient range from 100 to 200 indicates an optimal camera 

focus of particles.  

The parameter of Delta Y is used to differentiate the particles based on their vertical displacement per 

time step. By inputting the expected range of vertical distance per time step, the trajectories of 

particles moving at different velocities can be separated. The analyses in this study are based on the 

results of experiments carried out with diluted samples. When dealing with concentrated samples, 

there is a higher probability of particles close to each other with similar optical properties. By setting 

a proper Delta Y, these particles may be distinguished as their velocities differ due to factors such as 

the density, size, and proximity to the wall of the flow cell.   

In this study, a drag coefficient value of 1.004 was used for the correction of the wall effect, by 

assuming an ideal situation where the particle is positioned midway between the two parallel walls 

(the front & back walls of the flow cell). However, not all particles follow this ideal path and the effect 

of wall proximity on the Stokes’ resistance of the particle may differ. Researchers in a previous study 

[3] provided a solution to this phenomenon by selecting particles within the focus of the camera 

(limiting the edge gradient from 100 to 200) and neglecting the particles at other focal distances. 

However, the out-of-focus particles may contain specific physical properties (e.g. specific affinity to 

cell wall material) and optical information (e.g., distinctive refractive index) that may be useful to 

understand their compositions and surface characteristics. Moreover, the drag coefficient is limited 

to only spherical particles. It is therefore desirable to have analogous wall-effect corrections for non-

spherical particles to achieve more practical significance of the calculation, as the particles 

encountered in practice are rarely of ideal spherical shape [14].  
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It is worthwhile noting that different sorting criteria give rise to a different number of output particles, 

which can affect the statistics of the results. All the statistical analyses above are based on the results 

obtained in this study. These analyses can be further validated in future investigations with larger 

datasets.   

8.5.2 Recommendations for FlowDensi updates or other relevant toolkits 

This study releases the first version of FlowDensi (version 1.0), which allows for the post-processing of 

the FlowCAM® database. Although the current toolkit can meet most needs for the particle density 

analysis, some recommendations to improve this toolkit for more convenient and concrete daily 

routine use and extended applications are made: 

1. Include a function for the pre-assumption of particle velocity and provide suggestions on 

parameters such as the Delta Y. Although it is not easy for the user to give a presumable 

density of the particles, FlowDensi can make a prediction by including a list of common 

materials for the user to choose from and requesting the expected size range of the particles 

from the user.   

2. Include a time scope parameter in the primary sorting step, to distinguish the particles 

displacing at different periods through the flow cell. This can help avoid the inclusion of 

several particles with similar coordinates and graphical properties but moving at different 

time.  

3. Include a shape factor to make correction on particle velocity. No shape correction factor was 

included in the current study as uniform spherical PS beads were used for the experiment. For 

non-spherical particles, a correction of the shape effect on particle displacement is needed.  

4. Include an input of the onsite magnitude, latitude and altitude where the FlowCAM® 

experiments are performed. This is for a more accurate calculation of the value of gravitational 

acceleration, which is a function of the three parameters. This enables a more accurate 

calculation of the tested microparticle density.   

FlowDensi was developed to calculate the density of moving particles recorded by FlowCAM®. 

Knowledge of the particle density can be further utilised to calculate other particle properties such as 

porosity or void fraction of the particle, which are critical parameters for drug delivery systems, and 

in particular, the release kinetics of encapsulated drugs. A pioneering study has been performed by 

A.S. Sediq [3] to correlate the microparticle density with the porosity. The density of each component 

of a microparticle contributes proportionally to the total microparticle density and can therefore be 

used to calculate the porosity of a microparticle, which can be obtained based on the knowledge of 

the particle density in the presence and absence of loaded material. This correlation can be 
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implemented in the next version of FlowDensi or any derivative toolkit focusing on the porosity 

calculation.   

 

8.6    Conclusions  

Flow imaging microscopy can be widely applied for microparticle characterisation, for example, 

particle density determination. The proposed FlowDensi toolkit offers a user-friendly operation 

window and assists in the analysis of the FlowCAM® database. Useful information about the 

trajectories of particles can be quickly sorted, and the density can be calculated accordingly. All sorted 

particle information was comparable to those sorted manually in research elsewhere, and was 

exported into excel files for users’ convenient check and analysis. The FlowDensi toolkit, as well as its 

derived versions, can be packaged into a platform and serve as a complementary tool for the post-

analysis of experimental data obtained by FlowCAM®.  
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Conclusions and outlook 
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9.1    The main findings and strategies of this thesis 

This study steps towards the goal of developing a controlled drug delivery system (DDS) for protein 

therapeutics. The strategic path of this research project is shown in Figure 1.2 in Chapter 1. 

As an alternative to the conventional encapsulation methods using non-polar coating materials and 

organic solvents, in this study, a hydrophilic polyelectrolyte (dextran sulphate sodium (DSS)) was used 

for coating, and the encapsulation and product particle formation were performed in a supercritical 

carbon dioxide (scCO2) environment. A scCO2 spray coating process was developed, in which the 

encapsulation was achieved via the contact of solid protein (lysozyme) particles with the atomised 

polymer-containing tiny droplets. Dry encapsulated particles were collected after the water removal 

by scCO2. A retarded protein release from the coated protein particles was observed. The humidity 

level in the spray coating vessel was one of the critical factors affecting the encapsulation.  

Concerning the interaction among the macromolecules, investigations on the molecular level were 

performed via molecular modelling, in which the molecular behaviours are visualizable, and the steric 

and electrostatic interactions are quantifiable. The molecular structure of the DSS in an aqueous 

environment was resolved via molecular mechanics methods, and a helix structure was established. In 

the helix, each polymerisation unit contains two sulphate groups with the sodium positioned in-

between as an ionic bridge. Next, the research headed for an elucidation of the complexation between 

the protein (lysozyme) and polyelectrolyte (DSS) in terms of the interaction thermodynamics and the 

geometries of the complexes using molecular mechanics and quantum mechanics methods. The 

calculated reaction energies of the exchange of ions represent conditions close to equilibrium. The 

interaction between DSS (monomeric unit) and amino acids was found to be exothermic and 

spontaneous. The backbone structures of lysozyme and DSS remained after their interaction, with 

adjustments of the molecular conformation to lower the steric potential for the energy minimisation 

of the system. Although the molecular dynamics (MD) simulation is beyond the scope of this thesis, it 

will be useful to apply this method to simulate the natural motion of the macromolecules and 

determine the macroscopic thermodynamic properties of the system.  

Along with the microscopic view on the molecular interactions, Brownian dynamics simulations of 

protein-polyelectrolyte particle formation and growth, based on Smoluchowski’s theory, were 

developed and performed to gain insight into the collisions and stickiness among the particles. The 

evolutions of the particle size distribution were calculated. The average ratio of the protein to 

polyelectrolyte in the formed complexes was found to be in accordance with their initial ratio in the 

system. The simulated evolutions of particle concentration were found to be comparable with 

experimental results. Moreover, this thesis proposes a direct collision simulation to describe the 
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protein-polyelectrolyte agglomeration based on tracking the particle displacement, and an idea to 

simulate the agglomeration based on calculating the inter-particle collision probability.  

The diffusivity of proteins and polyelectrolytes in an aqueous environment is a crucial parameter 

affecting their complexation and the release of proteins from the developed DDS. A microfluidic H-cell 

was investigated to determine the diffusion coefficients of the macromolecules. It was found that the 

diffusion coefficients of proteins depend not only on the size of the molecules but also on the inter-

molecular interactions, which are influenced by the pH and ionic strength. These factors were also 

found to exert similar effect on the diffusion of polyelectrolytes. Regarding the complicated structures 

of the polyelectrolytes and their interactions, it remains a challenge to make appropriate estimation 

on their diffusion coefficients, and there is a scarcity of relevant literature information to compare with 

the H-cell results. Further investigations are needed to improve the microfluidics method, such as using 

more sensitive detection methods and lowering the viscosity difference of the streams into the H-cell, 

to determine the diffusion coefficients of the long-chain polyelectrolytes, the solutions of which are 

highly viscous  

Flow-imaging microscopy technique is a powerful and promising tool to determine the properties of 

the DDS microparticles. To provide assistance and enhance the efficiency for the data analysis, a 

supplementary toolkit, the FlowDensi, was developed to calculate the density of the detected particles 

based on their trajectories in a stationary liquid in a micro flow cell. The application of this toolkit is 

extendable by preparing it for the routine daily analysis of other microparticle properties (e.g. porosity) 

derived from the measurements of the flow-imaging microscopy.  
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9.2     Research topics for future investigations 

The work described in this thesis has led to some accomplishments such as i) the development of a 

novel scCO2 process for the preparation of protein DDS; ii) the interpretation of the protein and 

polyelectrolyte interaction mechanism; iii) the understanding of the dynamics of the particle formation 

and growth; and iv) the application of a microfluidic method to determine the diffusion behaviour of 

protein and polyelectrolyte. These accomplishments also open the door for some future research 

topics.  

 

9.2.1 Optimisation of the scCO2 spray coating process 

The early-stage research provides information on the critical parameters for the optimisation of the 

scCO2 spray coating process to achieve complete encapsulation of the core protein particles and to 

achieve homogeneous micron-sized product particles. 

Firstly, more attention needs to be paid on the control of the size of the sprayed droplets. The size of 

the sprayed droplets affects their contact pattern with the core microparticles, the humidity level in 

the spray coating vessel and the agglomeration state of the product particles. The control of the 

droplet size requires not only a proper type of nozzle for the atomization but also a proper liquid to 

scCO2 mass ratio. Secondly, the appropriate ratio of the size of the core particles to the droplets calls 

for further investigation. The proper size of the core particles relative to the sprayed droplets leads to 

thorough and homogeneous contact between the particles and the droplets, and can also help prevent 

the agglomeration of the particles. Thirdly, the contacting time of the particles and the sprayed 

droplets needs adjustment for the complete mixing and coating. After optimising these factors to coat 

the protein core particles with one polyelectrolyte layer, this spray coating process can be extended 

for layer-by-layer encapsulation with the implementation of both positively and negatively charged 

polymers that are alternately-aligned in the final product.   

An idea on the lab-scale equipment with a half-litre vessel for an optimal spray coating is put forward 

in accordance with the aforementioned propositions. The piping and instrumentation diagram (P&ID) 

is shown in Figure 9.1. In this equipment, a coaxial nozzle is implemented into the top lid of the vessel 

for the efficient atomisation of the polyelectrolyte solution into the vessel. A powerful agitation engine 

is implemented at the bottom of the vessel for the homogeneous suspension of the core particles. As 

an advancement of this spray coating equipment, three transparent high-pressure sapphire windows 

are embedded into the wall of the vessel. This is advantageous over opaque standard steel vessel in 

which the liquid spraying and droplet-particle contact are enclosed and non-observable. The 
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installation of transparent windows allows the user to perceive the spray coating process in a direct 

way. With the help of high-speed imaging techniques, liquid atomisation and droplet-particle contact 

can be easily captured to provide first-hand information on the mechanism of the coating process. A 

preliminary conceptual design of this new spray coating equipment is displayed in Figure 9.2. 

  

 

Figure 9.1.  P&ID diagram of the lab-scale equipment planned for an optimal spray coating. The spray 

coating vessel is installed with transparent windows.   
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Figure 9.2. Conceptual design of the lab-scale spray coating vessel with transparent windows installed 

(designed by Jeroen Koning from Electronic and Mechanical Support Division, Delft University of 

Technology). A high-speed camera with special lens will be used for the observation of micron-sized 

particles or droplets.   

9.2.2 Scale-up of the scCO2 spray coating process 

Once the optimal operating conditions for the lab-scale spray coating process are established, the 

extension of the process from lab scale to (semi)industrial scale can be the next topic to be investigated. 

One of the aspects to be considered when scaling up a scCO2 spray coating process is the delivery of 

the liquid containing the coating materials. The product size is in correlation with the sprayed droplet 

size, which is dependent on the design of the spray nozzle. The sprayed droplet size, the relativity to 

the core particle size and the uniformity in the size distribution need to be taken into account to 

achieve the overall and homogeneous coating of the core particles. If the sprayed droplet size is too 

big, there is a tendency of the product particles to coalesce into agglomerates. This regime is 

considered to be undesirable, as it adversely affects the protein particle coating, product particle 

drying, and particle size distribution in the final product. These factors can be adjusted by appropriately 
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configuring the liquid and scCO2 flow rate into the nozzle, the mass ratio of liquid to scCO2, and the 

size of the nozzle holes (the path of the liquid and the scCO2). In large machines, multiple nozzles (or 

multi-headed nozzles) may be used to spread the liquid over as many of the suspended particles as 

possible. Moreover, the nozzle height and spray cone angles also need to be considered for the scale-

up. These two factors affect the contacting region of the droplets and the suspended particles in the 

vessel. To enhance the coating efficiency, it is desired to disperse the liquid over an as large fraction of 

the suspended particles as possible. 

Another factor to be considered is the drying power of the upscaled equipment. The removal of water 

from the spray coating vessel depends on the delivery of fresh CO2 into the vessel. When the water 

addition is excessive, the agglomeration of particles is likely to occur due to their affinity to moisture, 

compromising the homogeneous size distribution of the particles. It is favourable if the liquid delivery 

rate and the drying capacity are compatible to avoid the accumulation of moisture in the vessel.  

The design of the impeller for the off-bottom suspension of a larger batch of protein particles is also a 

crucial factor. The particles, either in a wet or dry state, require a shear force to break the cohesive 

bonds among the particles and allow all the particles to be fully suspended in the spray coating vessel. 

The propeller type and dimension, and the geometrical arrangement of the propeller relative to the 

vessel impact the mixing of the particles and the required power consumption.  

9.2.3 Molecular dynamics simulation of protein-polyelectrolyte interaction 

Static molecular mechanics and quantum mechanics simulations can provide information on the 

optimised molecular morphology, molecular strain energy, and thermodynamic potential changes 

during reactions. The difference in the thermodynamic properties of the protein-polyelectrolyte 

system calculated via static and dynamic simulations remains a question to be figured out. The proper 

selection of force field, the calculation of the electrostatic potentials with solvating effects, and the 

calculation of the diffusion tensor of the molecules and complexes are among the topics to be 

investigated.  

9.2.4 Using a microfluidic device to determine the diffusivity of the product DDS 

particles  

The diffusion coefficient of the product DDS particles (in this thesis the encapsulated protein particles) 

provides information on the particle properties such as particle size, thickness of the encapsulation 

layers, inter-particle interaction (attractive or repulsive), tendency of particle agglomeration, particle 

degradation kinetics, porosity and loading of proteins in the encapsulated particles. The developed H-

cell microfluidics system is likely suitable to determine the diffusion coefficient of the DDS 
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microparticles, in which various detection techniques are applicable to detect the particle 

concentration.   

9.3    Potential of the results of this project for practical applications 

This study brings forward a scCO2 spray coating process to encapsulate solid protein particles for the 

development of DDS. Instead of conventional non-polar polymers, biocompatible hydrophilic 

polyelectrolyte is applied as the coating material for the hydrophilic amphoteric protein. This idea is of 

practical significance in the food and pharmaceutical industries, in which protein encapsulation (with 

sugar as the stabilising excipient) is one major approach for protein storage, maintenance and retarded 

release, which are common aspects to be considered for protein product development. The present 

study also provides an idea of the preliminary design of the scCO2 spray coating equipment as well as 

a discussion on the key factors affecting the coating of the core particles. This contributes to the later 

optimisation of the high-pressure spray coating process.   

The method to establish the DSS molecular structure via molecular modelling provides guidance for 

elucidating polymer structures accordingly in the case of lacking experimental information. The finding 

of the helix structure of DSS contributes to the protein product design when the polymer properties 

(such as charge distribution) and behaviours (such as conformational change) are essential factors to 

be considered. The Brownian dynamics simulation can be applied to predict the evolution of particle 

concentration and size distribution in the process starting with various interactive materials.   

The microfluidic H-cell described in this study has the potential to be developed into a commercialised 

instrument for accurate, convenient, versatile (with respect to detectors) and high-throughput 

determination of macromolecular diffusive properties. The H-cell is also applicable for the purpose of 

separation or as micro-scale reactors.  

Another potential of this thesis work for practical application is to develop the FlowDensi toolkit into 

a supplementary software for the convenient and efficient analysis of the data of FlowCAM® 

(commercial equipment of flow imaging microscopy) for the determination of microparticle density, 

based on which some other particle properties such as the porosity can be derived (also using the same 

toolkit).         
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AppxA-Figure 1. Particle size distribution, measured in wet mode by laser diffraction, of spray dried DS 

which were produced via nozzle configurations C1, C2, C3 and C4.   
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AppxA-Figure 2. SEM images of sample S1 from PSSC process at high magnifications. The tiny particles 

deposited onto the larger particles are clearly observed.  
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AppxA-Figure 3. Apparent elemental composition of S3 product particles (on the top layer) from PSSC 

process as function of accelerating voltage. One particle in S3 was selected for this measurement. 

Three different positions on the selected particles were scanned. At low accelerating voltage (5 kV), 

the detected S content was lower than that at higher accelerating voltages due to the relatively low 

excitation energy of the electron beam. The sulphur excitation energy is about 2.3 keV. The ratio of 

the accelerating voltage (kV) to the excitation energy (keV) should be at least 2 and optimally 2.5 to 3 

to achieve a trade-off between elemental EDS spectral resolution and electron excitation [1, 2]. The 

composition of DS and lysozyme was calculated based on the mass content of S and N, which were 

used as representative elements of DS and lysozyme, respectively. The mass ratios of C and O to N and 

S were also applied for the calculation of composition. Based on the 10-20 kV measurements, it can be 

concluded that in sample S3, lysozyme was the major compound (about 70-90% mass ratio). It was 

determined that for a bulk carbon sample, at an accelerating voltage of 5 to 20 kV, the penetration 

depth increases from about 0.3 µm to 4 µm [3]. For particles of 150-200 µm, the limited penetration 

depth of the X-ray beam only allows for the detection of elements on the top layer of the particle.  
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AppxA-Figure 4. Lysozyme release profile from the S1 and S2 sample particles in water and PBS at 37 

˚C. A limited lysozyme release occurred in water. In PBS, a burst lysozyme release of 80-90% was 

observed at 1h. After 1 or 2 days exposure to PBS, the amount of detected released lysozyme 

decreased, which may be due to the complexation between released lysozyme and free DS in the 

aqueous environment. This interaction was also pointed out in a previous controlled release study 

where it was mentioned that the interactions between the released protein and free polyelectrolyte 

may sequester the released lysozyme by forming complexes in the solution [4].  
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AppxA-Figure 5. Water mass fraction profiles in the 5 µm and 40 µm droplets at different times in the 

mass transfer simulation between water and scCO2. This simulation was based on Fick’s law using 

Comsol Multiphysics software where the approximate diffusion coefficients of water and scCO2 in 

corresponding medium at 37 ˚C and 130 bar were used [5, 6].                                            

 

AppxA-Table 1. Surface tension and viscosity of water and DS solutions of different concentrations 

measured at 37 ˚C. The surface tension was measured by the capillary rise method (Surface tension 

apparatus, KIMBLE CHASE, New York, USA). The viscosity was measured by an Ostwald viscometer 

(Roweel Electronic Co., Ltd, China) at 37 ˚C using water as reference.  

Sample Surface tension (mN/m) Viscosity (mPa·s) 

Water 69.7 0.69* 

DS solution (1% w/w) 67.5 0.65 

DS solution (5% w/w) 67.6 0.72 

DS solution (10% w/w) 65.8 0.85 

*  Data from [7]. 
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Appendix B 

Introduction to molecular modelling 
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General  

One of the  fascinating levels of chemistry research is to explore the complexities of chemistry at the 

invisible molecular level, and numerous representations of molecular interactions and structures have 

been devised in the recent decades [1]. The scientists can correlate the properties of one mole 

chemicals to the behaviours of one (set of) molecules, laying the foundation for the success of 

molecular modelling. With the development of modern computers with ameliorated performance of 

CPU, GPU, memory, etc., the chemistry research capabilities have been enhanced with the help of 

powerful visualisation and modelling tools [1]. These allow for a more accurate and informative 

description of the behaviours of molecules regarding their structure and participating interactions.   

Molecular modelling is a computer-based technique for deriving and interpreting the structures and 

behaviours of molecules, as well as their reactions and interactions. The modelling targets at both 

small chemical systems and large (biological) molecules and their complexes. It has been applied to 

the fields of drug design, biomaterials, emerging materials, and spectroscopy [2].  

The molecular modelling can be either time-independent (static) or time-dependent (dynamic). The 

prototypical application of static modelling is to find the stable structure of a molecular system which 

corresponds to minimum potential energy. This process produces a motionless molecule of idealised 

geometry. The properties of the molecular system such as the electrostatic potentials and reaction 

energies can be then obtained. In a molecular dynamics (MD) calculation, the system of molecules 

evolves over time by solving the positions of nuclear coordinates using Newtonian mechanics. This 

reflects the dynamical properties of the system: transport coefficients, molecular structural 

transformations, time-dependent responses to perturbations, rheological properties and spectra [3]. 

Unlike the static modelling, MD is not based on potential energy minimization bringing it to the closest 

equilibrium conformation.  This thesis is limited to the static version of molecular modelling.  

In accordance with relevant theories and experimental data, the molecular modelling is applicable to 

investigate the properties of the molecular system such as the number and types of atoms, nature of 

the bonds, bond lengths, angles and dihedral angles, molecular energy, geometry optimisation, 

enthalpy, and vibrational frequency [2]. Moreover, it can also be applied to describe the nucleophilicity, 

electrophilicity, electrostatic potentials, and predict molecular and biological properties for 

understanding the structure-activity relationships [2]. Among these properties, the molecular 

geometry optimisation can be achieved via the molecular mechanics (MM) method or quantum 

mechanical (QM) methods, which are frequently applied in molecular modelling.  
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In this thesis, the approach of computational modelling of protein and polyelectrolyte under real 

conditions (aqueous solution, finite temperatures) are to be included with preliminary modelling 

results. For a better understanding of the work performed in these modelling work, a brief introduction 

to the concept and theories of molecular modelling (mainly MM and QM) is presented in this chapter. 

Molecular mechanics 

Molecular mechanics (MM) describes the total steric energy of a molecule regarding deviations from 

referenced unstrained bond lengths, angles and torsions as well as nonbonded interactions and 

Coulombic interactions [4, p. 13-15, 5, p. 265, 6, p. 165-166]. Thus, the total potential energy is 

contributed by the bond-stretching, bond-bending vibrations, dihedral motions, out-of-plane angle 

potential and van der Waals interactions (non-bonded interactions and Coulomb interactions). An 

illustration is given in AppxB-Figure 1. A molecular mechanics force field can be written as shown 

in AppxB-Equation 1. 

𝑈𝑈 = � 𝑈𝑈𝑎𝑎𝑏𝑏
𝑠𝑠𝑐𝑐𝑟𝑟𝑒𝑒𝑐𝑐𝑐𝑐ℎ

+ � 𝑈𝑈𝑎𝑎𝑏𝑏𝑐𝑐
𝑏𝑏𝑒𝑒𝑛𝑛𝑑𝑑

+ � 𝑈𝑈𝑎𝑎𝑏𝑏𝑐𝑐𝑑𝑑
𝑑𝑑𝑖𝑖ℎ𝑒𝑒𝑑𝑑𝑟𝑟𝑎𝑎𝑠𝑠

+ � 𝑈𝑈𝑎𝑎𝑏𝑏𝑐𝑐𝑑𝑑
𝑠𝑠𝑐𝑐𝑐𝑐−𝑠𝑠𝑜𝑜−𝑜𝑜𝑠𝑠𝑎𝑎𝑛𝑛𝑒𝑒

+ � 𝑈𝑈𝑎𝑎𝑏𝑏
𝑛𝑛𝑠𝑠𝑛𝑛−𝑏𝑏𝑠𝑠𝑛𝑛𝑑𝑑𝑒𝑒𝑑𝑑

+ � 𝑈𝑈𝑎𝑎𝑏𝑏  
𝐶𝐶𝑠𝑠𝑐𝑐𝑠𝑠𝑠𝑠𝑚𝑚𝑏𝑏

Where U represents the potential energy, the letters a,b,c,d represent the atoms to which the 

potential is assigned. There is no physical meaning of the calculated total energy regarding that it is 

merely an indication of molecular strain in comparison with the hypothetical strain-free molecule [4, 

p. 14].

AppxB-Figure 1. Interatomic interactions in molecular mechanics according to [7, 8]. 

AppxB-Equation 1 
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The behaviour of molecules is well modelled based on the developed force fields. A force field is a set 

of functions and constants used to find the potential energy of the molecules [9, p. 206]. Using the 

force field established based on the data of other relevant molecules, the geometry and property of a 

new molecule can be derived [10, p. 80].  

The force fields are usually determined in two ways, i.e. calibrating the parameters against calculations 

of quantum mechanics on small molecules, and against data from analytical experiment on the 

properties such as crystal structure, infrared absorption, X-ray adsorption, density, enthalpy of 

vaporisation and Gibbs energies of solvation [10, p. 59]. The particularity of design for a force field is 

the factor to be considered when selecting it for a specific type of molecular system. For example, the 

force fields calibrated against the solution properties of amino acids are the ones suitable for the 

modelling of solvated proteins [10, p. 59]. The applications of some common force fields, differed by 

the functional forms and parameters, are listed in AppxB-Table 1. Among the popular MM forcefields, 

Merck Molecular Force Fields (MMFF) is a full periodic table force field suitable for a broad range of 

chemicals, with parameters extracted from quantum mechanics calculations. This force field applies 

to proteins and other similar biological systems and is transferable to treat conformational energetics 

and non-bonded interactions [9, p. 219-221]. The results of the MMFF calculation depend on the pre-

definition of the molecular structure and bond type. An example of NaCl is given in AppxB-Figure 2. 

When the diatomic NaCl is built with a bond connection in-between, the MMFF-optimised structure 

shows a lower absolute value of electrostatic charge on sodium and chloride and a lower inter-atom 

distance than the one built without a bond connection. The latter calculation shows the electrostatic 

charge of Na and Cl of +1 and -1 respectively, which fit more to the practical situation. A difference in 

the atom charge is also observed for the modelled NaCl crystal built with and without bonds. During 

the finding of the minima of the molecular potential energy, there is no bond formation or break, and 

the atom connectivity specified in the input file is obeyed [11].   
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AppxB-Table 1. Example of MM force fields and their applications 

Force field Application Reference 

MM2 & MM3 & MM4 For calculations on small hydrocarbons. [12-14] 

OPLS 
To reproduce liquid state thermodynamic properties; and for calculations 

on amino acids and proteins.  
[10, 15, 16] 

Dreiding 
For calculations on organic, biological, and main-group inorganic 

molecules. 
[17] 

CFF Parameterised for acetals, acids, alcohols, alkanes, alkenes, amides, 
amines, aromatics, esters, and ethers. 

[18] 

UFF 
Full periodic table force field and performs well with inorganic materials, 

and organometallic materials. 
[19, 20] 

MMFF 

Particularly well with organic compounds such as alkanes, alcohols, 

phenols, ethers, aldehydes, ketones, ketals, acetals, amines, amides, 

peptide analogs, ureas, imides, carboxylic acids, esters, carboxylate 

anions, ammonium cations, disulfides, halides (chlorides and fluorides), 

and amine N-oxides; applicable to proteins and other systems of biological 

significance.  

[9, 20-25] 

 

 

 

AppxB-Figure 2. The calculated electrostatic charge and inter-atom distance of NaCl optimised by 

MMFF with and without bond connections. 

2.404 Å2.372 Å

+ 0.2 - 0.2 + 1 - 1

NaCl optimized by MMFF with 
a bond connection 

NaCl optimized by MMFF 
without bond connection 

Na Cl Na Cl

NaCl crystal structure optimized by 
MMFF with bond connection 

NaCl crystal structure optimized by 
MMFF without bond connection 
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Based on the force fields, the studied molecular geometry is optimised iteratively [5, p. 457], in which 

a newly optimised geometry is calculated based on the energy and the first derivative of the energy 

with respect to all geometrical coordinates of the last geometry.  This process terminates when the 

gradient closely approaches zero with a restricted change of geometrical parameter and energy 

between successive iterations [5, p. 457]. A simple scheme example of the one-dimensional 

optimisation is shown in AppxB-Figure 3 to find the equilibrium geometry of a diatomic molecule (e.g. 

NaCl). Usually, in molecular modelling, the objective functions have multivariable, representing a 

molecular potential energy surface, of which the minima are searched [9, p. 229-230]. The 

corresponding molecular structures are some of those with the local minimum energy on the potential 

surface [10, p. 65-68]. There were several frequently-used energy minimisation algorithms such as 

Steepest Descent Minimiser, Conjugate-Gradient Method and Newton-Raphson Minimiser [9, p. 229-

241].  

AppxB-Figure 3. Example scheme of the one-dimensional optimisation to minimise the strain energy 

of the NaCl, as a function of the inter-atom distance, to find the equilibrium geometry of NaCl with the 

energy minima. 

Unlike some complicated methods such as the QM (described in the following), the electrons and 

nuclei of the atoms are not explicitly included in the MM calculations [4, p. 13]. Instead, in the MM, 

the atomic composition of a molecule is regarded as a collection of interacting masses driven by 
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harmonic forces [4, p. 13]. This enables the MM a relatively fast computational method practicable for 

both small molecules and larger molecules, and even oligo-molecular systems [26]. The MM is also 

advantageous in dealing reasonably accurately with van der Waals interactions at non-bonded 

distances, while for quantum mechanics it is notoriously difficult to solve [11]. More information on 

the Pros and Cons of MM are summarised in [11]. 

Quantum mechanics 

A well-parametrised force field can calculate the molecular properties such as the geometry and 

relative conformational energies with high accuracy [4, p. 19]. However,  when there is a lack of specific 

parameters for a structure, quantum mechanical (QM) methods, as a substitute, can be used for 

geometry optimisation [4, p. 19]. Additionally, the QM can deal with the calculation of transition states 

or reaction paths, polarisation effects and electron distribution [4, p. 19].   Moreover, QM can supply 

information on infrared and Raman spectra, UV/visible spectra and NMR spectra and complement 

existing experimental data, for example, the intermolecular potentials for molecular mechanics [5, p. 

16]. The computation costs and the limitation to small molecules are the inferior aspects of the QM 

methods [4, p. 16].   

QM describes the energy of a molecule regarding interactions among nuclei and electrons as given by 

the Schrödinger equation (see AppxB-Equation 2).  

  𝐻𝐻𝐻𝐻 = 𝑃𝑃𝐻𝐻       

The wave function is represented by ψ, which describes the system state and is a function of the 

Cartesian coordinates of all electrons and ions, depending on time. E and H represent the energy of a 

system and the corresponding operator (Hamiltonian operator (H)) describing the kinetic energies, 

electron-electron interaction energy, and the potential energy due to interaction with external 

potentials [5, p. 444, 27]. The time-independent Schrödinger equation for a single particle moving in 

an electric field in the case of three dimensions is shown as AppxB-Equation 3, in which the first part 

on the right side represents the kinetic term (ħ represents the reduced Planck constant, m the mass, 

∇2 the Laplacian, r the position) and V the potential term [9, p. 41-43]. It is impossible to use 

elementary methods to derive the time-dependent Schrödinger equation, which is generally given as 

a postulate of quantum mechanics [9, p. 41-43]. 

− ħ
2𝑚𝑚

𝛻𝛻2𝐻𝐻(𝑟𝑟) + 𝑉𝑉(𝑟𝑟)𝐻𝐻(𝑟𝑟) = 𝑃𝑃𝐻𝐻(𝑟𝑟)   

 AppxB-Equation 2 

   AppxB-Equation 3 
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To make it possible to solve the Schrödinger equation, approximate solutions are needed, and one of 

them is the Hartree-Fock (HF) molecular orbital model. Three approximations were made to the 

Schrödinger equation [5, p. 445-446]: i) ignore nuclear motions; ii) restrict electron motion to one 

nucleus; and iii) use atom-centred functions to describe the one-electron solution to molecular orbital. 

A correlation is needed to bridge the HF energy and the experimental energy even with these 

assumptions.  

Unlike HF model which calculates (one electron) wave functions, the density functional theory (DFT) 

derives the energy directly from the electron probability density. DFT and HF are coupled by using 

functionals (functions of another function), i.e. the total energy is a function of the electron density, 

and the electron density is a function of the coordinates [27, 28]. Here the 3N-dimensional problem (N 

represents the number of electrons) is reduced to a 3-dimensional one, and accurate results can be 

obtained with higher computation efficiency than the HF model [27]. One of the frequently used 

functional is the B3LYP hybrid functional (Becke's three-parameter Lee-Yang-Parr hybrid functional) 

[27, 29-31] which employs parameters determined through the reference to experimental 

thermochemical data. 

Further approximations can be introduced to the Schrodinger equation to reduce the computational 

cost while keeping the formalism of quantum mechanics. Semi-empirical models are proposed with 

the following features [5, p. 450-451]: i) eliminate overlap between functions on different atoms; ii) 

restrict to a minimal valence basis set of atomic functions; and iii) incorporate empirical parameters 

into formalism and calibrated against reliable experimental or theoretical reference data. Semi-

empirical function usually works as a start option for DFT calculations.  

There are several software packages available in the market containing some validated QM codes, such 

as Gaussian [32], Turbomole [33], Materials Studio [34] and Spartan [5]. Most of the available product 

suites work based on a user-friendly graphical user interface from which the user can access all QM 

codes and calculation options.   

For both the QM and MM methods, there were calculation errors of the molecular properties 

compared to experimental measurement. A list of the accuracies of the methods used for molecular 

modelling in this study is shown in AppxB-Table 2. MM tends to outweigh QM (semi-empirical PM6)  

and be comparable with QM (B3LYP with 6-31+G* basis set) in predicting the geometry of molecules. 

Regarding the energy accuracy, although the average error is small, it can accumulate for large 

molecular systems such as proteins and polymers and thus reducing the accuracy of the calculations 

such as reaction energy and activation barriers. To alleviate the error, the idea of isodesmic reactions 

was introduced to the molecular modelling in which the type and the number of bonds before and 



223 

 

after the chemical reaction are kept the same.  Under this condition, the errors caused by the 

inaccuracies of the MM or QM methods are cancelled out, and theoretical energy data that are 

comparable with experimental measurement are resultantly obtained.  

 

AppxB-Table 2. List of the accuracies of methods used for molecular modelling in this thesis. 

Methods 
Error on bond 

lengths (Å) 

Error on 

bond angles 

(degree) 

Error on hydrogen-

bond energy (kJ/mol) 

Error on the 

conformational energy 

(kJ/mol) 

Reference 

MM (MMFF) 0.014* 1.2* - 1.59* [21] 

QM (semi-empirical PM6) 0.091** 7.86** 7.11** 9.83** [35] 

QM (B3LYP with 6-31+G* 

basis set) 
0.0093** 1.29** 1.51** 16.54% (relative) ** [36] 

*RMSE: root mean squared error 

** MUE: mean unsigned error 

 

Solvation for molecular modelling  

Molecular modelling implicitly is carried out at zero K under vacuum conditions. With proper 

thermodynamic corrections, the properties of the molecular modelling system at room temperature 

and atmospheric conditions can be yielded. Moreover, the solvation should not be overlooked 

considering that chemistry usually occurred in the presence of solvent.   

During solvation, solvent and solute molecules interact with each other and lead to changes in energy, 

stability, and molecular orientation (distribution) [9, p. 250]. The solvation effect on the molecular 

modelling of macromolecular (e.g. protein) behaviours, is an inevitable factor to be considered when 

investigating the locations of the functional site, characterising ligand-binding sites in proteins, docking 

of small molecules into protein binding sites and protein-protein interaction studies [2].  

Under vacuum condition, the relative permittivity ε is 1. For non-polar hydrocarbons, the difference 

between the calculations with gas phase and with solvent is negligible [4, p. 18]. However, for polar 

molecules, the solvent effects need to be considered  (e.g. in water, the relative permittivity ε is about 

80) to avoid overestimation of conformations affected by strong electrostatic interactions [4, p. 18].  

There are two options for the correction of the solvation effect: one is to apply a general field to model 

the solvent as a continuum in which no specific interactions occur between the solute and solvent; the 
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other is to introduce an explicit number of water molecules to the molecular systems in which the 

solute molecules interact with the solvent molecules. The former option treats the Coulombic terms 

of solvated molecules using a uniform relative permittivity, assuming that the electrostatic field of the 

molecules, especially the small ones, is homogeneous. Here the solvent is considered as a continuum 

with a given dielectric constant, and in accordance, several models were proposed such as the SM 

series solvation model (e.g. SM5.4), Onsager Model, Tomasi Polarized Continuum Model (PCM) and 

Isodensity Surface Model (IPCM) [5, p. 524, 9, p. 250-252]. The latter option to demonstrate the solvent 

effect is to add discrete solvent molecules around the solute molecules. Under this condition, there is 

no correction needed for the Coulombic terms of the applied force fields, and the local molecular-

solvent interactions, such as the formation of hydrogen-bridges, can be clearly illustrated. However, 

the increased number of water molecules can lower the computation efficiency.   

When it comes to the modelling of macromolecules such as proteins and polyelectrolytes, the 

surrounding environment can strongly affect the molecular conformational flexibility. The optimisation 

process performed in vacuo tends to overestimate the interactions among charged groups, and as a 

result, the non-polar hydrophobic groups are squeezed and artificially collapses [4, p. 137]. This does 

not make sense in reality when solvent molecules are involved.  

The simulation of macromolecules in a solvent environment with thousands of water molecules 

requires immense computation effort. However, during the energy minimisation, incorporating 

structural water molecules explicitly into the macromolecular structure is essential for the 

functionality and conformation maintenance.  
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Supplementary information of the direct collision simulation 

The direct collision (DC) simulation was performed to describe the particle agglomeration profile while 

differentiating the properties of the colliding particles and enabling the specificity of collision 

conditions among them.   

The procedure of the DC simulation is as follows: 

1. The information of each virtual particle in the simulation is stored in a pre-defined matrix, in 

which the particle position, particle size, and the state of presence of the particle are included.  

2. Build the simulation domain with a specified size and distribute the particles randomly in the 

domain.    

3. Initiate a time step and start the particle displacement. During each time step, the collisions 

among the primary particles are firstly evaluated, followed by the collisions between the 

primary particles and the agglomerates, and then among the agglomerates. At each time step, 

the particles displace within a predefined distance and in a random direction. The 

displacement of particles as a function of time follows the Einstein-Stokes law in a 3D case.  

4. The progress of the simulation (e.g. the number of the remaining particles in the simulation 

domain) is updated every time step.   

Periodic boundary conditions were employed to the wall of the cubic domain such that particles that 

have left the control volume at the end of a time step are replaced, for the next time step, by image 

particles that enter from the opposite side. This type of boundary condition is commonly employed in 

Monte Carlo simulations and allows for an infinite homogeneous system to be modelled approximately 

by a finite volume [1, 2]. In the DC simulation, a (pseudo-) random number, which was uniformly 

distributed on the interval [-1,1], was generated and used for the directional vectors of the stepwise 

particle displacement.  

The DC simulation was performed in a way of multi-scale, the scheme of which is displayed in AppxC-

Figure 1. Whenever the number of the particles in the current volume decreases below a pre-set value, 

e.g. 10, the current simulation volume will expand several times, copying the status of the particles 

into the expanded volume. The procedure of volume expansion, as well as particle copying, is 

consistent with the hypothesis that the particle collision status in the smaller volume is crudely 

representative of the status in the whole volume of the system.  
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AppxC-Figure 1. Scheme of the multi-scale approach for the DC simulation. 

The precision of the multi-scale approach is checked by performing the simulation of different cases 

for 20 times and check the statistical significance of the differences among the cases, which reflects 

the consistency of these simulations. The results are displayed in AppxC-Figure 2, in which the 

concentrations of particles (number of particles in the simulation domain divided by the simulation 

volume) as a function of time with and without multi-scale are shown. Based on a Student’s t-test, 

there are no statistically significant differences in the simulated particle concentrations (p>0.05) in the 

different cases.   

 

AppxC-Figure 2.  The particle concentration as a function of time of simulations starting with different 

numbers of particles in the simulation domain with and without multi-scale. The starting particle 

concentrations were the same for all these simulations. The simulations started with the volume of 

1x10-15 to 1x10-14 m3, corresponding to the particle concentration of 1x1017/m3.   
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AppxC-Figure 3 shows the comparison of the DC simulation results with those of classical 

Smoluchowski’s model on the gold nanoparticle agglomeration. The DC simulations were performed 

with the conditions and assumptions employed by the Smoluchowski’s model reported in [3]. The 

primary particle (see AppxC-Figure 3 (a), (b) and (c)) and total particle (see AppxC-Figure 3 (d)) 

concentration (1/m3) as function of time are displayed. In Smoluchowski’s publication [3], the 

Smoluchowski’s model fits the referenced experimental data (see AppxC-Figure 3 the square markers 

and solid line). The DC simulation was performed using different particle displacement distance per 

time step. It was found that there is an influence of the step-wise displacement distance (Δdist) of the 

simulated particles on the results of the simulation. The shorter the Δdist, the more comparable of the 

simulation result to the Smoluchowski’s model. This might be due to the underestimation of particle 

collision frequency as the two colliding particles may miss each other at a long displacement step. 

These comparisons serve as a sort of validation of the DC simulation to assure that there are no 

artefacts or numerical errors to this simulation. 

 

Based on the above tests of the DC simulation, in later studies, further investigations will be performed 

on the application of the DC method to simulate P-PE agglomeration.   
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AppxC-Figure 3.  The data of experimental measurement, Smoluchowski model and DC simulation on 

the gold nanoparticle agglomeration. The primary particle ((a), (b) and (c) and total particle ((d)) 

concentration as function of time are displayed. It shows that the smaller the displacement distance 

per time step in the DC simulation, the closer the simulation results to the Smoluchowski’s model.  

 

Supplementary information of the probability-based method 

The Uchiyama’s function was verified by comparing with the results of numerical simulations on the 

collisions of pairs of particles. Five thousand pairs of particles sharing the same primary conditions, 

such as particle size, were created with a uniform initial inter-particle distance between each two in 

one pair. The particles displaced stochastically in a 3D space. Whenever the distance between the two 

particles in one pair was shorter than the effective agglomeration distance, the two particles merge 

into one. Over a certain period, the probability of particle collision is calculated as the ratio of the 

number of pairs of collided particles divided by the total number of particle pairs.  
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AppxC-Table 1 shows a comparison of the calculated inter-particle collision probability with the 

numerical simulation. The calculated probability is listed as a function of the particle size, the starting 

inter-particle distance and the value of α (collision efficiency factor). The analytical solution and our 

numerical solution are well comparable, and the Uchiyama’s formula is validated to predict the inter-

particle collision probability.  
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AppxC-Table 1. The inter-particle collision probability calculated by Uchiyama’s formula and the 

numerical simulation as function of particle radius, starting inter-particle distance and α.   

r1 (nm) r2 (nm) Inter-particle dist (nm) α PUchiyama Psimulation 

96 96 250 2.56 0.97 0.97 

96 96 250 2.34 0.83 0.82 

96 96 250 2.16 0.74 0.74 

96 96 300 2.56 0.70 0.70 

96 96 400 2.56 0.37 0.38 

96 96 500 2.56 0.19 0.19 

96 121 400 2.56 0.46 0.46 

96 121 400 2.82 0.56 0.56 

96 121 400 2.34 0.38 0.38 

96 121 400 2.16 0.33 0.32 

96 121 500 2.56 0.24 0.24 

121 121 500 2.56 0.29 0.30 

121 121 500 2.82 0.37 0.38 

121 121 500 2.34 0.23 0.22 

121 121 500 2.16 0.19 0.20 

121 121 700 2.56 0.063 0.063 

121 138 500 2.56 0.34 0.34 

121 152 500 2.56 0.39 0.39 

121 192 500 2.56 0.54 0.55 

152 152 500 2.56 0.50 0.50 

152 152 500 2.82 0.65 0.66 

152 152 500 2.34 0.38 0.38 

152 152 500 2.16 0.31 0.30 

152 152 800 2.56 0.041 0.039 

192 192 600 2.56 0.50 0.506 

192 192 800 2.56 0.089 0.084 

192 192 1000 2.56 0.0079 0.0078 

220 220 800 2.56 0.16 0.16 

 

A method, named as the Cloud method, was developed to simulate particle agglomeration using the 

Uchiyama’s function to predict the collision probability. In the simulation, the interaction among 
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clouds of particles rather than pairs of particles was considered. The particles in the simulation were 

divided into several groups based on their composition, e.g. monomer, dimer, trimer…. oligomers. The 

number of collisions among these groups of particles was calculated. The collision probability can be 

calculated by integrating Uchiyama’s formula over an infinite distance, as shown in AppxC-Equation 1.   

                                       𝑃𝑃𝑐𝑐(𝑥𝑥, 𝑡𝑡) = ∫ 𝑥𝑥−𝑎𝑎

√2𝜋𝜋𝑐𝑐
3
2
𝑒𝑒−

−(𝑥𝑥−𝑎𝑎)2

2𝐷𝐷 (𝑎𝑎
𝑥𝑥

)𝑑𝑑𝑥𝑥∞
𝑟𝑟𝑚𝑚𝑖𝑖𝑖𝑖

                   AppxC-Equation 1 

Where rmin stands for the minimum distance between the colliding particles. Via this integration, the 

probability is only dependent on the time. Within a specific time interval, the average number of 

colliding particles can be determined by AppxC-Equation 2:  

                                                       𝑏𝑏𝑐𝑐 = 𝑏𝑏𝑐𝑐𝑐𝑐 ∗ 𝑃𝑃𝑐𝑐(𝑥𝑥, 𝑡𝑡)                                  AppxC-Equation 2 

Where Nc stands for the average number of collisions among the particles, Ntc the total number of 

possible collisions, Pc(x,t) the probability of collisions calculated by the integration. During the 

simulation, the real number of collisions follows a Poisson distribution, where the rate parameter, λ, 

is replaced by Nc.   

It was found that the Cloud method overestimates the particle agglomeration rate compared to 

Smoluchowski’s model (see AppxC-Figure 4). Whether the algorithm is appropriate to describe particle 

collision and agglomeration still needs further evaluation.   

 

AppxC-Figure 4. Simulating gold nanoparticle agglomeration (particle concentration as function of time) 

using Cloud method and compare with the experimental values and Smoluchowski’s model.   
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AppxD-Figure 1. Calculated Fisher information (scaled) and measured diffusivity data variation (scaled) 

of lysozyme in water as a function of the dimensionless Fourier number. The variances of the measured 

lysozyme diffusion coefficients are low and almost similar within the range of Fourier number from 

about 0.1 to 0.4. When out of this range, the measured lysozyme diffusion coefficients have high 

variances.  

Fisher information (scaled)
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AppxD-Figure 2. Geometrical scheme of Comsol Multiphysics particle tracing simulation. A three-

dimensional simulation is performed. Two contacting domains are built, being a donor fluid domain 

(DD) and receiver fluid domain (RD), where the simulated particles transport from the DD with a higher 

initial particle concentration to the RD with a lower initial particle concentration.  

This simulation aims to describe the diffusion behaviour of protein molecules under practical 

microfluidics experimental conditions. However, due to the limit of computational power, the 

simulation geometry is unable to be fully in accordance with the practical geometrical dimension of 

the microfluidics device at full-time scale. Instead, a simplified simulation is conducted at a down-

scaled geometry and a simulation period up to a few microseconds is performed. This period of 

simulation corresponds to the starting diffusion period under the working microfluidics experimental 

condition.  

In the case of 0 vs X mg/ml (here X stands for the initial particle concentration in DD), “Bounce” wall 

condition is applied as the boundary condition except for the wall at the end of the RD domain (the 

wall at the left end), where a “Pass Through” wall condition is applied. As to the “Bounce” wall 

condition, the particles are reflected from the wall with conserving momentum. As to the “Pass 

Through” wall condition, the particles pass the boundary and disappear in the simulation. The 

dimensions of the DD and RD are 2000 x 300 x 70 nm (L x W x H) respectively. 

In the case of simulating particle diffusion at X1 vs X2 mg/ml (here X1 and X2 are non-zero values and 

stand for the initial particle concentration in the RD and DD respectively): “Bounce” wall condition is 

applied as the boundary wall condition. The dimensions of the DD and RD are 4000 x 300 x 70 nm (L x 

W x H) respectively.  

The density and diameter of the particles are set at 1120 kg/m3 (based on the density of lysozyme 

solutions [1]) and 4 nm, respectively. The particle number concentration is calculated based on the 

mass concentration and molecular weight of lysozyme (14.3 kDa).  
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The particle transport from DD to RD (obtained from the simulation) is used to represent the particle 

transport in the case of full geometry.  

 

 

 

 

AppxD-Figure 3. Particle tracing simulation results: concentration profiles as function of time *. 

*  Explanations later.  
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AppxD-Figure 4. Size-exclusion chromatogram of BSA obtained from the supplier, and the BSA 

monomer separated and collected via preparative size-exclusion chromatography (SEC). The 

monomeric BSA was separated using a Discovery BIO Gel Filtration column (Sigma–Aldrich, St. Louis, 

USA) with the LC-20AT LC pump and FRC-10A fraction collector (Shimadzu, Tokyo, Japan). 

Chromatograms were recorded with an SPD-20AV UV-Vis detector (Shimadzu, Tokyo, Japan) at a 

wavelength of 280 nm. The BSA obtained from the supplier was dissolved in PB (10 mM, pH 7.2) and 

applied onto the column at a flow rate of 0.5 ml/min. The collected monomeric BSA fraction was stored 

at room temperature for 24 h, remeasured by SEC and shown to maintain its monomeric character. 

The diffusion coefficient of the collected monomeric BSA was measured by H-cell microfluidics within 

24 h.  
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AppxD-Table 1. Particle tracing simulation results *. 

Simulation conditions Slope of 𝑪𝑪𝒕𝒕−𝑪𝑪𝟎𝟎
𝑪𝑪𝟏𝟏−𝑪𝑪𝒕𝒕

 as a function of t 

 
Acetate buffer 

(pH 4.2) 

Phosphate buffer  

(pH 7.2) 

0 vs 2 mg/ml protein; 10 mM buffer 7.6 7.3 

0 vs 10 mg/ml protein; 10 mM buffer 82.1 8.8 

2 vs 4 mg/ml protein; 10 mM buffer 81.2 12.6 

4 vs 6 mg/ml protein; 10 mM buffer 105.4 15.6 

0 vs 2 mg/ml protein; 100 mM buffer 2.9 6.3 

0 vs 10 mg/ml protein; 100 mM buffer 4.3 3.4 

 

*   Ct represents the particle concentration in the receiver fluid domain at time t, C0 the initial particle 

concentration in the receiver fluid domain, and C1 the initial particle concentration in the donor fluid 

domain. The slope of 𝐶𝐶𝐷𝐷−𝐶𝐶0
𝐶𝐶1−𝐶𝐶𝐷𝐷

 as a function of t represents the diffusion rate; the higher the slope value, 

the faster the particles diffuse. The slope is calculated by a linear trend line function (Excel 2016) with 

the y-intercept set to 0. These simulations are used to describe the diffusion behaviour of charged 

particles between the two domains at the starting period (up to a few microseconds).  
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AppxD-Table 2. The average recovery of the proteins in the streams passing through the H-cell, the 

standard deviation of triplicated measurements and the error of the calibration curve.  Lysozyme (LYS) 

was tested in water, NaCl solution, PB (10 mM, pH 7.2) and AC (10 mM, pH 4.2) while the other proteins 

were measured in neutral PB medium (10mM, pH 7.2; except for etanercept in placebo buffer). 

Recoveries of about 100% are achieved for all proteins. In water, LYS shows a recovery of about 97% - 

108%. The value higher than 100% is assumed to be due to the error given by the calibration curve for 

concentration determination. An error analysis of the calibration curve is also displayed. The recovery 

of LYS is not much influenced by the ionic strength and pH. For the other proteins, the recoveries also 

deviate slightly from 100%.  

Protein Medium 
RS vs DS 

(mg/ml) 

Average 

recovery 

Standard 

Deviation 

Error of 

calibration curve 

LYS H2O 0 vs 2 96.7% 1.3% 1.8% 

LYS H2O 0 vs 5 108.4% 0.3% 5.5% 

LYS H2O 0 vs 10 103.4% 6.3% 4.6% 

LYS NaCl solution (10 mM) 0 vs 2 103.8% 3.3% 1.7% 

LYS NaCl solution (0.5 M) 0 vs 2 103.1% 1.2% 0.9% 

LYS NaCl solution (1 M) 0 vs 2 99.0% 0.6% 1.7% 

LYS PB (10mM pH7.2) 0 vs 2 109.1% 5.5% 3.1% 

LYS AC (10mM pH4.2) 0 vs 2 105.9% 2.1% 3.0% 

CC PB (10mM pH7.2) 0 vs 2 98.7% 4.3% 1.0% 

MYO PB (10mM pH7.2) 0 vs 2 107.1% 0.4% 5.0% 

OVA PB (10mM pH7.2) 0 vs 2 99.5% 1.7% 2.3% 

BSA PB (10mM pH7.2) 0 vs 2 103.1% 0.4% 0.9% 

etanercept Enbrel placebo buffer 0 vs 2 101.9% 2.8% 5.7% 
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Graphical user interface of FlowDensi  

 

FlowDensi algorithm: Experiment section 
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FlowDensi algorithm: Parameter input section 

 

FlowDensi algorithm: Primary sorting section 

  

Parameter input

Refinement: 
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ii) camera scope of particle recording; 
iii) expected particle displacement each time step; 
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FlowDensi algorithm: Refinement section 

 

FlowDensi algorithm: Calculation section 

 

FlowDensi algorithm: Results export section 

 

AppxE-Figure 1. Magnified view of the FlowDensi graphical user interface and the key sections of 

FlowDensi algorithm.  
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AppxE-Figure 2. Example of the plot of the data of a sorted particle exported by FlowDensi. 

 

  

AppxE-Figure 3. An example of the mistaken consolidation of trajectories of particles obtained during 

primary sorting. This data is obtained via processing the 30 µm PS bead database with the Delta X of 

40 µm, the Delta area of 0.15 (relative), the Delta SIN of 100, the Delta Y of 0-10 and the Edge gradient 

0-255. All the particles in the graphs have similar x coordinates and size, and FlowDensi sorted them 

as one particle. However, the y coordinate as a function of time indicates that the sorted trajectory is 

composed of three particles’ trajectories occurring at different time. Capture X and Capture Y 

represent the coordinates of the particles in the original FlowCAM® image.  
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