<]
TUDelft

Delft University of Technology

Computing solubility parameters of deep eutectic solvents from Molecular Dynamics
simulations

Seyed Salehi, Hirad; Ramdin, Mahinder; Moultos, Othonas A.; Vlugt, Thijs J.H.

DOI
10.1016/j.fluid.2019.05.022

Publication date
2019

Document Version
Accepted author manuscript

Published in
Fluid Phase Equilibria

Citation (APA)

Seyed Salehi, H., Ramdin, M., Moultos, O. A., & Vlugt, T. J. H. (2019). Computing solubility parameters of
deep eutectic solvents from Molecular Dynamics simulations. Fluid Phase Equilibria, 497, 10-18.
https://doi.org/10.1016/j.fluid.2019.05.022

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.


https://doi.org/10.1016/j.fluid.2019.05.022
https://doi.org/10.1016/j.fluid.2019.05.022

Computing solubility parameters of Deep Eutectic Solvents from
Molecular Dynamics simulations

Hirad S. Salehi®, Mahinder Ramdin?®, Othonas A. Moultos®, Thijs J.H. Vlugt®*

?Engineering Thermodynamics, Process & Energy Department, Faculty of Mechanical, Maritime and
Materials Engineering, Delft University of Technology, Leeghwaterstraat 39, 2628CB Delft, The
Netherlands

Abstract

The solubility parameter (SP) of a solvent is a key property that measures the polarity
and quantifies the ‘like-dissolves-like’ principle, which is an important rule in chemistry
for screening solvents for separation processes. It is challenging to experimentally obtain
solubility parameters of non-volatile solvents like ionic liquids (ILs), deep eutectic solvents
(DESs), and polymers. Here, Molecular Dynamics (MD) simulations have been used to
compute the Hildebrand and Hansen solubility parameters of DESs, which are green solvents
with potential applications in many different fields. The results from MD simulations are
compared with limited available experimental data and commonly used SP correlations for
non-volatile solvents. Very limited information is available in literature for the vapor phase
composition of DESs. Solubility parameters are computed based on the vaporization of
hydrogen bond donor (HBD) and hydrogen bond acceptor (HBA) components of the DESs
as well as clusters, consisting of HBD and HBA components. The relatively large SPs
computed from MD indicate that the investigated choline chloride-based DESs are polar
solvents. The values of SPs are not significantly affected by temperature. A comparison of
vaporization enthalpies of HBD, HBA and clusters from the DES mixture suggests that it is
more likely for HBD molecules to vaporize from the DES mixture and dominate the vapor
phase.

Keywords:
Solubility parameters, deep eutectic solvents, Molecular Dynamics simulation, polarity,
vaporization enthalpy

1. Introduction

The polarity of a solvent is a key property for determining the ability of the solvent to
dissolve various solutes, which is often discussed in the context of the ‘like-dissolves-like’
principle [1, 2]. In practice, the difficulty with using this principle lies in the fact that it
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requires a method to quantify ‘like’ and ‘unlike’ or polar and non-polar compounds. The
first attempt to quantify the ‘like-dissolves-like’ principle was made in 1936 by Hildebrand,
who introduced the concept of solubility parameters (SPs) [3]. The Hildebrand solubility
parameter, 0, is defined as the square root of the cohesive energy density (CED):

AE,,
0= V—p (1)

where AFE,, is the energy of vaporization and V;,, the molar volume of the solvent.
Based on the vapor pressure data of a compound, the enthalpy of vaporization (AH,)
can be computed by linear regression using the Clausius-Clapeyron relation [4]:

dlnP _AHvap 2)
d(1/T) R
where P and T are the coexistence pressure and temperature, respectively, and R is the
universal gas constant. Assuming the gas phase is ideal gas, the vaporization energy can be
computed using AEy,, = AH,, — RT.

Although Equation (1) is simple to apply, it can only be used for non-polar and slightly
polar compounds without specific interactions like hydrogen bonding. In addition, a com-
plication may arise for non-volatile solvents like ionic liquids (ILs), deep eutectic solvents
(DESs), and polymers due to the lack of experimental vapor pressure data, needed to obtain
values for AE,,,. To overcome this limitation, the Hildebrand SP has been correlated with
other physical quantities like surface tension, intrinsic viscosity, dielectric constants, melting
points, activation energy of viscosity, infinite dilution activity coefficients from inverse gas
chromatography, and group-contribution methods [5-18|. For instance, the SP is correlated
with the surface tension,y, as [15]:

8 = kyV,,'? (3)

where V,, is the molar volume of the solvent and k is a constant that depends on the
coordination number of molecules [15, 19]|. Kilaru et al. [6] used Equation (3) to estimate
SPs of ionic liquids. The intrinsic viscosity, 7, is related to the SP through the Mangaraj
equation [20]:

11 = Tmax eXp(_A<5solv - 6sol)> (4)

where A is a fitting parameter, ds, and ds, are the solubility parameters of the solvent

and the solute, respectively. The intrinsic viscosity exhibits a maximum (7,,.,) at a point

where the mutual interaction between the solute and the solvent is the highest. The intrinsic

viscosity method has been used to predict the SPs of ILs and polymers [8, 11, 20].
Moganty and Baltus [10] correlated the activation energy of viscosity (EY®) with the SP

of ILs as:

cEYs

5=
Vin

(5)



in which ¢ is a constant. The value of ¢ largely depends on the shape and size of the
molecule under consideration. For instance, ¢ is set to 4 for non-spherical molecules and to
3 for small spherical molecules [21, 22|. The activation energy of viscosity appears explicitly
in the Arrhenius-type equation, which is often used to model the temperature dependence
of viscosity. However, some substances (e.g. molten salts with glass transition at low
temperatures [23|) exhibit a non-Arrhenius behavior. For many ILs and DESs, the Vogel-
Fulcher-Tammann (VFT) equation has been used to describe the temperature dependence
of viscosity more accurately than the Arrhenius model [23-28|:

B
6
T T, (6)
in which A, B and T} are constants, 7 is the viscosity and T the temperature. The temper-

ature dependent activation energies, EY(T'), from the VFT equation are then computed by
[29]:

n = Aexp

T 2
EYS(T) = BR 7
w0 = () )
where T' is the temperature, R is the universal gas constant, and B and T are the constants
in Equation (6) obtained by regression.

In 1967, Hansen extended the work of Hildebrand and introduced a solubility parameter,
which accounts for the contributions from various interactions [30]:

62 = 62 4 62 + 82 (8)

where d4, 0,, and 6, are contributions from dispersion (van der Waals) interactions, polar
(dipole-dipole) interactions, and hydrogen bonding. The dispersion contribution is expected
to be significant for non-polar solvents, whereas the polar component is larger for molecules
with larger dipole moments. The hydrogen bonding term is used when hydrogen bonds
exist between molecules in the system. In this case, dipole-dipole and dispersion forces are
not sufficient to describe the overall polarity of molecules. Compounds with similar Hansen
solubility parameters are miscible in most proportions, while dissimilar values yield partial
miscibility or immiscibility [31, 32]. Therefore, knowledge of these solubility parameters can
help in selecting solvents for certain applications. However, it is experimentally challeng-
ing to measure the polarity or (Hansen) solubility parameters, especially for non-volatile
solvents. The ability of solvents to dissolve solutes is often experimentally measured by
means of solvatochromic parameters, which are correlated with the hypsochromic (blue) or
bathochromic (red) shift of the UV-vis spectra of certain probe molecules (dyes) as a func-
tion of the solvent polarity [33, 34]. The two most commonly used polarity scales are the
Reichardt’s dye scale (Er parameter) [35, 36| and the Kamlet-Taft (KT) scale (7*, «, and /3
parameters) [37-39]. The KT equation relies on a linear solvation energy relationship given
by [40]:

XYZ = (XYZ), +s(r* 4+ dd) + aa + b3 (9)



where XYZ is a certain property of the solute (e.g., solubility, equilibrium constant, reaction
rate, etc.) in a given solvent, XYZy is the same property in a reference state, 7* is the
solvent’s dipolarity /polarizability, § is a polarizability correction term, o and 3 are mea-
sures for the hydrogen-bond donating and hydrogen-bond accepting ability of the solvent.
a, b, d and s are constants. Experimental measurements of Et or KT parameters are time
consuming, while a proper probe molecule should be very carefully chosen to avoid solubility
and stability problems [41, 42].

DESs are a new class of solvents that can be obtained by mixing a hydrogen bond
acceptor (HBA) and a hydrogen bond donor (HBD) in a specific ratio to yield a eutectic
mixture, which has a much lower melting point than the two starting materials [43-46].
Compared to ILs, DESs are less toxic, mostly biodegradable, and cheaper, while sharing
many of the interesting properties of ILs, such as low volatility, low melting point, good
solvation properties, and tunability [47-52]. For these reasons, DESs have been proposed
as an environmentally friendly alternative to the currently used volatile organic compounds
(VOCs) [53-56]. Due to the large number of possible DESs and limited experimental polarity
data, it is not straightforward to select the best candidate for a specific application. In
screening studies, it is often sufficient to have a rough estimate of the polarity of a solvent.
Hence, molecular simulation can be a powerful tool to estimate the polarity of a solvent
by the computation of the dispersion, polar, and hydrogen bonding contributions of the
solubility parameter. Molecular simulations have indeed been used to compute the SPs
of ionic liquids, organic solvents, pharmaceuticals, and polymers [31, 57-60], as well as to
compute a variety of properties and analyze the structure of DESs [61-64]. To the best
of our knowledge, Molecular Dynamics (MD) simulations have not been used previously
to compute SPs of DESs. Therefore, the aim of this work was to compute SPs of choline
chloride-based hydrophilic DESs from MD simulations, investigate the effects of temperature
and gas phase composition on the SPs, and establish correlations between SPs and other
properties of DESs. Whereas SPs of solvent mixtures are mostly obtained from solubility
measurements [65], correlations with other physical properties of the mixture [12, 14|, or by
using mixing rules |2, 66], here, a thermodynamic approach is employed to computed the
SPs of DESs by using Equation (1). The DESs studied in this work are listed in Table 1.

This manuscript is organized as follows. In the next section, the simulation details to
compute SPs are outlined. In Section 3, the SP results from the MD simulations at various
temperatures and vapor phase compositions are presented and compared with available
experimental data and/or correlations. Finally, conclusions with respect to the estimation
of SPs of non-volatile solvents like DESs are provided.

2. Simulation Details

2.1. Force Field Parameters

The OPLS [67] force field parameters developed for DESs by Doherty and Acevedo [68]
were used for all DESs in this work. For comparison, the parameters by Perkins et al. [62]



based on the Generalized AMBER Force Field (GAFF) [69] were also used for choline chlo-
ride urea (ChCIU). Both force fields are non-polarizable and include non-bonded Lennard-
Jones (LJ) and electrostatic energies as well as bonded terms (bond stretching, bond bending
and changes in torsional angles). 1-4 intramolecular interaction energies were scaled accord-
ing to the AMBER [70] (0.5 for LJ and 0.833 for Coulomb energies) and OPLS (0.5 for both
LJ and Coulomb energies) force fields. To take the polarization effects into account, the
ionic charges were scaled by 0.8, leading to a better agreement of models with experimen-
tal results [62, 68, 71]. The intramolecular exclusion terms between hydrogen and oxygen
atoms of hydroxyl groups in ethylene glycol, glycerol, oxalic acid and malonic acid were not
considered in the simulations. The omission of these interactions had negligible effects on
the density (below 1 % relative difference) and the radial distribution functions (RDFs) of
the resulting DESs. These interactions are not expected to affect the solubility parameters
significantly, as the effect of non-bonded intramolecular interactions on average cancel out
in Equation (1). As suggested by Liu et al. [72], ¢ = 0.001 kcalmol™ and o = 0.1 A were
set as the LJ parameters for unprotected hydrogen atoms in the hydroxyl groups of DES
components to prevent atomic overlaps. Force field parameters of all molecules are listed in
the Supporting Information.

The particle-particle particle-mesh (PPPM) method, with a relative error of 1 x 107°,
was used to compute electrostatic energies. Cut off radii of 12 A and 40 A were used for
both LJ and short-range electrostatic energies in the condensed and gas phase simulations,
respectively. The LJ potential was shifted and in the liquid phase simulations, analytic tail
corrections were used [73|. The Lorentz-Berthelot and Jorgensen mixing rules were used to
compute the LJ potential between non-identical atoms for the GAFF and OPLS models,
respectively. Nosé-Hoover thermostat and barostat [74] were used to keep temperature and
pressure constant during simulations. All simulations were performed with LAMMPS pack-
age [75] (version 16 Feb. 2016) and initial configurations were generated with PACKMOL
[76], unless mentioned otherwise.

2.2. Calculation of SPs

Assuming total vaporization of the liquid phase into vapor, the molar energy of vapor-
ization of the DES, AFE,,,, can be computed from MD simulations according to:

<Z?:1 Egasn‘ - Eliq>
n

AEyp = Ny (10)
where N, is the Avogadro’s number, (...) denotes an ensemble average, n the number of
molecules of the vaporizing entity in the liquid phase, Eg,s; the energy of an individual
entity in the ideal gas phase and Fj;q the total energy of the condensed phase simulation. The
average internal energy of the liquid phase was computed from three independent simulations
using different initial configurations. The condensed phase simulations were performed in the
isothermal-isobaric (NPT) ensemble. Depending on the DES and simulation temperature, an
equilibration time of between 50 ns and 300 ns was required to bring the system to complete
equilibration. After reaching equilibrium, production runs of up to 100 ns were performed
to accurately compute the various energy components of the system. 50 HBA ion pairs were
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used in the simulations, and the number of HBD molecules was adjusted according to the
HBA:HBD molar ratio for each DES. The vaporizing entity of the DES was initially assumed
to be a DES cluster (i.e., the HBA and HBD complex with the same molar ratio as in the
liquid phase). Therefore, the average internal energy of the ideal gas phase was obtained by
performing an NVT simulation on a single isolated DES cluster, at the same temperature as
the liquid and multiplying the resulting energy by the number of clusters in the liquid phase,
according to the summation in Equation (10). From the final configuration of each liquid
phase simulation, three DES clusters were randomly selected as initial configurations for the
gas phase simulations and the results were subsequently averaged over all the independent
simulations. The box size was set to 200 A to ensure that the interactions between the
cluster and its periodic images are negligible. In gas phase simulations of clusters, the DES
components stayed close to each other and the initial clusters remained as clusters during
the whole simulation. The clusters were equilibrated for 0.5 ns and averages were computed
from a production run of 1ns. A time step of 1fs was used to integrate the equations of
motion in the condensed phase. For the gas phase simulations, the time step was reduced
to 0.1fs to avoid disintegration of the clusters due to momentary repulsion forces. The
Hildebrand solubility parameter was obtained using Equation (1) at various temperatures.

The currently available force fields for DESs, including those used here, do not have an
explicit hydrogen bond term, which means that the polar and the hydrogen bond contribu-
tions of the Hansen SP cannot be obtained separately. For this reason, the polar and the
hydrogen bond contributions were combined into a single electrostatic, d,, term:

b = /02 + 87 (11)

The Hansen SP can be calculated from the average potential energy of the condensed phase
simulation and the energy of individual molecules in the gas phase [31]:

5 = <<Z"21 - ;th ) (12)

(Vbox

where k are the Hansen components (k = d for dispersion, and k = (p + h) = e for
electrostatic), (...) denotes an ensemble average over time and Vj,ox is the volume of the liquid
phase simulation box. Unlike the Hildebrand SP, the total Hansen SP does not take into
account bonded energy terms and only contains contributions from non-bonded dispersion
and electrostatic interactions, therefore, it is expected that these two values will slightly
differ [31]. The Hansen SPs were computed from the same condensed phase and ideal gas
simulations for computing Hildebrand SPs, where in addition to the total potential energy
of the system, the contributions by electrostatic and dispersion forces were also obtained for
use in Equation (12).

It is important to note that the nature, i.e. the composition and state (e.g., neutral
molecules, ion pairs, HBA:HBD complexes, or clusters) of the vapor phase of hydrophilic
DESs, such as the ones in this study, is currently unknown. Shahbaz et al. [77| mea-
sured the vapor pressure of five different hydrophilic DESs composed of the salts (HBAs)

6



choline chloride, N,N-diethylethanolammonium chloride, and methyltriphenylphosphonium
bromide, and glycerol and urea as the HBDs. In a recent study by Ravula et al. [78], the
vapor pressures of choline chloride urea (ChCIU), choline chloride glycerol (ChCIG), and
choline chloride ethylene glycol (ChClEg) were measured. The vapor pressure of ChCIG in
the latter study was comparable to the one by Shahbaz et al. [77], however, Ravula et al. [7§]
measured a higher vapor pressure for ChCIU. In Figure 1, experimentally measured vapor
pressures of ChClU, ChCIG, and ChClEg DESs, as a function of temperature, are compared
with the pure HBD components of these DESs (urea, glycerol and ethylene glycol) and the
[bmim|[Tf2N] ionic liquid. As it can be seen in Figure 1, the vapor pressures of the DESs
are rather close to the vapor pressures of the pure HBDs. A consistent relation between the
vapor pressure of the DESs and that of the pure HBDs, however, is not observed (Figure 1).
This may suggest that the gas phase of these DESs is not entirely composed of the more
volatile HBDs. Moreover, it has been shown in several studies that the vapor phase of ionic
liquids mainly consists of charge neutral ion pairs with one cation and one anion (and no
larger clusters) [22, 79-83]. Therefore, our assumption that the gas phase of DESs consists
of isolated clusters of HBD and HBA molecules is reasonable. Recently, Dietz et al. [84]
computed the total vapor pressures of six hydrophobic DESs, as well as the partial pressures
of individual components in these DES mixtures. It was, however, concluded from the ob-
tained experimental data that the vapor phase of the studied hydrophobic DESs was largely
dominated by the most volatile component (as either HBD or HBA in the DES). Dietz et al.
[84] also suggested that the larger vapor pressure of the DESs compared to some ILs (as also
observed in Figure 1) is due to the ability of DES components to separately evaporate from
the mixture, whereas the vaporization in ionic liquids only occurs for ion pairs. Thus, in
this work, the vaporization energies of HBD and HBA components in the DES mixture were
also computed and compared with the vaporization energy of DES clusters. Based on this
analysis, it can be determined whether or not the individual components are more likely to
vaporize from the DES liquid mixture, compared to HBA-HBD clusters.

To compute the energy of vaporization for a single DES component (e.g HBD), the
energy of the liquid phase was obtained before (Ejq(n)) and after (Ejq(n — 1)) removing
one molecule of this component from the liquid mixture. The energy of a single component
(HBD or HBA) in the ideal gas phase was also computed (Egs(1)). The molar energy of
vaporization was then computed using the following equation:

AEvp = Na (Eiig(n — 1) 4+ Egas(1) — Elig(n)) (13)

Based on this energy of vaporization, the Hildebrand SP was also computed for both com-
ponents of the DESs, according to Equation (1). Two kinds of heat of vaporization are
typically used for mixtures: integral and differential [85]. The integral heat of vaporization
corresponds to the total vaporization of the liquid phase, expressed per mole of the mixture.
The differential heat of vaporization, however, corresponds to the vaporization of one mole
of the mixture from such amount of liquid that the composition of the liquid phase is not
changed. Therefore, the vaporization energy of DES clusters, computed from Equation (10),
correlates with the integral heat of vaporization. However, the energy difference computed
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from Equation (13) does not describe either of the two heats of vaporization, as it assumes
partial vaporization of the mixture, while the liquid phase composition changes.

3. Results and Discussion

3.1. SPs from vaporization enerqgy

The energies (and enthalpies) of vaporization were calculated by fitting Equation (2)
to the experimental vapor pressure data by Shahbaz et al. [77] and Ravula et al. [7§],
which were obtained at elevated temperatures (45—95°C and 40 —160°C, respectively).
The same procedure was carried out for the vapor pressure data of hydrophobic DESs,
reported by Dietz et al. [84]. The Clausius-Clapeyron equation (Equation (2)) is derived
on the basis of equality of chemical potentials of the vaporizing entity in liquid and vapor
phases, when temperature and pressure are changed. It is frequently used for the vapor-
liquid phase equilibrium of pure compounds, although it can also be derived for a mixture
[86]. The Clausius-Clapeyron equation has been used to relate the total vapor pressure
of DES mixtures to temperature |78, 84]. The enthalpy of vaporization computed from
the this equation, applied to mixtures, is an average of vaporization enthalpies of mixture
components according to the vapor phase composition. The vapor phase composition of
the studied DESs is currently unknown. Therefore, the vaporization enthalpy computed
from Equation (2) can yield useful insight into the vapor phase composition of the DESs,
when compared with simulation results. In this work, the vaporization enthalpies from
the experimental data were assumed to be temperature-independent and accurate for lower
temperatures. A minimum value of the correlation coefficient (R?) of 0.9831 in the vapor
pressure data fitting, indicated that the vapor pressure-temperature relationship can be well
described with Equation (2).

The computed enthalpies of vaporization and Hildebrand SPs as well as the total Hansen
SPs, and the individual contributions to the Hansen SPs from MD simulations are presented
in Table 2 for various DESs at 298.15 K. The vaporization enthalpies from experimental
vapor pressure data are also listed in the table. To the best of our knowledge, no experimental
data is available for vapor pressure of pure ChCIMa and ChClOa DESs. Thus, for these
DESs only the values obtained from the simulations are listed. In addition to the DESs in
Table 1, the vaporization enthalpies of N N-diethylethanolammonium chloride glycerol, N,N-
diethylethanolammonium chloride urea and methyltriphenylphosphonium bromide glycerol
(all with molar ratios of 1:2) from data of Shahbaz et al. [77| and for hydrophobic DESs
from data of Dietz et al. |84] were obtained. These values were within a range of 71 kJ mol™*
to 93kJmol~!. Note that there is ambiguity about the units of the experimental enthalpies
of vaporization as the gas composition is unknown. The enthalpies of vaporization from
MD simulations were computed based on the vaporization of DES clusters and thus, have
the units of kJ per moles of DES cluster. However, in literature, molar masses and molar
volumes of DESs are often implicitly reported based on “1 mole of DES”, with a HBA to
HBD molar ratio of ny/ns, as defined by:

1 [mole DES| = [mole HBA| +

ny + N9 n1 + No

8

[mole HBD)] (14)



With this definition, 1 mole of DES cluster (composed of n; moles of HBA and ny moles of
HBD) needs to be considered as:

1 [mole DES cluster| = (n; + ng) [mole DES] (15)

To allow for comparison with experimental molar volumes in literature, the computed
molar volumes in Table 2 are reported in units of cm?® per moles of DES. It can be observed
that the enthalpies of vaporization obtained from experimental vapor pressures data for
ChClU, ChCIG and ChClEg are lower than the ones computed from MD simulations. This
could be caused by a different experimental vapor phase composition of DESs, compared
to the one assumed in the MD simulations, where only DES clusters constituted the vapor
phase. It can be observed that the enthalpy of vaporization obtained from the data of
Ravula et al. [78] is comparable to the one from the data of Shahbaz et al. |77] for ChCIG,
while it is much larger in the case of ChCIU. The computed enthalpies of vaporization
from MD are larger than the enthalpies of vaporization found in literature for many ionic
liquids [11, 17, 22, 87-89|. The computed SPs are also larger than the ones reported for ILs
[8, 10, 11, 13, 16, 22, 88|, indicating a more polar nature of the DESs compared to most ILs,
when the vaporizing entity is assumed to be a DES cluster.

The differences between the computed total Hansen and Hildebrand SPs fall within the
uncertainty ranges (0.27-0.57 MPa!/ %), thus, it is not possible to compare these quantities
for each DES. Nevertheless, such differences are expected due to the exclusion of bonded
interactions in the Hansen SP formulation [31]|. The effects of dipole moments of molecules
and the hydrogen bonding between them are lumped into the electrostatic component of
the Hansen SP, as the used force fields do not have separate hydrogen bonding terms.
While ChCIU and ChClOa exhibit a larger contribution of electrostatic forces to the total
Hansen SP, compared to dispersion forces, the other considered DESs show the opposite.
In the case of ChCIU, both OPLS and GAFF force fields result in a larger electrostatics
component of Hansen SPs than the dispersion component. This comparison implies a high
relative importance of dipole-dipole/hydrogen bonding interactions in ChClU and ChClOa,
needed to be overcome for vaporization, while in the other DESs, the dispersion forces play a
more important role. The two force fields used for ChCIlU resulted in only slight differences
in the computed Hildebrand and total Hansen SPs. Since the HBA is the same for all the
DESs, the differences in the computed SPs can be attributed to the effect of HBDs on the
interactions within the DESs. Considering the Hildebrand SP (or the total Hansen SP),
it can be observed that the DESs containing HBDs with carboxylic acid functional groups
(ChCIMa and ChClOa) show the highest polarity, followed by ChCIU (with an amide group),
ChCIG and ChClEg (with alcohol groups). The electrostatic contribution to the Hansen SP,
however, indicates a much stronger dipolarity /hydrogen bonding for ChClOa, ChCIMa and
ChClIU compared to the alcohol group containing DESs, ChClG and ChClEg.

Pandey et al. [41] investigated the polarity of DESs using absorbance and fluorescence
solvatochromic probes and indeed found high polarities for ChCIU, ChClEg, ChCIG and
ChClMa (all with a molar ratio of 1:2), compared to several common molecular solvents and
ionic liquids. Nevertheless, the relative polarities of these DESs with respect to each other
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was shown to be strongly dependent on the solvatochromic probe used in the experiments.
Therefore, it is not possible to make a definitive comparison between the polarities obtained
in the aforementioned work and the SPs computed in the present work. In another study,
Pandey and Pandey [90] computed the Kamlet-Taft parameters for ChClU, ChCIG and
ChClEg. The polarizability /dipolarity parameters (7*) of the DESs were the following:
ChClIU > ChCIG > ChClEg, in agreement with the relative magnitudes of the Hildebrand
(or the total Hansen) SPs of the OPLS-DESs in Table 2. Florindo et al. [91] also investigated
the polarity of hydrophobic and hydrophilic DESs, using the betaine dye 33 response and
Kamlet-Taft parameters. The polarizability /dipolarity of choline chloride-based DESs was
shown to be very high compared to common organic solvents and ILs, in agreement with the
calculations in this work. The value of 7* for these DESs was the following: ChCIU > ChCIG
> ChCIMa > ChCIlEg. It was observed in this study that the polarizability /dipolarity of the
choline chloride-based DESs was similar to the corresponding ILs, but it was much higher
that the hydrophobic DESs, consisting of pL-menthol and tetrabutylammonium chloride
HBAs.

3.2. Effect of temperature

Moganty and Baltus [10] showed that the SPs of many ILs are insensitive to temperature.
In other studies, only a slight decrease in the solubility parameter of most studied ILs with
temperature has been suggested [10, 11, 13, 88]. To investigate the influence of temperature
on the Hildebrand SPs of DESs, the SPs were computed from MD simulations at elevated
temperatures. The temperature dependence of SPs is presented in Figure 2. Within the
uncertainties, represented by error bars, the SPs remain constant with temperature. Nev-
ertheless, the computed average values of SPs for ChCIU, ChCIG and ChCIEg may suggest
that the SPs for these DESs decrease slightly with temperature. This decrease in the average
SP was caused by an increase in the molar volume of the DES accompanied by a reduction
in the energy of vaporization. A similar temperature dependence was observed for the total
Hansen SPs and the electrostatic and dispersion parts of the Hansen SPs (not shown here).
As a result, the same insensitivity of SPs with temperature reported in literature for ILs
is also observed for DESs. Consistently, it has been found that the solubility of several
materials in DESs is not very sensitive to temperature [92, 93].

In the study of Pandey and Pandey [90], the Kamlet-Taft dipolarity /polarizability param-
eter, 7%, was observed to negligibly alter with temperature. Although the molar electronic
transition energy of betaine dye (Et) was shown to decrease with temperature, this decrease
was mainly attributed to the rise in the HBD acidity («) and not to a decrease in dipolar-
ity /polarizability of the DESs. The HBA basicity (3) of the DESs was also found to remain
constant with temperature. Using responses of ANS and PRODAN probes, contrary to
the response of pyrene, also implied weak temperature dependence of the polarity of DESs.
These observations are consistent with the temperature dependence of SPs computed in this
work; the polarity of the studied DESs seems to hardly depend on temperature.
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3.3. Vapor phase composition

In the calculation of Hildebrand and Hansen SPs, the vaporizing entity of DESs was
considered to be a cluster composed of HBD and HBA molecules. However, it is likely that
the gas phase is not entirely composed of DES clusters. The vapor pressure and enthalpy
of vaporization of a DES mixture are strongly affected by the strength of intermolecular
interactions within the liquid mixture. The component that is less “bound” to the system,
can more easily escape into the gas phase during the vaporization process. It is important
to investigate which component of the DES has a lower vaporization enthalpy and thus,
dominates the vapor phase. Therefore, the vaporization enthalpies of HBD and HBA com-
ponents were separately computed based on Equation (13) and compared with those of the
DES clusters, presented in Table 2.

The enthalpies of vaporization for HBD and HBA components are listed in Table 3, along
with the ones for DES clusters. Here, the units for enthalpies of vaporization are kJ per
number of moles of the vaporizing entity. It can be observed that the computed average
enthalpy of vaporization for the HBD molecules is smaller than the one for HBA molecules
and DES clusters in all the DESs. This implies that it is more likely for the HBD molecules to
break free from the condensed phase into the gas phase and thus, the vapor phase of DESs
is more likely dominated by the HBD molecules. The values for the HBD vaporization
enthalpies are closer to the experimental enthalpies obtained from the Clausius-Clapeyron
equation, as shown in Table 2. This further suggests the vaporization of HBD molecules
prior to other components. The MD calculations are consistent with the observations of
Dietz et al. [84], where the more volatile components dominated the vapor phase of the
studied hydrophobic DESs. Assuming the vapor phase is ideal, the mole fraction of the
more volatile component in the vapor phase of those hydrophobic DESs can be computed
from the reported total and partial pressure data. The vapor phase mole fraction of the
volatile component is obtained between 0.84 and 1, depending on the hydrophobic DES and
the temperature. The dominance of the vapor phase by the HBD components could be the
reason for the close agreement between the vapor pressures of ChClU, ChClG and ChClEg
DESs and the corresponding pure HBD components, as shown in Figure 1. It is interesting
that while the vaporization enthalpies of HBD components, computed in this work, are lower
than the vaporization enthalpies of most ionic liquids, the vaporization enthalpies of HBA
components (composed of the choline chloride ion pair) have a similar magnitude to the
vaporization enthalpies of ionic liquids, reported in literature [11, 17, 22, 87, 88].

It can be observed that the OPLS and GAFF force fields result in different average values
for the HBD vaporization enthalpy of ChCIU, despite an overlap of uncertainty ranges
of the enthalpies (ca. 12 and 15kJmol™!, respectively). By comparing the two values
with the experimental enthalpies and based on the assumption of HBD vaporization from
the mixture, it is implied that the OPLS force field leads to more accurate values for the
HBD vaporization enthalpy. Nevertheless, more accurate results are required to confirm
this and experimental data are necessary to establish the vapor phase composition of the
studied DESs. The computed vaporization enthalpies of the HBD components, glycerol
and ethylene glycol in the DES mixtures are comparable to the vaporization enthalpies of
these compounds in pure form. The vaporization enthalpies of the pure compounds are
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computed from the vapor pressure data in Figure 1 and are approximately, 81 kJmol™! and
58 kJ mol~!, for glycerol and ethylene glycol, respectively. This indicates a similar magnitude
of intermolecular interactions of these molecules in pure form to the ones in the DES mixture.

The corresponding SPs are also listed in Table 3, for which the molar volume was com-
puted based on the number of moles of the vaporizing component, as deemed more consistent.
It can be observed that based on the vaporizing entity, the relative magnitudes of SPs can
differ among the DESs; for instance, based the vaporization of HBD components, ChCIG
has a larger solubility parameter compared to ChClEg, as ethylene glycol seems to be more
volatile in the DES mixture. However, the opposite is true if the solubility parameters are
compared based on the vaporization of HBAs. The computed solubility parameters in both
cases of vaporization of HBD and HBA components are similar to the solubility parameters
of ionic liquids [8, 10, 11, 13, 16, 22, 88| and suggest that the studied DESs are polar solvents.
Further comparisons of solubility parameters are only possible if the gas phase compositions
are available from experiments.

3.4. Relation between SPs and other DES properties

Following the approach of Moganty and Baltus [10] for ILs, the energies of vaporization
of OPLS-DESs are plotted in Figure 3 as a function of the activation energies of viscosity
to obtain the proportionality constant in Equation (5). In this figure, vaporization energies
of DES clusters and HBD components from MD simulations and the vaporization energies
obtained from experimental vapor pressure data are used. The activation energies of viscosity
were taken from experimental data reported in literature [23, 27, 28, 44, 84, 91, 94-98| and
averaged. In the references used for the experimental activation energies of viscosity, both
the VFT and Arrhenius modelling approaches have been used.

Although a very strong correlation between the quantities is not observed, the data are
concentrated within specific areas of the graph. The vaporization energies of DES clusters
are scattered around the line y = 4.41 . Thus, the value of the constant in Equation (5) is
computed as 4.41 for DES clusters, a value close to the one reported in literature for ionic
liquids (¢ ~ 4.3). Therefore, the amount of work required for the activated flow process to
occur, compared to the work to make a hole of the size of the vaporizing molecule, is similar
between the DESs and ILs, if DES clusters were to evaporate. The experimental vaporization
energies and the HBD vaporization energies from MD, show much smaller proportionality
constants of 1.48 and 1.69, respectively. To construct a more accurate correlation between
the two quantities in Figure 3, a larger number of data is required. Similar to the the
experimentally derived enthalpies of vaporization, there is ambiguity in the units of the
activation energy of viscosity, since it is not clear which of the components in the DES
mixture mainly participates in the activated flow process.

To correlate the Hildebrand SPs with the surface tensions of DESs, Equation (3) was
used. However, instead of the molar volume, V;,, the molecular volume, Vo = Vin/Na
(N4 is the Avogadro’s number), was used here. The parameter nyI;Oll/ ? is referred to as the
Gordon parameter (G) [22]. Average experimental densities [23, 27, 94-106] and surface
tensions [44, 47, 98, 107, 108| from literature were used to determine the Gordon parameter.
No surface tension data were found in literature for ChClOa. The computed CEDs (the
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squares of Hildebrand SPs) from MD are plotted as a function of the experimental Gordon
parameters for the vaporization of cluster and HBD in various OPLS-DESs in Figure 4.
The CED and Gordon parameter were both computed based on 1 mole of the vaporizing
component. The CEDs from experimental energies of vaporization were not used in this
figure, as the units of this quantity are unclear. It can be observed that the CEDs computed
for both the vaporization of HBD components and DES clusters are highly correlated with
the Gordon parameter (R? values of 0.87 and 0.98, respectively). The linear fit to the
cluster vaporization data leads to a value of 13.26 for the constant in Equation (3), which is
comparable to the values for ionic liquids in literature [22] (k ~ 11). This constant value is
computed as 7.54 for the HBD vaporization. Similar to the previous analysis of vaporization
energy-viscosity activation energy correlation, more data points are required to establish
more precise correlations.

4. Conclusions

Hildebrand and Hansen solubility parameters were computed for five DESs from MD
simulations, considering HBD, HBA and DES clusters as the vaporizing entity. Relatively
large solubility parameters were obtained, which indicates that the studied DESs are polar
solvents. The various components of the Hansen SP were computed for the cluster vaporiza-
tion. The electrostatic component suggested a stronger dipolarity /hydrogen bonding of the
carboxylic acid containing DESs. The relative importance of the electrostatic and dispersion
contributions were different for different DESs. For ChCIU and ChClOa, the electrostatic
contribution was larger, while for the other DESs, the dispersion component played a more
important role. The computed SPs were relatively insensitive to the imposed temperature,
although some of the average SP values suggested a slight decrease in the SPs with tem-
perature. The enthalpies of vaporization were also computed for HBD, HBA and cluster
vaporization. For comparison, experimental enthalpies of vaporization were obtained by
fitting vapor pressure data from literature to the Clausius-Clapeyron relation. The vapor
phase composition of the studied DESs is currently unknown. The smaller values of the va-
porization enthalpies of HBD components strongly suggest (also closer to the experimental
enthalpies) that the HBD molecules are more likely to vaporize prior to the other entities in
the mixture. The GAFF and OPLS force fields resulted in slightly different average vapor-
ization enthalpies and solubility parameters. The computed SPs of the DESs from cluster
vaporization simulations were larger than the SPs of common ILs reported in literature,
whereas the SPs computed based on HBD or HBA vaporization were comparable to the SPs
of ILs. The vaporization energies of DES clusters and HBD components were correlated
with the experimental activation energies of viscosity of the DESs. The data implied ratios
AFE,.,/EYS of 4.41 and 1.69 between the two quantities, for the vaporization of DES cluster
and HBD, respectively. The former value is in agreement with the value reported in litera-
ture for ILs (= 4.3). The correlation between the cohesive energy density of the DESs and
the experimental Gordon parameter suggested ratios of 13.26 and 7.54 between the two, for
cluster and HBD vaporization, respectively. The former value is close to the value reported
for ILs (= 11). Nevertheless, to establish more concrete and accurate correlations, more

13



data points are necessary. Further comparisons of vaporization enthalpies and SPs are only
possible if the vapor phase composition of the DESs is available from experimental work.
The promising results in this work demonstrate how powerful MD simulations can be to
compute and predict the vapor phase composition, enthalpy of vaporization and the solubil-
ity parameters of non-volatile compounds, such as DESs. The rough estimations made for
the SPs of the DESs in this work can be useful in screening studies that are based on the
polarities and solubilities of these DESs with respect to different solutes.
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Figure 1: Vapor pressure of the pure HBDs (urea, glycerol and ethylene glycol), the ionic liquid
[bmim|[Tf;N], and the choline chloride urea (ChClU), choline chloride glycerol (ChCIG), and choline
chloride ethylene glycol (ChClEg) deep eutectic solvents with 1:2 molar ratios. The experimental
data by Shahbaz et al. [77] and Ravula et al. [78] were used for both ChClU and ChCIG. The
experimental data by Ravula et al. [78] were also used for ChCIEg. The vapor pressure data of
pure compounds and the ionic liquid were taken from the experiments of Refs. [87, 109-111].
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Figure 2: Computed Hildebrand solubility parameters of DESs at different temperatures from
MD simulations. The standard deviations are shown with error bars.
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Figure 3: Energy of vaporization of DES clusters (red circles) and HBD components (green circles)
from MD simulations and experimental data [77, 78, 84| (light blue for hydrophilic and dark blue
for hydrophobic DESs), plotted as a function of the experimental activation energy of viscosity for
various DESs. The linear fits to the computed cluster vaporization from MD and the experimental
data points are denoted by the red and blue dashed lines, respectively.
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Figure 4: Computed cohesive energy density (CED) from MD simulations, plotted as a function

of the experimental Gordon parameter (’yVn:()ll/ 3) for various DESs. The symbols denote computed

data points and the dashed lines represent the linear fits to the data. DES cluster and HBD

vaporization data are shown in blue and red colors, respectively.
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Figure S1: Choline structure and atom labels.
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Figure S2: Urea structure and atom labels.

53



Figure S3: Glycerol structure and atom labels.
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Figure S4: Etyhlene glycol structure and atom labels.
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Figure S5: Malonic acid structure and atom labels.
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Figure S6: Oxalic acid structure and atom labels.

ST



1. GAFF Force Field Parameters for Choline Chloride

Table S1: GAFF atom types and non-bonded parameters for choline chloride [4].

atom atom type partial charge ¢/(kcalmol™") o/(A)

C1 CW 0.12008 0.1094 3.3997

C2 CS -0.02576 0.1094 3.3997
C3-0C5 C3 -0.10736 0.1094 3.3997
H1,H2 H1 0.04080 0.0157 24714
H3 HO 0.36360 0.0010 0.1000
H4, H5 HX 0.08928 0.0157 1.9600
H6 — H14 HX 0.09544 0.0157 1.9600
N N4 0.04016 0.1700 3.2500

O OH -0.49512 0.2104 3.0665

Cl Cl -0.80000 0.1000 4.4010
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Table S2: GAFF bond parameters for choline ion [4]. The bond energy is calculated as:
Epond (1) = ke(r — )2

bond type k/(kcalmol=".A=2) 7y/(A)

C3 - HX 338.7 1.09
C3 — N4 293.6 1.50
N4 — CS 293.6 1.50
CS — HX 338.7 1.09
CS — HX 303.1 1.54
CW —H1 335.9 1.09
CW — OH 314.1 1.43
OH — HO 369.6 0.97
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Table S3: GAFF angle parameters for choline ion [4]. The angle energy is calculated as:
Eangle(0) = k(6 — 09)*.

angle type ko/(kcal. mol~t.rad™2) 6,

HX - C3 - HX 39.04 110.7
HX - C3 - N4 49.02 107.9
C3—-N4-CS 62.84 110.6
N4 — CS — HX 49.02 107.9
N4 —-CS - CW 64.45 114.3
CS-CW —H1 46.36 110.1
CS - CW - OH 67.72 109.4
HX - CS - CW 46.02 111.7
H1 - CW - OH 20.97 109.9
CW — OH - HO 47.09 108.2
C3-N4-C3 62.84 110.6
HX - C3 - HX 39.04 110.7
H1-CW —H1 39.18 109.6
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Table S4: GAFF dihedral parameters for choline ion [4]. The dihedral energy is calculated as:
Edihedral(¢) = %[1 + Cos(ngi) - ’Y)]

dihedral types % /(kcalmol™') n ~

H1 - CW — OH — HO 0.167 3 0
CS—-—CW — OH — HO 0.160 -3 0
CS—CW — OH — HO 0.250 1 0
H1 — CW — CS — HX 0.156 3 0
H1 - CW —-CS — N4 0.156 3 0
OH — CW — CS — HX 0.156 3 0
OH—-CW —-CS—N4 0.156 3 0
CW —-CS—-N4—-C3 0.156 3 0
HX - CS—N4—-C3 0.156 3 0

CS—N4—-C3—-HX 0.156 3 0

C3—N4 - C3—-HX 0.156 3 0
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2. GAFF Force Field Parameters for Urea

Table S5: GAFF atom types and non-bonded parameters for urea [4].

atom atom type partial charge ¢/(kcalmol™') o/(A)

C C 1.0401 0.0860 3.3997
H1,H3 HZ 0.4167 0.0157 1.0691
H2, H4 HN 0.4167 0.0157 1.0691
N1,N2 N -1.0246 0.1700 3.2500

O O -0.6577 0.2100 2.9599
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Table S6: GAFF bond parameters for urea [4].

bond type k. /(kcal.mol=".A=2) ry/(A)

C-0 648.0 1.21
C—-N 478.2 1.35
N — HN 410.2 1.01
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Table S7: GAFF angle parameters for urea [4].

angle type  kg/(kcalmol~l.rad™?) 6,
N-C-0 75.83 122.0
C—-N—-HN 49.21 118.5
C—-N—-HZ 49.21 118.5
HN - N - HZ 39.73 117.9
N—-C—-N 74.80 113.4
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Table S8: GAFF dihedral parameters for urea [4].

dihedral types % /(kcalmol™!) n 4
HN-N-C-0 2.5 -2 180
HN-N-C-0 2.0 1 0
HZ-N-C-0 2.5 -2 180
HZ-N-C-0 2.0 1 0
N—-C—-N-HN 2.5 2 180
N—-C—-N-HZ 2.5 2 180

N —N — C — O (improper) 10.5 2 180
C — HZ — N — HN (improper) 1.1 2 180
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3. OPLS Force Field Parameters for Choline Chloride

Table S9: OPLS atom types and non-bonded parameters for choline chloride [1].

atom atom type partial charge ¢/(kcalmol™) o/(A)

C1 CWwW 0.132 0.066 3.50
C2 CS -0.131 0.066 3.50
C3-0C5 CA -0.100 0.066 3.50
H1,H2 HW 0.034 0.030 2.20
H3 HY 0.275 0.001 0.10
H4, H5 HS 0.068 0.030 2.60
H6 — H14 HA 0.033 0.030 2.50
N NA 0.791 0.170 3.25

O 024 -0.468 0.170 3.07

Cl Cl -0.800 0.148 3.77
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Table S10: OPLS bond parameters for choline ion [1]. The bond energy is calculated as:
Epond (1) = ke(r — )2

bond type k./(kcal.mol~'A=2) ry/(A)

HA — CA 340 1.0990
CA —NA 490 1.4980
NA — CS 490 1.5160
CS — HS 340 1.0805
CS - CW 317 1.5210
CW — HW 340 1.0850
CW - 0OY 450 1.3950
OY —HY 553 0.9490
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Table S11: OPLS angle parameters for choline ion [1]. The angle energy is calculated as:
Eangle(0) = k(6 — 09)*.

angle type ko /(kcal.mol~!.rad—?) o
HA — CA —HA 35.0 110.01
HA — CA —NA 35.0 108.90
CA —-NA-CS 51.8 110.20
NA — CS — HS 35.0 106.40
NA - CS - CW 70.0 116.60
CS - CW — HW 35.0 108.30
CS - CW - 0Y 80.0 109.60
HS — CS - CW 35.0 109.30

HW — CW - OY 35.0 111.60
CW - OY — HY 35.0 110.90
CA-NA-CA 55.0 108.73
HS — CS — HS 35.0 108.60
HW — CW — HW 35.0 107.40
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Table S12: OPLS dihedral parameters for choline ion [1]. The dihedral energy is calculated as:
Edihedral(¢) = $VA[1 + cos(@)] + 3Va[1 — cos(2¢)] + 3V3[1 + cos(38)].

dihedral types V1 /(kcal.mol™!) V5 /(kcal.mol™) V3/(kcal.mol™!)

CW —CS—NA - CA 0.100 0.550 0.650

CA —NA—-CA—-HA 0.000 0.000 0.825

CS —NA — CA —HA 0.000 0.000 0.940

HS — CS — NA — CA 0.000 1.000 0.700

0OY — CW — CS — NA -6.000 -5.000 3.200

0Y - CW - CS - HS -0.500 -2.500 0.250

HW — CW — CS — NA -6.000 -7.000 0.750

HW — CW — CS — HS 6.000 -3.000 2.000

HY - OY — CW - CS -0.356 -0.174 0.350

HY — OY — CW — HW -3.000 1.000 -2.000

CS — NA — CA — CA (improper) 0.000 2.000 0.000
CA — NA — CA — CA (improper) 0.000 2.000 0.000
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4. OPLS Force Field Parameters for Urea

Table S13: OPLS atom types and non-bonded parameters for urea [1].

atom atom type partial charge ¢/(kcalmol™') o/(A)

C C 0.124 0.1575 3.75
H1,H3 HC 0.276 0.0010 0.10
H2, H4 HT 0.276 0.0010 0.10
N1,N2 N -0.453 0.2550 3.5

O O -0.322 0.3150 2.96
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Table S14: OPLS bond parameters for urea [1].

bond type k. /(kcal.mol=".A=2) ry/(A)

O-C 570 1.229
N-C 490 1.335
HT — N 434 1.010
HC - N 434 1.010
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Table S15: OPLS angle parameters for urea [1].

angle type  kp/(kcal. mol~t.rad™?) 6

O-C-N 80 122.9
C-N-HC 35 119.8
C—-N-—-HT 35 119.8

N-C-N 70 114.2

HC - N —-HT 35 120.0
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Table S16: OPLS dihedral parameters for urea [1].

dihedral types Vi/(kcal.mol™') V5 /(kcal.mol™t) V3/(kcal.mol™!)
HT-N-C-0 0.000 4.900 0.000
HC-N-C-0 0.000 4.900 0.000
HT -N-C—-N 0.000 4.900 0.000
HC-N-C—-N 0.000 4.900 0.000
HT — N — C — HC (improper) 0.000 21.000 0.000
O — C—N — N (improper) 0.000 5.000 0.000
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5. OPLS Force Field Parameters for Glycerol

Table S17: OPLS atom types and non-bonded parameters for glycerol [1].

atom  atom type partial charge €/(kcal.mol™') o/(A)

C1,C3 CB 0.16000 0.1452 3.50
C2 CM 0.14200 0.1452 3.50
H1 - H4 HC 0.06370 0.0660 2.50
H5 HZ 0.02210 0.0660 2.50
H6, H7 HO 0.03043 0.0010 0.10
H8 HM 0.29120 0.0010 0.10
01,03 OH -0.54700 0.3740 3.07
02 OM -0.54470 0.3740 3.07
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Table S18: OPLS bond parameters for glycerol [1].

bond type k. /(kcal.mol-Z.A=2) rq/(A)

OM — CM 320 1.410
CB - CM 268 1.529
HM — OM 553 0.945
HZ — CM 340 1.090
HC - CB 340 1.090
OH - CB 320 1.410
HO — OH 553 0.945
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Table S19: OPLS angle parameters for glycerol [1].

angle type ko/(kcal.mol~t.rad=2) 6,
OM - CM - CB 50.00 108.5
CM — OM — HM 55.00 108.5
OM — CM — HZ 35.00 109.5
CM — CB — HC 37.50 110.7
CM — CB — OH 50.00 109.5
CB — OH — HO 55.00 108.5
CB-CM-CB 58.35 112.7
CB — CM — HZ 37.50 110.7
HC — CB — HC 33.00 107.8
HC — CB — OH 35.00 109.5
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Table S20: OPLS dihedral parameters for glycerol [1].

dihedral types

Vi /(kcal.mol™!)

Va/(kecal.mol ™)

V3 /(kcal.mol™!)

HM — OM - CM - CB
HZ — CM — OM — HM
HC - CB - CM - OM
OH - CB - CM - OM
HO — OH - CB — CM
HC-CB-CM—-CB
OH-CB-CM-CB
HC — CB - CM — HZ
OH - CB - CM — HZ
HO - OH - CB - HC

-0.356
0.000
0.000

12.234

-0.356
0.000

-1.552
0.000
0.000
0.000

-0.174
0.000
0.000
0.000

-0.174
0.000
0.000
0.000
0.000
0.000

0.492
0.352
0.468
0.000
0.492
0.300
0.000
0.300
0.468
0.352
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6. OPLS Force Field Parameters for Ethylene Glycol

Table S21: OPLS atom types and non-bonded parameters for ethylene glycol [1].

atom  atom type partial charge €/(kcal.mol™') o/(A)

C1,C2 CG 0.116 0.1155 3.50
H1 - H4 HG 0.048 0.0525 2.50
H5, H6 HO 0.348 0.0010 0.10
01,02 oG -0.560 0.2975 3.00
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Table S22: OPLS bond parameters for ethylene glycol [1].

bond type k. /(kcal.mol=".A=2) ry/(A)

OG - HO 553 0.945
CG - 0G 320 1.410
CG - CG 268 1.529
HG - CG 340 1.090
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Table S23: OPLS angle parameters for ethylene glycol [1].

angle type ko/(kcal.mol~t.rad™) 6,

HO — OG - CG 55.0 108.5
0G - CG - CG 50.0 108.0
0G - CG - HG 35.0 109.5
CG - CG - HG 37.5 110.7
HG - CG — HG 33.0 107.8
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Table S24: OPLS dihedral parameters for ethylene glycol [1].

dihedral types Vi/(kcal.mol™')  V5/(kcal.mol™')  V3/(kcal.mol™t)
OH - CG - CG — OH 3.887 -1.192 3.206
CG - CG - OH - HO 0.413 -0.754 1.028
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7. OPLS Force Field Parameters for Malonic Acid

Table S25: OPLS atom types and non-bonded parameters for malonic acid [1].

atom  atom type partial charge ¢/(kcal.mol™') o /(A)

C1,C3 CD 0.416 0.2625 3.75

C2 CT -0.096 0.1650 3.50
H1,H2 HC 0.048 0.0750 2.50
H3, H4 HO 0.360 0.0010 0.10
01,02 OD -0.352 0.5250 2.96
03,04 OH -0.424 0.4250 3.00
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Table S26: OPLS bond parameters for malonic acid [1].

bond type k. /(kcal.mol=".A=2) ry/(A)

OD -CD 570 1.229
OH - CD 450 1.364
CT -CD 317 1.522
HO — OH 553 0.945
HC - CT 340 1.090
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Table S27: OPLS angle parameters for malonic acid [1].

angle type ko/(kcal.mol~t.rad=%) 6,

OD - CD - OH 80 121.0
OD —-CD —-CT 80 120.4
CD - OH - HO 35 113.0
CDh-CT-CD 63 111.1
CD - CT - HC 35 109.5
CT-CD - 0OH 70 108.0
HC - CT — HC 33 107.8
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Table S28: OPLS dihedral parameters for malonic acid [1].

dihedral types Vi/(kcal.mol™')  Vy/(kcal.mol™')  V3/(kcal.mol™t)
HO -OH—-CD - CT 1.500 5.500 0.000
HC -CT -CD —-0OD 0.000 0.000 0.000
CD-CT - CD — OH 1.000 0.546 0.450
HC - CT - CD — OH 0.000 0.000 0.000
OD - CD - OH — HO 0.000 5.500 0.000
OD-CD-CT—-CD 0.000 0.000 0.000
OH — CD — OD — CT (improper) 0.000 21.000 0.000
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8. OPLS Force Field Parameters for Oxalic acid

Table S29: OPLS atom types and non-bonded parameters for oxalic acid [1].

atom  atom type partial charge ¢/(kcal.mol™') o /(A)

C1,C2 CD 0.416 0.1575 3.75
H1,H2 HO 0.330 0.0010 0.10
01,02 OD -0.352 0.3150 2.96
03,04 OH -0.394 0.2550 2.92
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Table S30: OPLS bond parameters for oxalic acid [1].

bond type k. /(kcal.mol=".A=2) ry/(A)

OD -CD 570 1.229
OH - CD 450 1.364
CD-CD 350 1.510
HO — OH 553 0.945
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Table S31: OPLS angle parameters for oxalic acid [1].

angle type ko /(kcal.mol~t.rad =) o

OH-CD -0D 80.00 121.00
CD - OH - HO 35.00 113.00
CD - CD - OH 70.96 118.03
CD -CD - 0D 80.00 121.40
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Table S32: OPLS dihedral parameters for oxalic acid [1].

dihedral types Vi /(kcal.mol™')  Vy/(kcal.mol™')  V3/(kcal.mol™t)
HO-OH-CD-CD 3.000 5.500 0.000
OH - CD - CD — OH 1.600 3.200 0.000
HO - OH - CD - 0D 0.000 5.500 0.000
OD - CD - CD - OH 1.600 3.200 0.000
OD-CD -CD —-0D 1.600 3.200 0.000
OH — CD — OD — CD (improper) 0.000 21.000 0.000
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