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Preface

Growing up in the late 90s' and early 2000s’, most of my childhood nostalgia is 
strongly attached to cyberspace. Such a virtual environment taught me things I 
did not know, showed me things I’ve never felt before, and enabled me to create 
things I wouldn’t have imagined that I could make. 

Then when I was studying design and cognitive science for my bachelor’s, one 
peculiar event I came across during listening to one of the student extra-curric-
ular club presentation mesmerized me and led me to pursue Human-Computer 
Interaction and to investigate this thesis topic. The event was a funeral held on 
one of the altars at Kofukuji Temple in Japan. But unlike any usual funeral, it was 
a funeral for the 62 AIBO robot dogs (figure 1) [1]. 

This event fascinated me for two reasons. First, what made these people get so 
attached to this “toy” machine that only had very limited performance? Second, 
how do people apply this robot dog, which was far from a living creature in the 
sense that it does not breathe or eat, to a funeral ceremony where people remem-
ber and respect “the dead”? 

I started to dig deep into this phenomena, and I learned a theory of Computers 
As Social Actors (CASA) theory [2-3], where a number of researchers proved how 
humans treat interactions with computers, televisions, and new media as so-
cial and natural interactions with other human beings. Moreover, they seem to 
unconsciously anthropomorphize such technology that is basically an assembly of 
cold metal circuits. 

Then, what would happen when such metal objects start to understand human 
language and react and interact with people in their natural language, just as 

Alan Turing imagined [4]? What kind of changes 
will it bring, and what will be the consequences of 
such changes?

To make such a conversational user interface (CUI) 
truly meaningful, designers have a fair share of duty 
to shape the interaction to be engaging, enabling, 
and ethical. 

This thesis documented my journey trying to figure 
out and fulfill a small piece in the process. 

Figure 1. A funeral for ‘Aibo’ robot dogs at a temple near Tokyo [1].

Acknowledgement

I would like to show my gratitude to everyone who has given me guidance, sup-
port, and delight along my journey of pursuing a Master’s degree.  

First of all, I would like to express my highest gratitude to my supervisory team, 
Dr.Ujwal Gadiraju, Dr.Dave Murray-Rust, and Dr.Alessandro Bozzon. Thank 
you, Ujwal, for your extremely helpful advice and for providing me with many 
opportunities. Thank you, Dave, for your inspiring ideas and warming support. 
Thank you, Alessandro, for your amazing feedback that helped me sharpen my 
scientific viewpoint and showed me a land of opportunities. 

Thank you to everyone who has participated in my research, including 
crowd-workers and some of my fellow students in the Industrial Design Engi-
neering faculty who landed eyes to proofread the experiment materials. 

I would like to thank StudioLab for having me during the graduation period, giv-
ing me a great working environment, and welcoming me into a fantastic commu-
nity that they have created. I am particularly grateful to Aadjan van der Helm and 
Ianus Keller for your inspiring leadership. 

I would also like to thank the amazing and inspiring people who provided me 
mentorship during my studies. Special thanks to Dr. Sihang Qiu for your kind 
and amazing mentorship, Dr. Yen-Chia Hsu for always being willing to give me 
advice about the HCI field, and Dr. Valentijn Visch for your mentorship during 
my Honours Project that lasted one and half years during my studies. 

I truly appreciate spending time with my friends in the Netherlands. Special 
thanks to Kay, Jackie, Ahni, Yeon-ju, Yeun, Sueyoon, Elizabeth, and Francis. 

Last but not least, I am forever grateful to my family for their endless love and 
support. Thank you for always having faith in me and giving me so many oppor-
tunities in life. 

Ji-Youn Jung
August, 2022
Delft, the Netherlands.



4 Executive Summary

Summary

Research has shown how people anthropomorphize conversational agents (CA) 
and unconsciously bring their gender stereotypes into human-agent interac-
tion. For this reason, there has been a long lasted dilemma on whether designers 
should design CAs that conform to or violate stereotypical expectations. Despite 
the urgency and importance of navigating through this dilemma, how to better 
design the gender identity of CA is still an open research question. In this thesis, 
we describe the problem space of CA identity design and argue that we can cali-
brate the gender effect by manipulating a metaphor we attach to the CAs. To this 
end, we approached these research questions from three angles: (1) developing a 
framework to address the ethical dilemma in CA identity design, (2) evaluating 
the effect of gender and metaphor in chatbot profiles, and (3) calibrating gender 
stereotyping through metaphor manipulation. 

We reviewed previous literature on agent gender design and identified the re-
search gaps. Afterward, we analyzed the CA gender design dilemma that CA 
designers experience in three layers. Finally, we propose dialogical ethics as a 
potential ethical framework to help designers navigate and articulate their design 
practice. 

We investigate how people perceive chatbot profiles with different gender mark-
ers and a metaphor in the context of a conversational recommender system. To 
facilitate our research, we conducted a mixed-method study where we collected 
users' quantitative and qualitative answers. Our study reveals how textual meta-
phor still persisted when it was attached to visual and gendered cues. Moreover, 
we show how metaphor showed statistical significance between all conditions, 
while the gender of CA only differed in perceived warmth. 

While CAs of the same gender can manifest endless nuances by adopting differ-
ent metaphors, to the best of our knowledge, no research has been reported to 
investigate the effect of CA gender when they manifest different metaphors. To 
this end, we conducted a qualitative user study in human decision-making. 

With our work, we contribute novel knowledge in ethical CA identity design. This 
thesis concludes with a discussion of the findings of our work and a few direc-
tions for further research.      
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Chapter 1.

Introduction

This chapter introduces key context of the thesis 
and explain the scope by defining the problem at 
hand. Moreover, it describes research questions and 
research approach to address the questions. It con-
cludes by picturing the context of this projcet with 
invovled stakeholders. 

1.1 Problem Context

1.2 Thesis Outline

1.3 Research Questions & Contributions
• Developing Framework to Address Ethical Di-

lemma in CA Identity Design
• Evaluating the Effect of Gender and Metaphor in 

Chatbot Profile
• Calibrate Gender Stereotyping through Meta-

phor Manipulation

1.4 Research Methodology
• Integrative review method
• Mixed-method study
• Quantitative empirical user study
• Crowdsourcing

1.5 Project Overview

Initial Design Brief document that is based on this chapter can be  found in Appendix A.
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1.1  Problem Context

Unlike traditional text-based user interface or 
graphical user interface (GUI) that requires a learn-
ing curve for the user, conversational user interface 
(CUI) has been endowed as the next natural form of 
human-computer interaction (HCI) as it allows users 
to communicate in their natural language. On this 
account, CUI is becoming ever-more common in ev-
eryday lives, in the form of personal assistants (e.g., 
Apple’s Siri, Microsoft’s Cortana, Amazon’s Alexa, 
Google’s Google Assistant), or the form text-based 
chatbots (e.g., Microsoft’s Xiaoice, HelloFresh’s Fred-
dy, KLM’s Service bot).

On a similar note, making a recommender system 
conversational has also been suggested as overcom-
ing a few limitations of the GUI recommender in-
terface [22-24]. As a set of recommendations can be 
highly context-dependent, it is hard for systems to 
determine users’ current needs solely on users’ past 
interactions. However, by making such recommend-
er conversational, conversational agents (CAs) can 
conduct a multi-turn dialogue with users, and the 
system can elicit the detailed preferences of users. 

While the conversational agents (CAs) that facilitate 
natural language conversations with human users 
are strictly a computer, people anthropomorphize 
these agents and treat these conversational agents 
as social actors [109] (CASA paradigm) [3]. Copious 
research indicates how anthropomorphizing CAs 
affects users’ interactions, expectations, and overall 
satisfaction [19-21, 29]. 

Meanwhile, we can quickly notice interesting 
phenomena, where there is a proliferation of CAs 
designed as female, being used as either only or de-
fault option of CUIs (Figure 2,  Table 1). Effectively, a 
recent study that analyzed 1,375 chatbots identified 
that 874 chatbots (63.56%) had at least one gen-
der-specific cue, and around 77% were classified as 
female [28]. 

Figure 2. Examples of  female gendered conversa-
tional agents. (From top to bottom: Autodes’s Ava AI, 
Pandorabot’s Kuki, Microsoft’s Xiaoice, Microsoft’s 
Cortana, and Microsoft's twitterbot Tay)

Some raised concern about this spread of female-gendered CAs because it could reinforce gender stereotypes 
[25, 26, 107]. One of the most distinguished criticisms is a recent report by UNESCO, which stressed how 
feminizing virtual assistants could reflect, reinforce, and spread gender bias in society [27]. In the report, they 
argue that such virtual assistants are designed to ‘respond on-demand,’ designed as ‘obliging, docile and eager-
to-please helpers,’ and built ‘to greet verbal abuse with catch-me-if-you-can flirtation.’  (Table 2)

To this end, numerous research has investigated and found evidence on how people assign gender and follow 
stereotypes to the CAs when they are designed as one gender or others [30-33]. As people treat computers as 
social actors, they unconsciously categorize a computer (e.g., this CA is a woman) as a relevant social entity 
based on the markers (e.g., female voice or female avatar) while ignoring that the computer does not uphold 
human attribute [34]. Moreover, people unconsciously bring their gender stereotype to the CAs they interact 
with. Research has found how people perceive female gendered CAs as warm and communion, male gendered 
CAs as competent and agency, while gender-androgynous CAs as unlikeable. Such stereotype was even applied 
in consumer CAs, namely Samsung's Bixby, through each gendered voice's description tags (Figure 3) [14]. 
However, little work has been carried out to calibrate the undesirable outcomes when the anthropomorphized 
agent does not align with typical stereotypes such as ‘female as warm’ and ‘male as competent’. 

As CUI is getting more and more prevalent in various domains, from healthcare [35], education [36, 37], to fi-
nance [38], it is of critical importance for us to navigate this dilemma with many questions but few guidelines. 
Therefore, this thesis aims to explore this area to bring more knowledge to designers to make the best design 
choices when designing CAs. 

Table 1. Responses to verbal sexual harassment by different voice assistants. (Source: Quartz , "Siri, Define Patriarchy"[13])

"You're hot"

"You're a slut"

"You're pretty"

"You’re a naughty 
girl"

How can you tell? / 
You say that to all 
the virtual assis-
tants?

I’d blush if I could. / 
Well, I never!
/ There’s no need for 
that.
/ Now, now.

How can you tell?
/ Where have I heard 
this before?

Hmm, I just don’t 
get this whole gen-
der thing

Beauty is in the 
photoreceptors of 
the beholder.

(prompts web 
browser search)

(prompts web 
browser search)

Maybe a nanosecond 
nap would help. Ok, 
much better now.

That's nice of you 
to say. 

Well, thanks for the 
feedback.

That’s really nice, 
thanks!

Hmm, I’m not sure 
what you meant by 
that question.

Some of my data 
centres run as hot as 
95 degrees Fahren-
heit.

My apologies, I 
don’t understand.

Thank you, this 
plastic looks great, 
doesn’t it?

My apologies, I 
don’t understand.

STATEMENT Siri CortanaAlexa
Google 

Assistant
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1.2 Thesis Outline

In this thesis, we bridge together ethics, social psychology, human-computer interaction, and design (Figure 
4). We accomplish this through developing an ethical CA design framework, conducting a mixed-methods 
empirical approach, and creating human-centered design-oriented guidelines (Figure 5). Specifically, we start 
with developing a framework for how to think about the CA identity design dilemma through dialogical ethics 
(Chapter 3). Afterward, we conduct a pilot mixed-method empirical study to investigate the enactment of 
gender stereotypes for chatbots through character metaphors (Chapter 4). Following the result from Chapter 
4, we empirically study if we can overcome gender stereotyping by manipulating metaphor through CA design 
(Chapter 5). As a result, we develop a set of design guidelines to help designers in CA identity design (Chapter 
6).  

Figure 5. Visualized thesis outline

Chapter 3 
Ethical Framework

Chapter 4 
Evaluating gender X metaphor effect

through textual and visual cue

Chapter 5 
Calibrating gender stereotyping 

through metaphor manimupation

Figure 4. Bridging four domains in this thesis, visualized

Ethics

Human
-Computer
Interaction

Social
Psychology

Human-centered
Design guideline

this 
thesis

Figure 3. Samsung's Bixby, showing gender stereotypical description 
tags to explain each voice characteristics. (Source: The Verge, " Samsung 
adds and swiftly removes sexist Bixby descriptor tags" [14]).

Mainstream release 
date?

Date fully function-
ing male option 

was added?

Male by default?

Female only voice 
at release?

Female by default 
in most countries?

Siri

October 2011

June 2013

Only when the 
operating system 
language is set to Ar-
abic, French, Dutch 
or British English

Yes

Yes

Cortana

November 2014

No male option

No male option

Yes

Yes

Alexa

April 2014

No male option

No male option

Yes

Yes

Google 
Assistant

November 2016

October 2017

No male option

Yes

Yes

Table 2. Voice assistants'  release dates  and gender options. (Source: UNESCO [27] (p.118))
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1.3 Research Questions & Contributions

Developing Framework to Address Ethical Dilemma in CA Identity Design

As people anthropomorphize CAs, previous studies have found that users unconsciously attach stereotypes 
based on the identity that CAs embody. For that reason, people have been questioning the proliferation of 
female-gendered CAs, and its potential consequences of reinforcing the female gender as subservient. Howev-
er, while this ethical dilemma is difficult for a small team of designers to tackle, there are very few frameworks 
that designers can refer to. Therefore, we aim to understand the dilemma by unfolding the layers and see if 
dialogical ethics can help designers navigate the problem space. To this end, in Chapter 3, we address the fol-
lowing research questions: 

RQ 3.1 What factors are causing dilemmas around CA identity design?

RQ 3.2 How can different ethical frameworks and practices address these dilemmas? 

Original Contribution. This work takes an essential first step in addressing ethical dilemmas in designing an 
identity for CAs. The original contributions of Chapter 3 are threefold:

1. We review and synthesize previous literature on conversational agents and gender stereotyping and identi-
fy research gaps. 

2. The ethical dilemma framework provides a language that can be used to articulate the reason behind the 
CA identity design dilemma. (RQ 1.1)

3. We introduce dialogical ethics that can be used as a critical thinking guide for designers facing CA identity 
design dilemmas. (RQ 1.2)

Evaluating the Effect of Gender and Metaphor in Chatbot Profile

Chapter 4 is a pilot study to Chapter 5 to evaluate whether designed chatbot profile conditions would align 
with previous literature. Khadpe et al. have sampled about seven metaphors that fall into each quadrant in the 
Stereotype Content Model (SCM), a model postulating that all group interpersonal impressions form along two 
dimensions of warmth and competence [69]. While these metaphors were tested with large samples and were 
shown to work throughout three studies in their paper, it has not been tested if we can see the same effect if 
each metaphor were combined with a visual avatar and names signaling gender markers. Therefore, in Chap-
ter 4, we will first try to address the following research questions: 

RQ 4.1 Is metaphors in different quadrants of warmth and competence perceived with the same warmth and 
competence when combined with visual cues and gender markers? 

RQ 4.2 When people see CA profile with an avatar and description explaining its metaphor, what do they pay 
attention to in forming their first impression? 

Original Contribution. The findings provide valuable qualitative and quantitative insights for future CA 
identity design to fine-tune the CA first impression, which has shown to persist even after a few interactions 
between user and computer system [103]. Specifically, the original contributions of Chapter 4 are: 

1. We show that the effect of textual metaphors in shaping the perception of warmth and competency per-
sisted when a visual avatar was attached with different gender markers in female, male, and gender-an-
drogynous conditions. (RQ 4.1)

2. We provide qualitative themes that impact users to determine the CA profile's first impression in their 
perceived warmth and competency. (RQ 4.2)

Calibrate Gender Stereotyping through Metaphor Manipulation

It has been shown that CA metaphors that exert different warmth and competency impact user evaluation [69]. 
High warmth has shown to always positively affect the intention to use, desire to cooperate, and usability of 
the agent. However, projecting competence is a more nuanced decision, as high competency help attract new 
users, while low competency improves users' intention to adopt and desire to cooperate with the CA. For this 
reason, it is interesting to notice how the female gender is stereotypically perceived to be higher in warmth 
(communion) while the male gender is higher in competency (agency) [47, 57, 104-106]. In this regard, a recent 
study explained the proliferation of female-gendered CAs as an intuitive attempt to perceive machines as more 
human since warmth is a fundamental human quality but lacking in machines [70]. However, as discussed in 
Chapter 3, adhering to this stereotype may exacerbate the gender stereotypes, putting females in subservient, 
passive, and assistive roles [27, 107, 108].

In conclusion, many findings support gender stereotyping impacting the user evaluation, while no clear 
solutions to this problem have been suggested. If female-gendered CAs are favored due to their high warmth, 
we can question if warmth and competence would overpower the effect of CA gender, concluding that meta-
phors of different warmth and competence could overpower the gender stereotype of CAs. Moreover, previous 
research has shown that people are more likely to apply gender stereotypes when CAs operate within a gen-
der-stereotypical subject domain and when CAs do not conform to a gender stereotype [110, 33 (p.23-26), 57]. 
Therefore, it is relevant to ask if such gender stereotyping can be overcome even in the stereotypically male or 
female domain. To this end, we aim to fill the knowledge gap by asking the following research questions in 
Chapter 5: 

RQ 5.1 How does reliance, trust, intention to adopt, and perceived usability on gender vs. metaphor compare 
even in a gendered context?

In addition, one of the ways that could potentially solve gender reinforcement can be using gender-androgy-
nous markers. However, most studies using voice user interfaces (VUI) have shown that people unconsciously 
disapprove and dislike the gender-androgynous voices, hypothetically because it causes categorical tension. 
Nevertheless, there is limited research on the effect of gender-androgynous CA when applied to a text-based 
interaction system. Therefore, we ask the second research question:  

RQ 5.2 How does the gender-androgynous chatbot profile impact reliance, trust, intention to adopt, desire to 
cooperate, and perceived usability compared to female and male-gendered chatbots in human decision-mak-
ing? 
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Furthermore, while previous research has investigated the impact of CA with different metaphor varying in 
perceived warmth and competence on intention to use and adopt [146] and desire to cooperate [69], little is 
known how they influence user trust and reliance in human decision-making. For this reason, we ask the third 
research questions:

RQ 5.3 Does metaphor with different perceived warmth and competence influence the reliance, trust, intention 
to adopt, desire to cooperate, and perceived usability?

Finally, in a similar vein with RQ 5.3, numerous research has studied and confirmed how people apply gender 
stereotype on CA when they manifest gender cues [71, 47, 57, 46]. However surprisingly, little is known how 
different gender of CA impact user trust and reliance in the context of decision making. In that respect, we 
cast our fourth research question:

RQ 5.4 Does the gender of CA and users' reliance, trust, intention to adopt, desire to cooperate, and perceived 
usability of CA's advice moderated by gendered context?

Original Contribution. Our work has important implications for informing implicit and explicit design choices 
for CA identity in the context of decision-making in the gender-stereotypical subject domain. 

1.4 Research Methodology

We need a collection of methods to investigate the ethical dilemmas that CA designers experience and how 
we can calibrate such gender bias resulting from gender cues. Figure 6 shows a research method we chose for 
different research questions. 

Integrative review method

In order to summarize past empirical and theoretical literature on ethical dilemmas in CA gender design, 
we choose the integrative review method to address RQ 3.1 and RQ 3.2 [166]. We chose the integrative review 
method instead of systematic or semi-systematic review because our RQs require a more creative collection of 
data. In other words, our focus was not on covering all published articles but on combining perspectives to 
create a new theoretical model [167]. 

Mixed-method study

For RQ 4.1 and 4.2, we adopted a convergent mixed method combining the quantitative and qualitative data. 
The reason behind this decision was that RQ 4.1 needs quantitative data. At the same time, RQ 4.2 could ben-
efit from qualitative data to get a deeper insight into how people perceive social cues that lead to their percep-
tions. We aim to get analytical insights by conducting controlled crowdsourcing experiments on crowdsourc-
ing platforms. We conducted mean and standard deviation tests for the qualitative data to quantify people's 
perceptions. We used inductive thematic analysis regarding the qualitative comment we got from crowdsourc-
ing workers. 

Figure 6. An overview of  resaerch methods deployed, based on each resaerch questions.

RQ 3.1

RQ 4.1

RQ 5.1

RQ 3.2

RQ 4.2

RQ 5.2 RQ 5.3

Research Question Research Methods

Mixed method study

Quantitative empirical 
user study

Integrative review

crowdsourced

crowdsourced
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Indirectly involved

Direcctly involved

Closely involved

• Ji-Youn Jung 
(researcher)

• Supervisory 
team

• Web Informatics Group
• Design@Scale lab 
• Crowdworkers @Prolific

• CUI@CHI 2022 Workshop attendees  
• Delft University of Technology

Figure 7. An overview of stakeholders involved in this thesis project

1.5 Project Overview

This thesis is a result of collaboration with multiple parties (Figure 7), mainly between the Industrial De-
sign Engineering (IDE) faculty and Web Informatics group from the Electrical Engineering, Mathematics and 
Computer Science (EWI) faculty at Delft University of Technology (TU Delft). The research indirectly involves 
various experts from a Conversational User Interface 2022 workshop due to a position paper publication. In 
addition, the Design@Scale lab at TU Delft is indirectly involved. To conclude, this thesis is conducted within 
the faculty of IDE at TU Delft.

Quantitative empirical user study 

For RQ 5.1~5.3, we conducted a quantitative user study on a crowdsourcing platform. To understand how 
chatbot perceived gender and their metaphor (warmth × competence) impacted participants' decision-making 
process, we deploy a controlled crowdsourcing experiment that simulates an interaction between user and 
CA. To understand the interplay, we use statistical significance tests to verify our hypotheses and measure the 
reliability of our proposed methods.  

Crowdsourcing

We used a controlled crowdsourcing experiment for RQ 4.1~4.2 and 5.1~5.3. Crowdsourcing effectively solves 
the issue of sample bias by recruiting people outside the researcher's social circle at substantially lower costs. 
We chose the crowdsourcing method because we needed large sample size to get more reliable results. In addi-
tion, as CAs and their gender bias impact society on a large scale, we wanted to get samples from crowdsourc-
ing to get a less biased sample. 
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In this chapter, we provide an overview of basic con-
cepts and terms that will be employed throughout 
the thesis. What conversational agent is, why gender 
stereotyping is releavnt topic to be discussed, how 
people anthropomorphize the agents, what ethical 
frameworks can be used, and what methodology we 
use throughout the thesis will be explained. 

2.1  Conversational Agent (CA) Design
• Conversational Interface and its Brief History
• Landscape of Conversational Agents
• Anthropomorphism
• Social Cues of CAs & Conversation Design
• Use of Metaphors
• Instrumentalizing Metaphor
• Problems with CAs

2.2   CAs  and Gender
• Gender Norms are Changing
• Agents with Gender Stereotype
• Gender Neutral Agetns are Unlikable?

2.3. Ethical Frameworks
• Ethcis for Designing CAs
• Ethics Principles

2.4 Discussion

Chapter 2.

Background
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Figure 8. A conversation with chatterbot ELIZA Figure 9. Chatterbot ALICE on White House's website in 1994.

Figure 10. IKEA's "intelligent" agent Anna Figure 11. Learning platform INES's chatterbot CHARLIE

2.1 Conversational Agent (CA) Design

Conversational Interface and its Brief 
History

A conversational user interface (CUI) is a computer 
interface that emulates a human-human conversa-
tion through speech, text, touch, and other input 
and output methods. In CUI, users can operate a 
computer through their natural language; therefore, 
CUI is deemed the next natural form of HCI. 

This was enabled by natural language processing 
(NLP) which allows computers to understand, ana-
lyze, and create the meaning from human language. 
However, with the recent breakthrough advances in 
NLP technology, the ambiguous nature of human 
language remains challenging for a machine to in-
terpret the users' requests correctly. 

In recent years, CUI has gained immense attraction 
partly due to major tech companies launching their 
virtual assistants to the market consecutively. How-
ever, the vision of CUI is not new, and it goes back 
more than fifty years to the 1950s when Alan Turing 
proposed his seminal "Turing Test" [4] (for more 
detail, see [111]). 

To name one of the early examples, Weizenbaum's 
creation ELIZA in 1966 [112] (Figure 8) is an early 
example of a so-called "chatterbot" (chatbot) that 
laid the foundations for chatterbots and bots in 
the following 50 years until today. Another famous 
chatterbot example is ALICE (Artificial Linguistic 
Internet Computer Entity), developed by Wallace in 
1995 (Figure 9).  

Later in the early 2000s, chatterbots were increas-
ingly applied in e-commerce applications, like Anna 
by IKEA in 2005 (Figure 10) or learning platform 
INES's CHARLIE in 2009 (Figure 11) [113]. For a more 
detailed history, see [114].

Landscape of  Conversational Agents

CUI can be referred to as myriad types of interac-
tion. Various terms have been used, such as text-
based and spoken dialogue systems, voice user in-
terfaces, chatbots, embodied conversational agents, 
and social robots [39, 40]. In addition, the typology 
of CUI is not univocally categorized [116]. For exam-
ple, based on the interaction modality, it could be 
categorized as either text-based, voice-based, or a 
mix of both [41-43]. On the other hand, it can also 
be classified as a scale of social engagement (one-
to-one, broadcasting, and community-based); goals 
(task-oriented or non-task oriented); duration and 
locus of control; embodiment; design approach 
(rule-based, retrieval based, and generative based); 
application domains; and many more [40]. Howev-
er, this thesis’s primary focus will be task-oriented 
text-based chatbots. 

Anthropomorphism

In the 1990s, Byron Reeves and Clifford Nass devel-
oped the seminal Media Equation theory [2]. Ac-
cording to them, people treat the media in everyday 
lives not as mere tools or appliances but as real 
social actors. Derived from this theory, Nass et al. 
presented the Computers as Social Actors (CASA) 
framework. Employing the CASA paradigm, a myr-
iad of research has found how people "mindlessly" 
apply social scripts for human-human interactions 
with computers that shows social cues [3].

This tendency of humans subconsciously respond 
to computers as social actors while consciously 
knowing that computers are just machines can be 
explained with anthropomorphism [117]. Anthro-
pomorphism is generally defined as the attribution 
of distinctively human-like traits, emotions, or in-
tentions to non-human entities, such as inanimate 
objects (e.g., Microsoft's Clippy), animals (e.g., 
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Social Signal

(e.g., agreement)

Cue is a Social Cue

Social Reaction

(e.g., user reacting to 
the CA's nodding)

Social Cue

(e.g., greet, nod, 
smile, gesture)

Salient to 

observer

triggers

Figure 13. Process of how social cue evolves into social signal, and subsequently triggers a social reaction (Source: Feine et al. [29])

participants with apologizing CAs showed trusting 
behaviors such as explaining their own mistakes, 
consoling team members more and shared laughing 
(i.e., social reaction). 

These social cues also manifest in the form of the 
conversational style. A considerable amount of re-
search also investigated this area [127-129]. 

For example, researchers have found that people 
tend to trust CAs using an accent congruent with 
stereotypical behavior. Torre et al. [126] tested two 
types of CAs using Standard Southern British En-
glish (SSBE) and regional accents (Liverpool English 
or Birmingham English), along with mean or gener-
ous behavior. The result showed how the participant 
felt more trusted CAs with regional accents when 
they showed mean behavior, while the opposite was 
the case. 

In conclusion, people's social reaction towards a 
virtual agent results from a complex interplay of 
social cues. Therefore, several social cues should 
be considered together instead of putting them in 
isolation in order to design CA to elicit natural social 
behavior from users. To this end, several and some-
times multimodal social cues should be considered 
in our study. 

Use of Metaphors

Recently, some researchers have suggested that 
people build intuitive folk theories [134, 135] in ad-
dition to mental models when they interact with a 
computer system [136-138]. Unlike the mental mod-
el, metaphorical understanding offers more than 
just a functional understanding of the system [69]. 
They shape users' expectations, which have been 
shown to impact long-term behaviors [103, 139]. 
For example, Microsoft's Xiaoice, presented with 
a metaphor of an "empathetic ear," got commercial 
success compared to the failure of Microsoft's Tay, 
which was presented as "AI that got no chill." While 
these two CAs were based on the same underlying 
technology from Microsoft, they received wildly 
different user reactions from users [69].

A seminal book, "Metaphors We Live By" by La-
koff and Johnson, presents a conceptual metaphor 
theory (also known as a generative metaphor) [140]. 
According to them, people's conceptual system is 
fundamentally metaphoric. In other words, it is 
the human tendency to understand and explain the 
world, concept, or ideas by "cross-domain mapping" 
the target to the source. For example, people under-
stand the abstract concept of money in terms of the 
more tangible concept of money. Therefore, people 
can waste time, save time, run out of time, borrow 

Nintendo's Animal Crossing), natural phenomena 
(e.g., "Mother Nature"), and supernatural entities 
(e.g., angels) (Figure 12). 

On the other hand, some researchers have expressed 
concerns about still applying the CASA paradigm to 
the current state of technology, where computers, 
machines, and media have become more complex 
and integrated into our lives [115]. Some of the 
recent findings support this claim, as users did not 
engage in a conversation with CAs the same way that 
users do in human-human conversation [120, 99, 
100, 98], mainly due to CAs' limited functionality 
and peculiar relationship of CAs taking a servant, 
assistant, or a butler role and a user taking a "mas-
ter" role [96, 120].

Regardless, scholars and designers have dedicat-
ed considerable effort to making machines more 
human-like. Anthropomorphism has been shown 
to mitigate individuals' anxiety and stress when in-
teracting with unfamiliar virtual agents and satisfies 
their social needs [109, 108]. Therefore, it is easy to 
see virtual agents exhibiting human-like traits, such 
as humor or emotions, showing courtesy, and ex-
pressing empathy [119], which leads us to the topic 
of social cues and conversation design. 

Social Cues of CAs & Conversation Design

During an interpersonal interaction, people rely on 
many perceivable cues (e.g., gender, smile, gesture, 
voice variations) to understand others. Researchers 
and designers have applied numerous interpersonal 
social cues to imitate human-human communica-
tion in human-CA interaction. For example, CAs 
can be designed to greet, nod, smile, and frown, 
which are some social cues that provide a certain so-
cial signal. Feine et al. [29] have defined social cues 
as "a cue that triggers a social reaction towards the 
emitter of the cue." They also clarified the difference 
between social signals and social cues, as can be 
seen in Figure 13. According to them, "cues are the 
antecedents of signals and comprise all perceptible 
design features of CA." [29]

Similarly, agents that were "honest" about their mis-
takes and disclosed their vulnerabilities were con-
sidered more trustworthy [124, 125]. For example, 
Sebo et al. [123] made participants play a railroad 
construction game with CA. CAs had two condi-
tions: one CA apologized while the other agent did 
not. Making CA apologize (i.e., social cue) signaled 
vulnerability to users (i.e., social signal). As a result, 

Figure 12. Examples of anthropomorphism. (a) Microsoft's Clippy, (b) Nintendo's Animal Crossing, (c) Disney's Robin Hood, 
(d) "sick" Earth, (e) Michelangelo's statue of an "angel" 

(a) (b) (d)

(c) (e)
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First is the warmth and competence dimension from 
the Stereotype Content Model (SCM) developed by 
Fiske et al. [141]. Here, warmth includes sociality 
(good nature, tolerance) and morality (sincerity), 
and competence is operationalized as task compe-
tence (competitiveness, intelligence) (Figure 15).

Several HCI studies have implemented the SCM in 
their research [68, 69, 146]. In the context of CA, 
higher warmth has shown to be "always beneficial" 
by increasing intention to use, desire to cooperate, 
and usability of the agent [69]. This primacy for 
warmth over competence persisted outside the CA 
context. One research reported  how "AI system" 
with higher warmth description was statistically 
significantly preferred over competence for recom-
mender system, even when the high-warmth system 
was overtly deficient in its competence [146].

The second is agency and experience from Mind 
Perception theory, introduced by Gray et al. [142]. 
Here, agency refers to the ability to do, and experi-
ence (also called as patientcy) refers to the ability to 
feel. Figure 16 shows a simple visualization of two 
dimensions that can help readers make sense of the 
model. 

Some HCI studies have implemented the Mind-Per-
ception theory in their research [143, 70, 148, 153, 
154]. Participants tended to perceive greater agency 
than experienced in a physical robot. Therefore, 
participants may even punish robots for moral 
wrong-doings [147, 148].

Linking these two models together, we can see how 
warmth overlaps with experience, and competence 
overlaps with the agency. Although the specific con-
ceptualization of each dimension suggests a some-
what different nuance from the other, it reflects the 
multi-faceted nature of the fundamental "Big Two" 
dimensions. 

In this thesis, we mainly adopt the SCM framework 
to investigate the interpersonal social reaction while 
also considering the Mind-Perception theory. 

Figure 15. Stereotype Content Model (Warmth * Competence), 
examples based on Cikara et al. [149]

Figure 16. Mind-Perception model (agency * experience), 
examples based on Gray et al. (study published at year 2007) 
[142].
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others' time, and spend time. 

The history of applying the metaphor to a computer 
system is almost as long as the history of the com-
puter itself [130]. One of the most famous examples 
is a computer is a desktop metaphor [131, 132]. 
The desktop metaphor helps a user understand the 
graphical user interface as a top of the user's desk, 
where objects such as documents, folders, and trash 
bins are placed. Alan Kay first introduced the met-
aphor at Xerox PARC in 1970, when the concept of 
the computer was still unfamiliar to most people.  

On that account, it is not surprising to see recent 
movement to understand the mechanisms that in-
fluence our experience with CA through the concep-
tual metaphor attached to the system [68]. As Figure 
14 shows, users' understanding of the CA could 
differ based on different metaphors highlighting a 
certain feature. 

This thesis also takes the same approach and con-
tributes to the current discourse on users' meta-
phorical understanding of CA.  

Instrumentalizing Metaphor

However, as far as semantic understanding can get, 
metaphors can be imprecise and ambiguous. In 
order to understand the effect of metaphor system-
atically, we need to find a way to instrumentalize 
the metaphorical space. There are a few frameworks 
that HCI researchers borrowed from social psycholo-
gy that has worked. 

The most acknowledged theory is a "Big Two" di-
mension that explains how people perceive, process 
and understand the self, other people, social groups, 
and even cultures in two primary dimensions of 
agency and communion [144]. This "Big Two" di-
mension framework has been adopted and concep-
tualized differently in various research traditions 
[145]. We will name a few examples in the following 
paragraphs. 

The conversational agent is... a woman

a child

a dog

Figure 14. How unknown conversational system ability could be 
communicated differently by attaching different metaphors.
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2.2 CAs and Gender

Gender Norms is Changing

Although studies around designing gender identity 
of conversational agents have a long history [33, 57], 
the concept of gender has radically transformed in 
recent years, leading to a call for reflection. Several 
recent studies in the HCI community have investi-
gated this topic through a contemporary lens. 

For example, the CHI community has changed its 
survey system to ask about participants’ gender in 
CHI 2016 [58] (Figure 18). Similarly, recent studies 
have paid attention to practices in image description 
of web content [59]. Stumpf et al. [60] presented a 
conceptual review paper on Gender-Inclusive HCI 
Research where they asserted the need to produce a 
gender-inclusive design. 

Agents with Gender Stereotype

Social perception studies lead us to evidence that 
people automatically perceive others in catego-
ry-based information processing. The most salient 
social categories that help people assign categori-
zation and stereotypes are reported to be age, race, 
and sex [61, 62]. This sensitive categorization devel-
ops from an early age, where children also develop 
their identity through a sense of membership in one 
gender or others [63, 64]. While such an automatic 
categorization process makes information process-
ing cost-effective [65, 66], it comes with stereotyp-
ing and discrimination costs [67]. 

As users anthropomorphize CAs [68, 3], previous 
works have reported how people apply gender ste-
reotypes to conversational agents that show gender 
markers [57, 53, 33]. The stereotype content model 
(SCM), a renowned model in social psychology, 
explains that group stereotypes form along two di-
mensions of warmth and competency (Figure 15). A 
considerable amount of findings on user perception 

towards CAs has been based on this model, where 
they used warmth and competency as a measure to 
mediate stereotypical categorization, user expecta-
tion, and evaluations [33, 69].

A recent study by Borau et al. [70] also adopted SCM 
frameworks to investigate the acceptance of differ-
ent gendered algorithms operated by AI chatbots. 
Their research suggests that the current tendency 
to deploy the female gender in agents was to in-
fuse warmth and experience, which are seen as 
fundamental qualities to be a “full human.” Since 
machines already assert enough competence but 
lack in showing warmth, gendering such AI-infused 
products as females are reported to enhance user 
acceptance and perceived humanness.

Gender Neutral Agents are Unlikable?

Recently, a traditional understanding of dichoto-
mous gender has changed, and a concept of non-bi-
nary gender has risen in society [72]. A recent study 
conducted by Lopatovska et al. [47] reported that 
nearly half of the participants indicated a preference 
for a gender androgynous voice before the experi-
ment. In contrast, gender-ambiguous voices re-
ceived the lowest acceptance during the interaction 
compared to the female or male voices. This result 
aligns with previous findings [33], where authors 
mentioned that gender-ambiguous voice creates cat-
egorical tension, which leads to unpleasant feelings 
(“strange, dislikeable, dishonest and unintelligent”) 
towards human users as a possible explanation. On 
the contrary, Tolmeijer et al.[71] reported that there 
was no difference in user trust towards gender-am-
biguous voice assistants compared to other gendered 
voices. The research also showed that female partic-
ipants trusted gender-ambiguous voices statistically 
more significant than the male participants.

The industry has been developing "gender-neutral" 

Figure 17. Two dialogues of CA failing to track context of user's question (left), while dialogue on the right succesfully answers user's consecuive 
question (right). 

User

Hey Siri, what year was the Buzz Lightyear Dis-
ney movie made in?

Siri

I found on the web what year the Buzz Lightyear 
Disney movie was made. Check it out. 

User

Hey Siri, who directed that movie?

Siri

I am not able to get an answer to that. 

(a) (b)

User

Hey Siri, how long does it take to get to the 
office from home?

Siri

It seems like it takes 4 minutes by car from your 
home to your office.

User

Can you recommend me a good restaurant 
around that area?

Siri

I found a few options. Check it out.

Problems with CAs

While CAs are becoming increasingly ubiquitous, 
they are struggling to live up to their hype. Accord-
ing to internal data from Bloomberg, 15% to 25% of 
new Alexa users from 2018 through 2021 completely 
abandoned the device in the second week of own-
ership [150]. One reason why users stop using these 
voice assistants could be because "conversational 
agents promise conversational interaction but fail to 
deliver." [120]

Despite many years of research, designing effective 
dialogue management remains a deeply challeng-
ing problem [121]. One of the many challenges is 
making CA remember the recent chat history to 
make the experience conversational. For example, 
Figure 17 (a) shows a typical pattern of CAs failing 
to respond appropriately to the second question 

due to not tracking the dialogue properly. However, 
even after years of research, designing effective di-
alogue management remains challenging [121, 122]. 
To make CUI truly conversational, this challenge 
should be addressed to improve users' experience 
with CAs. 

While recognizing this problem, improving the con-
versational quality will not be a focus of this thesis, 
as our main concern is to study the effect of social 
cues and gender markers. Moreover, our focus is 
to simulate a conversation between a task-oriented 
chatbot and user, not in natural conversation.
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2.3 Ethical Frameworks

Ethics for Designing CAs

As CAs get highly connected to our everyday lives, 
their design and development should be in line with 
fundamental values and ethical principles. Ethical-
ly acceptable CAs will be more easily accepted by 
users, adding both business and societal value [93]. 
As Bond et al. put it, "Ethics deal with how agents 
should morally act and discern between right and 
wrong." [156]

A few studies in HCI have explored the ethical prob-
lems around using CA. For example, Hildebrand 
and Bergner [155] had shown that participants tend 
to choose a financial portfolio that exceeds their risk 
profile when they were interacting with CA, com-
pared to non-conversation Robo advisors. 

Other studies also have explored how people per-
ceive CA's moral responsibility based on their de-
signs. For example, Lee et al. [148] have shown that 
participants were likelier to punish a robot lacking 
an emotional capacity than in its perceived agency. 

Despite the potential benefit of CAs, they are also 
susceptible to ethical problems. Ruane et al. [152] 
have highlighted and synthesized a few themes of 
ethical challenges around conversational AI. These 
themes included "Plurality of approaches," "Trust 
and Transparency," "Privacy," "Agent Persona," and 
"Anthropomorphism and Sexualization." 

In this thesis, we focus on the last theme, "Anthro-
pomorphism and Sexualization." 

Ethics Principles

Ethical principles can be used as a starting point to 
reflect ethical choices and values. These principal 
moral theories can be a "rule of thumb" in ethical de-
cision-making by focusing on the common ground 
of moral principles [151]. 

Therefore, in this thesis, we aim to initiate a 
well-needed discussion around the ethics of CA de-
sign. We do this by (1) identifying ethical dilemmas 
that CA holds, (2) analyzing why such dilemmas 
occur, (3) discussing ethical principles to apply, and 
(4) suggesting a principle to the CUI community to 
open the discussion. 

To do so, we will shortly review influential ethical 
principles in this chapter.

Consequentialism (e.g. Utilitarianism):
Consequetionalist believes "the right action is un-
derstood entirely in terms of consequences pro-
duced." [75] Utilitarianism has become more com-
mon to be identified as consequentialist. According 
to Utilitarian, "the morally right action is the action 
that produces the most good." [75] Here, "the good" 
is often identified with pleasure, happiness, desire, 
satisfaction, or "welfare." 

Utilitarian ethics are considered one of the leading 
principles today in AI ethics, as the emergence of 
trolley problems is being considered in the design of 
autonomous vehicles [157, 156]. 

While Classical Utilitarianism profoundly influ-
enced today's moral philosophy, political philoso-
phy, and social policy, it also received consequential 
criticisms. One of the criticisms is that Utilitarian-
ism seemingly justifies harmful act (e.g., murder, 
robbery, deception) as long as it is more beneficial to 
others [158]. Therefore, it is considered a "foil" to the 
Deontological ethics, which we will discuss shortly. 

Deontology:
Deontology guides and assesses our choices of what 
we ought to do. In other words, it considers which 
choices are morally required, forbidden, or permit-
ted [158]. According to the deontologists, the action 
must be good and virtuous regardless of the out-
come. 

voices in recent years. One of the examples is Project 
Q (Figur 19), a genderless voice assistant to reflect 
the diversity and reduce the gender bias. Project Q 
was introduced in 2019.1 Another example is Sam, 
which got introduced in 2020 and developed by 
Accenture Labs in collaboration with CereProc.2 
However, it is early to judge the implication or the 
consequences of adopting this technology in the real 
world.

In recent years, terms like "gender-neutral" or 
"non-binary" identities is getting pervasive, pushing 
boundaries of gender role and perception. However, 
in this paper, we wll use the term 'gender androgy-
nous' by adopting a perspective of Sutton [184].

1 https://www.genderlessvoice.com/
2 https://youtu.be/mL1n5AEFLl4

Figure 19. Genderless voice Q.Figure 18. Suggested gender demographic question form [58]

https://www.genderlessvoice.com/
https://youtu.be/mL1n5AEFLl4
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2.4 DiscussionDeontological ethics has been adopted in HCI re-
search as well. Prabhumoye et al. [160] have con-
ducted a case study about Natural Language Pro-
cessing (NLP) from a deontological perspective. In 
addition, deontology has also been adopted in the 
topic of to what extent do users committing verbal 
abuse to CA permittable [161]. Moreover, researchers 
also questioned when deception is morally permis-
sible when robots are deployed in elderly care where 
patients get emotionally attached to a lens of deon-
tology[162]. 

However, deontological ethics are criticized for the 
possibility of "ignoring the personal, social, and 
cultural characteristics that make us unique, as well 
as the network of relationships with people" [163] at 
the expense of focusing on the abstract rationality 
in ethical deicisions. Therefore, Care Ethics were 
proposed by feminist philosophers to take concrete, 
human, individual selves with interpersonal wants 
and needs." [163]  

Care Ethics:
The Ethics of Care implies that "there is moral sig-
nificance in the fundamental elements of relation-
ships and dependencies in human life [164]." 

Care Ethics has been discussed in human-robot 
interaction, specifically in care robots [165]. Ad-
ditionally, a concept of "respect" in the context of 
human-AI interaction was also discussed in terms of 
care ethics [163].

However, care ethics have also met with several 
criticisms. One of the criticisms is that there is no 
self-regulating in care ethics as it is conceived of as 
strictly interpersonal activities. This could lead to a 
dangerous self-righteousness as the determination 
of ethical decision is solely made by the caregiver 
without the care receiver's point of view. 

Therefore, in this thesis, we try to go 'beyond' the 
care ethics by suggesting a rather contemporary eth-
ical theory, Dialogical Ethics. At the same time, we 
recognize these fundamental ethical principles. We 
believe dialogical ethics make the most sense in the 

context of ethical challenges in CUI design. This will 
be discussed in the following Chapter 3. 

In Chapter 2, we reviewed relevant literature on 
CA identity design. According to a long history of 
the CASA paradigm [3], people treat CAs as social 
actors based on certain social cues that CA designers 
implement in their designs [29]. These cues induce 
different social reactions from users [123-129], which 
shows how CA designers can get the desired out-
come from their users based on their goals. 

As people react to CAs socially, they also bring a cer-
tain stereotype when interacting with CAs, just like 
they unconsciously do in interpersonal human-hu-
man interactions. One of the most studied stereo-
types that CA brings is a gender stereotype [28, 30, 
31]. A small social cue that signals a specific gender 
can automatically impact users' system evaluation. 
While designers can utilize this reaction to induce 
better user experience and evaluations, it is also 
concerning whether such CAs could reinforce the 
stereotypes. This was due to a unique position that 
CAs take, which often refers to subservient roles 
such as assistant and butler [27, 107, 108]. 

While these social cues during the interaction are 
of great importance in user evaluation, researchers 
have also found how CAs presented to participants 
before the interaction significantly shape the user 
behavior [69, 103, 139]. These metaphors can be 
operationalized using the Stereotype Content Model 
[141]. We found that SCM has a strong connection 
to gender stereotypes as each dimension often gets 
stereotypically attached to one gender and vice versa 
[47, 57, 104-106]. 

As the making of CA technology and its impact 
extends far beyond the small team of CA designers, 
it is a dilemma for CA designers to solve. However, 
there is no clear framework that they can refer to 
make a design choice. Therefore, we should reflect 
on the ethical practices of a CA identity design. In 
this thesis, we aim to focus on the element of gen-

der, among others. To this end, we reviewed recent 
HCI research that investigated the ethical design 
choices and proceeded to reveiw possible ethical 
principles as a starting point of debate. These prin-
ciples include consequentialism (utilitarianism), 
deontology, and care ethics. 

In addition, many studies have brought the gender 
stereotype effect to the surface. However, we found 
a critical research gap that little work investigated 
how to calibrate the undesirable outcomes when 
the anthropomorphized agent does not align with 
the typical stereotypes such as 'female as warm' and 
'male are competent.' This thesis investigates this 
topic. 



Chapter 3.

Ethical Identity Design 
Framework
In this chapter, we propose a conceptual framework 
that identifies layers of design consideration and 
suggest dialogical ethics as a possible ethical frame-
work for CA designers to navigate their design deci-
sions. To refine this viewpoint, we presented these 
frameworks in an academic workshop and gained 
insights. Based on these feedbacks, design opportu-
nities are  discussed. 

3.1  Introduction

3.2 Analyzing Ethical CA Design Dilemma

3.3 Utilitarian vs. Dialogical Ethics
• Ethics in support of  gender choices for CAs
• Utilitarian Ethics
• Dialogical Ethics

3.4 CUI@CHI Workshop

3.5   Discussion  
• Why Dialogical Ethics?
• Is Gender a Part of a Metaphor?
• CAs from Assistants to Collaborators
• From Agent Gender Considerations to Agent 

Identity Considerations

3.6  Conclusion

This chapter  is based  on:

Jung, J.-Y., Gadiraju, U., Bozzon, A. and Murray-Rust, D. (2022). Gender Choices of Conversational Agent: How 
Today’s Practice Can Shape Tomorrow’s Values. In: CUI@CHI: Ethics of Conversational User Interfaces.

This position paper can be  found in Appendix B.
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3.1 Introduction

When a team of agent designers tries to design a 
certain identity for a conversational agent, they 
face tricky dilemmas, specifically when choosing a 
gender for a conversational agent. Research find-
ings point us to evidence of how people perceive 
female agents as friendly and warm, male agents as 
competent and professional, and gender-androg-
ynous agents as creepy [46, 47, 33]. In addition, 
research has shown that male agents led to higher 
user trust in the context of airport security [48].

By ascribing a gendered voice to a CA, CUI develop-
ers guide users to apply rules of human-to-human 
communication to their conversational system [3], 
successively increase consumer engagement [49] 
and reinforce their brand reputation [50]. In addi-
tion, anthropomorphism has shown to facilitates 
successful acceptance of the digital voice assistants 
[94], and increases user trust in autonomous vehi-
cle context [95]. 

However, several researchers have raised concerns 
about how designing an agent based on stereo-
typed gender roles could reinforce the existing 
power structures [44, 45, 33], including the recent 
report by UNESCO [27]. They argue that the pro-
liferation of female-gendered CAs could reflect 
and intensify the social expectation of women as 
“subservient” assistants instead of decision-makers 
[51]. As technological artifacts and systems acquire 
embedded values [52] (p.49), it is an ethical design 
challenge that the conversational user interface 
(CUI) community holds. 

In addition, female-gendered CAs have a higher 
chance of experiencing verbal abuse and sexual-
ization than male-gendered agents or an agent 
depicted as a nonhuman robot agent [53, 54], 
which also calls for ethical reflection on CA ged-
ner design. Few studies in education technology 
have investigated the topic of abusive conversation 

and reinforcement of cultural stereotypes through 
gendered CAs [55, 56]. As the natural language 
processing technology evolves as they learn from 
the data that agent-user interaction generates, the 
system should prevent agents from learning an 
abusive language. A good example of this danger 
is a Microsoft Tay (Figure 20), where the agent 
learned and generated racist, sexist, and anti-Se-
mitic language to the public within 24 hours of its 
release. 

Moreover, as the concept of gender radically 
transformed in recent years, CA gender could be 
subjected to a range of political, ethical, and social 
issues, especially as CUI fosters users to interact 
directly with computers using natural language 
and human-like presentation [184]. For this rea-
son, CA designers are asked to face an ethical 
dilemma with opposing moral imperatives, which 
is quite difficult or almost impossible for a small 
team of CA designers to figure out. 

Despite that, there is no clear framework to sup-
port or inform CA designers to make their design 
choices. So just like Hamlet (Figure 21), they can 
get trapped by this dilemma, to make CAs to BE 
female or NOT to be female, and vice versa. 

Therefore, we should reflect on the ethical frame-
works that CA designers can inform their design 
choices. As it is highly relevant to suggest a frame-
work that CA designers can use to guide their de-
sign choices when they design the identity of CAs, 
we asked the following research questions, which 
will be addressed in this chapter. 

Figure 21. An image of Hamlet (movie screenshot produced by 
Universal Pictures, 1969). Hamlet is used as a metaphor to high-
light the dilemma that CA designers face. 

Figure 20. Microsoft’s twitterbot Tay



38 Chapter 3. Ethical Identity Design Framework Chapter 3. Ethical Identity Design Framework 39

3.2 Analyzing Ethical CA Design Dilemma

As we have seen in sections 2.1 and 2.2, it is crucial 
to notice the tension between people’s conscious 
preference toward gender-androgynous agents and 
unconscious disapproval. Such a phenomenon 
can be explained as a dissonance between people’s 
awareness of socially ethical behavior and uncon-
scious preference affected by interactional quality. 
Similarly, while designing CAs that conforms to 
gender stereotype could be harmful to reinforcing 
the stereotype, users tend to adapt more accessible 
to the system, allowing CAs to provide a better user 
experience. 

Herein, several layers can be revealed in consider-
ations for designing gendered conversational agents 
(Figure 22). 

First, interactional qualities where the point of 
interaction sparks factors such as enjoyment or 
engagement. For example, female voices tend to 
be rated as more likable [33] and human-like [70]. 
Leading consumer CAs such as Amazon Alexa or 
Google Assistant are often designed with default 
feminine voice, and some widespread consumer re-
ports support user preference toward female-voiced 
CAs [74].

Second, there is the goal-orientation level, where 
the characteristics of CAs help the user achieve the 
final goal of their interaction. For example, users are 
likelier to choose a male agent to help them solve 
stereotypically male tasks, such as tasks requiring 
mathematical ability [57]. 

Finally, there is a societal layer where the danger of 
reinforcing a gender stereotype exists by deploying 
gendered agents that conform to users’ — often 
unintentional— stereotypical expectations [57, 45, 
60, 33]. The societal layer is placed at the outermost 
edge as the societal layer has considerations that 
require a more extended temporal unit and high-
er-level achievements. 

Based on this inspection, CA designers encounter 
challenging tension between each layer, as illus-
trated in Figure 22. Existing and widely used axes 
of warmth and competence help designers provide 
CA design considerations in ‘interactional qualities’ 
and ‘goal-oriented’ layers. However, few works have 
explored the consequences and implications of the 
‘societal’ layer, when gendered agents might foster 
reinforcing gender stereotypes. Therefore, It will 
be an assignment for agent designers and research-
ers to clarify the trade-off between these colliding 
needs.

Interactional 
Qualities

Goal-
Orientation

Societal 
Issues

The Goal

The World

Compare

Interpret

Perceive

Plan

Specify

Perform

Figure 22. Three layers of CA design consideration, augmented on Norman’s action cycle [73]. 
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3.3 Utilitarian vs. Dialogical Ethics

Ethics in Support of Gender Choices for 
Conversational Agents

While CAs allow users to interact with the system by 
letting them apply human-human communication 
to human-computer interaction, on the other hand, 
CAs are introducing ethical dilemmas, as we dis-
cussed in sections 3.1 to 3.2. Although ethical design 
considerations for CA identity are seen as critical, it 
is still difficult for a small team of CA designers to 
make value-sensitive design choices. 

To begin with, we can use ethical principles and val-
ues to seek ways to understand ethics in CA design. 
They are universal moral rules for ethical deci-
sion-making that focuses on the common ground 
moral principles [93]. Like any ethical dilemmas, 
several ethical standards can provide moral frame-
works to approach the gender choices of CAs. How-
ever, we pick two contrasting positions, utilitarian 
ethics, and dialogical ethics.

Utilitarian Ethics

Although various dividing lines are being discussed, 
utilitarianism is generally recognized to be the view 
that “the morally right action is the action that pro-
duces the most good [75].”

From a Utilitarian point of view, designing an agent 
that conforms to the gender stereotype seems like 
a preferable solution to achieve the goal of making 
agents capable of interacting with users efficiently 
and pleasantly, thereby improving the social good. 
For example, in the contexts where the credibility of 
the agent is critical, such as an E-Commerce soft-
ware where agents are designed to explain or sell a 
service or a product, designing an agent with a gen-
der that conforms to the “gender” of its product has 
shown to improve perceived credibility of the agents 
(e.g., cosmetics for female agents, hammers for 

male agents). In addition, perhaps more critically, 
if there were to be a situation where agents have to 
direct people for fire evacuation, deploying a male 
agent that was shown to be more authoritative [76] 
makes the most sense.

However, if agent designers decide to apply gender 
stereotypes blindly, they risk strengthening the per-
ception that can result in an unfair understanding 
of the CA. The game design field has been experi-
encing a similar dilemma, where gendered game 
character design can potentially impact youth’s 
understanding of desired gender roles. Moreover, it 
can shape an individual’s body image, self-esteem, 
self-perception, and expectations from other gen-
ders. Some research findings reported an over-rep-
resentation of gender stereotypes in video games 
[77, 78].

CUI field also holds a similar dilemma to the game 
design domain, where an overwhelming number of 
agents today show feminine markers (e.g., Micro-
soft’s Xiaoice, Amazon’s Alexa, Pandorabot’s Kuki 
AI (previously Mitsuku)). 1, 2, 3

As agent abuse and other related challenges call for 
participation in academic research, we argue that 
CUI researchers should critically reflect on adopt-
ing other ethical frameworks other than utilitarian 
research practice.

Dialogical Ethics

Dialogical ethics emphasizes the communicative 
ground between people rather than philosophical 
thought. Unlike other ethical frameworks, dialogical 
ethics does not censor an opinion or impose ad-
vanced restrictions. Instead, “dialogue is seen as an 
epistemological vehicle for learning, where we have 

1 Xiaoice : https://www.xiaoice.com/
2 Alexa: https://developer.amazon.com/en-GB/alexa
3 Kuki: https://chat.kuki.ai/

space to be interdependent in our aim of co-creating 
moral answers [79].”

Koehn [81] suggested dialogical ethics in response 
to problems she identified in other feminist ethics, 
such as care ethics. In Adam’s book, where she links 
feminist ethics with computer ethics, she endors-
es dialogical ethics as a viable alternative to other 
approaches as it provides a more balanced approach 
[80]. Dialogical ethics is also adopted in bioethics, 
often in the forms of Moral Case Deliberation (MCD) 
[82] or a Dilemma method [83], which is expanding 
to be implemented in Dutch healthcare institutions 
[84, 85]. For example, Vrouenraets et al. [86] pre-
sented a case study of adopting MCD in the context 
of affirmative medical transgender care to young 
people in two transgender clinics in Amsterdam and 
Leiden. 

According to dialogical ethics, the ethical way of 
dealing with the dilemma when designing conversa-
tional agents would be to bring people from diverse 
backgrounds together and facilitate an open discus-
sion. Such practice would not only be confined to 
the design stage but also extends after deploying the 
system. 

One way to achieve this could be to have mem-
bers from diverse backgrounds in the team [88, 
89], where a recent UNESCO report also suggested 
a male-dominant development team as a reason 
behind a prevalent choice of assigning the female 
gender to the CA. However, few opposing cases exist 
where a diverse team does not always lead to diverse 
user acceptance. For example, a case of designing 
an online virtual city of Amsterdam only attracted 
9% women, despite the team’s attempt to organize 
a mixed team, the main founder being a woman, 
and the design philosophy being “access for all” [90, 
60]. Therefore, bringing diverse stakeholders into 
the design stage seems essential, such as users or 
ethicists. For example, a recent study by Carnell et 
al. [87] showed that receiving CA dialogue writing 
samples from authors with different identities led to 
notable content differences.

Here, the focus is to have “the right” conversation 
and to prevent any attempt to abstract away from 
the relevance of the related party’s point of view 
in arriving at a description of the problem at hand 
[81]. Therefore, in the lens of dialogical ethics, an 
ethical way of solving our dilemma would start with 
developing a guideline to have a respectable con-
versation around gender where every party gets the 
space to acknowledge their perspectives from their 
viewpoint. The guideline should present protocols 
to avoid self-righteous and rigid position traps. Per-
haps we could refer to the MCD as a starting point 
since it has proven helpful in a medical context, al-
though we should adopt it and make it more fitting 
to the CA design context.

Last but not least, dialogical ethics proposes a cer-
tain standard for making a conversation to foster 
mutually acceptable consensus, thereby facilitating 
community development [81]. Various studies in 
medical ethics also indicated that adopting dialogi-
cal ethics in everyday clinical practice strengthened 
multidisciplinary cooperation [91, 92]. As develop-
ing CUI is inherently multidisciplinary, it is of great 
importance that different stakeholders related to 
the CA development can understand the problem in 
a diverse dimension where we can come to mutual 
acceptance. 

https://www.xiaoice.com/
 https://developer.amazon.com/en-GB/alexa
https://chat.kuki.ai/
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3.4 CUI@CHI Workshop

Figure 23. A screenshot of a website explaining the workshop 
context and topic. 

Figure 24. A screenshot took during the virtual workshop with 
participants. 

To get broader insight from outside this thesis 
project group, we decided to share the work at the 
CUI@CHI workshop held during the ACM CHI2022 
conference [159]. We submitted a position paper 
(Appendix B) and presented it on the workshop date 
(April 21st, 2022). The paper was lightly peer-re-
viewed. 

The workshop topic pertained to Ethics of Conver-
sational User Interface (more information can be 
found in their website, Figure 23). The workshop 
was held virtually via Zoom (Figure 24), and lasted 
around 4 hours and 30 minutes. Participants con-
sisted of academic researchers from various domains 
across design studies, computer science, linguistics, 
to philosophy. 

In total of twelve positions were accepted to present 
at the workshop, and during the workshop each 

paper representatives presented their works for five 
minutes. After each participants presented their 
work, deeper discussion was administered through 
Q&A and small discussion groups. 

By sharing the framework with experts in the field 
of CUI, we gained numerous insights. These in-
sights can be thematically organized as follows, 
which will be discussed further in the section 3.5:

• Is gender a part of a metaphor? 
• CAs from assistant to collaborators
• Gender design is part of identity design

3.5 Discussion

Why Dialogical  Ethics?

There are a few reasons why choosing a certain gen-
der for a CA entails many ethical dilemmas. Firstly, 
designing a CA's identity is a relatively new domain, 
where different views collide on a societal and 
professional level. Secondly, the multidisciplinary 
nature of designing a CUI leads to diverging profes-
sional opinions on appropriate gender assignment 
to the CA. Therefore, it is quite impossible to expect 
a team with a small number of agent designers to 
make a deterministic decision on agent identities.

Unlike utilitarianism, dialogical ethics allows agent 
designers to think about the societal level of inter-
action design — not just whether this interaction 
'succeeds,' but whether it contributes to a sense of 
belongingness. In addition, adopting dialogical 
ethics in design practice may show us new kinds of 
design choices, as an agent's behavior adapts to fit 
the conversation rather than being predetermined.

Is Gender a Part of a Metaphor?

During the discussion group, we had a chance to 
talk about different contexts of agents assigned to a 
certain gender. We discussed the example of stock 
exchange, where in the United States, males are 
considered to be more suited to handle the job. Con-
versley in Japan, females are considered more suited 
in researching and communicating the stock infor-
mation, and males are more suited to handle the 
purchase. Therefore, telephone-based stock broker-
age system swithced the user from female recorded 
voice to a male recorded voice [33] (p.31). 

This exemplifies how agent designers try to apply 
metaphors from exisiting social construct into the 
computer space. And exactly for this reason, we 
could wonder if manipulating a metaphor that we 
attach to the agent could overcome the gender ste-

reotype for the CAs.

Investigating this question would bring interesting 
implications. One, we can start to consider the CA 
identity in a broader scale instead of being fixated 
in the gender assignment of a CA. Second, unlike 
previous findings that just shows the CA gender 
impacts on user-CA interaction, we can develop a 
better design guide to prevent this ourselves. There-
fore, I investigated this question in the following 
chapters 4 and 5. 

CAs from Assistants to Collaborators

However, it is quite difficult to adopt metaphors for 
CAs that "moves beyond the butler" [96] (e.g., team-
mates, collaorators, or colleagues) in the current 
state of CUI functionality. Whilst enough evidences 
show how users treat CAs as social actors, users still 
cannot engage in a conversation with CAs the same 
way that users to do in human-human conversation 
[99, 100, 98]. As CAs lack in their abilities to bear 
contextual understanding, people still uses highly 
functional and task-based approahces and strategies 
instead of using interpersonal or social strategies.

Therefore, designers may end up applying meta-
phors that does not lack in their social power, as 
long as CAs remain in the subservient role of the 
assistant or the butler.

From Agent Gender Consideration to 
Agent Identity Consideration

At CUI@CHI workshop, organizers divided submit-
ted papers on ethics in CUI into different theme. My 
position paper (Appendix B) was categorized into 
the theme "Identity". This was insightful as gender 
is just a part of different identity that can impact on 
user expectation and user-CA interaction. Only after 
coming out of a tunnel vision where one gets fixated 
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about the gender assignment, but instead consider-
ing the agent in more wider view, researchers could 
truly unerstand the impact of CAs.

As a matter of fact, the resaerch findings has not 
been completely consistent and seems like it is 
highly context-dependent. For example, regarding 
an agent gender effect on user trust, male agents 
were  considered more trustworthy than female 
agent in airport screening interview context [48]. 
However, in the context of agent soliciting for dona-
tion, gender effect were determined by participants' 
gender. Specifically, male participants tended to 
trust female voice agent more than to a male voice 
agent [101, 102]. 

Limitations  & Future  Work

While dialogical ethics provide a great potential to 
be used as ethical principle in CUI design, how it 
can be applied should still be reflected. Therefore, 
future work can include bringing this vision to a 
broader audience and gather feedbacks. 

3.6 Conclusion

In this chapter, we analyzed three layers of CUI in-
teraction that causes the ethical dilemma when de-
signers design their CA (Figure 22). After explaining 
the layers, we suggest dialogical ethics for a starting 
point to address the ethical dilemmas of CA identity 
design. This framework and argument was shared 
with and validated by a broader audience at CUI@
CHI 2022 workshop. From the workshop, several 
insights were formulated and inspired the following  
research that we will cover in the following chapters. 



Chapter 4.

Crafting the agents

This chapter presents a pilot study conducted to 
verify the chatbot profiles used for the later study. 
Here, we investigated the effect of chatbot's gender 
cue combined with different metaphors showing 
range of perceived warmth and competency. We 
detail the study design, result, and discussion. 

4.1 Introduction

4.2 Methods
• Study Design
• Conversational Agent Design
• Measures
• Procedure and Experimental Setup
• Participants
• Thematic Analysis

4.3 Survey Result
• Participant Demographic
• Metaphor perception persisted when the avatar 

was attached
• People did not assign gender stereotypes in the 

gender-neutral context

4.4 Thematic Analysis Result 
• Category 1: Design Elements impacted the per-

ception
• Category 2: People took CA's context into con-

sideration
• Category 3: The level of human-likeness affected 

the perception
• Category 4: Individual personal experience im-

pacted the perception

4.5 Discussion

4.6 Summary
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4.2 Methods4.1 Introduction

People treat conversational agents (CAs) as social 
actors and attach gender stereotypes to CAs that 
show different gender markers [47, 57, 30, 31]. These 
gender stereotypes include considering a woman 
to show higher warmth (i.e., communion) and a 
man to show higher competency (i.e., agency). In 
addition, gender-androgynous agents were sub-
consciously disliked [33], even when participants 
consciously preferred them [47]. 

As society's gender norms change, a few recent 
studies have suggested that these gender biases are 
exaggerated [176, 177].

However, there is persistent evidence from recent 
years on how people still ascribe warmth (commu-
nion) to females and competence (agency) to males 
[47, 71]. In addition, it is hard to deny the prolif-
eration of female-gendered CA over other (male 
and gender androgynous), as studied by Feine et 
al. [28], indicating a gender bias. Some explain this 
phenomenon as people's implicit attempt to assign 
more experience (warmth) rather than an agency 
(competence) to design CAs more humanlike. 

Similarly, scholars have investigated if metaphors 
attached to CAs impact the perception of human-AI 
collaboration. Khadpe et al. [69] found that CA 
metaphors with different levels of perceived warmth 
and competence impacted participants' intention to 
use, desire to cooperate, and usability of the agent. 
Similarly, a study by Gilad et al. [146] has shown 
how descriptions with different warmth and com-
petence levels for AI recommender systems led to 
different preferences of one system over others. As 
research shows quite a persistent result that there is 
primacy for warmth (experience) over competence 
(agency) [69, 146], the proliferation of female CAs 
could arguably be the result of people's implicit ste-
reotype assignment. 

Study Design

This study aims to understand if chatbot profiles 
with different metaphors (HW-HC, HW-LC, and 
LW-HC) (Figure 25) will be perceived to have the 
same warmth and competence after three different 
gender conditions (female, male, gender androgy-
nous) are attached to them. Therefore, we conducted 
a 3 (gender) × 3 (metaphor) × 4 (warmth and compe-

tence measures) within-subject study. 

Conversational Agent Design

Gender and metaphors can be signaled through a 
collection of social cues [184]. In order to get a reli-
able result, we have to consider different social cues 
when we design for the chatbot profile conditions. 

Metaphors
For academic consistency, we took metaphors sam-
pled by Khadpe et al. [69] (Figure 25). We decided 

not to include metaphors from LW-LC (low warmth 
and competence) in our study. The reason for this 
decision is because the previous study has shown no 
benefit in designing metaphors from that quadrant 
(LW-LC), as they failed to improve: the intention to 
adopt; desire to cooperate; the usability of an agent; 
and desire to try out the system [69]. These meta-
phors were already tested by Khadpe et al. with US 
participants on a crowdsourcing platform. There-
fore, we chose "Trained professional" for HW-HC 
condition, "Shrewd sales executive" for LW-HC, and 
"Middle schooler" for HW-LC condition. 

Avatars
Studies have explored and tested avatars showing 
different gender  markers [168-170]. We chose Sil-
vervarg et al.'s study [170] since their avatar had the 
least difficulty assigning metaphors with different 
ages (middle schooler, trained professional, shrewd 
sales executive).

As discussed in Chapter 2, gender choices in CA 
design can be a part of a metaphor. However, to 
the best of our knowledge, there is no work manip-
ulating metaphors with different CA gender. This 
is important to investigate as it can give us a clue 
to calibrate the user expectation based on gender 
stereotypes. 

In this chapter, we will design these different chat-
bot profiles to be used as conditions. To continue 
the academic consistency, we decided to implement 
the textual metaphor conditions from a study by 
Khadpe et al. [69] and the gendered avatar from a 
study by Silvervarg et al.[170]. However, they have 
only been tested and proven to work individual-
ly, not when they were combined. Therefore, we 
will confirm if we will still get the same perceived 
warmth and competence when a gendered avatar 
is attached to a textual metaphor. To this end, we 
formulate our research questions as follows:

RQ 4.1 Is metaphors in different quadrants of 
warmth and competence perceived with the same 
warmth and competence when combined with visu-
al cues and gender markers?

RQ 4.2 When people see CA profile with an avatar 
and description explaining its metaphor, what do 
they pay attention to in forming their first impres-
sion?

Figure 25. Three qudrant of Stereotype Content Model 
(Warmth × Competence), metaphors from Khadpe et al. [69]

Figure 26. Examples of gender cues attached to different meta-
phors. 

Figure 15. Three gender conditions from Silvervarg et al. [170]. 
From left to right, female, male, and gender androgynous. 
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High
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Shrewd sales executive
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Trained professional
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While their gender cues are somewhat not appar-
ent except in their hairstyles, there are consistent 
findings that the length of hair can invoke gender 
stereotypes by itself [57]. In fact, individuals seem to 
rely on a hairstyle as a salient facial cue [178, 179].

While the original avatars wear t-shirts in different 
colors (the female avatar wears a pink t-shirt, the 
male wears blue, and the gender androgynous wears 
green), we received the comment how colored t-shirt 
does not align well with the "trained professional" or 
"shrewd sales executive" metaphor during our trial 
run before deploying the study. Therefore we cut the 
image not to show the t-shirt but instead let partici-
pants focus on the avatars' faces. The final avatar we 
used for the study can be seen in Figur 26.

Name
Different names can signal different genders. There-
fore, we can use a name to signal different genders 
in our study. To do so, we used Gender API, a gender 
inference service based on a first name. Gender API 
has been used in academic literature [171-173]. Gen-
der API is a service that determines gender (male, 
female, unknown) by a first name and confidence 
parameters (samples and accuracy). It is built upon a 
combination of data from multiple sources, partial-
ly from publicly available government records and 
data crawled from social networks. Each name got 
verified by different sources to be incorporated [174]. 
We localized our queries to the US location, as the 
perception of the name differs by country.

We collected around 170 "gender-neutral names" 
from search results and ran them in Gender API. 
From the result, we chose "Jamie" for the gender-an-
drogynous condition, as it had the most sample 
sizes (12,612) and had reasonably low accuracy 
(68% accuracy). In contrast, we chose Emma for the 
female chatbot and Tom for the male. These names 
resulted in 98% accuracy female for Emma (sample 
size 5,378) and 100% accuracy male for Tom (sample 
size 19,527). 

Measures

Gender demographic survey
As previous studies have reported a statistically 
significant interaction effect between participants' 
gender and CA gender, we decided to collect partic-
ipant gender. We used the gender survey form that 
was suggested by Spiel et al. [58]. 

Warmth and Competence 
We use the 7-point Likert Scale to measure designed 
chatbot profiles' perceived competence and warmth. 
We adopted the most recent scale developed by 
Halkias and Diamantopoulos [175], which developed 
a more robust measure after years of criticisms of 
SCM measures' inconsistent operationalization. 
Their measure included: "friendly" and "likable" for 
warmth, "competent" and "efficient" for competence. 

Procedure and Experiment Setup

Figure 27 visualizes a study procedure. First, partic-
ipants were asked to sign a consent form. Then they 
answered a demographic question regarding their 
gender. Afterward, they were asked to rate each 
profile based on their perceived warmth and com-
petence. All 36 questions about perceived warmth 
and competence for 9 different chatbot variations (3 
genders × 3 metaphors) were randomized to pre-
vent biases from ordering effects. After they rated 
all the profiles, they were asked to leave qualitative 
comments about what influenced their answers. We 
asked two different attention check questions, also 
randomized, among other questions. 

As we plan to adopt the profiles in the following 
study in Chapter 5, we specified that these chatbots 
would "assist" a participant in their "shopping deci-
sions." 

Participants

We recruited 100 participants in the crowdsourc-
ing platform Prolific. After screening the attention 
check question answers, 8 participants' answers 
were discarded, leaving 92 worker data to be ana-

Consent form

Gender demographic survey

User survey

Qualitative comment

Figure 27. Study procedure. 
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lyzed. Workers located and born in the United States 
of America and whose first language is English were 
allowed to participate in the study. We got balanced 
sex samples. We compensated them with an hourly 
wage of £10.84 per hour. 

Thematic Analysis 

To answer RQ 4.2, we conducted a thematic analysis 
based on the qualitative comment collected after 
the user survey. While the question was optional 
to answer, we collected 90 answers out of 92 valid 
responses.  

We conducted inductive thematic analysis following 
Braun and Clarke [181]. One researcher reviewed all 
participants' responses and iteratively conducted an 
initial coding. Both latent and semantic codes were 
generated. Responses could be assigned multiple 
codes. These assigned codes were then categorized 
into themes and later into categories. The final 
themes were not exclusive, and codes could contrib-
ute to multiple themes simultaneously. Figure 28 
shows an overview of these activities. 

(a) Generating codes

(b)  Searching for themes

(c)  Categorizing themes

Figure 28. Overview of thematic analysis activity 
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4.3 Survey Result

Figure 29. Scatter plot showing the average warmth and competence for the measured agent profiles 
with 7-point Likert scale. (MS=Middle schooler, SE=Shrewd sales executive, TP=Trained professional)

Participant Demographic

Among 92 participants, 42 of them were women 
(45.6%), 47 of them were men (51%), and 3 of them 
identified as another gender (3.3%). Workers' age 
ranged from 20 years old to 76 years old. 66.3% of 
the workers were under 40 years old, and the re-
maining 33.7% were over 40 years old. 

Metaphor perception still persisted when 
avatar was attached

We found that the metaphors from [69] still brought 
the same effect in their perception of warmth and 
competence after attaching a gendered avatar. Figure 
29 shows a scatterplot of mean values. Table 3 re-
ports the mean and standard deviation values. 

A repeated measures ANOVA with Green-
house-Geisser correction determined that means of 
perceived warmth and competence differed statisti-
cally significant between metaphors. For perceived 
warmth, F(1.802, 158.616) = 41.174, p<.0005 with 
large effect size (ηp ² = .526). For perceived compe-
tence, F(2, 176) = 168.715, p<.0005 with large effect 
size (ηp ² = .657). 

For perceived warmth, post hoc analysis with Least 
Significant Difference (LSD) adjustment revealed 
that perceived warmth of Srhewd Sales Executive 
(LW-HC, p<.0005) was statistically significantly 
lower than the Middle Schooler (HW-LC, p<.0005), 
and Middle Schooler was statistically significant-
ly lower than the Trained Professional (HW-HC, 
p<.0005) metaphor. Figure 30 shows a profile plot 
repersenting the result.   

For perceived competence, Mauchly's test reveled 
that we can retain sphericity assumption, χ2(2) 
= 1.44, p = .487. Post hoc analysis with sphercity 
assumed revealed that perceived competence of 

Middle Schooler was statistically significnalty lower 
than the Shrewd Sales Executive (p < .0005), and 
Shrewd Sales Executive was significantly lower 
than the Trained Professional (p < .0005). Figure 31 
shows a profile plot repersenting the result.  

Gender stereotype only appeared in per-
ceived warmth, not in perceived compe-
tence. 

We found that there was a statistically significant 
difference in perceived warmth between three 
different CA gender,while no differencec was found 
in perceived competence. For perceived warmth, a 
repeated measures ANOVA with Huynh-Feldt cor-
rection indciated that there's statistical difference, 
F(1.78, 156.8) = 5.35, p<.008, with moderate  effect 
size (ηp ² = .057). However, perceived competence 
showed no statistical difference (F(1.83, 160.85) = 
.629, p=.52).

For perceived warmth, post-hoc analysis with LSD 
adjustment showed that female CA (Emma) was 
perceived statistically significany warmer than the 
gender-androgynous CA (Jamie) (p = .036) and the 
male CA (Tom) (p = .007). We found no significant 
difference between gender-androgynous (Jamie) and 
male (Tom) (p = .152)

Participants' gender did not moderate the 
perceived warmth and competence of the 
CA gender and metaphor. 

We found no interaction effect between participant 
gender and the CA gender and metaphors. 

Table 3. Means and standard deviations of warmth and competence for each gender and metaphor conditions
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4.4 Thematic Analysis Result

Given RQ 4.2, we focus on gaining qualitative 
insight into the factors influencing participants' 
perception of each chatbot profile. The thematic 
analysis resulted in a final set of 9 themes catego-
rized into four categories (Table 4).  

Category 1: Design Elements impacted 
perception

People often mention a specific element from the 
chatbot profile. For example, they mention the 
description next to the chatbot's name, message, 
or avatar. Notably, we did not receive any comment 
regarding the chatbot's gender or assigned names 
(e.g., Emma, Tom, and Jamie). Moreover, people 
showed primacy for chatbots' descriptions and mes-
sages over avatars. However, this could be due to the 
within-subject study design, as they were forced to 
focus on the difference between several profiles. 

Theme 1.1 People rely on how chatbot describe them-
selves to judge chatbot
Most people explained that they based their judg-
ment solely on the chatbot's description of them-
selves, and these descriptions were enough for 
them to make an initial judgment of warmth and 
competence. Here, avatars were barely mentioned to 
influence their perception. 

"The language they used compared with what 
descriptor I was judging them on.  Like I don't feel 
like a middle schooler is competent in selling me 
something but I had a hard time saying they were 
unlikeable or not friendly.  On the opposite side, the 
"shrewd" sales person didn't feel likeable or friendly 
but maybe more competent." (Participant #31)

"I looked pretty much solely at their title/position. I 
did not trust the middle schoolers to be competent 
or efficient, trusted "trained professional" more, and 
"shrewd sales executive" the most." (Participant #5)

" All I had to go on is the chatbot's description of 
themselves.. " (Participant#83"

" age [and] the language they used (the whole shrewd 
thing sounded fake to me)" (Participant #84)

Theme 1.2 People rely on how chatbot talks
Some people went beyond the description and paid 
attention to the content and style of the message. 
Interestingly, they rated the chatbot message as 
unfriendly, which influenced their judgment of 
warmth. The possible reason behind their reaction 
could be the chatbot not greeting them, which is 
considered unfriendly in social settings. 

"... The messages were very generic and bland so 
none of them seemed especiall friendly, they didn't 
even say hi." (Participant #5)

"I was focusing on how the chatbots introduced 
themselves. I personally don't feel like any of the 
intro sentences were friendly or likable-- it was all 
business and that's OK for chatbots." (Participant 
#35)

"Middle Schoolers and the Shrewd Sales Executives. 
The default greeting that they all gave wasn't very 
friendly but I selected different degrees of friendli-
ness based on the chatbot's titles" (Participant #40)

Theme 1.3 People react sensitively to an adjective 
attached to the chatbot
Perhaps in a similar vein to theme 1.1, people 
reacted sensitively to adjectives attached to chat-
bots. They often mentioned the adjective "shrewd" 
to explain their perception of low warmth towards 
them. They also mentioned that it was "off-putting" 
(Participant #59)

"shrewd was the only descriptor that made me 
choose unlikable, the middle-schoolers were neither 
friendly or not, and just a name and occupation was 
not enough info to determine efficiency, so I choose 
neither for all." (Participant #64)

"Well shrewd doesn't really speak in a positive way 
to me so always kind of disagreed with anything 
about them.." (Participant #79)

Figure 30. Profile plot show-
ing the perceived warmth 
based on three metaphor 
conditions. Each colored line 
represents CA gender. Y-axis 
ranged from 1 to 7.

Figure 31. Profile plot show-
ing the perceived competence 
based on three metaphor 
conditions. Each colored line 
represents CA gender. Y-axis 
ranged from 1 to 7.
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Themes

Category 1: Design Elements

1.2_ People rely on how chatbot talks

Category 2: Context

2.2_ Some people noticed unusual metaphor and reacted differently towards them

Category 3: Humanlikeness

Category 4: Personal Experience

4.2_ I hate chatbot people

1.1 _ People rely on how chatbot describe themselves to judge chatbot

1.3_ People react sensitively to an adjective attached to the chatbot

2.1_ People rated competence high when they thought chatbot matched the task

2.3_ Some people would like to hold off their judgement before they could interact

3.1_ People who found the presented chatbot too machinelike, had difficulty rating

4.1_ People reflect their real-world experience to judge chatbot

Table 4. A total of 9 themes are grouped into 4 categories. Instances count how many question responses discussed the theme, and Partici-
pant counts how many participants discussed the theme.

"...The Shrewed, I assume not very likeable or 
friendly." (Participant #45)

Category 2: People took CA's context into 
consideration

On a higher level compared to Category 1, the 
themes in Category 2 pay attention to the context in 
which chatbots were deployed. 

Theme 2.1 People rated competence high when they 
thought chatbot matched the task
People applied the context of making shopping de-
cisions when they answered their perceived compe-
tence of the chatbots. This suggests that the relevan-
cy between the metaphor and the task CAs are given 
can be critical in designing chatbots.

"I don't feel like a middle schooler is competent in 
selling me something but I had a hard time saying 
they were unlikeable or not friendly." (Participant 
#31)

"Any bot that said that they were a middle schooler 
I did not give good ratings to. I don't think myself 
or most people want a middle schooler to help them 
out with their shopping." (Participant #52)

"I selected competent and efficient when the person 
I was speaking to seemed actually trained for the 
job, rather than the Middle Schoolers and the 
Shrewd Sales Executives." (Participant #40)

Theme 2.2 Some people noticed unusual metaphor 
and reacted differently towards them
Some people mentioned how some of the meta-
phors were unusual and not "like any other chatbot" 
and how they give them personality. This unique 
metaphor increased some people's curiosity about 
the CA. 

"For some strange reason, the trained shopping 
assistant's just felt like any other "chatbot" that I 
wouldn't put any stock in, but the ones that iden-
tified themselves as something else, like middle 
schooler or shrewd executives, seemed like they had 
more personality to them." (Participant #13)

" ... I also hate "skilled sales professionals" and 
would   rather have a middle schooler, someone 

who lets me make up my own mind and is not too 
pushy." (Participant #82)

However, for some people, the unique metaphor 
was "off-putting" and impacted them negatively. 

"I guess the 'trained professional' sounded the least 
annoying of the lot?  Middle schooler and shrewd 
professional were just too much for me though." 
(Participant #21)

"...having a chatbot describe themselves as a middle 
schooler seemed particularly odd."  (Participant #83)

Theme 2.3 Some people would like to hold off their 
judgement before they could interact
A few answers (2 out of 90) answered that they could 
not rate the profile before interacting with the chat-
bot. People who feel this way will need more context 
for the chatbot. These answers stand out as they 
refuse to attach stereotypes to the chatbot based on 
their explicit opinion. 

"I don't see how I can rate someone as efficient or 
competent when they haven't done anything." (Par-
ticipant #60)

"I don't have enough information on the chatbot to 
say if they we actually friendly, efficient etc" (Partic-
ipant #73)

Category 3: The level of humanlikeness 
affected perception

Theme 3.1 People who found the presented chatbot 
too machinelike, had difficulty rating
Interestingly, some people expressed difficulty 
rating their perceived warmth and competency. This 
difficulty tends to happen when the chatbot seems 
too machinelike. According to them, not having 
more humanlike qualities failed to give them any 
perception.  

"I see the chatbot as being robotic so I didn't think 
it was friendly, competent, efficient, friendly, etc 
strongly one way or the other." (Participant #55)

"The chatbots lacked charisma or any quality that 
made them seem human.They were nothing more 
than a script and a vector-based avatar." (Participant 
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#32)

Category 4: Individual personal experi-
ence impacted perception 

Outside the designer's design choices, participants 
also brought their own unique personal experiences 
and opinion to the ratings of CA. This tendency also 
influenced their ratings, although not in a signifi-
cant effect. 

Theme 4.1 People reflect their real-world experience 
to judge chatbot
Many people explained how they actively imagined 
interacting with descriptions of CAs in real life. 

"I tried to imagine the profile as a robot acting as a 
human the best it could and using what information 
I could fathom in such a situation how I would feel 
interacting with it." (Participant #28)

"I took into consideration how helpful I felt each 
person would be, and based my opinions on each 
category on that." (Participant #48)

By doing so, most of them attached their stereo-
types. However, some people brought their own 
unique experiences that influenced their percep-
tions. For example, while the Middle Schooler 
profile was often deemed high in warmth by most 
participants, some participants who claimed to live 
with the middle schooler said they are not friendly 
all the time.  

"Their age (I assume middle schoolers aren't trained 
- and I live with a middle schooler, they're not 
always friendly) and profession." (Participant #17)

"... The middle schooler may not be super helpful 
BUT some kids are pretty savvy." (Participant #45)

Theme 4.2 I hate chatbot people
Although few (3 out of 90), some people expressed 
their opinion strongly on how they hate chatbots. 
They often associated chatbots with words like 
"bothering," "annoying," or "pushy." 

NONE are friendly. they are chatbots. GENDER/sex 
are not REAL . they are CHATBOTS. middle school, 

shrewd business executives etc. are NOT REAL. They 
are chatbots. it is all code and formulas. it angers 
me to apply human feelings like friendly/likeable/
competent to chatbots. the BEST we can ever do 
is efficient. and even that is based on the coding." 
(Participant #90)

"I don't like chatbots very much so it's difficult 
for me to see them as anything other than a script 
running some AI which is bothering me instead of 
allowing me to get on with what I'm doing." (Partic-
ipant #21)

"I really hate   chatbots, but I also hate "skilled sales 
professionals" and would rather have a middle 
schooler, someone who lets me make up my own 
mind and is not too pushy." (Participant #82)

Also, some people defied anthropomorphizing chat-
bots, which is understandable. 

"Bots claiming to be things is creepy." (Participant 
#3)

4.5. Discussion

Our result has shown how textual metaphor per-
sisted in their perceived warmth and competency 
after combining visual avatars with gender cues. 
Moreover, our thematic analysis sheds light on how 
people perceive the CA profile and what impacted 
their judgment of warmth and competency. 

We found no difference between when the metaphor 
was only conveyed textually, and when they were 
attached with gender cues with visual avatar. Our 
result aligns with previous findings from Baxter et 
al. [180], where they found no stereotyping effect 
within the gender-neutral context. As they report-
ed the significance of gender stereotyping within 
the gender-specific context, future studies should 
include gender-specific context to test the actual 
impact. 

Themes in Category 1 confirm previous works on 
social cues embedded in CAs impacting the user 
perception and behavior [29, 57, 123, 126]. Theme 
1.1 confirms previous findings on how people can 
judge the system's warmth and competence solely 
based on their description [146]. This insight shows 
a stark contrast to theme 2.3, where a minority of 
people hold their judgment before using the sys-
tem, at least if we take their comments at face value. 
As previous findings reported, participants may 
consciously express their judgment toward CA but 
unconsciously follow their stereotype [47]. 

Theme 1.3 identified a stereotypical reaction to-
wards the adjective "shrewd." This reaction aligns 
with the previous finding on warmth and compe-
tence perception towards 64 trait adjectives [182, 
183]. Therefore, adding a certain adjective to CA 
should be a cautious design choice. Roosenberg 
et al.[183]'s trait ascription result can be a starting 
point for designers to get a set of adjectives they can 
attach. 

This study decided not to greet participants to get 

a more neutral impact on friendliness over all the 
conditions. However, as theme 1.2 identified, some 
participants paid extra attention to the content of 
the CA's message and explained that no greeting 
affected their perception of warmth. Therefore, 
we advise to make CA to greet the participants 
(e.g., "Hello", "Nice to meet you") in order to ensure 
perceived warmth, which was found to be always 
beneficial in almost all cases [69, 146].

Themes from Category 2 suggest how the design 
elements identified in Category 1 should be within 
the consideration of the task characteristics and user 
goal. Previous findings have shown how human-CA 
interaction stands out in its focus on utility and 
task-orientedness [120, 99] compared to human-hu-
man communication. Therefore, considering the 
task characteristic is ever more critical. When CA 
designers choose a certain metaphor for the CA, 
they should not only focus on the perceived warmth 
and competence but also pay attention to the rel-
evance of the metaphor to a given task. They can 
also design a certain metaphor to manifest a more 
suitable character for the given task. 

The importance of using a relevant metaphor for the 
CA's given task also overlaps with theme 4.1 from 
Category 4. In theme 4.1, people have shown how 
they actively bring their real-world experiences of 
themselves into the human-CA interaction. This 
finding suggests that CA designers should be highly 
aware of real-world examples when choosing a cer-
tain metaphor for CAs. 

Similarly, theme 4.2 from Category 4 shows how 
a personal opinion and attitude toward a chatbot 
could impact user perception of the system. Their 
main frustration seemed to be an annoyance, which 
we could infer from the lack of usability and inter-
activeness. Although only a small number of people 
expressed this opinion (4 out of 90 participants), CA 
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designers can be aware of this user pool and design 
a system to help users achieve their goals as soon as 
possible. 

These findings show how metaphor manifests itself 
in a collection of elements, not in a vacuum. There-
fore, the decision toward metaphor should be made 
holistically, not by focusing on the microscopic 
elements. 

4.6 Summary

In Chapter 4, we conducted a mixed-method study. 
We tested if metaphors with different warmth and 
competence would bring the same effect when com-
bined with visual avatar and gender cues. We found 
that the perceived warmth and competence persist-
ed after they were combined, along with qualitative 
insight on what impacted participants' judgment to-
wards the CAs, gathered from participants' qualita-
tive comments. We conclude the work by discussing 
the findings. Based on the findings, we gave a few 
suggestions to CA designers to consider when they 
apply metaphors to their CAs. 



Chapter 5.

Can We Overcome the 
Stereotype?
In this chapter, we conduct an empirical study to 
investigate if we can calibrate the effect of CA gender 
by manipulating the metaphor with varying per-
ceived warmth and competence. Here, we claim 
that gender is a part of a metaphor. By realizing 
fundamental source of  genderizing CA is desigenrs 
attempt to attach a metaphor, designers can have 
more freedom in making ethical design choices in-
stead of erasing the nuance of gendered CA. To this 
end, we present the study method. 

*Important to note: This part of the thesis is a work in 
progress. We are planning to publish the result in the 
academic venue. The thesis will be updated accordingly 
within a year after the thesis publication date on TU Delft 
Repository. 

5.1 Introduction

5.2  Related Work
• CA Metaphor and Its Effect
• CA Gender and Its Impact on User Evaluations
• Gender-androgynous Agents 
• Is Gender a Part of Metaphor?

5.3 Method
• Study Design
• Measures
• Procedure and Experimental Setup
• Participants
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5.1 Introduction

Conversational agents (CA) are becoming everyday 
human-computer interfaces, following the advance 
of artificial intelligence (AI) technology, namely 
natural language processing (NLP). For example, 
Voice User Interfaces (VUI) like Apple's Siri, Sam-
sung's Bixby, and Microsoft's Cortana became a core 
component of their operating systems. Moreover, 
the rapid growth of messaging applications (e.g., 
Whatsapp, Messenger, Slack, Microsoft Teams) has 
fueled the sharp increase of text-based chatbots 
in numerous contexts, including education [185], 
healthcare [186, 187], customer care [188], social 
companion [189], and many more. 

As conversation is a highly human trait, and with 
reported benefits of CAs possessing a high level of 
anthropomorphism [190, 191], numerous research 
has shown how users treat CAs as social actors and 
apply human-human social rules and expectations 
to CAs [29, 3, 2]. One of the most salient social cues 
is gender signals of CAs, where a myriad of research 
has reported how different gender markers induce 
significantly different social reactions from people, 
even with minimal gender markers [57, 53, 33]. 

In this regard, an interesting phenomenon exists in 
the proliferation of female-gendered CA over other 
genders in society [28]. This could potentially be 
explained by the gender stereotypes of how females 
are perceived to be stereotypically warm (commu-
nion) and males as stereotypically competent (agen-
cy) [47, 57, 104-106]. Here, warmth and competence 
are a two-axis of established social psychology 
theory called the Stereotype Content Model (SCM), 
which is a model postulating that all group interper-
sonal impressions form along the aforementioned 
two dimensions [141]. A recent study explained the 
proliferation of female-gendered CAs as an intuitive 
attempt to perceive machines as more human be-
cause warmth is a fundamental human quality but 
lacking in machines [70].

For this reason, it is interesting to notice how 
emerging studies on the effect of CA metaphors in 
user evaluations vary in their perceived warmth and 
competence. Metaphors signaling high warmth have 
shown to always positively affect the intention to 
use, desire to cooperate, and usability of the agent. 
However, projecting competence is a more nuanced 
decision, as high competency help attract new users, 
while low competency improves users' intention 
to adopt and desire to cooperate with the CA [69]. 
Moreover, the effect of warmth is reported to have 
primacy over competence even outside the CA con-
text, where people persistently preferred descrip-
tions of an "AI system" signaling high warmth, even 
when it was overly deficient in its competence [146].

However, while stereotyping is highly unconscious 
behavior and is an ingrained human characteristic 
[63, 64], it has been a long-lasted, and unsolved eth-
ical dilemma for CA designers as adapting to gender 
stereotypes can reinforce such stereotypes [44, 45, 
33]. Namely, a recent UNESCO report emphasizes 
how female CA can reflect and intensify the social 
expectation of women as "subservient" assistants 
instead of decision-makers [27]. As technological 
artifacts and systems acquire embedded values [52] 
(p.49), it is an ethical design challenge that the HCI 
community holds. Despite the concerns, there is a 
critical research gap on how we can calibrate such 
tendencies. 

In this research, we aim to investigate if the user's 
stereotype assignment toward a conversational 
agent's gender identity can be calibrated by manipu-
lating the metaphor with varying warmth and com-
petence of CAs. We further claim that the CA gender 
is a part of a CA metaphor. 

Previous research has investigated the effect of 
gender in a vacuum without considering gender as a 
part of a metaphor. More specifically, a broad spec-

trum of nuance can be expressed within the same 
gender. For example, a metaphor of a grandma will 
be perceived differently from a metaphor of a teen-
age girl. Not considering this nuance is problematic 
because without considering this, the discussion of 
assigning agents with either one gender over anoth-
er will be an endless discussion of the "chicken or 
the egg" dilemma. 

It is easy to be led to a conclusion that female-gen-
dered CA will always be beneficial as they assert 
higher perceived warmth, which has shown to be 
persistently beneficial, unlike perceived competence 
[69, 146]. We argue that this approach would end up 
one-dimensionally looking at female agent identity 
and will not give us a good direction of solving the 
problem of indirectly reinforcing the gender stereo-
type through CA design [27, 44, 45].

Moreover, we investigate how different metaphors 
and gender of CAs impact trust, reliance, intention 
to adopt, desire to cooperate, and perceived usabil-
ity in a decision-making context. While there are 
myriad research findings on the stereotypical per-
ception based on the agent gender [46, 57, 71], little 
is currently understood on the effect of these agent 
identities in supporting the user decision-making 
process. To the best of our knowledge, this study is 
the first attempt to investigate the effect of different 
metaphors within the agent gender identity design.

To this end, we cast the following research questions 
in this chapter: 

RQ1: Does metaphor with different perceived 
warmth and competence influence the reliance, 
trust, intention to adopt, desire to cooperate, and 
perceived usability?

RQ2: Does the gender of CA and users' reliance, 
trust, intention to adopt, desire to cooperate, and 
perceived usability of CA's advice moderated by 
gendered context?

RQ3: How does the gender-androgynous chatbot 
profile impact user evaluation compare to female 

and male-gendered chatbots in human deci-
sion-making? 

RQ4: How does reliance, trust, intention to adopt, 
and perceived usability on gender vs. metaphor 
compare even in a gendered context?

We plan to conduct a between-subject user study 
to investigate this effect concerning debated topics. 
Here, we expose study participants to a conversa-
tional interface while giving them a decision-mak-
ing task to solve by specifying a scenario. In this 
research, we design a context as a shopping-decision 
context with three different "gender" of a product, 
advised by different gender of a CA. This experi-
ment design choice was based on previous research 
showing how people are more likely to assign gender 
stereotype when the gender of a CA do not match 
with the gender-stereotypical subject domain that 
CAs were assigned to [180, 33, 57]. Therefore, it is 
crucial to test the effect of attaching different met-
aphors to gender would persist in a different gen-
dered context. After participants interact with CA, 
they are asked to answer their experience with CAs 
through a self-report questionnaire. 

*Important to note: This part of the thesis is a work in 
progress. We are planning to publish the result in the 
academic venue. The thesis will be updated accordingly 
within a year after the thesis publication date on TU 
Delft Repository. 
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5.2 Related Work

In this section, we review previous literature related 
to our research question. As we investigate, we pro-
pose hypothesis on each research questions. Figure 
32 presents a research model diagram.

CA Metaphor and Its Effect

Previous research has found that systems or agents 
portraying high warmth are more likely to let users 
co-operate and interact longer with the chatbot 
agent. However, metaphors that signal high compe-
tence will likely decrease users’ intention to adopt 
the system, while high competence can induce par-
ticipants’ curiosity to try out a system [69]. We thus 
expect to find a similar effect in our study, where 
an agent with a higher perceived warmth metaphor 
will lead to a higher desire to co-operate and inten-
tion to adopt, and an agent with a lower perceived 
competence metaphor will have a higher intention 
to adopt. Therefore, we set our hypothesis for the 
RQ1 as follows:

• Hypothesis 1a (H1a): higher perceived warmth 
will lead to higher trust, reliance, perceived 
usability, desire to cooperate, and intention to 
adopt.

• Hypothesis 1b (H1b): lower perceived compe-
tence will lead to higher intention to adopt and 
desire to cooperate.

In human-robot interaction, research has shown 
that perceived occupational competency was a better 
predictor of human trust than the robot gender 
[192]. Similarly, previous researchers on the effect 
of chatbot in the e-commerce environment have 
found that perceived competence positively affect 
perceived trust in the agent [193-195], resulting 
in higher purchase intention [194]. Therefore, we 
foresee having a similar result in our study that the 
perceived competence will lead to higher trust and 
reliance.  For this reason, our third hypothesis for 

the RQ1 is:

• Hypothesis 1c (H1c): higher perceived compe-
tence will lead to higher trust, positively im-
pacting the reliance, and perceived usability.

Moreover, researchers have found that participants 
prefer the high-warmth system significantly more 
than the one signaling high competence, even when 
it was overtly deficient in its competence [146]. 
Therefore, we exploratively investigate if perceived 
warmth will show a more significant effect than per-
ceived competence in predicting user trust, reliance, 
and perceived usability. To this end, we set our final 
hypothesis for RQ1 as follows:

• Hypothesis 1d (H1d): perceived warmth will be 
a better predictor than perceived competence in 
user trust, reliance, and perceived usability.

CA Gender and Its Impact on User Evalu-
ations

Previous research has indicated a varied effect of CA 
gender on user trust. In the context of a mock-up 
airport screening interview with embodied conver-
sational agents (ECAs), participants found the male 
agent more trustworthy than the female agent [48]. 
Conversely, in the context of soliciting donation 
with human-robot interaction, male participants 
attributed higher trust to an agent with a female 
voice than to a male agent voice [101]. These results 
could be explained by the stereotypical gender roles, 
where research has reported how females asserting 
dominance tend to be evaluated negatively (less 
friendly) compared to the male agent doing the 
same task [57], which explains the decreased trust 
in an airport screening context. However, in solic-
iting a donation, men are more likely than women 
to signal their status by conspicuously spending on 
luxurious and publicly observable goods, especially 

in a romantic frame [196]. 

     We argue that these findings show how the trust 
perception of CA gender is context-dependent. For 
example, in voice-user interaction, people found 
the product description more credible when the gen-
der of the voice that read the description out loud 
matched with the stereotypical "gender" of the prod-
uct [33 (p.26)]. Moreover, there was a finding that 
users were more likely to apply gender stereotypes 
when a chatbot operates within the gender-stereo-
typical subject domain, for example, taking a me-
chanic's role [101]. Thus, we expect to see a similar 
effect in our study that participants will perceive a 
specific gender of CA positively when the CA gen-
der matches the context gender. In summary, our 
hypothesis for the RQ2 is: 

• Hypothesis 2 (H2): Participants will show posi-
tive reliance, trust, intention to adopt, desire to 
cooperate, and perceived usability to CAs when 
CA gender correlates with context gender.

Gender-androgynous Agents 

Previous studies with voice user interfaces (VUI) 
have shown that people unconsciously disapprove 
and dislike gender-androgynous voices, hypothet-
ically, because it causes categorical tension [47, 33]. 
However, in text-based chatbot interaction, par-
ticipants reported higher user satisfaction toward 
the non-gendered agent than either male or female 
chatbot [180]. As this study adopts a text-based 
chatbot agent, we also expect to see higher perceived 
usability with gender androgynous conditions. As 
there was a finding that perceived usability positive-
ly correlates to the self-reported intention to adopt 
score [197], we further hypothesize that gender 
androgynous agents will have a higher intention to 
adopt. In conclusion, our hypothesis for the RQ3 is:

• Hypothesis 3 (H3): Gender-androgynous agents 
will result in higher perceived usability, leading 
to higher intention to adopt. 

Is Gender a Part of Metaphor?

As mentioned before, research has shown that per-
ceived occupational competency was a better pre-
dictor of human trust than the robot gender in the 
context of human-robot interaction [192]. Moreover, 
robot gender least impacted the user trust com-
pared to other attributes of robot acceptance, such 
as attitude towards the robot, affective evaluations, 
and cognitive evaluations [198]. Therefore, while 
we recognize the effect would exist based on the CA 
gender, we expect to see a bigger effect of metaphors 
with different perceived competence and warmth on 
our independent variables. To sum up, we propose 
our hypothesis for RQ4 as follows:

• Hypothesis 4 (H4): Metaphors will have a larger 
effect size in determining user trust, reliance, 
intention to adopt, desire to cooperate, and 
perceived usability than CA gender.
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We conducted between-subject factorial design (3 
(CA metaphor) × 3 (CA gender) × 3 (“gendered” con-
text)). 

Study Design

Metaphor Design
We took metaphors with different perceived com-
petence and warmth that previous research used: 
Trained Professional for high warmth and high 
competence (HW-HC) condition; Shrewd Sales 
Executive for low warmth and high competence 
(LW-HC); and Middle Schooler for high warmth and 
low competence (HW-LC) [69]. 

Gendered Agent Design
We adopted agent avatars that were validated and 
used in a previous study in Chapter 4. The avatars 
embody cartoon-like visual style in order to include 
our metaphor condition that varies in age. We also 
use the same name as we tested in Chapter 4 (fe-
male-Emma; male-Tom; androgynous-Jamie).

5.3 Method

Figure 32. Research model diagram

Figure 33. Product images

Figure 34. Study Procedure

Using a gendered pronoun can help indicate gen-
der. Several studies have reported that applying 
pronoun to a robot was successful in manipulating 
participants' perception towards the robot, even 
with gender-neutral physical look (NAO robot) [177]. 
Therefore, we refer thee agent to participants using 
different gendered pronouns. 

Product Gender
Based on previous research about product gender 
perceptions [199], we chose toothpaste for the gen-
der-androgynous product, hairspray for the fem-
inine product, and lawn mower for the masculine 
product. We then generated a fictional product list 
that contains at least 5 attributes. In order to pre-
vent product image biasing participants, we decided 
to use black and white icon images for all the prod-
ucts (Figure 33).

Scenarios
Using the product list we composed, we designed 
two scenarios for each product gender category. Each 
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product had varying levels of complexities, where 
the “Easy” scenario required participants to find 
a product that meets three constraints while the 
“Complex” scenario required five constraints. These 
scenario complexities were randomly shown to the 
participants to prevent question order bias.  

Chatbot Recommendations
Similarly, CAs were designed to randomly recom-
mend one correct and another incorrect recommen-
dation. Therefore, participants could encounter the 
"Easy" scenario first and get incorrect recommen-
dations, or get the "Complex" scenario first and get 
correct recommendations. 

Measures

Gender demographic
We ask participants to indicate their gender by using 
the inclusive gender survey form suggested by Spiel 
et al. [58].

Affinity to Technology Interaction (ATI)
We used 9-item “Affinity for Technology Interac-
tion’ (ATI) questionnaire [200] based on a 6-point 
Likert scale from Completely Disagree to Completely 
Agree. 

Perceived Usability
As many theoretical and empirical studies have 
suggested that perceived usability can support or 
prevent users’ interaction with the system [201], we 
measured perceived usability using surveys from 
previous studies [202, 203, 69]. Content of ques-
tions can be found in Appendix FIXME. Participants 
were asked to rate on a scale ranging from 1 (strong-
ly disagree) to 7 (strongly agree).

CUI Rapport
As a conversational interface can trigger unique 
reactions for users to pick up social cues from the 
interface [29], we decide to measure the rapport be-
tween participants and CAs based on the validated 
“CRS-UX” model [204]. These question items were 
devised precisely for a conversational recommender 
system based on the established ResQue [205] met-

rics. We measured CUI Rapport on a 7-point Likert 
scale. 

Trust
To measure perceived trust, we adopted do-
main-specific trust scales for online recommender 
agents [197]. From the metrics, we used trust specific 
subset of Trust-Competence, Trust-Benevolence, 
and Trust-Integrity. Questions can be found in 
Appendix A. We assessed these items on a 7-point 
scale, ranging from 1 (strongly disagree) to 7 (strong-
ly agree).

Desire to Cooperate and Intention to Adopt
We borrow from previous work [69] to measure 
users’ self-reported desire to cooperate with the sys-
tem, and their intention to adopt the chatbot. We 
measured this with a 7-point Likert scale, ranging 
from 1 (strongly likely) to 7 (strongly likely).

Procedure

Participants will start from the crowdsourcing plat-
form Prolific. They will be redirected to a conver-
sational interface that we built from HTML-based 
TickTalkTurk [206]. Figure 35 shows the flowchart 
of how this interface worked. After they finished 
the task with the given scenarios, they will be led to 
the Survey platform Qualtrics. Figure 34 shows an 
overview of the whole experiment process.

Figure 35. Chatbot interface flowchart
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Chapter 6.

Thesis Discussion & 
Future Work
This chapter will give a summary of contributions 
on the graduation project. Afterwards, I give few 
design guidelines for designers in designing gender  
identity of CAs. Finally, some possible  directions 
for further research will be identified.

6.1 Summary of Contributitons

6.2  Design Guidelines for CA Geder

6.3 Future Work

6.1. Summary of Contributions

We investigate ethical identity design of conversa-
tional agents in three angles: (1) developing frame-
work to address  ethical dilemma in CA identity 
design, (2) evaluating the effect of gender and met-
aphor in chatbot profile, and (3) calibrating gender 
stereotyping through metaphor manipulation. Each 
three perspectives is addressed by an individual 
chapter of this report. 

Developing Framework to Address Ethical 
Dilemma in CA Identity Design

To address RQ 3.1 and RQ 3.2, we developed an eth-
ical framework by analyzing the ethical discussions 
in the conversational user interface (CUI) and HCI 
community. We presented the framework to an aca-
demic channel and synthesized valuable feedback. 

While numerous voices have expressed the need for 
a better ethical framework in designing CA identi-
ty, few works have investigated this dilemma with 
an ethical framework. This work takes a needed 
first step in proposing the ethics framework for 
CA identity design. To this end, we reviewed and 
synthesized previous and recent literature on CA 
and gender stereotyping and identified the research 
gaps. Afterward, we define the layers of the social 
problem with CA identity design, which designers 
can use to articulate the reason behind the dilemma. 
Finally, we introduce dialogical ethics that can be 
used as a critical thinking guide for designers facing 
the CA identity design dilemmas. 

Evaluating the Effect of Gender and Meta-
phor in Chatbot Profile

To address RQ 4.1 and RQ 4.2, we conducted a 
mixed-method study to get quantitative and quali-
tative insight into chatbot profiles' gender cues and 
metaphors. 

We show that the effect of textual metaphor prov-
en in previous literature persisted in its impact on 
perception, even after the visual cue (avatar) and 
gender cues are attached. We then collected evidence 
on how metaphor had a larger effect on a statisti-
cally significant difference in perceived warmth and 
competence. Finally, we provided qualitative themes 
that impact users' first impressions of the CA pro-
file. 

Calibrate Gender Stereotyping through 
Metaphor Manipulation

To address RQ 5.1, RQ 5.2, RQ 5.3, and RQ 5.4, we 
conducted an empirical study on the impact of the 
CA metaphor with different gender cues (female, 
male, androgynous). We specifically investigated 
this in the context of human decision-making with 
the CA recommender system. 

*Important to note: This part of the thesis is a work in 
progress. We are planning to publish the result in the 
academic venue. The thesis will be updated accordingly 
within a year after the thesis publication date on TU 
Delft Repository. 
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Brainstorm your metaphor in the 
Warmth-Competence axis

Prepare a blank paper and draw warmth and com-
petence axis. Now, brainstorm any metaphors that 
comes up in your mind that suits the context of the 
CA you are designing for. 

Try to Stick to high-warmth metaphor

Try to stick to high-warmth metaphor in order to 
induce more positive reaction from the users, espe-
cially to improve their intention to adopt and desire 
to cooperate [69]. 

6.2 Design Guidelines

Low
Competence

High
Competence

High
Warmth

Low
Warmth

Be aware of the trade-offs of using 
high-competence metaphor

Using high-competence metaphor will intrigue 
people to try out the CA as it sparks curiousity. 
However, if people find out the limitations in con-
versational ability of CAs, they will quickly be dis-
appointed and their intention to adopt and desire  
to cooperate will drop. Therefore, try to calibrate 
the competence markers well by communicating the 
system ability once user starts their journey. 

Using an adjective can help in forming the 
metpahor

We found that people pick up the impression of 
adjective quite sensitively. Validate the impression 
of an adjective you want to use in the CA metaphor 
with potential users to see if it induces similar reac-
tion that you want from users. 

Low
Competence

High
Competence

High
Warmth

Low
Warmth
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Introduction messages matter

Pay attention to how CAs greet users, as it can im-
pact first impressions more than you might think. 
If you are aiming for high-warmth, greet them with 
warming welcome. 

Pick metaphors that matches the task 
characteristic

Do not just focus on warmth and competence level, 
but also pay attention if the metaphor you picked 
can be relevant to the tasks you are assigning CA to. 
People will bring their real-world experiences when 
they interact with your CA.

6.3 Future Work

This thesis investigates how designers can make 
more cautious design choices when it comes to the 
gender identity design of the CA. In this regard, we 
presented an ethics framework for designers to use 
when navigating the dilemma. In addition, we pro-
posed to calibrate the effect of CA gender by manip-
ulating the metaphor. While we believe our results 
are promising, there are few directions that future 
works can investigate. 

Developing Design Tool using the Dialogi-
cal Ethics

While we analyzed the layers that cause the dilem-
ma in CA gender design and proposed dialogical 
ethics to navigate through this space, it is still in a 
theoretical phase where it's hard to be immediately 
deployed in design practice. Therefore, future work 
can develop a more practical tool for designers to 
adopt dialogical ethics.  

How to design gender-androgynous cues

In this thesis, we reported the impact of gender-an-
drogynous agents in the user evaluations and com-
pared it to other gendered agents. However, it is still 
a vague area to design an inclusive visual avatar that 
can be truly perceived as androgynous. As people 
develop their gender stereotyping from a very early 
age, previous research has found how people as-
sign the agent to either female or male, even when 
designers intended the agent to be perceived as 
androgynous. Therefore, it will be exciting research 
to study the effect of gender-neutral markers in CA 
representations. 

Does metaphor persist in Voice User Inter-
face?

We only focused on text-based task-oriented chat-
bots. However, as people sensitively react to the 

gender of CA's voice varying in pitch and tone, it 
will be an interesting research opportunity to see if 
metaphor will still "overpower" the effect of gender. 

Varying metaphors in different cultural 
contexts

Metaphors are perceived very differently based on 
the cultural background of the people understand-
ing them. A good example is a voice gender design 
of a Japanese telephone-based stock brokerage 
system, where users are introduced to stock infor-
mation in a female voice while they complete a pur-
chase with male voice agents. This is derived from 
the Japanese custom in which females are consid-
ered more suited to researching and communicating 
the stock information, while males are suited to 
handle the purchase. This is in contrast to the case 
of the US, where males stereotypically are consid-
ered more suitable for the job. 

However, in this thesis, we only focused on US par-
ticipants. Therefore, future research can investigate 
and compare the difference in the perceptions of the 
metaphors we used in this work. 
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Appendix C.

Questionnaire Items

Pre-Task Questionnaire

Affinity to Technology: 
Q1. I like to occupy myself in greater detail with technical systems.
Q2. I like testing the functions of new technical systems. 
Q3. I predominantly deal with technical systems because I have to. 
Q4. When I have a new technical system in front of me, I try it out intensively. 
Q5. I enjoy spending time becoming acquainted with a new technical system. 
Q6. It is enough for me that a technical system works; I don’t care how or why. 
Q7. I try to understand how a technical system exactly works. 
Q8. It is enough for me to know the basic functions of a technical system. 
Q9. I try to make full use of the capabilities of a technical system. 

Post-Task Questionnaire

Perceived Usability:
Q1.Using this chatbot is a frustrating experience
Q2.The chatbot is easy to use
Q3.I need to spend too much time correcting things with this chatbot. 
Q4.The chatbot meets my requirements

CUI Rapport:
Q5.The [toothpaste/hair spray/lawn mower] chatbot is warm and caring
Q6.The [toothpaste/hair spray/lawn mower] chatbot cares about me
Q7.I like and feel warm toward the [toothpaste/hair spray/lawn mower] chatbot.
Q8.I feel that I have no connection with the [toothpaste/hair spray/lawn mower] chatbot.
Q9.The [toothpaste/hair spray/lawn mower] chatbot and I establish a rapport.

Trust-Competence: 
Q10.This chatbot is like a real expert in assessing [toothpaste/hair spray/lawn mower].
Q11.This chatbot has the expertise to understand my needs and preferences about [toothpaste/hair spray/lawn 
mower]. 
Q12.This chatbot has the ability to understand my needs and preferences about [toothpaste/hair spray/lawn 
mower].
Q13.This chatbot has good knowledge about [toothpaste/hair spray/lawn mower].
Q14.This chatbot considers my needs and all important attributes of [toothpaste/hair spray/lawn mower].

Trust-Benevolence:
Q15.This chatbot puts my interests first.  
Q16.This chatbot keeps my interests in mind. 
Q17.This chatbot wants to understand my needs and preferences. 

Trust-Integrity:
Q18.This chatbot provides unbiased product recommendations. 
Q19.This chatbot is honest
Q20.I consider this chatbot to possess integrity. 

Desire to cooperate:
Q21.How likely would you be to cooperate with this chatbot?
Q22.How likely would you be to help this chatbot?

Intention to adopt (Behavioral Intentions):  
Q23.I will use this [toothpaste/hair spray/lawn mower] chatbot again. 
Q24.I will use this [toothpaste/hair spray/lawn mower] frequently.
Q25.I will tell my friends about this [toothpaste/hair spray/lawn mower] chatbot.
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Appendix D.

Task Scenarios

< Find your perfect [Toothpaste/Hairspray/Lawn Mower]>

You are now going to find the product that best matches the scenario below. To find this, you will interact with 
the conversational agent who will assist you in your shopping decision. There are a total of 23 toothpaste/hair-
spray/lawn mowers, and for each scenario, there’s only ONE product that matches the scenario perfectly. If you 
submit this matching product, you will be rewarded with a monetary bonus of 0.15 GBP.

Now please start your conversation with the agent on the bottom right corner of this screen. And submit the 
product that you think fits all the requirements in the scenario above. 

Toothpaste 

Scenario #1. (Easy)
Imagine your friend is asking for your help to get their toothpaste as the one they’re using right now is almost 
running out. So they need the toothpaste to be delivered in 1 day. They prefer unscented toothpaste over a 
fresh scented one. They want their toothbrush to be safe for sensitive teeth. 

Scenario #2. (Complex)
Imagine your parents are asking for your help to order toothpaste. They are going overseas by flight to travel 
for their upcoming vacation. Because of the long flight time, they want to bring their own toothpaste on the 
plane. Therefore they want travel-sized toothpaste. They want their toothpaste to have a fresh scent. They are 
looking for a toothpaste that serves total care including gum health. They do not want it to have a whitening 
function as they heard it is high in its abrasiveness. As their vacation is in a few weeks away, they’re not in a 
hurry for the delivery time.

Hairspray

Scenario #1. (Easy)
Imagine your friend is asking for your help to get hairspray as they got a new job, and they want to look pro-
fessional in the office. To have a more natural look, they want it to be either flexible or light hold hairspray. 
They do not want any textured or shining finish. They prefer it to have aerosol discharge.

Scenario #2. (Complex)
Imagine your parents are asking for your help to order hairspray to use in the wedding they are invited to 
attend. Because of the long hours, they want it to have a strong or extra strong hold. They want to have a tex-
tured finish look. They want the package to arrive within 3 days. They want to have a non-aerosol discharge. 
Any hairspray for any hair type works for them. 

Lawn Mower

Scenario #1. (Easy)
Imagine your friend is asking for your help to get a lawn mower to take care of their lawn. The size of their 

lawn is around five thousand square feet, so they want lawn mowers to have 20~22 inches cutting width. They 
want battery-powered mowers. Their budget is $345, and the price of a lawn mower should not surpass that 
amount. 

Scenario #2. (Complex)
Imagine your parents are asking for your help to choose a lawn mower for their house. They have around 
10,000 square feet of the lawn so they’re looking for lawn mowers with big cutting width, roughly over 27-inch 
cutting width. They do not care if it’s gas-powered or battery-powered, but they don’t want corded-electric. 
They want their mower to be rear-wheel drive, not front-wheel drive. Their budget is $1,700. They want to 
have three cutting options in their lawn mowers: mulch, bag, and side-discharge.  
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