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When we try to pick out anything by itself,
we find it hitched to everything else in the Universe.

John Muir





Contents
Summary ix

Samenvatting xiii

1. Introduction 1
1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3. Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2. Modelling Coastal Dunes 13
2.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2. Coastal dune processes, landforms, and models . . . . . . . . . . . . . . . . . 17
2.3. Model Implementations of Processes . . . . . . . . . . . . . . . . . . . . . . . 21
2.4. Landform Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.7. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3. Coupling Nearshore to Dune 45
3.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2. Coupled modelling of Sand Engine morphodynamics . . . . . . . . . . . . . 51
3.3. Marine and aeolian process interactions . . . . . . . . . . . . . . . . . . . . . 62
3.4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4. Sediment Pathways Across Domains 83
4.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5. Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5. Modelling Impact of Design 109
5.1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2. Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.3. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

vii



6. Synthesis and Outlook 129
6.1. Modelling across Domains in Coastal Applications . . . . . . . . . . . . . . . 130
6.2. Contributions of this Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.3. Recommendations for Future Development . . . . . . . . . . . . . . . . . . . 137
6.4. A Vision for a Future Modelling Ecosystem . . . . . . . . . . . . . . . . . . . . 140

7. Conclusions 143

A. Topographic steering 175

B. Simulation overview 177

C. Data description and post-processing 179

D. Theoretical potential dune growth 183

List of Publications 185

Acknowledgements 189

About the Author 193

viii



Summary

Coastal systems provide numerous services to communities worldwide, including flood
protection, recreational spaces, and biodiversity support. However, these valuable en-
vironments face increasing pressure from climate change, sea-level rise, and growing
coastal populations. Coastal management aiming to preserve these services is evolving
from traditional "grey" towards sandy Nature-based Solutions (NBS). The success of NBS
inherently relies on natural processes driving their evolution. NBS typically aim to fulfil
multiple objectives, while having lasting impact crossing multiple domains (such as the
nearshore, beach and dunes). This increases the need quantitative tools that describe
sediment transport and morphodynamic development across the nearshore-dune sys-
tem.

This dissertation addresses the challenge of modelling coastal evolution across multiple
domains through four complementary aims: (A) enabling process-based description of
dune development, (B) demonstrating the technical feasibility of coupling numerical
models, (C) mapping sediment pathways across the nearshore-dune system, and (D)
demonstrating the practical utilisation of these tools for informing NBS design.

To enable the process-based description of coastal dune development in engineer-
ing contexts, the existing aeolian transport model AEOLIS is enhanced with landform-
shaping processes, including vegetation growth, topographic steering of wind flow, and
avalanching. The goal was enabling the simulation of realistic coastal dune evolution
at scales relevant to engineering applications. The enhanced model successfully re-
produces four distinct dune landforms under real-world conditions. The simulation of
barchan dunes closely matched dimensions and migration rates observed in Morocco.
Simulated parabolic dunes reproduced migration rates and seasonal dynamics observed
in Brazil. The simulation of an embryo dune field captured the seasonality and spatial
sheltering effect as observed at De Hors, Netherlands. Finally, the spatial patterns and
volumetric changes of excavated foredune notches along the Dutch coast were success-
fully replicated. Simulating this blowout development on an engineering scale demon-
strated the model’s practical applicability.

The nearshore and dune domains function as an integrated system, yet they are typically
studied separately using different models. To address this limitation, a coupling frame-
work was developed that enables continuous exchange of bed levels, wave heights, and
water levels between three process-based models: DELFT3D Flexible Mesh, SWAN, and
the enhanced AEOLIS model. The framework was applied to the Sand Engine mega-
nourishment in the Netherlands, accurately reproducing observed marine-driven long-
shore erosion (4.1 Mm3) and aeolian deposition patterns. The simulation results en-
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able the quantification of interactions between domains. Aeolian extraction of sediment
from the shared sediment budget reduces marine-driven longshore dispersion by 2%.
Meanwhile, marine-driven morphodynamics cause variations in foredune growth; up to
24% lower dune growth in sheltered areas and 7% higher growth along accretive beaches
in the fifth year. As these morphological deviations accumulate over time, the effect of
these cross-domain interactions intensifies over time. This study demonstrates the fea-
sibility of coupling models at scales relevant to coastal management—spanning multiple
kilometres over five years.

Understanding coastal evolution requires more than quantifying morphological
changes; it demands insight into how sediment moves through the system. To ad-
dress this need, a Lagrangian particle-tracking approach was developed that accounts
for morphodynamic-driven burial. This extends Lagrangian analysis beyond traditional
timescales to multi-year periods. Applied to the Sand Engine simulation, the simulated
pathways reveal movement patterns impossible to detect through conventional Eule-
rian approaches. We analysed both the dispersion of nourished sediment and the origin
of accumulated sediment at the Sand Engine’s flanks. During initial stages, nourished
sediment dispersal is severely restricted by rapid burial. The displacement of particles
is reduced by an order of magnitude compared to displacement expected along undis-
turbed coastlines. Sediment accumulation south of the perturbation includes both di-
rect supply from the nourishment (41%) and indirect contributions from updrift sources
(59%). As the coastline perturbation diffuses over time, transport patterns gradually
transition toward those of an undisturbed coast. These result enable improved under-
standing of sediment movement between sources to sinks and thereby the causal rela-
tionships that drive coastal change. Rather than indirectly inferring connectivity from
Eulerian morphological comparisons, sediment pathways explicitly visualize sediment
movement between domains.

The practical utility of the developed tools was demonstrated by examining how specific
design choices might influence dune evolution in both large-scale mega-nourishments
and smaller beach nourishments. For the Sand Engine, the impact of multiple alterna-
tive design considerations on dune growth was explored. The simulations indicated that
removing the artificial dune lake would increase dune growth by 42,000 m3 over 10 years,
with effects extending 1,200 m alongshore. Reducing coarse sediment content enhanced
dune growth by 65%, and lowering the crest elevation increased sediment availability
through more frequent mixing. In a smaller-scale application, we explored using cer-
tain decisions in nourishment design to steer sediment supply as an abiotic condition
for vegetation growth. Incorporating a lagoon in beach nourishment design restricted
sediment supply toward the foredune, reducing total dune growth by 62%. Under the
assumption that vegetation depends on sediment burial, vegetation growth was limited,
maintaining wider blowout entrances. As a result, the simulated amount of backdune
deposition was 23% higher for the scenario with lagoon. Particle tracking analysis re-
vealed that the lagoon design more than doubled the contribution from nearshore sed-
iment sources to backdune accumulation. These applications demonstrate how the de-
veloped tools can support the design of NBS aiming to achieve objectives across multiple
domains.
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This dissertation advances our ability to model coastal processes across domain bound-
aries, connecting the marine and aeolian environments that have traditionally been
studied separately. The development from enhanced dune modelling to coupled
nearshore-dune frameworks, advanced sediment pathway analysis, and practical de-
sign applications creates new possibilities for coastal management. While challenges re-
main in computational efficiency and process representation, these tools enable coastal
engineers and managers to examine how interventions impact evolution across the
nearshore-dune system. As coastal regions continue to face increasing pressures, the
ability to connect domains in morphodynamic modelling provides a valuable tool for
integrated coastal management.
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Samenvatting
Wereldwijd leveren kustsystemen essentiële diensten aan lokale gemeenschappen,
waaronder bescherming tegen overstromingen, recreatiemogelijkheden en de onders-
teuning van biodiversiteit. Deze waardevolle gebieden staan echter onder toenemende
druk door klimaatverandering, zeespiegelstijging en de groeiende kustbevolking. Kust-
beheer is erop gericht deze diensten te behouden. De afgelopen decennia heeft het be-
heer zich ontwikkeld van traditionele ’grijze’ oplossingen naar natuurlijke oplossingen
(Nature-based Solutions, NBS). Het succes van NBS is afhankelijk van natuurlijke pro-
cessen die hun ontwikkeling sturen. NBS streven doorgaans meerdere doelen na, met
een blijvende impact die vaak verschillende domeinen beïnvloedt (zoals de vooroever,
het strand en de duinen). Dit vergroot de behoefte aan kwantitatieve instrumenten
die het sedimenttransport en de morfologische ontwikkeling van vooroever tot duin
nauwkeurig beschrijven.

Dit proefschrift richt zich op de uitdaging van het modelleren van kustontwikkeling over
meerdere domeinen door middel van vier complementaire doelstellingen: (A) het mo-
gelijk maken van een procesgebaseerde beschrijving van duinvorming, (B) het aantonen
van de technische haalbaarheid van het koppelen van numerieke modellen, (C) het in
kaart brengen van sedimenttransportroutes over het vooroever-duinsysteem, en (D) het
demonstreren van de praktische toepassing van deze instrumenten voor het ontwerpen
van NBS.

Om de procesgebaseerde beschrijving van kustduinvorming in praktische toepassin-
gen te integreren, is het bestaande eolische transportmodel AEOLIS uitgebreid met de
processen die verantwoordelijk zijn voor het ontstaan van duinen, waaronder vege-
tatiegroei, topografische sturing van de wind en het afschuiven van zand. Het doel
was om de simulatie van realistische kustduinevolutie mogelijk te maken op schalen
die relevant zijn voor praktisch beheer. Het verbeterde model reproduceert met suc-
ces vier verschillende duinvormen onder realistische omstandigheden. De simulatie
van barchaanduinen kwam nauw overeen met afmetingen en migratiesnelheden zoals
waargenomen in Marokko. Gesimuleerde paraboolduinen reproduceerden migraties-
nelheden en seizoensgebonden dynamiek zoals waargenomen in Brazilië. De simulatie
van een embryonaal duinveld toonde de seizoensgebondenheid zoals waargenomen
bij De Hors, Nederland. Ten slotte werden de ruimtelijke patronen en volumeveran-
deringen van uitgegraven kerven in de zeereep langs de Nederlandse kust succesvol
gerepliceerd. Het simuleren van deze stuifkuilontwikkeling op praktische schaal demon-
streerde de toepasbaarheid van het model.
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De vooroever en de duinen functioneren als een geïntegreerd systeem, maar worden
doorgaans afzonderlijk bestudeerd met verschillende modellen. Om deze beperking te
overkomen, werd een koppelingsraamwerk ontwikkeld dat continue uitwisseling mo-
gelijk maakt van bodemhoogtes, golfhoogtes en waterstanden tussen drie procesge-
baseerde modellen: DELFT3D Flexible Mesh, SWAN en het verbeterde AEOLIS-model.
Het raamwerk werd toegepast op de Zandmotor mega-suppletie in Nederland, waarbij
de waargenomen mariene kustlangse erosie (4,1 Mm3) en eolische depositie nauwkeurig
werden gereproduceerd. De simulatieresultaten maken de kwantificering van interac-
ties tussen domeinen mogelijk. Eolische onttrekking van sediment uit het gedeelde
sedimentbudget vermindert de mariene kustlangse verspreiding met 2%. Ondertussen
veroorzaken mariene morfologische processen variaties in de groei van de zeereep; tot
24% lagere duingroei in beschutte gebieden en 7% hogere groei langs aangroeiende
stranden in het vijfde jaar. Naarmate deze morfologische afwijkingen zich in de loop
van de tijd opstapelen, intensiveert het effect van deze domeinoverschrijdende interac-
ties. Deze studie toont de haalbaarheid aan van het koppelen van modellen op schalen
die relevant zijn voor kustbeheer—over meerdere kilometers gedurende vijf jaar.

Het begrijpen van kustevolutie vereist meer dan het kwantificeren van morfologische ve-
randeringen; het vraagt inzicht in de manier waarop sediment zich door het systeem ver-
plaatst. Om aan deze behoefte te voldoen, werd een Lagrangiaanse aanpak ontwikkeld
om zandkorrels te volgen, waarbij rekening wordt gehouden met morfologisch gedreven
begraving. Dit breidt Lagrangiaanse analyse uit naar meerjarige perioden, voorbij tra-
ditionele tijdschalen. Toegepast op de Zandmotor-simulatie onthullen de gesimuleerde
trajecten bewegingspatronen die onmogelijk te detecteren zijn met conventionele Eu-
leriaanse methoden. We analyseerden zowel de verspreiding van gesuppleerd sediment
als de oorsprong van aangezande sediment aan de flanken van de Zandmotor. Tijdens de
beginfase wordt de verspreiding van gesuppleerd sediment sterk beperkt door snelle be-
graving. De verplaatsing van zanddeeltjes wordt met een orde van grootte verminderd
in vergelijking met de verwachte verplaatsing langs ongestoorde kustlijnen. Aangroei
ten zuiden van de verstoring omvat zowel directe aanvoer vanuit de suppletie (41%) als
indirecte bijdragen van bovenstroomse bronnen (59%). Naarmate de kustlijnverstoring
in de loop van de tijd afneemt, gaan transportpatronen geleidelijk over in die van een
ongestoorde kust. Deze resultaten maken een beter begrip mogelijk van sedimentbe-
weging tussen bron en bestemming en daarmee van de causale relaties die kustveran-
dering sturen. In plaats van verbindingen indirect af te leiden uit Euleriaanse morfol-
ogische vergelijkingen, visualiseren sedimentroutes expliciet de trajecten die het zand
aflegt tussen domeinen.

De praktische bruikbaarheid van de ontwikkelde instrumenten werd aangetoond door
te onderzoeken hoe specifieke ontwerpkeuzes de duinevolutie zouden kunnen beïn-
vloeden in zowel grootschalige megasuppleties als kleinere strandsuppleties. Voor de
Zandmotor werd de impact van verschillende alternatieve ontwerpoverwegingen op du-
ingroei onderzocht. De simulaties gaven aan dat het verwijderen van het kunstmatige
duinmeer de duingroei met 42.000 m3 over 10 jaar zou vergroten, met effecten die zich
1.200 m langs de kust uitstrekken. Het verminderen van het aandeel grof sediment ver-
hoogde de duingroei met 65%, en het verlagen van de kruinhoogte verhoogde de sedi-
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mentbeschikbaarheid door frequentere menging. In een kleinschaliger toepassing on-
derzochten we het gebruik van bepaalde beslissingen in het suppletieontwerp om sedi-
menttoevoer te sturen als een abiotische conditie voor vegetatiegroei. Het opnemen van
een lagune in het strandsuppletieontwerp beperkte de sedimenttoevoer naar de zeereep,
waardoor de totale duingroei met 62% afnam. Onder de aanname dat vegetatie afhanke-
lijk is van zandbedekking, werd vegetatiegroei beperkt, waardoor bredere stuifkuilingan-
gen behouden bleven. Als gevolg hiervan was de gesimuleerde hoeveelheid achterduin-
depositie 23% hoger voor het scenario met lagune. Langriaanse analyse onthulde dat
het laguneontwerp de bijdrage van vooroeversedimentbronnen aan achterduinophop-
ing meer dan verdubbelde. Deze toepassingen tonen aan hoe de ontwikkelde instru-
menten het ontwerp van NBS kunnen ondersteunen die gericht zijn op het bereiken van
doelstellingen over meerdere domeinen.

Dit proefschrift verbetert ons vermogen om kustprocessen over domeingrenzen heen
te modelleren, waardoor de mariene en eolische omgevingen, die traditioneel af-
zonderlijk werden bestudeerd, met elkaar worden verbonden. De ontwikkeling van
verbeterde duinmodellering naar gekoppelde vooroever-duin modellen, geavanceerde
sedimentroute-analyse en praktische ontwerptoepassingen creëert nieuwe mogelijkhe-
den voor kustbeheer. Hoewel er uitdagingen blijven op het gebied van rekenefficiën-
tie en procesbeschrijving, stellen deze instrumenten kustingenieurs en -beheerders in
staat om te onderzoeken hoe interventies de evolutie over het vooroever-duinsysteem
beïnvloeden. Nu kustgebieden onder toenemende druk blijven staan, biedt het vermo-
gen om domeinen te verbinden in morfologische modellering een waardevol instrument
voor geïntegreerd kustbeheer.
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1
Introduction

1.1. Motivation
Coastal systems provide numerous services to communities worldwide (Figure 1.1).
The coast offers recreational opportunities, supports unique habitats and biodiversity,
protects against coastal flooding, and contributes to the provision of drinking water
(Arkema et al., 2013; Barbier et al., 2011; Sutton-Grier et al., 2015). However, coastal
regions are facing increasing pressure due to the combined effects of sea-level rise
and increasing population, critical infrastructure and economic value in coastal areas
(Ranasinghe, 2016; Vousdoukas et al., 2020). This phenomenon, known as "coastal
squeeze," threatens both the sustainability of these systems and their ability to
deliver services (Pontee, 2013).

Figure 1.1.: The provision of coastal services is threatened by sea level rise and
growing coastal populations, a phenomenon called "coastal squeeze".
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1 From "Grey" to Nature-based Solutions
Coastal management strategies aim to safeguard the variety of benefits provided
by coastal systems. Assessing the impact of management decisions has become
increasingly challenging due to the growing complexity of coastal strategies
implemented in recent decades. The Dutch coast illustrates this evolution
particularly well. Historically, coastal protection relied on "grey" engineering
solutions such as groynes, breakwaters, and seawalls—interventions with localized
impact and singular objectives like preventing erosion. By the mid-20th century,
"soft" solutions emerged with nourishments placed directly on beaches and dunes
to compensate for local erosion (Brand et al., 2022). The 1990s marked a shift
to a national strategy, with the Dutch "Dynamic Preservation" policy (Ministerie
van Verkeer en Waterstaat, 1990). This policy aims to maintain the coastline at its
1990 position by an annual nourishment strategy. Shoreface nourishments were
more often used, relying on natural processes to increase sediment volume on the
landward beach (Brand et al., 2022), ultimately improving cost-effectiveness.

More recently, Nature-based Solutions (NBS) have emerged as a promising approach
to coastal management. NBS harness natural processes to enhance coastal resilience
while providing multiple environmental and societal benefits (Barciela Rial, 2019;
van der Meulen et al., 2014; van der Meulen et al., 2023; Sutton-Grier et al., 2015;
de Vriend et al., 2015). The Sand Engine mega-nourishment (Figure 1.2), constructed
along the Delfland coast in 2011, exemplifies this approach (Stive et al., 2013). This
21.5 Mm3 peninsula was designed to gradually disperse along the coastline through
natural processes. The Sand Engine aims to enhance coastal protection, while
simultaneously creating recreational opportunities and habitat development.

Figure 1.2.: The Sand Engine mega-nourishment, an example of sandy Nature-based
Solutions (NBS), feeds the adjacent beaches through longshore dispersion
(a), while providing research opportunities such as the Argus station
(Wengrove et al., 2013) (b), surface area for recreation (c & e) and
ecological value (d). Photo credits: Rijkswaterstaat (a), Jurriaan Brobbel
(b,e) & Leo Linnartz (c,d).
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1Different sandy NBS may aim for diverse objectives and be based on varying design
principles, but they all share a fundamental dependency on sediment movement.
Some NBS consist of sandy buffers placed in front of existing infrastructure to
protect against flooding, like the Hondsbossche dunes (Kroon et al., 2022) and Prins
Hendrikzanddijk (Perk et al., 2019). Along the Belgian coast, a similar buffer is
established through growing artificial dunes by planting marram grass (Strypsteen
et al., 2024a). This approach to sandy protection is also used to shelter the Marker
Wadden artificial islands from wave impact (Ton et al., 2021). Habitat-oriented
projects like Spanjaardsduin (van der Meulen et al., 2014; Vrielink et al., 2021)
rely on natural succession processes to create desired ecological habitats. Smaller
interventions such as excavated foredune notches (Figure 1.3) are implemented to
reintroduce dune dynamics (Arens et al., 2013a; van Boxel et al., 1997; Castelle
et al., 2019; Riksen et al., 2016; Ruessink et al., 2018; Terlouw & Slings, 2005;
Walker et al., 2013). Despite their differences in concept, objective, scale, and
implementation approach, in all cases understanding sediment movement is crucial
to the intervention’s evolution and ultimately its success.

Figure 1.3.: Excavated notches evolved into foredune blowouts along the Dutch coast.
Photo credits: Patrick Hesp.
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1 Process Interactions Across Domain Boundaries
The nearshore, beach, and dune domains function as an integrated system, with
morphological changes in one zone influencing the others (Aagaard et al., 2004;
Houser, 2009; Pellón et al., 2020; Sherman & Bauer, 1993; Short & Hesp, 1982).
The nearshore spans from the shoreline to deeper waters, encompassing the
morphodynamically active underwater domain. The beach serves as the interface
between the subaqueous and subaerial environments, while dunes form the landward
barrier shaped by wind-driven transport and vegetation stabilization.

Sediment moves continuously across these domains through interacting processes.
Wave- and tide-driven currents redistribute sediment in the nearshore, sediment
availability and subsequent beach width. Under accretive conditions, beaches grow,
creating favourable conditions for dune development (Cohn et al., 2017; Houser,
2009). Conversely, storm events can erode both beaches and dunes, adversely
affecting the system’s sediment budget (Costas et al., 2020; González-Villanueva et al.,
2023; Quartel et al., 2008).

The effectiveness of aeolian transport is governed by more than just wind
strength—it depends on supply limitations often controlled by marine processes
(Costas et al., 2020; de Vries et al., 2014a). Soil moisture in the intertidal zone
restricts sand mobilization (Bauer et al., 2009; Hallin et al., 2023b; Ruessink et al.,
2022), while wave-driven mixing of surface sediments prevents or resets desert
pavement formation (Carter, 1976; Hoonhout & de Vries, 2017; van IJzendoorn et al.,
2023a). These interactions mean that dune development ultimately reflects sediment
availability throughout the nearshore-dune system (Short & Hesp, 1982).

Unlike traditional engineering approaches designed to resist natural forces, NBS
fundamentally depend on these cross-domain processes to shape their development.
The success of sandy interventions—whether for coastal protection, habitat creation,
or recreation—hinges on understanding this sediment exchange. This philosophy
aligns with similar approaches worldwide, including Engineering with Nature (Bridges
et al., 2021a) and Living Shorelines (Powell et al., 2019), which likewise leverage
natural dynamics to achieve sustainable coastal management objectives.
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1Limitations of Current Modelling Approaches
Numerical models have become important tools for studying coastal morphodynamics
and assessing the impacts of management interventions. They allow researchers and
engineers to explore physical processes, evaluate design alternatives, and support
informed decision-making (Barbour & Krahn, 2004). Historically, numerical model
development has concentrated predominantly on processes within the nearshore
domain (Lesser et al., 2004; Roelvink et al., 2009). This focus has proven adequate
for conventional engineering solutions and smaller nourishments where simple
assumptions about sediment redistribution suffice. The capability of these models
is demonstrated by their predictions of the longshore evolution of large-scale
interventions such as the Sand Engine (Huisman et al., 2018; Luijendijk et al.,
2017; Tonnon et al., 2018), confirming their utility for predicting marine-driven
morphodynamics.

In contrast, the integration of aeolian transport and dune evolution into numerical
models remains less developed, despite the importance of dunes for coastal
protection and ecosystem services (Barbier et al., 2011; Biel et al., 2017; van der
Meulen & de Haes, 1996). While several aeolian and dune models exist (Baas &
Nield, 2007; Durán et al., 2010; Hoonhout & de Vries, 2016; Roelvink & Costas,
2019; Ruessink et al., 2022), their practical application in detailed coastal design
typically remains limited. Most practical design efforts rely on simplified empirical
formulations that, in more complex environments, cannot adequately capture the
spatiotemporal variability inherent in coastal settings.

The limitations of current modelling approaches were particularly evident during
the design and evaluation of the Sand Engine. Initial predictions for dune growth
were based on simplified empirical relationships derived from observations in
more natural coastal settings (Mulder & Tonnon, 2011). These simplified methods
substantially overestimated the actual dune growth and failed to reproduce the
observed spatial variability (Hoonhout & de Vries, 2017; Huisman et al., 2021). This
discrepancy arose because factors such as supply-limiting conditions and sediment
trapping by waterbodies were not included in the simplified description. Addressing
these factors requires incorporating process-based descriptions that account for
spatially and temporally varying influences.

Additionally, the lack of integration between nearshore and subaerial domains within
numerical models limits the description of integrated coastal evolution. Current
modelling approaches typically treat these domains independently, neglecting how
morphodynamic changes in one domain impact processes in the other. This
separation reduces the practical effectiveness of numerical models for informing
coastal management across domains. Assessing mutual influences between nearshore
and dune evolution requires coupling of these physical domains. This limitation is
particularly relevant when considering the multi-functional nature of NBS. Various
coastal state indicators beyond general sediment distribution become important for
different objectives: dune volume for protection, beach width for recreation, and
natural dynamics for habitat development. Predicting these different indicators often
requires consideration of processes in multiple domains.
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1 Beyond Morphological Change: The Need for Sediment Pathways
Understanding coastal evolution requires more than just quantifying morphological
changes; it demands insight into how sediment actually moves through the system
(Pearson et al., 2020; Ruggiero et al., 2016). Similar patterns of erosion and
deposition can result from entirely different sediment pathways—a property known
as equifinality. Conventional coastal modelling approaches can reveal net volumetric
changes but cannot track the movement of specific sediment parcels between
sources and sinks. Mapping sediment pathways can provide useful information for
coastal management. For large scale coastal engineering projects, it can reveal how
nourished sand disperses along the coast. In dune management, it can identify
whether sand accumulating in backdunes originates from the nourished beach or
from the blowout deflation basin itself. Without tracing these connections, our
understanding on the inner workings of intervention remains incomplete.

Problem Statement
State-of-the-art coastal models lack process-based descriptions of morphodynamic
development and sediment transport across the nearshore-dune system. This gap
is particularly problematic for NBS, which evolution relies on sediment movement
across multiple physical domains. Consequently, existing models cannot sufficiently
inform engineers and decision-makers about how specific NBS design choices affect
integrated evolution of the coast.

1.2. Research Objectives
The main objective of this research is to provide a toolkit for the numerical
description of morphological development and sediment movement across the
nearshore-dune system.

This requires more detailed process-based descriptions of dune development (A),
enabling the interactions between the nearshore and dune domains (B), unravelling
sediment pathways across the system (C) and demonstrating the utility of the
presented tools to inform design decisions (D). The current work has consequently
four research aims that contribute to the main objective:

A. Enable process-based simulations of coastal dune development on engineering
scales, by implementing landform-shaping processes in an aeolian transport
model.

B. Demonstrate the technical feasibility and added value of coupling numerical
models in morphodynamic modelling of the nearshore-dune system.

C. Map sediment pathways across a dynamically evolving coast by tracing
particles from source to sink using Lagrangian analysis.

D. Demonstrate the utility of the presented multi-domain tools for better informed
decision-making in NBS design.
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11.3. Thesis Outline
Objective A
Chapter 2 describes the inclusion of landform shaping processes in an existing
aeolian transport model (AEOLIS). The goal is to enable the quantitative description
of coastal dune development for coastal engineering applications. The models ability
to describe a variety of landforms (barchan, parabolic and embryo dunes) is shown
by applying it in various environments, under real-world conditions. The final
application on five real-world excavated notches demonstrates its applicability in
coastal engineering projects.

Figure 1.4.: Modelling coastal dune development with AEOLIS using process-based
descriptions of aeolian transport, topographic steering and vegetation.

Objective B
Chapter 3 describes the development of a coupling framework, connecting the
aeolian dune model from Chapter 2 with an nearshore morphodynamic model. The
technical feasibility of continuously coupling large-scale, two-dimensional nearshore
and aeolian domains for a multi-year period is demonstrated. By applying
this coupled model on the Sand Engine mega-nourishment, the interactions and
sediment exchanges between the nearshore and dune domains are quantified.

Figure 1.5.: Modelling interactions between wind- and wave-driven transport across
the nearshore-dune system by coupling AEOLIS and DELFT3D FM.
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1 Objective C
Chapter 4 maps the sediment pathways across the nearshore-dune system based on
sediment transport fields provided by the coupled numerical model from Chapter
3. This chapter demonstrates how a Lagrangian approach can be used in a
morphodynamic nearshore-dune system. By applying it to the Sand Engine, it offers
new insights into where nourished sand is deposited and where accumulating sand
originates from.

Figure 1.6.: Mapping sediment pathways across nearshore-dune system, utilizing the
underlying (Eulerian) flow fields in both marine and aeolian domains.

Objective D
Chapter 5 combines the previously presented tools to demonstrate their utility
in improving informed practical decisions in nourishment design, with dune
development as primary objective. The impact of certain decisions in design of the
Sand Engine and a smaller beach nourishment on dune development are assessed
by comparing various coupled simulation alternatives.

Figure 1.7.: Assessing the impact of certain decisions in nourishment design for
dune development and the transport of sediment from nearshore into
the dunes.
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MODELLING COASTAL DUNES 
Coastal dunes have received relatively little attention compared to their 
marine counterpart in numerical modelling. Current state-of-the-art 
models lack the ability to simulate dune development, especially on an 
engineering scale. Enabling the quantitative description of landform-
shaping processes in coastal environments is our first step towards 
modelling the morphodynamic evolution of the nearshore-dune system.
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Modelling Coastal Dunes

2

AEOLIS: NUMERICAL MODELLING OF COASTAL DUNES AND AEOLIAN
LANDFORM DEVELOPMENT FOR REAL-WORLD APPLICATIONS

Abstract The formation and evolution of coastal dunes result from a complex
interplay of eco-morphodynamic processes. State-of-the-art models can simulate
aeolian transports and morphological dune evolution under certain conditions.
However, a model combining these processes for coastal engineering applications
was not yet available. This study aims to develop a predictive tool for dune
development to inform coastal management decisions and interventions. The
aeolian sediment transport model AeoLiS is extended with functionalities that allow
for simulations of coastal landforms. The added functionalities include the effect
of topographic steering on wind shear, avalanching of steep slopes and vegetation
processes in the form of growth and wind shear reduction. The model is validated
by simulating four distinct coastal landforms; barchan-, parabolic-, embryo dunes
and blowouts. Simulations, based on real-world conditions, replicate the landform
formation, migration rates and seasonal variability.

This chapter is based on: van Westen, B., de Vries, S., Cohn, N., van IJzendoorn, C., Strypsteen, G., &
Hallin, C. (2024). AeoLiS: Numerical modelling of coastal dunes and aeolian landform development
for real-world applications. Environmental Modelling & Software, 179, 106093.
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2.1. Introduction
Coastal dunes display a variety of shapes, sizes and behaviours that support
numerous ecosystem services. Such ecosystem services include enhancing flood
protection, increasing natural and recreational value, and reducing sand nuisance
on adjoining infrastructure (Barbier et al., 2011; Biel et al., 2017; van der Biest
et al., 2017; Borsje et al., 2011; Everard et al., 2010; van der Meulen & de Haes,
1996; Strypsteen et al., 2024a). At some locations, primarily in the Netherlands,
coastal dunes also assist in the provision of drinking water (Bakker & Stuyfzand,
1993; Geelen et al., 2017). The dynamic eco-morphological development of coastal
dunes results in different characteristic landforms, such as linear foredune ridges,
hummocky dunes, parabolic dunes, and blowouts (Hesp, 2002). Dunes in the coastal
zone naturally evolve in response to a combination of aeolian processes (e.g., wind
energy and sediment supply), biotic processes (e.g., growth of plant communities),
and marine processes (e.g., wave energy, tide and littoral drift direction) (Brodie
et al., 2019; Cohn et al., 2018; Hesp, 2002; Hesp & Smyth, 2016; Martínez & Psuty,
2004; Pye, 1983; Short & Hesp, 1982), as well as, active and passive anthropogenic
influences (Delgado-Fernandez et al., 2019; Jackson & Nordstrom, 2011; Martínez
et al., 2013; Nordstrom et al., 2000; Provoost et al., 2011; Wijnberg et al., 2021).

Management of coastal dunes is increasingly applied to optimize different ecosystem
services. The flood protection service is typically enhanced through nourishments
and the planting of Ammophila arenaria (marram grass) to stabilize, restore or
promote the generation of (new) coastal dunes (Bakker et al., 2012; Brand et al.,
2022; Derijckere et al., 2022; 2023; Hoonhout & de Vries, 2017; Kroon et al., 2022;
Matias et al., 2005; Ranwell & Rosalind, 1986; de Schipper et al., 2021; Sigren et al.,
2014; Stive et al., 2013; Strypsteen et al., 2024a; van der Wal, 2004; Walker et al.,
2023; van Westen et al., 2024a; Wittebrood et al., 2018). In contrast, biodiversity may
be promoted by the removal of vegetation and sediment by excavating notches in
the foredune. Removing vegetation and sediment may promote sediment transport
beyond the foredune towards the hinterland, and facilitate landward dune migration
in response to sea level rise (Arens et al., 2013a; van Boxel et al., 1997; Castelle
et al., 2019; Ruessink et al., 2018; Walker et al., 2013). The photos in Figure 2.1
show three specific examples of active dune interventions; i) excavated foredune
notches at Dutch National Park Zuid-Kennemerland promoting dune dynamics
(Ruessink et al., 2018); ii) the Sand Engine mega nourishment designed to feed the
adjacent coast and stimulate dune development (Stive et al., 2013); iii) an artificially
constructed dune along the Belgium coast to mitigate sand nuisance (Derijckere
et al., 2022; 2023; Strypsteen et al., 2024a). Although some coastal communities
share positive experiences as a result of dune management, debates exist about
the general usefulness of measures to optimize ecosystem services (Arens et al.,
2020; Delgado-Fernandez et al., 2019). Dune management has even been critically
labelled as dune gardening by some (Cooper & Jackson, 2021). At the same time,
uncertainties with respect to the foreseen benefits of dune management measures
remain.
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Figure 2.1.: Three dune intervention projects with varying objectives: Five foredune
notches at National Park Zuid-Kennemerland excavated to reintroduce
dune dynamics (a), the 21 Mm3 Sand Engine mega nourishment,
constructed to stimulate dune development (b) and artificial dune
constructed in front of an existing seawall to limit sand nuisance (c).

To reduce uncertainties about the impact of dune management measures, numerical
modelling tools may assist in describing and predicting the future development of
coastal dunes. To be able to inform the design of dune management interventions,
a numerical tool should involve accurate, quantitative and reliable descriptions of
the processes governing dune development (Section 2.2.1) and thus, be capable of
simulating typical coastal dune landforms (Section 2.2.2). In recent years some
notable state-of-the-art dune models (Section 2.2.3) have been proposed that may
inspire a new comprehensive approach and provide a starting point.

Recognizing some of the deficiencies in current open-source tools for simulating the
range of relevant eco-morphodynamic processes that drive coastal dune evolution
for engineering timescales (days to decades), the objective of this study is to
present an improved model to simulate the development of dunes in coastal areas
that is applicable in practical situations. In the paper, the model’s capabilities
are demonstrated by simulating four distinct aeolian dune landforms (see Figure
2.2) and validating the outcomes with available data. Background information
regarding processes governing dune development, typical coastal dune landforms
and state-of-the-art dune models is given in Section 2.2. Section 2.3 presents new
formulations added to the AEOLIS model (Hoonhout & de Vries, 2016) to achieve
these applied objectives. Section 2.4 presents the model setup and validation
approach for these four demonstration cases and Section 2.5 presents results for
these select cases. A discussion and conclusions are provided in Sections 2.6 and
2.7, respectively.
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Figure 2.2.: An overview of real-world cases of four aeolian landforms central in this
study: a) barchan dunes, b) parabolic dunes, c) embryo dunes, and
d) artificial blowouts. The centre panels show a satellite view of each
landform. The selected locations are shown in the left panels, and the
wind forcing in the right panels, which are based on the ERA5 hindcast.
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2.2. Coastal dune processes, landforms, and models
2.2.1. Processes governing landform development
Wind-driven sediment transport is the main driver of dune growth. The majority
of available methods to predict aeolian sediment transport rates are based on the
pioneering work by Bagnold (1937), describing the magnitude of aeolian sediment
transport being dependent on a 3rd power of the wind velocity. However, in coastal
environments, supply-limitations are believed to reduce aeolian transport to below
the potential wind-driven transport capacity (Davidson-Arnott & Law, 1996; de Vries
et al., 2014a). Many factors that can limit sediment supply have been described
in literature. Examples of supply-limiting conditions are soil moisture (Bauer et al.,
2009; Hallin et al., 2023a; Ruessink et al., 2022), and sediment sorting leading to the
formation of desert pavements and armouring of the sediment surface (Carter, 1976;
Hoonhout & de Vries, 2017; van IJzendoorn et al., 2023a; Strypsteen & Rauwoens,
2023; Uphues et al., 2022).

Wind shear varies spatially due to the interaction between coastal topography and
wind flow. Horizontal wind flows may converge and diverge vertically when travelling
up and downhill respectively. Converging and diverging wind flows lead to respective
acceleration and deceleration of flow. Topographic features (steep gradients and/or
structures) can also disrupt the flow, causing separation and even reversal of flow
(Bauer et al., 2012; Hesp et al., 2015; Strypsteen et al., 2020; Walker & Nickling,
2002). The topographic steering of wind in coastal environments can shape coastal
dune and beach morphology by influencing the location of sediment erosion and
deposition (Arens, 1996). As a result, the topographic steering of wind can play
a significant role in maximizing the heights of foredunes (Durán & Moore, 2013),
stimulating blowout formation (Hesp, 2002; van Kuik et al., 2022; Ruessink et al.,
2018), and modulating wind shear stresses across the beachface (Bauer, 1991).

Vegetation plays a key role in the development of dunes (Bonte et al., 2021). The
presence of vegetation reduces the wind shear near the bed which may cause a
spatial gradient in sediment transport and local depositions of sediments (Durán &
Herrmann, 2006; Keijsers et al., 2015; Raupach et al., 1993). Dune vegetation species,
such as marram grass, are characterized by their sand-trapping ability and capacity
to grow with significant burial. The growth of some vegetation species may even
be enhanced for certain sediment burial rates (Baas & Nield, 2007; Keijsers et al.,
2016; Maun, 2009; Nolet et al., 2018). In addition to sediment burial rates, the
establishment, growth, and resilience of dune vegetation are governed by numerous
biotic and abiotic conditions, such as salinity, acting wind stress, groundwater levels,
competition and removal by storm erosion (Homberger et al., 2024; Maun, 2009;
van Puijenbroek et al., 2017a).
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In addition to aeolian processes, the development of coastal dunes is influenced
by marine dynamics (Cohn et al., 2018; van Westen et al., 2024a). The waterline
provides a boundary condition to the aeolian domain and the exchange of sediment
across the intertidal zone is governed by both marine and aeolian activities (Houser,
2009; Short & Hesp, 1982). Wave actions may influence the sediment availability for
aeolian transport (Bauer et al., 2009; Hallin et al., 2023a; de Vries et al., 2014a). Also,
extreme weather events can kill or remove vegetation causing erosion of the dunes.
The combination of marine and aeolian processes contribute to the formation of
coastal dunes.

2.2.2. Aeolian landforms and coastal dunes
Aeolian landforms are shaped by a complex interplay of the governing processes. In
this study, four distinct types of aeolian landforms, having unique characteristics in
terms of dimensions and dynamics, are used as demonstration cases. Real-world
examples, as shown in Figure 2.2 are used for the setup and validation of the model
(Section 2.3).

Barchan dunes (Figure 2.2-a) are crescent-shaped and migrate windward under
relatively uniform wind conditions, which are characteristic of desert environments
with limited sediment supply (Hersen, 2004; Hersen et al., 2002; Hesp & Hastings,
1998; Sauermann et al., 2000). Several measurements have been carried out to
measure the morphological shape, size, and migration velocity (Hamdan et al., 2016;
Hesp & Hastings, 1998; Sauermann et al., 2000). Barchan dunes have previously been
used in modelling studies due to their typical and measurable shape and the simple
conditions under which barchan dunes develop (Durán et al., 2010; Hersen, 2004;
Parteli et al., 2007; 2014; Zhang et al., 2010).

Parabolic dunes (Figure 2.2-b) are vegetated dunes that migrate along the prevailing
wind direction (Durán et al., 2008). The growth of vegetation can cause crescent
dunes to be fixated and transformed into parabolic dunes, as addressed by several
observations and modelling applications (Anthonsen et al., 1996; Baas & Nield, 2007;
Barchyn & Hugenholtz, 2012; Durán & Herrmann, 2006; Reitz et al., 2010). Regions
with relatively large sediment transports stay morphologically active and are often
covered by vegetation, as erosion is strong enough to prevent growth. At the trailing
horns, the stabilizing effect of vegetation is dominant, resulting in a U-shaped
landform with its nose pointing downwind as opposed to the barchan dunes. In
models that describe the formation of a parabolic dune, the magnitude of the active
sediment transport must be in balance with the stabilizing effects of vegetation.
Parabolic dunes make an ideal demonstration case for the impact of vegetation
on sedimentation and erosion patterns and, thus, the long-term morphodynamic
landform development.
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Embryo dunes (Figure 2.2-c), alternatively referred to as incipient or Nebhka dunes,
are the first stage of development of coastal dunes (Bonte et al., 2021; Hesp, 1989;
2002; Hesp & Smyth, 2017; Nield & Baas, 2008; van Puijenbroek et al., 2017b). After
establishment, initial vegetation grows vertically and laterally, causing an embryo
dune to grow. The formation of several embryo dunes may occur in parallel over
a large space, and embryo dunes of similar shape and size can often be found in
fields. Embryo dunes and accompanying vegetation may be washed away when they
are submerged during high-water events. Embryo dunes may, therefore, often be a
temporary or intermittent feature. However, embryo dunes can also grow to become
established coastal foredunes (Montreuil et al., 2013).

Blowouts (Figure 2.2-d) are erosional features that form depressions within coastal
dune systems (Hesp, 2002). Blowout initiation primarily occurs through the action
of wind erosion, often at locations where the vegetation cover is weakened due to
natural or anthropogenic impact, such as trampling (Schwarz et al., 2018). The
wind erosion enlarges and deepens these initial depressions, creating the distinct
bowl-shaped or elongated structures characteristic of blowouts. Vegetation growth
on the trailing arms can transform the blowout into a parabolic-shaped landform
(Arens et al., 2013a; Hesp, 2002; van Kuik et al., 2022; Laporte-Fauret et al., 2022). The
closure of blowouts is driven by the re-establishment of vegetation at the blowout
entrance, partially stabilizing the surface and preventing further erosion (Schwarz
et al., 2018). In recent years, artificial blowouts created through vegetation removal
or sand excavation have been implemented for nature conservation purposes (Figure
2.1).

2.2.3. Aeolian transport and dune models
In recent decades, development has shifted from qualitative descriptions of coastal
dune development (Hesp, 2002; Short & Hesp, 1982) to more quantitatively predictive
tools (Durán & Moore, 2013; Keijsers et al., 2016; Roelvink & Costas, 2019; de Vries
et al., 2014a). We give an overview of several numerical models for coastal dune
development that have been presented in recent years.

DUBEVEG, DUne BEach VEGetation, (Keijsers et al., 2016; Wijnberg et al., 2021) is
a cellular automaton simulating long-term growth of extensive dune systems using
probabilistic rules for erosion, deposition, and vegetation dynamics. DUBEVEG
includes vegetation growth as a function of sedimentation, destruction due to
seawater, lateral propagation, and establishment.

CDM, the Coastal Dune Model, (Durán & Moore, 2013) depicts the morphodynamic
evolution of vegetated coastal foredunes. CDM can simulate rates of aeolian
sediment transport and the eco-morphological feedback with topography and
vegetation. It can produce complex shapes that rely on morphological feedbacks
like parabolic and barchan dunes. However, it does not account for supply
limitations affecting sediment availability for transport, and the wind conditions are
implemented only for winds directly perpendicular to the shoreline.
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DUNA (Roelvink & Costas, 2019) is a 1D dune profile model, particularly developed
as an aeolian extension to the XBEACH model (Roelvink et al., 2009). This coupling
to the XBEACH model allows for marine-aeolian interactions. Similarly to CDM,
DUNA is based on a process-based description of aeolian sediment transport, in
combination with topographic feedback and the shear-reducing effect of vegetation.
Supply limitations are included through a parameterized approach, which may
improve quantitative predictions. The current one-dimensional setup limits its
applicability to coastal profiles only.

PSAMATHE (Ruessink et al., 2022) is a model that focuses on predicting aeolian
sediment transport and the associated growth of foredunes on narrow beaches
over periods ranging from months to years. The model uses a fetch based
approach to account for sediment supply limitations, integrating processes related
to spatiotemporally varying groundwater table, surface moisture content and aeolian
sand transport rates.

AEOLIS is a process-based model simulating aeolian sediment transport under
supply-limited conditions. It is based on one-dimensional process descriptions by
Hoonhout and de Vries; de Vries et al. (2016, 2014a). Hoonhout and de Vries
(2019) extended the model to be applicable to two-dimensional spatial domains
that are relevant to specific management situations. Up until the current work
it mainly describes multi-fractional sediment transport and various controls on
sediment availability in both one and two spatial dimensions (Hallin et al., 2023a;
van IJzendoorn et al., 2023a). At the start of this study, it did not encompass
morphological feedback and dune-building processes like topographic steering and
vegetation dynamics.

State-of-the-art numerical tools that describe sediment transport and dune
development have provided valuable insights. However, the usability of
these individual models remains limited for management applications because
the processes, spatiotemporal resolutions and timescales between models and
applications do not match. Either not all relevant processes are sufficiently
included, or the applicability of the model is restricted by practical limitations (e.g.,
one-dimensional profile model or only perpendicular winds).

For this study, we use the AEOLIS sediment transport model as a starting point, given
its open-source availability and modular setup. We extend the AEOLIS sediment
transport model using new process implementations of essential processes that
describe dune development. Concepts of existing models like CDM and DUBEVEG
serve as inspiration for part of this work and we provide references to the original
work where appropriate.
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2.3. Model Implementations of Processes
AEOLIS is extended here with functionalities relative to the original open-source
model as presented by Hoonhout and de Vries (2016) that allow for the simulation
of landforms by implementing the effect of topographic steering on wind shear,
vegetation processes in the form of vertical growth, lateral spreading, and reduced
wind shear, as well as avalanching of steep slopes and swash impact on vegetation
and dune formation.

For comprehensive details on the pre-existing core functionalities of the AEOLIS
model readers are directed to de Vries et al. (2014a), Hoonhout and de Vries (2016)
and van IJzendoorn et al. (2023a). For the landform development described in this
paper, the moisture module (Hallin et al., 2023a) and grain size sorting module
(van IJzendoorn et al., 2023a) are not used. The model structure and the relation
between all implemented processes are illustrated in Figure 2.3.

The forcing conditions of AEOLIS consist of wind speed, wind direction, water levels
and wave conditions. All forcing conditions can be assumed constant but may also
vary in time. Although not applied in this study, it is technically also feasible to
input spatially variable forcings into the model.

Figure 2.3.: Flowchart showing the implemented processes in AEOLIS.
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2.3.1. Sediment transport and morphological change
AEOLIS involves a two-dimensional continuum approach to sediment transport
including sedimentation and erosion in Eulerian space. This is described after
Hoonhout and de Vries (2019) as:
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= E −D (2.1)

where c [kg/m3] is the sediment concentration in the air. used,x [m/s] and used,y

[m/s] are horizontal sediment velocities in x- and y-direction respectively. The
right-hand side of equation (2.1) describes the exchange of sediment with the bed
where D [kg/m2/s] represents potential deposition and E [kg/m2/s] the potential
erosion. Erosion and deposition is governed by the concentration at transport
saturation csat [kg/m3] and available sediment at the bed ma [kg/m2] through:
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where T [s] is a timescale for sediment exchange between the sediment bed and the
transport layer in the air. For the details on calculating saturated sediment transports
and the potential erosion and deposition, we refer to the work in de Vries et al.
(2014a) and Hoonhout and de Vries (2016). For simplicity, the horizontal sediment
velocity used may be assumed to be equal to the wind velocity uw [m/s]. But,
predictions of the actual saltation velocity could provide a more realistic description
of the horizontal sediment velocity (Sauermann et al., 2001). The horizontal sediment
velocity can be determined from the momentum balance that is described in Durán
(2007) by three terms. Term I: the drag force acting on the grains. Term II: the loss
of momentum when they splash on the ground. Term III: the downhill gravity force:
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where ve f f [m/s] is the effective wind velocity driving the grains, resulting from the
feedback effect of sand transport within the saltation layer, being a function of the
shear velocity u∗ [m/s] and shear velocity threshold u∗,th [m/s]. Furthermore, u f

[m/s] is the grain settling velocity and ∇zB [-] is the downhill gravity force. The
parameter α (=0.42 [-] for d=250 µm), acts as an effective restitution coefficient
for the grainbed interaction. Note that the computed used represents the collective
horizontal sediment movement and not the velocity of individual grains. AEOLIS
solves equation (2.3) iteratively for each timestep.

The update of bed levels z [m] is introduced as a function of erosion and deposition,
varying over time:

Çz

Çt
= ρsed

1

1−p
(E −D) (2.4)

where ρsed [kg/m3] is the sediment density and p [-] is the sediment porosity. (Note
that equations (2.1) and (2.4) are equivalent to the general Exner equation (Paola &
Voller, 2005) when Çc

Çt = 0).
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2.3.2. Wind shear and topographic steering
To simulate the topographic steering effects on desert and coastal landforms,
numerous studies have utilized computational fluid dynamics (Bauer & Wakes,
2022; Hesp et al., 2015; Pourteimouri et al., 2023; Smyth et al., 2011; Wakes et al.,
2010). However, the computational costs of these methods currently limit their use
when long-term morphodynamic simulations tailored for engineering applications
are pursued. To reduce computational costs, we adopt the techniques proposed by
Durán and Moore (2013) that consist of an analytical approach tailored for calculating
topographic wind steering for smooth topographies combined with a modelled
separation bubble mechanism. In addition to the adopted techniques by Durán and
Moore (2013) we implemented the ability to use varying wind directions that occur
in realistic situations.

The starting point for calculating near-bed shear velocity u∗ [m/s] and topographic
steering is the Prandtl-Von Karman’s Law of the Wall. The Law of the wall is used to
convert the wind velocity uw [m/s] at height z [m] above the bed to the near-bed
shear velocity:

u∗ = uw

ln z
z0

κ (2.5)

where z0 [m] is the roughness height above the bed and κ [-] is the von Kármán
constant for turbulent flow. z0 can also be determined based on a roughness height
predictor as described by van Rijn and Strypsteen (2020) and Strypsteen (2023).

The topographic steering of the wind due to smooth gradients is implemented
following an analytical perturbation theory for turbulent boundary layer flow (Kroy
et al., 2002; Weng et al., 1991), as shown in Figure 2.4. This method describes the
topographic impact through perturbations in the shear stress τ [N/m2] (τ= ρau∗2):

τ⃗(x, y) = τ⃗0 + |⃗τ0|δ⃗τ(x, y) (2.6)

where δ⃗τ(x, y) is the shear stress perturbation and τ0 is the computed shear stress
on a flat topography. For two-dimensional situations, the shear stress perturbation
in x- and y-direction (δτx and δτy ) is computed in Fourier space. A more detailed
description of the shear stress perturbation theory is given in Appendix A.

The implementation of the shear perturbation theory by Weng et al. (1991) is only
valid in situations with relatively smooth surfaces. In coastal environments, the
existence of slipfaces and vegetation often results in rougher terrain, featuring sharp
edges and steep slopes which lead to separation of wind flow (Davidson et al., 2022;
Jackson et al., 2011). The occurrence of such steep slopes limits the validity of the
Weng et al. (1991) approach.

To address this, a heuristic description of flow separation is used following CDM
(Durán & Moore, 2013; Kroy et al., 2002; Sauermann et al., 2001). A smooth
envelope is created, which separates the main flow when a sharp edge is detected in
windward direction. This smooth envelope is called a separation bubble zsep [m].
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Figure 2.4.: Spatial variation in shear stress due to topographic steering of the wind
field. The upper panels show the bed level zB [m] and shear stress
velocity perturbation δu∗ [m/s] over a uniform Gaussian hill. The lower
panels show topographic steering over a barchan dune, including the
influence of flow separation. The right panels compare outcomes of the
one- and two-dimensional approaches.

This separation bubble represents the surface that divides the region of flow reversal
from the main flow stream along the smooth hill. Subsequently, in all cells for which
the bed level is lower than the separation bubble (zB < zsep ), the shear velocity u∗ is
set to 0 m/s. This assumes that eventual flow reversal velocities are not significant
enough to initiate aeolian transport. The formulations describing the shape of the
separation bubble are given in A.

Figure 2.4 shows the decrease on the windward- and lee-side of both Gaussian-
and barchan-shaped landforms and an increase over the crest. Additionally, a shear
velocity of zero is shown below the separation bubble. Studies have demonstrated
the accuracy of the general analytical shear stress prediction approach applied to
coastal dunes by comparing it with real-world measurements and detailed numerical
simulation results acquired with CFD, Computational Fluid Dynamics, models (Cecil
et al., 2024; Kombiadou et al., 2023).
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The implementation of the perturbation theory and separation bubble allows only
for wind conditions that are perpendicular to the grid. To enable model applicability
independent of wind direction, we developed a method that creates a secondary
rotational grid that is aligned with the wind direction at each timestep, as shown in
Video S11.

2.3.3. Vegetation at the sediment surface
Vegetation acts as a natural obstacle to aeolian sediment transport by reducing the
near-bed shear stresses. The impact of vegetation on dune development is included
in AEOLIS by describing the intrinsic development of vegetation, considering growth
and decay due to burial (Durán & Moore, 2013), lateral growth and establishment
(Keijsers et al., 2016), and the destruction of vegetation due to hydrodynamic
processes is simulated by reducing vegetation density after cell inundation.

Durán and Moore (2013) describe the reduction of shear stress as a function of
vegetation density (ρveg) and a dimensionless roughness factor (Γ).

τs = τ

1+Γρveg
(2.7)

where τs is the remaining shear stress at the sediment surface. The default value of
Γ=16 is derived from vegetation geometry (Durán & Herrmann, 2006).

The vegetation density ρveg varies in time and space as a function of vegetation
growth and burial, and is assumed to be dependent on the maximum vegetation
height hveg,max [m] and the vegetation height hveg [m]:

ρveg =
(

hveg

hveg,max

)2

. (2.8)

where vegetation growth and decay are computed according to Durán and Herrmann
(2006), reads:

δhveg

δt
=Vver

(
1− hveg

hveg,max

)
−γveg

∣∣∣∣δzb,veg

δt

∣∣∣∣ (2.9)

with Vver [m/s] representing the vertical growth rate of vegetation. The γveg [-]
parameter is a sediment burial factor that accommodates the influence of sediment
burial on vegetation growth.

1Video S1: Rotational grid method for wind direction alignment.
Available at: https://ars.els-cdn.com/content/image/1-s2.0-S1364815224001543-mmc1.mp4
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The onset of vegetation may occur due to lateral propagation of vegetation or
random establishment through germination. Once vegetation is established it is
assumed to be able to grow and propagate laterally. The inherent uncertainties
related to the random establishment of vegetation are implemented on a cell-by-cell
basis by using a probabilistic approach, comparable to the cellular automata method
discussed by Keijsers et al. (2016). AEOLIS accommodates assuming a germination
probability ρger [-] in every grid cell. This probability is assumed equal over the
domain except for eroding grid cells (negative bed elevation change) where ρger is
assumed 0.

The onset of vegetation through lateral propagation per grid cell is derived by
identifying the interfaces between vegetated and non-vegetated cells. The parameter
ρlat alters the probability of lateral propagation at each interface.

2.3.4. Avalanching
Steep slopes may result from bed level changes that occur due to simulated
sedimentation and erosion. The angle of repose θava (default: 33 ◦) determines
the maximum slope that may exist due to the sediments’ angle of internal friction.
AEOLIS derives the spatial distribution of slopes based on each timestep’s spatial
gradients in morphology. If a critical slope is exceeded, a mass-conserving
gravity-driven (downward) transport of sediment is simulated until all cells in the
domain satisfy the critical slope. This technique is adopted from Durán and Moore
(2013).

2.3.5. Marine influence
The sediment surface is submerged when the bed level is lower than the total water
level (TWL). TWL is computed by adding the still water level and the computed
run-up Stockdon et al. (2006). The model effects are threefold:

(i) Vegetation parameters are reset to zero, indicating the death of vegetation. This
results in the intertidal zone or areas frequently inundated, typically lacking
vegetation. Post-high water events, vegetation must re-establish in these areas;

(ii) The bed level slowly resets towards its initial position once submerged. Small
dune features, such as embryo dunes, are levelled, and eroded sediment
transport from the intertidal is re-supplied. This is based on the assumption
that marine-driven morphodynamics dominate the intertidal.

(iii) The inundation of cells causes sand to be wet, reducing the aeolian sediment
transport to 0 according to Hallin et al. (2023b).
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2.4. Landform Simulations
Simulations of four distinct landforms are used to illustrate the model’s application
range. The simulations are either subjected to academic conditions, to showcase
key fundamental landform development, or real-world conditions to demonstrate
the model’s practical applicability at engineering scales. Wind data employed in the
real-world simulations are derived from the ERA5 dataset (Hersbach et al., 2020),
as illustrated in Figure 2.2, except where specified otherwise. For consistency, all
simulations are performed with one sand fraction, assuming a diameter of 250 µm.

Both academic and real-world simulations are validated against existing literature
and measurement data. Depending on the landform type and the availability of data,
different characteristics are used for validation. Each landform-type simulation is
connected to one of the landform-shaping processes. Barchan dunes are simulated
to demonstrate the description of topographic steering. The influence of vegetation
on sediment transport and vegetation establishment is demonstrated by simulating
parabolic and embryo dunes, respectively. The development of real-world blowouts
is simulated to demonstrate all the processes above under real-world conditions,
at an engineering scale. A key aspect of the model setup is ensuring complete
reproducibility of all simulations. Table B.1 (B) provides a summary of these
landform simulations, including the simulation names for reproduction.

2.4.1. Barchan dunes
A set of academic simulations is performed to verify the model’s technical capacity
to describe the characteristic crescentic shape of barchan dunes under varying wind
conditions. Three mean wind directions are chosen (µ: 270, 45, 170 [◦]). For
each direction, different degrees of wind spreading are introduced (σ: 0, 22.5, 45
[◦]), resulting in nine unique synthetic wind time series. The resulting crescentic
shape should be independent of the wind direction, while the introduction of wind
spreading is anticipated to yield a more rounded dune shape. Each series is
generated by selecting 500 random wind events from a normal distribution based on
each µ and σ pairing. The wind speed uw is set at 12 m/s at a height of 10 m above
the surface. The initial topography of each simulation is a cone-shaped feature in
the centre of the computational domain with a volume of 13404 m3, placed on top
of a non-erodible layer (zne = 0 m).

For quantitative model validation, barchan dunes are simulated under real-world
conditions in the Sahara desert, southern Morocco (see Figure 2.2-a). In 1999,
Sauermann et al. (2000) measured various characteristic dimensions of eight barchan
dunes. The wind conditions for the simulation are derived for the 1995-1999
period, preceding measurements by Sauermann et al. (2000). The initial topography
replicates a cone-shaped feature, with the initial volume set to match the volumes by
Sauermann et al. (2000). Circular boundary conditions are imposed to ensure mass
conservation and a constant barchan dune volume over the simulation duration.
The simulated period totals 24 years.
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To validate the simulated barchan shape, the reported linear scalings between
barchan dune volume, V [m3], height, h [m], length, L [m] and width, W [m] are
used (Hesp & Hastings, 1998; Sauermann et al., 2000). While the migration velocity
was not directly measured by Sauermann et al. (2000), various literature reported the
migration velocity to scale with saturated transport on a flat bed, and the inverse of
the dune size (Durán et al., 2010):

v ≈αqsat ,0/W (2.10)

Where qsat ,0 [m3/m] is the saturated sediment flux over a flat bed (= Csat ,0 ·used ,0),
and constant α being approximately equal to 50 [-].

2.4.2. Parabolic dunes
Dynamic parabolic dunes are in a transitional state, starting with active barchan
dunes with no vegetation towards static vegetated parabolic dunes (Durán et al.,
2008). Durán and Herrmann (2006) introduced a fixation index as a measure of dune
activity to quantify the balance between the stabilizing influence of vegetation and
active sediment transport:

Θ≡ qsat ,0

V 1/3Vver
(2.11)

where V 1/3 is a length scale related to the dune volume V . Durán and Herrmann
(2006) found that when Θ⪆ 0.5 [-], the impact of the active sediment transport is
larger than the fixation by vegetation leading to a non-stabilized dune. To evaluate
the model’s ability to simulate the vegetation fixation-mobilization balance, three
parabolic dunes are simulated, each with differing rates of vegetation growth (Vver)
at 3.5, 6.0, and 8.5 m/year. A constant wind speed of 10 m/s in a positive x-direction
is used. In this case, both wind conditions and vegetation growth rates solely serve
an academic objective. These wind speeds and growth rates correspond to fixation
indices θ of approximately 0.85, 0.50, and 0.35, respectively.

For a quantitative model validation, the ’real-world’ conditions along the coast of
Ceará in Brazil are simulated (see Figure 2.2-b). This coastline is characterized by
many sections covered with coastal dunes experiencing varying levels of stabilization
(Durán et al., 2008). The wind conditions for the simulation are derived for the
1995-1999 period, preceding the measurements by Sauermann et al. (2000). The
period from July to December is characterized by dry, windy conditions favourable
for dune mobilization, while January to June marks the rainy season, typically
featuring winds below the threshold velocity for aeolian transport. In two different
simulations, vegetation growth is modelled at a constant 0.18 and 0.25 m/year.
Therefore, the influence of seasonal abiotic factors like rainfall and temperature
on vegetation growth is ignored. The initial topography replicates a cone-shaped
feature, with the initial volume set to match the volumes by Sauermann et al. (2000).
The landform’s centre of gravity is tracked to determine the migration velocity over a
simulation period of 40 years. To our knowledge, no measurement data is available
over such extensive periods. Therefore, validation is primarily based on typical
migration rates mentioned in literature (Goudie, 2011).
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2.4.3. Embryo dunes
In coastal environments, marine influences on aeolian sediment transport and
vegetation significantly impact the ecomorphological development of landforms. The
presence of a waterline is lacking in both barchan and parabolic dune simulations.
To assess the model’s ability to describe dune development in a coastal setting,
the formation of an embryo dune field under marine influences is simulated. Our
simulation is based on observations of an embryo dune field along the coast of the
island Texel, Netherlands (van Puijenbroek et al., 2017c). Drone photography was
used to construct digital elevation models, encompassing both summer and winter.

We attempt to reproduce the observations by van Puijenbroek et al. (2017c) by
simulating a flat, sloping beach with randomized vegetation establishment and the
presence of a waterline. The simulation period is 5 years. Water levels and
wave conditions are obtained from Rijkswaterstaat’s Waterinfo database at Eurogeul
(Rijkswaterstaat, 2024), located ≈ 100 km south of the location of interest. A
non-erodible layer is implemented just below the initial bed level (zne = zB ,0 −0.1),
stabilizing the coastal profile. The bed levels in submerged cells are gradually
reset to their original elevation, compensating for aeolian erosion and replicating
marine-driven supply into the intertidal zone. The model’s implementation of
storm erosion lacks an accurate description of sediment transport due to surf- and
swash-related processes. Therefore, it’s unrealistic to expect accurate reproduction of
the removal of embryo dune features.

The model assumes a vegetation establishment probability of 0.05 m2/year and
lateral vegetation spread at 0.2 m2/year, aligning with the model settings of
DUBEVEG in Keijsers et al. (2016). Once cells are submerged, vegetation is removed.
To restrict our focus to the establishment and removal of vegetation, the vertical
vegetation growth Vver is set at 10 m/year, meaning that vegetation can outgrow any
burial rate. A benchmark simulation, without vegetation establishment, is conducted
to validate the onshore aeolian transport flux, yielding an average influx of ≈16
m3/m/year, lower than van Puijenbroek et al. (2017c) found at ≈30 m3/m/year.

The validation is aimed at qualitatively reproducing the seasonal variability in dune
establishment, removal and growth. Additionally, we want to assess whether the
model is capable of reproducing the sheltering effect of other dunes on growth as
found by van Puijenbroek et al. (2017c).

2.4.4. Blowouts
The blowout simulation is based on the evolution of five foredune notches located
in National Park Zuid-Kennemerland (NPZK), the Netherlands (see Figure 2.2-d). We
attempt to simulate the geomorphic response of this coastal area after the excavation
of the notches as examined by Ruessink et al. (2018). The simulation is set up for
10 years (2013-2023), extending upon the evaluation period by Ruessink et al. (2018).
The initial topography obtained from DEMs is built upon LiDAR measurements of
the Dutch dunes (Bochev-van der Burgh et al., 2011). The water level and wave
conditions are obtained from observations at Eurogeul (Rijkswaterstaat, 2024).

29



2

For the sake of applicability and reproducibility, the model complexity is reduced
by making some heuristic assumptions. The groundwater table is located 0.1
meters below the initial bed level across the domain, similar to the embryo dune
simulations. This prevents erosion from the upper beachface, while sediment
availability is ensured in the intertidal area by resetting the bed level elevation of
submerged cells. Additionally, the groundwater has a maximum level of 5.5 m+NAP,
setting a maximum erosion depth within the blowout features. The vegetation
density ρveg is set to 1.0 [-] landward of the dunefoot (2 m+NAP), while the notches
are non-vegetated. The vertical growth rate of vegetation Vver is set to be 3 m/year.
This growth rate is slightly higher compared to marram grass typically found along
the Dutch coast, to ensure the foredune vegetation survives high deposition rates.
The ability of the vegetation to re-establish is excluded by turning off lateral growth
and germination, disabling blowout closure. To replicate the stabilizing effect of
roots on the sediment, the angle of repose is increased to 44◦ The separation bubble
is disabled, as the implementation is deemed not suitable for such a complex and
dynamic coastal environment. The computational domain, vegetation coverage and
initial topography are shown in Figure 2.5.

Figure 2.5.: Setup of a simulation of five excavated notches at the National Park
Zuid-Kennemerland (NPZK). The left panel shows the sand coverage,
being inundated (blue), vegetated (green) or bare (yellow) at the start of
the simulation. The right panel shows initial bed levels based on LiDAR.

For validation, the simulated bed level change is compared with the measured
annual topography (Bochev-van der Burgh et al., 2011). All data points that
could potentially be inundated (<2 m+NAP) are filtered out of the measurement
data to prevent inconsistencies due to ocean surface reflections. The simulation
and measurement results are visually compared and analysis of the erosional and
depositional sediment volumes from the blowouts into the backdune is carried out
for a quantitative validation.
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2.5. Results
2.5.1. Barchan dunes
The results of the barchan dune simulations using academic wind conditions coming
from varying directions are presented in Figure 2.6. The left panels reveal that the
dunes’ migration direction and orientation consistently align with the wind direction.
The imposed wind direction does not significantly alter the crescentic shape of the
dunes. The simulated features are mass conserving. Also, when increasing the
directional spread (σ= 0◦ in the left panels to σ= 45◦ in the right panels) a different
(less pronounced) crescentic shape was simulated.

Figure 2.6.: Demonstration of the model’s ability to simulate landforms for wind
coming from different directions (top to bottom) and for different
spreading rates (left to right).
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The shape and migration velocity of the eight simulated Moroccan barchan dunes,
compared with real-world measurements by Sauermann et al. (2000), are depicted
in Figure 2.7. After 5-10 years of simulation the equilibrium shape of these dunes
is achieved (top-left panel of Figure 2.7). Dune dimensions are calculated using
a rotated coordinate system with the dune’s crest as the origin, as shown in the
bottom-left panel of Figure 2.7. Dune heights vary between 3-9 meters and align
with the height-to-volume ratio (h and V ) observed by Sauermann et al. (2000).
However, the dune length (L) relative to height is slightly underpredicted, as shown
in the top-right panel of Figure 2.7. The height-to-width (h and W ) ratio matches
closely with observations by Sauermann et al. (2000), Finkel (1959) and Hastenrath
(1967) as shown in the bottom-right panel of Figure 2.7.

The migration velocity of the simulated barchan dunes is determined by tracking the
location of the dune crest, with the results displayed in the bottom-centre panel of
Figure 2.7. The findings reveal that the dunes’ migration velocity decreases as their
size increases, aligning well with Eq. 2.10 proposed by Durán et al. (2010).

Figure 2.7.: Quantitative comparison between the simulated and observed volume
V , height h, length L and width W for eight barchan dunes located in
Morocco (Finkel, 1959; Hastenrath, 1967; Sauermann et al., 2000). The
migration velocity is compared with the proposed relation in Eq. 2.10
(Durán et al., 2010).
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2.5.2. Parabolic dunes
The results of the parabolic dune simulations with varying fixation indices are
displayed in Figure 2.8. For animated simulation results, see Video S22.

Figure 2.8.: Simulation overview of three simulated parabolic dunes for varying
settings of fixation index (Θ ≈ 0.85, 0.50, and 0.35 [-]) by varying
vegetation growth speed (Vver: 3.5, 6.0, and 8.5 m/year, resp.).

The left panels show the simulated sand cover – bare (yellow) or vegetated (green)
– based on the vegetation density ρveg at corresponding times. The right panels
illustrate the topographic result after 4 years. The upper panels illustrate a dune
with a vegetation growth Vver of 3.5 m/year, resulting in a fixation index Θ of 0.85
(-), where the dune is mostly unvegetated and migrates windward. This aligns with
the observations by Durán and Herrmann (2006) that landforms with a Θ larger than
approximately 0.5 are too dynamic to stabilize. Increasing Vver to 6.0 m/year, Θ =
0.50 (-), leads to a more significant fixation of the dune, as shown by the thicker
trailing arms and greater vegetated areas in the centre panels.

2Video S2: Development of parabolic dunes under varying growth conditions.
Available at: https://ars.els-cdn.com/content/image/1-s2.0-S1364815224001543-mmc2.mp4
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The highest vegetation growth rate simulation (Vver = 8.5 m/year), corresponding to
the lowest fixation index Θ = 0.35, results in almost immediate dune stabilization.
Although this trend of decreasing dynamics with higher vegetation growth aligns
with earlier work, the extent of stabilization in these simulations is more severe than
reported by Durán and Herrmann (2006) for comparable fixation indices.

The results of the simulated parabolic dune development under real-world Brazilian
wind conditions are illustrated in Figure 2.9. For animated simulation results, see
Video S33. Generally, parabolic dunes worldwide migrate at velocities ranging from 2
to 7 m/year, as detailed in Goudie (2011). In these simulations, despite neglecting
vegetation’s dependency on abiotic conditions, the incorporation of real-world wind
data introduces seasonal variability. With a vertical vegetation growth, Vver , of 0.18
m/year, the average annual migration rate is between 2-3 m/year, as shown by the
blue dotted line in Figure 2.9. For a slightly higher Vver of 0.25 m/year, the migration
rate decreases over time, leading to near-complete fixation after 40 years, indicated
by the orange dotted line. Also, the simulations include some significant seasonal
variability in migration speed. Monthly averages of migration rates reach up to 9
m/year during windy periods. Complete stabilization is simulated in calmer months.
This suggests substantial differences in fixation index across seasons.

Figure 2.9.: Migration of parabolic dunes under real-world, Brazilian, wind conditions.
The centre of both dunes is traced, indicated by the blue and orange
lines. The lower panel displays the monthly (continuous) and yearly
(dotted) averaged migration rates for both simulations.

3Video S3: Development of excavated notches.
Available at: https://ars.els-cdn.com/content/image/1-s2.0-S1364815224001543-mmc3.mp4
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2.5.3. Embryo dunes
Figure 2.10 showcases the simulated initialization, growth, and destruction of
embryo dunes. The top-left panels illustrate the early establishment of vegetation.
Subsequently, vegetation patches begin to grow both vertically and laterally due to
sediment deposition and lateral vegetation spread. This leads to an increase in the
footprint and volume of the embryo dunes, which gradually coalesce into larger
dune formations. The progression of this growth and merging of dunes over time is
depicted in the centre and right panels of Figure 2.10, corresponding to 2.5 and 4.5
years into the simulation, respectively.

Figure 2.10.: Simulation overview of the development of an embryonic dune field,
including vegetation establishment, growth, and destruction.
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The third panel of Figure 2.10 illustrates the evolution in the number of embryo
dunes, highlighting marked developmental differences between dunes in the zone
exposed to marine influences and the zone sheltered from marine influences.
Exposed dunes see their numbers sharply decrease at the onset of several stormy
seasons, particularly during the winter of 2014/2015. Conversely, the count of
sheltered dunes steadily rises and stabilizes around 120 after three years. Initially,
when the exposed embryo dunes are relatively small, both sheltered and exposed
dunes exhibit similar growth rates, as illustrated by their respective weekly volumetric
growth ∆Vdune shown in the fourth panel. This may suggests that sediment capture
by seaward dunes did not significantly affect the sheltered dunes. However, this
dynamic changes after the exposed dunes undergo significantly more growth than
the sheltered ones in the winter of 2015/2016, likely because they capture the
majority of the sediment, limiting the remaining flux towards the sheltered zone.
This simulated behaviour is consistent with the findings by van Puijenbroek et al.
(2017c), whose measurements occurred in a dune field estimated to be in a similar
stage of development—about five years after its initial formation — as the final year
of our simulation.

2.5.4. Blowouts
For the model-data comparison, the volumetric analysis carried out by Ruessink et al.
(2018) is partly reproduced and extended, as displayed in Figure 2.11e. Volumetric
analysis is carried out based on three geomorphic units: 1) notches; 2) foredune; 3)
backdune; after (Ruessink et al., 2018). The domain is and these respective units are
shown in Figure 2.11c.

The initiation and early development of the notches in the coastal foredunes along
the NPZK region are simulated over a 10-year period. The erosion from the notches,
driven by airflow acceleration throughout the blowouts (see arrows in Figure 2.11d),
is visually similar to observations (Figure 2.11a & b). The centre of the blowout erodes
up to the assumed non-erodible layer due to soil moisture and most wind-erosion
happens at the erosional walls. The simulated volume eroded from the notches
corresponds well with the observations (purple line in Figure 2.11e). Measurements
show much of the eroded sediment to be deposited in the backdune, resulting in an
onshore migration of the overall dune volume, as shown by the red patches in Figure
2.11a. Although this behaviour is reproduced by the model, the backdune deposition
is underpredicted by the model with 62.5% when compared to measurements. As
the erosional volume from the notches is slightly overestimated at 25.5%, sediment
which is expected to be deposited in the backdune, a limited amount of pick-up
from the beachface likely explains the majority of this underprediction in deposition.
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Figure 2.11.: Comparison between model outcomes and measurements. The
observed (a) and modelled (b) erosion (blue) and sedimentation (red)
patterns are compared. Panel c) shows the three defined units for which
the volumetric change is computed. The outcomes of the volumetric
comparison are shown over time in panel e).
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2.6. Discussion
So far, this paper has given a detailed display of the assumptions in the AEOLIS
model and the corresponding results for the four particular cases. Barchan dunes,
parabolic dunes, embryo dunes and blowouts are simulated using open-source
AEOLIS code and, consistent with other applications in the literature, implementing
the relevant physics for each case (e.g., vegetation dynamics, multidirectional
winds, shear, non-erodible layers) to generate morphological forms as observed
in nature. The model reproduced the crescentic shape of barchan dunes, with
the spatial dimensions’ ratios matching those recorded in earlier studies (Finkel,
1959; Hastenrath, 1967; Hersen, 2004; Hesp & Hastings, 1998; Sauermann et al.,
2000). This outcome gives confidence in the model’s new topographic steering
process, as adopted from Durán and Moore (2013) with the exception that a custom
grid rotation scheme implemented in AEOLIS allows for multidirectional winds.
This capability is particularly necessary for accurate simulation of real world dune
modeling applications, where wind directions are highly variable and for which
wind direction has critical implications both of sediment input into dune complexes
(Delgado-Fernandez, 2010) and on wind flow patterns over the dune form (Hesp &
Smyth, 2021; Kombiadou et al., 2023).

Whereas the original AEOLIS model presented by Hoonhout and de Vries (2016)
included multifraction sediment transport processes and various supply limiters,
the model at the time did not include capabilities to simulate the full suite of
processes that result in aeolian sediment transport gradients that contribute to net
landform change. In coastal environments, vegetation is one of the most effective
agents for dune formation. In this study, the transition of dynamic crescentic
dunes into u-shaped parabolic dunes was successfully simulated through a simple
representation of vegetation growth and the interaction with shear stress (Anthonsen
et al., 1996; Barchyn & Hugenholtz, 2012; Durán et al., 2008; Reitz et al., 2010).

In the blowout simulation illustrated in Figure 2.11, the model effectively replicated
observed erosion and deposition patterns in both spatial and volumetric terms
(Ruessink et al., 2018). Historically, artificial blowout projects have had mixed success,
often due to limited impacts on dune systems or natural infilling post-excavation
(Arens et al., 2013a; Castelle et al., 2019; Riksen et al., 2016). The prediction of dune
responses to such interventions could inform decision-making in terms of excavation
volume, location, timing, and combining with other measures.

The presented model may open new possibilities in the field of coastal engineering,
landscape management and -planning. However some limitations in its current
implementations remain. Especially when accurately reproducing real-world
landforms in specific situations. The blowout simulation, despite illustrating the
model’s collective advancements, also exhibits most of the assumptions that involve
limitations. Future updates of the model may include enhanced descriptions of
relevant processes, with several key areas identified for further improvement:

38



2

Complex wind fields - The model cannot describe complex wind fields that go beyond
the scope of Weng et al. (1991)’s theory. Flow structures around steep topographic
gradients and flow reversal on the lee side of dunes are observed in field studies
(Lynch et al., 2009) but cannot be described by the current code. Additionally, while
the existing analytical shear stress theory allows for rapid computation, low slope
assumptions of this formulation may require more complex numerical approaches
to effectively simulate wind flow dynamics over steep or complex terrain (Cecil et al.,
2024). However, vegetation roughness is likely to be dominant over the effect of
topographic steering. Therefore, the implications of this particular limitation are
expected to be limited for typical vegetated foredunes.

Avalanching - The model’s constant angle of repose is an important assumption for
the avalanching process. However, it does not account for potential variations in the
angle of repose due to sediment characteristics, moisture, or vegetation root systems.
These parameters may influence slope stability and avalanching processes (Davis
et al., 2024; Rahn, 1969). This limitation is illustrated by our need to adjust the angle
of repose across the entire domain, as a means to at least partially incorporate the
impact of vegetation and root systems on stability.

Vegetation growth - The model’s representation of vegetation growth and its
interaction with morphodynamics is simplified to a limited set of parameters and
processes. The response of vegetation to burial (Nolet et al., 2018), as well as
the influence of other abiotic factors like salinity, drought, and temperature on
vegetation growth (Homberger et al., 2024; van Puijenbroek et al., 2017b) could be
elaborated in future modelling efforts. This knowledge gap in vegetation modelling
was highlighted during the blowout simulation which required significant calibration
to achieve realistic outcomes. And yet, erosion and deposition patterns still deviated
from actual observations (Dickey et al., 2023).

Multiple species - The current model supports only one type of vegetation
characteristic, whereas multiple species with distinct growth functions may be
needed for alternative landform simulations (Baas & Nield, 2007). This factor may
be especially important in coastal settings where mixed species plots are common
on natural coastal foredunes and differing plant species have widely differing
morphological characteristics (Goldstein et al., 2018; Walker & Zinnert, 2022).

Removal and establishment - The binary approach for vegetation establishment
and removal in the model does not reflect the gradual erosion and persistence of
vegetation in natural settings. The model could incorporate the influence of seed
dispersal and various abiotic conditions on vegetation establishment. Additionally,
it seems improbable that transient inundation would be immediately fatal to
vegetation. Enhancing the implementation of vegetation response to hydrodynamic
stresses could improve the inclusion of vegetation zoning.
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Supply-limitations - The underestimation of onshore aeolian flux in the embryo
dune and blowout simulations, though not directly related to landform shaping
processes, highlights the critical need for precise modelling of sediment supply on
the beach face. Accurately capturing this aspect is essential, as inaccuracies can
significantly impact the outcome of landform simulations.

Despite these limitations, the AEOLIS model has made contributions to several
engineering projects. The Sand Engine mega-nourishment in the Netherlands was
designed to develop in a dynamic coastal dune landscape over several decades
(Stive et al., 2013). Simulations by Hoonhout and de Vries (2019) have explained
the spatiotemporal distributions of sediment at the site. These simulations have
been used to evaluate its design and make management decisions related to
beach nourishment and dune management along the Dutch coast. Leveraging a
subset of the model advancements presented in this manuscript, van Westen et al.
(2024a) further extended the model domain alongshore, increased spatial resolution,
and coupled the model with a hydrodynamic model component to introduce the
interplay between aeolian- and marine-driven morphological change. This enabled
the inclusion of marine-driven impact on beach width, sediment availability and
dune growth. A growing set of use applied engineering use cases is now possible
given new capabilities included within AEOLIS that allow for aeolian transport
and related morphological changes to be simulated across broad spatial scales
(meters to kilometres; e.g., Figure 2.11), temporal scales (e.g., days to decades), and
including a range of physical and ecological processes. Continued demonstration
and assessment of capabilities for simulating real-world 1D and 2D profile change
will further enable the use of AEOLIS as a practical tool for engineering planning and
design work related to managing sediment transport pathways and/or optimizing
landform evolution in coastal systems to add flood or ecosystem service benefits.
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2.7. Conclusion
The AEOLIS model provides an implementation of a quantitative set of process-based
descriptions regarding wind-flow, aeolian sediment transport, vegetation growth,
submersion and the feedback with coastal morphology. The model is built on the
principle of supply-limited aeolian sediment transport where wind shear and surface
characteristics determine sediment transports that cause morphological changes.
The model is forced with wind speed, water levels and wave heights as boundary
conditions and solves for intrinsic process interactions related to morphology,
vegetation growth and topographic steering of wind flow. Assumptions can be varied
depending on the specific goal of the simulation.

Several characteristic aeolian (coastal) landform shapes can be simulated using the
novel implementations in the AEOLIS model. Barchan dunes can be simulated
by combining assumptions that describe aeolian sediment transport, topographic
steering and avalanching. Comparison with real-world measurements of barchan
dunes located in Morocco gives confidence in the model to simulate landform
development under realistic wind conditions.

Parabolic dunes can be simulated when taking into account the description of
vegetation development and extending the temporal scale of the barchan dune
simulation. The establishment of vegetation on the relatively stable sides of the dune
causes further stabilization and the subsequent development into a parabolic-shaped
dune corresponds well with the literature, as do simulated migration rates.

Embryo dunes are simulated by adding a probabilistic approach to vegetation
establishment and lateral propagation and the influence of swash processes in the
domain. The simulated behaviour in seasonal variation and the sheltering impact of
seaward-located dunes are similar to earlier measurements carried out at the Hors,
Texel, The Netherlands.

The model’s applicability in practical engineering cases is demonstrated by simulating
the development of five foredune notches along the Dutch coast. The simulated
spatial pattern and volumetric landward movement of sediment show that the
combined implementation of the presented processes is capable of describing
real-world coastal dune development on engineering spatiotemporal scales.

Although the AEOLIS model can describe several theoretical and practical behaviours
of coastal aeolian dune landscapes, the implementation of some additional
assumptions may improve the model’s predictive capability. Examples are (amongst
others) the implementation of different vegetation species or secondary flow patterns.

The AEOLIS model is openly accessible and all results in this publication are
reproducible in the open source domain. This way we aim to underscore AEOLIS’
potential as a basis for collaborative development towards a more comprehensive
description of coastal dunes.
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COUPLING NEARSHORE TO DUNE 
The nearshore, beach and dune form an integrated system where sediment crosses 
the waterline and marine processes influence aeolian transport. This chapter 
presents a coupling between the aeolian transport model from Chapter 2 and a 
hydromorphodynamic model, exploring the benefits and technical feasibility of 
connecting these domains in coastal applications.
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PREDICTING MARINE AND AEOLIAN CONTRIBUTIONS TO THE SAND
ENGINE’S EVOLUTION USING COUPLED MODELLING

Abstract Predictions of marine and aeolian sediment transport in nearshore-beach-
dune systems are essential for designing Nature-Based Solutions (NBS). To quantify
marine-aeolian interactions, we present a framework coupling DELFT3D Flexible
Mesh, SWAN, and AEOLIS, enabling continuous exchange of bed levels, water levels,
and wave properties. The coupled model simulates the morphodynamic evolution
of the Sand Engine mega-nourishment, showing good agreement with observed
volumetric developments, including marine-driven erosion of the peninsula and
aeolian-driven dune lake infilling.To assess aeolian–marine interactions, we compare
coupled and stand-alone models. Aeolian transport to the foredune (214,000 m³ over
5 years) removes sediment from the marine domain, reducing alongshore sediment
redistribution by 70,000 m³ (1.7% of total marine-driven dispersion). Marine-driven
deposition and erosion reshape the cross-shore profile, regulating aeolian transport
and foredune deposition. On the accreting southern flank, foredune growth increased
by up to 6.7% in year 5, whereas on the northern flank, sheltered by a lagoon
and tidal channel, foredune deposition decreased by 11.5%. Our findings highlight
how aeolian and marine processes reshape nourished sand, with each domain
influencing the other. This interplay is crucial for accurately predicting sandy NBS
and optimizing coastal interventions.

This chapter is based on: van Westen, B., Luijendijk, A. P., de Vries, S., Cohn, N., Leijnse, T. W., & de
Schipper, M. A. (2024). Predicting marine and aeolian contributions to the Sand Engine’s evolution
using coupled modelling. Coastal Engineering, 188, 104444.
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3.1. Introduction
In recent years, Nature-Based Solutions (NBS) have become increasingly popular soft
engineering features which provide ecosystem services and add coastal resilience
to coastal areas (Barciela Rial, 2019; van der Meulen et al., 2014; Stive et al.,
2013; Sutton-Grier et al., 2015; de Vriend et al., 2015). NBS, which may include
constructed beach and dune features, are designed to be dynamic and their
subsequent morphologic evolution is governed by the interplay of hydrodynamic,
morphodynamic and ecological processes on timescales of hours to decades
(van der Meulen et al., 2023). Therefore, to successfully design and predict the
long-term benefits of coastal NBS, it is necessary to have a (a) comprehensive
understanding of and (b) quantitative predictive tools that can resolve the drivers
of sediment transport gradients across the foreshore, surfzone, beach and dunes
(Bridges et al., 2021b; Cohn et al., 2019; Luijendijk & van Oudenhoven, 2019).

Shoreface and beach nourishments are widely used in erosive coastal systems to
buffer storm impacts and add recreational and ecological value (de Schipper et al.,
2021). While the placement of sand has been globally adopted to enhance coastal
resilience, recently, mega-nourishments have been trialled to add immediate local
and long-term benefits through leveraging the longshore redistribution of placed
sediments. An example of this type of NBS is the Sand Engine, a 21.5 Mm3

mega-nourishment (Stive et al., 2013), constructed in 2011 along the Delfland coast
in the Netherlands (Figure 3.1). Since its construction, many studies have monitored,
analysed, and modelled the Sand Engine’s evolution (Luijendijk et al., 2017; Roest
et al., 2021; de Schipper et al., 2016; Tonnon et al., 2018). The Sand Engine was
constructed with various goals, from nourishing the adjacent coast, to promoting
dune growth, and enhancing the region’s natural and recreational values. However,
successfully predicting volumetric changes in the different parts of the NBS, and thus
effectively accomplishing these diverse objectives, has proven challenging. During
the design phase, it was estimated that the foredune growth in the Sand Engine’s
direct vicinity would approximately double the dune growth compared to the original
situation (Mulder & Tonnon, 2011). This estimation was based on an empirically
developed relationship between dunefoot migration and beach width (de Vriend
et al., 1989). In practice, foredune deposition was measurably lower than along the
adjacent coast in the years following the mega nourishment construction (Hoonhout
& de Vries, 2017; Huisman et al., 2021).

Hoonhout and de Vries (2017) linked the observed reduction in foredune growth
along the Sand Engine to supply limitations. While the theoretical rate of saturated,
wind-driven transport is a function of local grain size and wind speed (Bagnold,
1937; Sherman & Li, 2012; Sørensen, 2004), numerous factors may limit supply in
coastal environments and reduce local aeolian transport rates below the theoretical
maximum rate of saturation (de Vries et al., 2014a). This finding is consistent with
multiple studies from other field sites that have found that the observed volumetric
growth of coastal dunes is typically lower than that predicted from the wind-driven
potential transport capacity (Costas et al., 2020; de Vries et al., 2014b).
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Figure 3.1.: Photos of the Sand Engine mega nourishment. (a) The Sand Engine
one year post-construction, with the key geomorphological features. (b)
Beachgoers at the Sand Engine’s northern flank with the foredune in
the back. (c) The southern flank of the Sand Engine 5 years after
construction. The white arrows illustrate the Sand Engine’s orientation,
pointing towards the Northeast (NE) and Southwest (SW). (Photo credits:
Rijkswaterstaat/Joop van Houdt and Jurriaan Brobbel)

.

Supply limiting conditions in coastal environments can especially be attributed to
surface moisture (Hallin et al., 2023b) and sediment sorting (van IJzendoorn et al.,
2023a). The wetting of the surface in the intertidal zone due to wave runup and
groundwater effects results in an increased wind velocity threshold for initiating
aeolian transport (Bauer et al., 2009; Hallin et al., 2023b; Ruessink et al., 2022).
Despite this constraint on aeolian transport near the land-water interface, the
intertidal zone is often considered the primary source of sediment contributing to
dune growth (Hoonhout & de Vries, 2017; Houser, 2009). Both within the intertidal
zone and higher up on the dry beach, aeolian sediment transport can result in
armouring of the bed as fine grain sediment is winnowed from the bed surface,
preferentially leaving behind a layer of course material at the surface (i.e. lag
deposits) that similarly contributes to supply limitations (Carter, 1976; Hoonhout &
de Vries, 2017). At elevations lower than the total water level elevation, however,
wave-induced forces can mix different sediment fractions, removing potential
armouring and thus enabling more sediment supply (van IJzendoorn et al., 2023a;
van IJzendoorn et al., 2023b).
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Since the intertidal zone is a primary zone of sediment pickup for wind-driven
sediment transport, marine-driven sediment supply towards the intertidal zone can
positively enhance aeolian transport rates (Aagaard et al., 2004). Cohn et al. (2017)
showed that the landward migration and welding of breaker bars can contribute
to rapid beach growth, which some studies have related to enhanced dune
growth (Houser, 2009) perhaps due to the introduction of finer grained sediments
and widening of the beach which reduced fetch limitations. These factors may
similarly explain why aeolian transport and net dune growth rates are often higher
immediately following beach nourishments (Arens et al., 2013b; van Rijn, 1997;
van der Wal, 2004). High energy events (i.e. storms) can induce beach and dune
erosion, potentially adversely impacting the intertidal sediment budget (Costas et al.,
2020; González-Villanueva et al., 2023; Quartel et al., 2008), potentially stimulating
aeolian transport as a consequence of increased intertidal width and subsequent
sediment availability. Aeolian pickup from the intertidal zone also modifies the
intertidal sediment budget. To date, it is unclear to what extent removing this
sediment by aeolian transport affects marine-driven transport through changes in
grain size and morphodynamic feedback.

The multitude of interactive processes and scales hampers quantifying the impact of
aeolian and marine interactions on long-term morphological development (Aagaard
et al., 2004; Bauer et al., 2009; Moulton et al., 2021). As a result, the current
understanding of the nearshore-beach-dune system primarily relies on observations,
and conceptual and rule-based models, describing relations between the marine
and aeolian domains (Aagaard et al., 2004; Bauer & Davidson-Arnott, 2003; Costas
et al., 2020; González-Villanueva et al., 2023; Hallin et al., 2019a; Houser, 2009; Pellón
et al., 2020; Sherman & Bauer, 1993; Short & Hesp, 1982; Silva et al., 2019). Despite
the conceptual understanding of the impact that interactions between marine and
aeolian processes have on coastal evolution, quantitative tools are still lacking.

To quantify marine-driven influences on aeolian developments, a fetch-based
approach can be used (Bauer & Davidson-Arnott, 2003; Delgado-Fernandez, 2010;
Ruessink et al., 2022). This approach is based on the concept that some critical
fetch distance in downwind direction is needed to reach the wind-driven transport
capacity. Sediment transport is limited in relation to the transport capacity by the
limited distance (smaller than the critical fetch distance) in the direction of the wind
relative to the waterline. This approach (over)simplifies the dynamic, time-varying
conditions such as tidal excursion and storm events and does not take the impact of
the system’s evolving morphology on supply-limiters into account (Houser, 2009).
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Semi-empirical models describing beach-dune dynamics, like the CS-model
developed by Larson et al. (2016), use a combination of physics and empirical
observations to simulate the cross-shore exchange of sand and the consequent
profile development. Building upon this, Zhang and Larson (2022) incorporated dune
erosion into the model using the wave impact theory described by Larson et al.
(2004). This model has proven fast and effective in predicting the evolution of
beach-dune systems on yearly to decadal timescales (Hallin et al., 2019b; Palalane
et al., 2016). However, its semi-empirical nature introduces a degree of site-specificity
to some coefficients, necessitating data for calibration to ensure confidence in its
application to specific locations. This aspect compromises the predictive ability in
environments where data is scarce or when designing complex and novel NBS.

Process-based models have proven their use in quantitatively predicting the effects
of natural events and human interventions on coastal evolution, e.g. at the Sand
Engine (Hoonhout & de Vries, 2019; Luijendijk et al., 2017). Yet, most of these coastal
process-based models mainly focus on distinct sub-domains, analyzing either the
marine (Booij et al., 1999; Hervouet & Bates, 2000; Lesser et al., 2004; Roelvink et al.,
2009; Warren & Bach, 1992) or the aeolian (Durán et al., 2010; Hoonhout & de Vries,
2017; Keijsers et al., 2016) domains separately. Consequently, these models often
neglect the interactions between aeolian and marine subdomains.

Integrating morphodynamic evolution across subdomains requires a tool that allows
for the simultaneous prediction of multiple subdomains and a continuous exchange
of morphological and hydrodynamic information between these domains. Several
studies have made progress towards such integration. Roelvink and Costas (2019)
included integrated dune development mechanics into the hydrodynamic XBEACH

model (Roelvink et al., 2009). The WindSurf framework (Cohn et al., 2019) employed
a coupling between XBEACH and the aeolian transport model AEOLIS (Hoonhout &
de Vries, 2016). These frameworks proved valuable in advancing the understanding of
interactions within the nearshore-dune system and showed the added value in adding
them (Hovenga et al., 2023; van Westen et al., 2023). However, a common limitation
of these coupling frameworks is the prerequisite that the submodels have to operate
on the same, one-dimensional cross-shore grid. Depending on spatiotemporal
scale, longshore variations could significantly contribute to the overall development
coastal environments. Also, different parts of the coastal domain could require
descriptions of different levels of detail. Therefore, to simulate real-world coastal
environments, a numerical coupling tool is required that supports two-dimensional
subdomains, regardless of their respective grid resolution or type. Luijendijk et al.
(2019a) solved this by proposing a coupling between DELFT3D (Lesser et al., 2004)
and AEOLIS (Hoonhout & de Vries, 2016) models, both covering two-dimensional
domains. Luijendijk et al. (2019a) demonstrated the ability to include the interactions
between the marine and aeolian morphodynamics by coupling these numerical
models. However, a detailed analysis of the impact of these interactions on the
system’s integrated morphodynamics was lacking. Besides, limited spatial resolution
restricted the model from including detailed aeolian landforms, e.g. foredunes, in
this initial study.
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The current study extends the current numerical frameworks and focuses on
quantifying volumetric changes in the aeolian and marine parts of the Sand Engine
to explore interactions between marine- and aeolian-driven portions of the study
site. The impact of these interactions on the system’s integrated morphodynamics is
studied using a 2D coupled model encompassing both aeolian and marine domains.
We define two Research Objectives:

1. The development of a coupling framework that enables simultaneous modelling
of the aeolian and marine domains in 2D, thereby introducing the interactions
between marine and aeolian morphodynamics;

2. Estimating the magnitude of the interactions between marine and aeolian
morphodynamics and their impacts on the Sand Engine’s evolution.

The development of this DELFT3D-SWAN-AEOLIS coupling framework facilitates
simultaneous computation of multiple subdomains, including potential interactions
that cross the land-sea boundary. Individual model components can successfully
provide predictions of net landscape change of the subaerial (AEOLIS) and
subaqueous (DELFT3D-SWAN) portions of the coastal zone, but independent models
inherently ignore part of the sediment budget. For example, large amounts of
sediment that are being deposited in the Sand Motor dune system would not be
included in a budget analysis obtained from any stand-alone subaqueous model
application or, vice versa, the subaqueous morphological development would lack in
a model framework that only accounts for subaerial processes.

Due to interactions between the subdomains, we expect small deviations in
morphological development to occur if the coupled model outcomes are compared
to the sum of stand-alone outcomes. Since the individual model components have
been specifically calibrated for standalone operation, we do not anticipate significant
improvement of model skill in the central part of the domain the submodels were
designed for. However, it might be expected that there are noteable differences in the
zones where both marine and aeolian processes operate, such as within the intertidal
zone. This work aims to demonstrate new capabilities enabled by connecting
multiple coastal domains within a single model framework that, through expanding
both quantitative and qualitative understanding of system behavior (Barbour &
Krahn, 2004), allows for improved understanding of cross-domain interactions and
integrated nearshore-beach-dune systems.
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3.2. Coupled modelling of Sand Engine morphodynamics
3.2.1. Case study: the Sand Engine
The Sand Engine is a 21.5 Mm3 hook-shaped mega-nourishment constructed in 2011
along the Delfland coast (Stive et al., 2013), shown in Figure 3.1. The average yearly
northward alongshore sediment transport along the Delfland coast is estimated to
be 0.38 Mm3, resulting from gross transports of 0.76 Mm3 northward and 0.38 Mm3

southward (van Rijn, 1995; de Schipper et al., 2016).

The Delfland has historically been retreating approximately 1 km inland from 1600
to 1990, as it faced structural erosion (de Schipper et al., 2016). After the Dynamic
Preservation Act was implemented in 1990, mandating the maintenance of the
1990 coastline position (van Koningsveld & Mulder, 2004), nourishment construction
started to increase. Before the Sand Engine’s construction, nourishment volumes
in this area rose to approximately 1.7 Mm3/year. The advantages thought of
during its design, involving a high concentration of sediment nourishment at a
single longshore location, are the reduced frequency of nourishments needed, the
longshore spreading causing neighbouring shorelines to advance more naturally, the
large initial land reclamation providing increased space for recreation activities and
ecological development and the ecological stress remaining confined to a relatively
small area, limiting its overall environmental impact (Stive et al., 2013).

For further information on the background, coastal setting, and governing conditions
of the Sand Engine see Stive et al. (2013), de Schipper et al. (2016), Hoonhout and
de Vries (2017), and Huisman et al. (2021).

3.2.2. Coupling approach
The framework presented in this study enables the coupling of three existing
process-based models. This is achieved through the simultaneous execution of these
models, hereafter model components, and the exchange of information between
them. To achieve this, the Basic Model Interface (BMI) protocol is utilized (Hutton
et al., 2020), as it serves as an efficient way of coupling numerical models through
the provision of dedicated functions.

Our work builds upon earlier studies that developed coupling tools for coastal
applications. The initial BMI-enabled coupling framework is WindSurf as coded by
Hoonhout (2016). WindSurf supports the coupling between one-dimensional AeoLiS
(Hoonhout & de Vries, 2016) and XBEACH (Roelvink et al., 2009) models, with an
application of these couplings presented in Cohn et al. (2019). Additionally, Luijendijk
et al. (2019a) utilized a similar BMI protocol to facilitate the exchange of parameters
between two-dimensional model components.
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In this study, we have combined the generic structure of the BMI-version of the
Windsurf framework (Hoonhout, 2016), with some of the model schematization and
exchange methods from Luijendijk et al. (2019a) to enable comprehensive 2D model
coupling capabilities. A central grid is utilized as a communication layer between
models, ensuring the model components are not required to have the same central
model grid coordinates or resolution (Figure 3.2). This method eliminates the
need for setting up numerous individual exchanges between the multiple model
components. Additionally, having one shared morphological state minimizes the
discrepancy across model components. For our case study, the central grid is based
upon the DELFT3D-FM grid (§3.2.3, Figure 3.3b).

Figure 3.2.: Schematic representation of the parameter exchange settings between
AeoLiS (Hoonhout & de Vries, 2016) and DELFT3D-FM (Kernkamp et al.,
2011; Lesser et al., 2004) model components. The arrows indicate the
exchange of ∆ZB (adding bed level change to existing bed elevation)
and hydrodynamics (water levels, wave heights and wave period). The
information is exchanged for every timestep ∆t (=1200s) in morphological
time.

To increase the flexibility and application range, the coupling framework is made
compatible with different grid types (e.g., rectangular, curvilinear, unstructured).
To enable the exchange of information between these grids, we implemented a
re-gridding functionality, which is based on a simple linear interpolation method.
The influence of the coupling and interpolation approach on mass-conservation will
be reflected upon in §3.2.5.
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3.2.3. Model components
The coupled model consists of three model components. Throughout the setup of
our coupled model, we aimed to maintain the setups of each component as closely
as possible to earlier Sand Engine research (Hoonhout & de Vries, 2019; Luijendijk
et al., 2017) to minimize the effort required for setting up and calibrating the
model components. Our main focus is on quantifying the added value of enabling
interaction between models, instead of demonstrating the performance within the
individual subdomains.

The primary hydrodynamic component, DELFT3D Flexible Mesh (Kernkamp et al.,
2011), hereafter DELFT3D-FM, simulates sediment transport and morphological
change in the marine domain (Figure 3.3b) under the influence of tidal, wind,
and wave-driven water levels and currents, following the methods of Lesser et al.
(2004). The setup of DELFT3D-FM is described in §3.2.3. The SWAN model (Figure
3.3a) simulates the propagation and transformation of wind-generated waves (Booij
et al., 1999) that is linked with DELFT3D-FM through a wrapper called D-Waves,
see §3.2.3.. The morphological evolution in the aeolian domain (Figure 3.3c),
influenced by aeolian-driven, supply-limited transport, is simulated by the AeoLiS
model (Hoonhout & de Vries, 2016), see §3.2.3.

Figure 3.3.: Computational domains of SWAN (a, green), DELFT3D-FM and refined
SWAN (b, purple), and AeoLiS (c, orange). HvH, EUR and IJM indicate
the wind and offshore wave stations used for the wave boundary
conditions. Colours indicate bed level with respect to NAP (Dutch datum
at approximately mean sea level).
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DELFT3D-FM configuration
The configuration of the DELFT3D-FM model component builds upon the Sand
Engine simulations by Luijendijk et al. (2017). The computational domain covers
an alongshore stretch of coast of nearly 20 km from Hoek van Holland to just
north of Scheveningen (Figure 3.3b). It extends approximately 15 km offshore. The
cross-shore grid resolution is 1000 m at the offshore boundary and 35 m at the
surfzone (Figure 3.3b). Considering the width of the surfzone varying between
approx. 150m at the tip of the peninsula to 300m along the more natural coast, the
chosen cross-shore resolution results in at least 5 grid cells in the surfzone. To more
accurately resolve detailed surf zone processes a finer resolution in the surfzone
could be beneficial, but here we compromise between sufficiently detailed resolution
to resolve dominant behavior at the study site and non-exorbitant computational
times. Among the processes that this resolution was optimized for was the ability
to successfully capture longshore transport rates and the capacity of the model
to reproduce the Sand Engine’s historical dispersion. As shown in §3.2.6, the
model effectively reproduces these longshore processes, hence justifying the chosen
resolution. At the lateral boundaries, zero-gradient alongshore water level, or
Neumann, conditions are enforced (Roelvink & Walstra, 2004).

The model has been upgraded from DELFT3D version v4 (Lesser et al., 2004) to
DELFT3D Flexible Mesh solver (Kernkamp et al., 2011), allowing for more efficient
grid refinement opportunities. This upgrade required a re-calibration of the sediment
transport-related factors for suspended and bedload transport (sus and bed). To
match the volume change within the main Sand Engine peninsula as modelled by
Luijendijk et al. (2017), the values for sus and bed were set to 1.4 [-]. Additionally,
the sediment transport factors for wave-driven transport (susw and bedw) were set
to 0.5 [-].

SWAN configuration
Like the DELFT3D-FM configuration, the SWAN setup is based on Luijendijk et al.
(2017). Two domains are used in a nesting approach. The larger wave domain
extends ∼10 km in both longshore directions (north and south) and ∼15 km in
offshore direction to adequately describe wave transformation. A finer grid that
matches the DELFT3D-FM grid is nested inside the larger grid (Figure 3.3 a, b), with
an increased cross-shore resolution of roughly 35 m around the shoreline.
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AEOLIS configuration
The AEOLIS setup primarily relies on the previous work by Hoonhout and de Vries
(2019). The area of interest has been extended to cover a more extensive alongshore
coastal stretch. Moreover, a finer grid, increasing the resolution from 50×50 m
to 12.5×12.5 m (equidistant), is applied to acquire sufficient resolution for the
simulation of foredune development. The offshore boundary of the AEOLIS domain
is defined by the edge of the aeolian zone, as indicated by the orange box in Figure
3.3.

The influence of vegetation cover is included by locally reducing the shear stress
following the methods of Durán and Moore (2013). In the absence of comprehensive
spatial measurements of vegetation cover, vegetation presence and growth are
currently implemented following simple rules based on general field observations.
The vegetation coverage is determined based on the evolving bed level elevation
[m] and slope [°]. No vegetation is present below 4m+NAP, while all cells above
6m+NAP are fully covered. Between 4 and 6m+NAP, only cells with a bed slope of
at least 24° are covered with vegetation. Including avalanching ensures that the bed
slope does not exceed the imposed angle of repose (33°). These chosen values are
iteratively determined to reproduce key aspects of the cross-shore profile evolution.
This implementation resulted in a gradual and realistic seaward migration of the
dunefoot, while maintaining a realistic foredune slope.

Due to the absence of run-up processes within the hydrodynamic model components,
AEOLIS uses the regridded wave characteristics to calculate wave run-up, based on
the empirical formula by Stockdon et al. (2006). While the Stockdon et al. (2006)
formula fundamentally relies on offshore wave heights, in the present setup, local
wave conditions are employed. Since the local wave height is lower than the
offshore conditions due to wave breaking, this approach is expected to lead to an
underestimation of wave run-up and subsequently in a smaller area of inundation.
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3.2.4. Setup of the 5-year model hindcast
The coupled model is tailored to simulate the morphological development of the
Sand Engine for the first 5 years after construction, from August 1st , 2011, to
August 1st , 2016. All three model components use the same initial topographic and
bathymetric data. The description of obtaining and processing this bed elevation
data for input to the models is added to Appendix C.

Parameter exchange
The coupling interval of the parameter exchange between the model components
is 1200 s in morphological time. Bed levels are continuously exchanged between
DELFT3D-FM and AEOLIS to include the morphodynamic interactions between the
aeolian and marine domains. To reduce the impact of continuously overwriting bed
levels on mass conservation and preservation of details involving grids of different
dimensions and resolutions, the bed level change is computed using a cumulative
approach. This means that rather than repeatedly replacing existing bed levels with
new values calculated by the DELFT3D-FM and AEOLIS model components after
(zB ,centr al [t] = zB ,model [t]), we update the bed level of the central grid incrementally,
adding only the calculated change in bed level, ∆zB [m] (zB ,centr al [t] = zB ,centr al [t-1]
+ ∆zB ,model [t]). This process is facilitated by tracking the changes in bed level
calculated by different model components during each step.

To incorporate the marine-driven sediment supply-limiters on aeolian transport
dynamics, including the aforementioned hydrodynamic reworking of grain size
distributions in the swash zone and soil moisture content of the bed surface from
wave runup, the water levels zs [m+NAP], wave height Hs [m], and wave period
Tp [m] are exchanged from DELFT3D-FM to AEOLIS through the central grid. The
exchange of wave-related information between DELFT3D-FM and SWAN occurs
through the DIMR-coupler (Deltares, 1982, Deltares Integrated Model Runner) with a
coupling interval 3600 s in morphological time.

During simulations, we stored the marine- and aeolian-driven bed level change
separately, allowing us to determine their relative contributions to the overall
development. To exclude the aeolian- or marine-driven morphodynamics from the
simulation results entirely, two additional simulations were conducted by disabling
the bed level updates from (1) the AEOLIS model (see Figure 3.3d-e) and (2)
the DELFT3D-FM model (see Figure 3.3f-e). Despite not being fully uncoupled,
these simulations are referred to as AEOLIS-only or DELFT3D-FM-only, respectively.
By keeping the model components integrated within the coupling framework, we
maintain the exchange of water levels and wave properties between the domains
while eliminating morphodynamic interactions. This method ensures that deviations
arising from information exchange and re-gridding do not influence the outcomes
of later comparative analysis.
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Forcing Conditions
The boundary conditions for the model set-up are generated following the
methodology of Luijendijk et al. (2017). Alongshore variable astronomical tidal
components are imposed on the offshore boundary of the hydrodynamic model and
observed surge levels at Hoek van Holland are added to these tidal levels (Figure
3.3a).

Wind speed and direction data are obtained from 10-minute averaged observations
at Hoek van Holland. Wave characteristics are sourced from two offshore platforms:
Europlatform and IJmuiden Munitiestortplaats (Figure 3.3a). Data gaps in the wave
timeseries from both offshore platforms are filled using information from the other
platform. The remaining data gaps in wave (2%) and wind (7%) timeseries are filled
with zero values. This conservative approach may result in a slight underestimation
of wave- and wind-driven transport.

Upscaling techniques
The boundary conditions generated in this study undergo a series of processing
procedures to reduce computational expenses by implementing filtering and
acceleration techniques (Luijendijk et al., 2019a).

The boundary conditions are filtered based on wave and wind criteria. First, periods
with offshore-directed waves (40°N < Hdi r < 200°N ) and winds (60°N < udi r < 180°N )
are removed. Next, conditions are filtered based on wave height (Hs < 1m: 49%) and
wind speed (u10 < 5.5m/s: 49%). The filtering criteria for wave height are based
on Luijendijk et al. (2017). The wind speed is based on threshold velocity for the
smallest sediment fraction (250 µm) to initiate aeolian transport, according to the
applied transport formulation by Bagnold (1937). Conditions were only filtered out
of the timeseries when all requirements were met simultaneously, resulting in a
reduction of 39% of the total duration to be simulated, allowing for an increased
computational speed of these comprehensive 2D simulations.

To further accelerate the simulation, a morphological acceleration factor of 3 is
applied in DELFT3D-FM simulation, hereafter referred to as morfac (Ranasinghe
et al., 2011). AEOLIS’s smaller computational costs remove the need for applying
acceleration techniques on the AEOLIS model component within this setup. To
align the morphological timeframes of both model components, which operate with
different morfacs, the coupling interval is adjusted for each component.
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3.2.5. Evaluation of coupling approach
With the coupled model being set up and run for the 5-year period, we evaluate
some key performance aspects of the coupled model compared to the model
components.

Preservation of detail
To retain relevant aeolian landform information, such as foredune profile
characteristics, the level of detail required by AEOLIS (12.5 m) surpasses that
implemented in DELFT3D-FM (finest grid resolution of 35 m). Therefore, it’s
important to ensure that during the transfer of information from the coarser
DELFT3D-FM grid to the finer AEOLIS grid, no details regarding the shapes of
aeolian landforms are averaged out. As the central grid shares a similar cross-shore
resolution with the AEOLIS grid, no information is lost when transferring the bed
level data from the central to the AEOLIS grid. Likewise, as we only add bed level
changes from DELFT3D-FM to the bed level stored in the central grid, we retain the
detail of the bed topography from the previous timesteps.

Mass-conservation
The coupling framework’s ability to conserve mass is assessed by computing the net
volumetric change based on the bed level changes introduced by individual model
components and comparing it to the combined volumetric change. Over the 5-year
simulation period, the bed level changes induced by DELFT3D-FM resulted in a total
net loss of 542,970 m3 and AEOLIS induced a loss of 4,864 m3. The total volumetric
loss resulting from the individual model components is thus 547,834 m3. These
net volume changes result from sediment fluxes leaving the landward, offshore, or
onshore boundaries of the computational domains. The total volumetric loss based
on the coupled simulation result is 543,230 m3, which is 4,605 m3 less than the
sum of the individual model components. This surplus of sediment in the coupled
simulation is likely to be the result of the linear interpolation method. Although the
chosen method appears to be not fully mass-conservative, the volumetric deviation
is small enough (<1% of the net total losses) to assume that the impact on our main
objective is negligible.

Computational costs
Continuous or frequent data exchange in the coupling framework could lead
to significant computational costs due to the overhead associated with model
input/output and re-initialization. To mitigate model slowdowns and enable efficient
multi-year simulations, we employed pre-computed weight matrices that map the
results from the model components to the central grid and vice versa. These weight
matrices are generated based on the earlier described linear interpolation method.
The total computation time for the 5-year hindcast can be separated into time for
AEOLIS (17.5%), DELFT3D-FM (70.4%), and SWAN (11.1%). The remainder, only
1.0% of the total computational time, is attributed to the coupling framework itself.
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3.2.6. Data-model comparisons
We evaluate the coupled model’s ability to reproduce the observed aeolian and
marine landform evolution. The model components have previously been calibrated
on the Sand Engine study site, and their predictive proficiency for their respective
subdomains has been demonstrated (Hoonhout & de Vries, 2019; Luijendijk et al.,
2017). In this study, our focus is on the added value created by enabling interactions
between these domains. Comparing the model and measurement results, we find
that the model accurately reproduces the observed erosion and deposition patterns
in the nearshore domain (Figure 3.4d vs. Figure 3.4j).

Figure 3.4.: Comparison between the modelled and observed morphological devel-
opment. (a) The initial bed level just after construction and (b) contour
lines after construction and key features. (c,d) The observed bed level
and bed level change after 5 years. Modelled bed level and bed
level change for DELFT3D-FM-only (e,f), AEOLIS-only (g,h) and coupled
(i,j) simulations. Panel (k) shows the difference between the coupled
simulation results and the sum of both stand-alone simulations

The shoreline retreat along the Sand Engine’s main body, adjacent accretion, and
overall development into a Gaussian-shaped platform correspond well with the
observations (Figure 3.4c vs. Figure 3.4i). At the Sand Engine’s tip (x=900 m in Figure
3.5), the shoreline (zB = 0 m+NAP) retreated with 350 m after 5 years, which is
slightly underestimated by the coupled model with 325 m.
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Just south of the Sand Engine (x=-750 m in Figure 3.5), the shoreline has moved 120
m seaward, which is overestimated by the model with 180 m. The model’s inability
to simulate the cross-shore profile shape accurately is likely to affect these outcomes.
The construction of the Sand Engine has resulted in the formation of sandbars at a
depth of approximately -4 m+NAP (Huisman et al., 2021; Rutten et al., 2018). The
model does not include these features, as the cross-shore profile is smoothed out (
Figure 3.5c). We expect this to result from typical 2DH process-based (DELFT3D-FM)
model shortcomings.

The largest discrepancies are found north of the Sand Engine. Although the existence
of the northern spit-like feature and the closure of the lagoon, along with the
formation of a tidal channel, are included in the model results, some precision is
lacking (Figure 3.4c vs. Figure 3.4i). In the model results, the shoreline along the
spit extends 305 m further seaward compared to observations (x=2000 m in Figure
3.5). This discrepancy is likely to be linked to the overestimation of the width
en depth of the simulated tidal channel. The lowest observed bed level elevation
within the tidal channel remains above 0 m+NAP, while the modelled tidal channel
reaches a bed level lower than -1.5 m+NAP. We expect that the lack of run-up and
overwash-related processes, in combination with a coarse cross-shore resolution,
causes these deviations.

Along the entire domain, the observed upper beach remains relatively stable. Along
the accretive southern flank (transect B, Figure 3.5), the observed average bed level
elevation of the upper beach (1 < zB < 4 m+NAP) is 2.2 m+NAP. Meanwhile, the
model predicts erosion within the same area, resulting in an average bed level of 1.7
m+NAP. Aeolian sediment deposition along the edges of the dune lake, lagoon, and
foredune ridge, locally accumulates up to over 5 m vertically and is visually similar
between the model and measurements (see §3.2.6 for quantitative comparison).

In summary, visually, the simulation results of the coupled model align well with
observations in both the aeolian and marine domains. This was already the case
for the existing stand-alone simulations (Figure 3.4d-e vs. Figure 3.4f-g). However,
the continuous exchange of information between the two subdomains has allowed
the incorporation of the non-linear interactions between aeolian- and marine-driven
morphodynamics. The sum of the two stand-alone simulations deviates from
the coupled model results, as shown in Figure 3.4k. The largest differences can
be observed within the intertidal area and along the northern spit, where the
interaction between the aeolian and marine domains naturally is most prominent.
The consequences of enabling these aeolian-marine interactions will be elaborated
upon in Section 3.3.
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Marine domain
To assess the model’s ability to simulate marine developments, we examined the
total eroded volume from the original Sand Engine domain and the corresponding
accretion to the adjacent domains (Figure 3.6a).The model forecasts a total erosion
volume of 4.1 Mm3 from the main peninsula (blue in Figure 3.6a) over 5 years,
slightly overestimating the observed volume of 3.9 Mm3 by 4.6% (Figure 3.6b).
Notably, the erosion from the marine domain diminishes over time, with the initial
year showing particularly pronounced erosion (Roest et al., 2021). This trend is
largely attributable to a stormy year and high initial shoreline gradients. On the
other hand, the model underestimates accretion south of the Sand Engine, shown in
green in Figure 3.6b (observed: 1.6 Mm3, modelled: 1.4 Mm3, -11.9%). Similar to the
earlier visual comparison, the most significant deviations occur north of the Sand
Engine, where the model overestimates the northward spit development, shown in
pink in Figure 3.6b (observed: 1.9 Mm3, modelled: 2.6 M3, +38%).

Figure 3.5.: Comparison between the modelled and measured cross-shore develop-
ment for four transects within Sections A to D. The dotted, continuous
black and continuous blue lines show the initial, observed and modelled
bed levels, respectively.
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Aeolian domain
To evaluate the model’s ability to replicate aeolian sediment fluxes, we compared
the modeled volume change within the dune lake domain to observations. The
dune lake acts as a large catchment area for sediment transport driven exclusively
by aeolian processes, regulated by both transport- and supply-limiting conditions.

We examined the volume changes within the dune lake region of influence, being
the lake and the surrounding moist bed. We used the area enclosed by the 3 m+NAP
isobath after construction as the region of influence (Figure 3.6c, blue patch) as it
matches the extend of the moist zone seen in satellite imagery. The coupled model
accurately reproduces the spatial pattern of deposition around the edge of the dune
lake, with most deposition in the south-western part of the lake, corresponding with
the most prevalent wind directions (Figure 3.6d vs. 3.6e). The simulated volume
change within the dune lake domain slightly underestimates the observed infilling
(-15%, Figure 3.6d). This discrepancy primarily arises during the first year. In
subsequent years, the model better follows the observed trend.

3.3. Marine and aeolian process interactions
Building upon the demonstration of the coupled models’ capability, we now use the
model to analyse how the aeolian and marine domains influence each other. During
analysis, we divided the evaluation domain into four distinct sections, A through
D, each spanning 1500 meters and possessing unique characteristics (Figure 3.7).
Section A is considered to be beyond the Sand Engine’s influence zone. Section
B is subject to progradation of the shoreline originating from the main peninsula.
Section C includes the main peninsula and is marked by significant beach erosion.
Section D encompasses the area where the spit and tidal channel are developing.

Figure 3.6.: Assessing the model’s ability to simulate the marine (a,b) and aeolian
(c,d) domains. (a) The Peninsula (purple), northern (pink) and southern
(green) analysis domains and (b) the volumetric change over time within
them. (c) The dune lake domain is indicated in blue. The observed (d)
and modelled (e) bed level changes around the dune lake for comparison.
(f) The volumetric change over time within the dune lake domain.
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3.3.1. Aeolian and marine contributions
Both aeolian and marine processes influence the morphodynamic evolution of the
Sand Engine. However, the magnitude of these processes differs in longshore and
cross-shore directions. The longshore and cross-shore average bed level changes ∆zB

[m] as computed by the coupled model are separated and individually examined in
Figure 3.7. Aeolian-driven bed level changes are typically an order of magnitude
smaller than those driven by marine processes. Averaged over the cross-shore profile
(-50 m < y < 1450 m) the aeolian-driven bed level changes vary in the longshore
direction from -0.22 to +0.18 m (Figure 3.7, bottom panel). These are substantially
smaller than those driven by marine processes ranging from -1.51 to +0.98 m.

By averaging over the alongshore direction (Figure 3.7, left panel) the data shows
that, near the foredune, the averaged bed level change is comparable in magnitude
to marine-driven variations (both of order 1 m).

For a deeper exploration of aeolian and marine interactions in the intertidal domain,
we examined the accretive region just south of the Sand Engine, section B (Figure
3.8). The marine-driven supply from the Sand Engine peninsula towards the intertidal
zone characterises this section (purple in Figure 3.7 and Figure 3.8c). This deposited
sediment is pickup up by aeolian processes and transported to the foredune (the
orange patch in Figure 3.8c), illustrating the mutual exchange of sediment through
the intertidal domain. The new dunes landward of the nourishment have been
planted with marram grass (Figure 3.1b,c). Sedimentation has been observed at the
base of this artificial dune, where grasses are capable of trapping sediment and using
sand burial for enhanced growth (Nolet et al., 2018). Although minor deviations exist
between the model and measurement results (Figure 3.8a, black vs. blue lines), the
main accretive pattern is similar. However, zooming in on the supratidal area (Figure
3.8b) reveals that the model predicts erosion from this higher elevated beach, which
is not evident from the measurements. In total, the bed level elevation of the aeolian
zone, being the primary source for aeolian transport along Section B (20 m < y <
220, Figure 3.8b) m, is underpredicted with 0.36 m.

Figure 3.7.: The average bed level changes in long- and cross-shore direction due to
marine (purple) and aeolian (green) processes.
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3.3.2. Aeolian impact on longshore dispersion
The results above indicate that, although the magnitudes might differ, marine and
aeolian processes shape the Sand Engine. In the upcoming sections, we aim
to estimate the impact of the interactions between marine- and aeolian-driven
morphodynamics on the system’s integrated morphological development.

First, we evaluate the impact of aeolian processes on the primarily marine-driven
longshore dispersion. We use the volumetric erosion from the peninsula (similar
to §3.2.6 and Figure 3.6b) to quantify the impact of aeolian-driven processes on
marine-driven sediment transport.

Figure 3.8.: The cross-shore varying dynamics within Section B (Accretive) over the
5-year period. (a) The observed and modelled cross-shore bed level
changes (black and blue, resp.) are shown for the entire profile and
(b) zoomed in on the aeolian part. (c) The purple and orange patches
indicate the marine and aeolian contributions respectively.
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During our 5-year evaluation period, the aeolian flux into the foredune along the
Peninsula-polygon is 214,038 m3. We expect this sediment to originate primarily
from the intertidal domain, reducing sediment availability for marine-driven
alongshore dispersion. We consider the marine-driven dispersion from the coupled
simulation and compute the difference with the DELFT3D-FM-only simulation
(§3.2.4) to estimate the aeolian contribution to marine-driven dispersion. In the
DELFT3D-FM-only simulation, a total of 4.17 Mm3 left the domain as a result of
marine-driven transport. In the coupled simulation, the marine-driven transport was
4.10 Mm3. This shows that the inclusion of aeolian transport reduces marine-driven
dispersion by 69,661 m3, which is 1.7% of the total 4.17 Mm3. This reduction is
relatively small compared to the total amount of sediment transported into the
foredune (33% of 214,000 m3).

3.3.3. Marine impact on foredune deposition
Alongshore variations in foredune deposition are examined to map the influence of
marine-driven processes on the aeolian domain. To further discern the influence
of marine-induced morphodynamics on aeolian dune growth, we analyzed the
additional AEOLIS-only simulation (§3.2.4). For this foredune deposition analysis, we
excluded the region north of the Sand Engine (x > 3000 m, see Figure 3.9b) since the
beach entrances and restaurants heavily affect growth rates.

Within the central part of the modelled region (-3000 m > x > 3000 m) the average
dune growth amounts to 83.7 m3/m over a 5-year period, which is equivalent to 16.7
m3/m/year (Figure 3.9b). The model slightly overestimates this net dune growth with
a predicted alongshore average of 95.2 m3 over the 5-year period (19.0 m3/m/year).
These measured and predicted growth rates fall within the typical range of Dutch
dune growth, which varies from 0-40 m3/m/year (de Vries et al., 2012). We explore
the alongshore variations in the observed and modelled foredune deposition using
four distinct coastal sections broken up into 1,500 m alongshore increments (see
sections A-D in Figure 3.9b):

The "undisturbed" section (A: -3000 < x < -1500 m) lies just south of the Sand
Engine and is assumed to be located beyond the Sand Engine’s range of influence.
The measured foredune growth here aligns with the domain average (88.9 m3/m/m),
which the model closely reproduces at 92.6 m3/m/m.

The "accretive" section (B: -1500 < x < 0 m) is characterized by an accretive
intertidal domain as a result of the longshore dispersion along the main peninsula.
Observations show a noticeably higher dune growth rate in this region, averaging
110.2 m3/m (A→B: +24%) over 5 years. Though the model reflects this increase, it
does so conservatively at 106.4 m3/m (A→B: +15%).
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Figure 3.9.: (a) The bed level after the 10-year evaluation period and initial position
of the Sand Engine indicated with contours. (b) The measured and
(c) simulated longshore foredune deposition using the coupled model
(blue), with yearly growth indicated by varying colour saturation. The
foredune depositions after 5 years, as observed (black) and computed
by AEOLIS-only (orange), are added for comparison. (d-g) Yearly
growth rates for sections A-D computed for wind-driven capacity (grey),
observations (black), coupled model results (blue) and AEOLIS-only
results (orange).
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The peninsula-section (C: 0 m < x < 1500 m), located behind the Sand Engine’s
initial position, measured a foredune growth of 78.8 m3/m. This growth reduction
of -11% with respect to the undisturbed section A contradicts initial predictions
made during the Sand Engine’s design phase (Mulder & Tonnon, 2011), in which the
used empirical relation anticipated a doubling of foredune growth. The observed
depression in foredune deposition aligns with the longshore position of the dune
lake (Figure 3.9a-b). The centre of the foredune deposition depression (x = 800 m)
is situated further north than the actual location of the dune lake (x = 400 m). We
determined this centre by locating the point that stayed inundated the longest before
accumulating the entire lake. The northward shift aligns with the prevailing wind
direction, generally from south to southwest. The model overestimates dune growth
slightly at 103.1 m3/m across the zone. However, the model successfully predicted
the local depression landward of the dune lake and the more northward-located
centre and accurately predicted dune growth at this depression centre (observed:
53.6 m3/m, model: 56.9 m3/m).

The lagoon-section (D: 1500m < x < 3000 m) shows a continuing decline in observed
foredune growth towards the Sand Engine’s lagoon and the adjacent tidal channel.
Both measurements (56.6 m3/m) and model results (78.9 m3/m) record the lowest
dune growth along the examined coastal stretch. The model successfully replicates
the spatial patterns in dune growth, including the decline in volumetric gains
towards the tidal channel, but generally underrepresents its magnitude (observed:
38.4 m3/m, modelled: 52.2 m3/m, +36%), and locates this decline it roughly 500
meters more to the north than field data capture. The model overpredicts dune
growth in this zone by 39%.

The observed foredune deposition shows significant annual variability throughout
the evaluation period (black bars in Figure 3.9d-g). Especially the first year after
construction shows a higher deposition rate. This is exemplified within the accretive
region (section B), where dune growth reduces from 28.2 to 10.0 m3/m/year between
years 1 and 2. Similarly, landward of the lagoon (section D), dune growth decays
from 26.4 m3/m/year in year 1 to an average of 7.5 m3/m/year over the subsequent
four years. The observed annual variability can be partly attributed to the temporal
fluctuations in potential wind-driven transport, as indicated by the grey bars in
Figure 3.9d-g. Yet, the pronounced decrease in foredune growth from year 1 to 2,
compared to the smaller decline in potential wind-driven capacity, underscores the
influence of sediment availability on dune growth.

The model significantly overestimates dune growth in the first year (blue vs. black
bars in Figure 3.9d-g), which is particularly apparent in Section C, the Sand Engine
peninsula, where the initially modelled dune growth is 49.0 m3/m compared to the
observed 25.9 m3/m. Although these deviations are most prominent in the first year,
significant deviations are also present in subsequent years. While the model captures
the second and third years (2013 and 2014) reasonably well, it underestimates the
annual growth in the last two years. In the accretive domain (section B), the
observed dune growth in the final year is 23.7 m3/m compared to the model’s
prediction of 17.3 m3/m.
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Comparing the coupled simulation and AEOLIS-only results enables us to estimate
the impact of the marine- driven morphodynamic development on the longshore
variations in foredune deposition (see orange line in Figure 3.9c). Along Sections
A and B, the coupled model predicts slightly higher foredune deposition than the
AEOLIS-only results (2.3% and 3.5%, respectively). The local increase in foredune
deposition indicates a positive impact that marine-driven morphodynamics have
on the sediment availability for aeolian transport. On the contrary, in Section D,
the coupled simulation predicts a significantly lower (-11.5%) foredune deposition
compared to the AEOLIS-only simulation.

Although the deviations between the results for the different sections appear to be
relatively small, they do increase over time, illustrated by the blue and orange bars
in Figure 3.9d-g and Table 3.1. These evolving differences between the coupled and
AEOLIS-only simulations indicate a cumulative effect of marine-aeolian interactions
on foredune development. In Section B, the increase in foredune deposition due to
the inclusion marine-driven morphodynamics increased from 1.3% in year 1 to 6.7%
in year 5. Similarly, the reduction in foredune deposition in Section D increased
from -2.4% in year 1 to -24.4% in year 5.

One of the largest deviations between the coupled and AEOLIS-only simulations
is found at the location with the smallest dune growth along the entire domain
(section D, x ≈ 2500 m). While the difference between the AEOLIS-only and coupled
simulation at this location was relatively small after the first year (-4.2%), after year
five, the coupled simulation predicted 48.5% lower dune growth (5.9 m3/m/year)
compared to the AEOLIS-only simulation (11.4 m3/m/year). This finding not only
shows the importance of the progressive nature of aeolian-marine interactions but
also underscores that the importance of incorporating marine-aeolian interactions in
numerical models can be very site-specific.

Section
Year

Total
1 2 3 4 5

A −0.1 +1.0 +1.8 +5.7 +7.5 +2.3%
B +1.3 +4.5 +3.2 +5.9 +6.7 +3.5%
C −0.4 −0.3 −2.1 −4.4 −0.9 −1.2%
D −2.4 −10.7 −15.1 −22.0 −24.4 −11.5%

Table 3.1.: Relative contribution (%) of including marine-driven morphodynamics in
the coupled modelling for the predicted foredune deposition volumes in
Sectors A-D during years 1 to 5.

68



3

In summary, although the model shows to be able to reproduce some longshore
patterns, it underestimated the magnitude of the longshore variability in both
accretive and erosive conditions. This is finally illustrated by comparing the
dune growth along the accretive section B and sheltered section D. At section B,
characterised by a growing beach and a surplus of sediment supply, foredune growth
is observed to be 95% higher than at section D, where the beach has become
narrower and is prone to sheltering from the developing spit. While the AEOLIS-only
model does predict higher dune growth at section B compared to section D (+19%),
the coupled model showed a more pronounced difference at 30%. As the Sand
Engine continues to evolve, this discrepancy in dune growth becomes larger. After
the fifth year, a difference of 219% between sections B and D is observed, compared
to simulated differences of 16% and 64% by the AEOLIS-only and coupled simulation,
respectively. The modelled impact of both aeolian and marine interactions on the
integrated morphodynamics of the Sand Engine, and how developments in one
domain affect the other, is summarized in Figure 3.10.

Figure 3.10.: Visual representation of the impact of interactions between aeolian and
marine morphodynamics on longshore dispersion (left) and foredune
deposition (right) in uncoupled (upper) and coupled (lower) situations.
Comparing the marine-driven longshore dispersion without (a) and with
(b) aeolian-driven development shows aeolian transport from beach
to dune to cause a reduction in marine-driven longshore dispersion
(-1.7%). The impact of marine-driven morphodynamics on aeolian-
driven foredune deposition is shown by comparing the AEOLIS-only
(c) and coupled (d) situations. Marine-driven morphodynamics result
in accretion south of the Sand Engine (section B), coinciding with
a local increase in foredune deposition (+3.5%), while northern spit
development (section C) causes a local decrease in dune growth due to
sheltering against waves (-11.5%).
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3.4. Discussion
3.4.1. Advancements in numerical model coupling capabilities
Both wind and wave processes drive sediment transport in many coastal
environments and can collectively be critical to their development at a broad range
of time scales (storms to centuries) (Bauer & Davidson-Arnott, 2003; Garzon et al.,
2022; Pellón et al., 2020; Ruessink et al., 2022). The interaction of marine and
aeolian processes in part contributes to complex, alongshore varying evolution of
coastal dunes (Cohn et al., 2018; Psuty, 2008). This connectivity between the marine
domain and the growth rates or geomorphic characteristics of aeolian landforms has
long been recognized through conceptual models (Houser, 2009; Pellón et al., 2020;
Psuty, 2008; Sherman & Bauer, 1993; Short & Hesp, 1982), however our reliance on
(often limited) long-term morphologic observations limits the transferability of trends
yielded from conceptual models into predictive capabilities. Accurately forecasting
coastal evolution, including the height of coastal foredunes, is critically important
for quantifying present and future coastal risk.

To this point, numerical applications of coastal change in response have typically
either focused exclusively on marine (Lesser et al., 2004) or aeolian (Durán & Moore,
2013; Hoonhout & de Vries, 2016) processes independently to forecast erosional
or accretional dynamics across the coastal profile. Recent developments have
also resulted in the coupling of models for simulating comprehensive 1D profile
changes that incorporate both marine and aeolian effects on a range of timescales
(Ciarletta et al., 2019; Cohn et al., 2019; Roelvink & Costas, 2019). While these
1D approaches provide an important step forward in both predictive technology of
coastal profile change across the land-water interface and improved understanding
of aeolian-marine feedback mechanisms, one-dimensional approaches require an
assumption that alongshore variability in both forcing and response is negligible.
This assumption is likely suitable for locations with wide flat beaches and long,
continuous foredune ridges. Assumptions of longshore uniformity may have more
limitations in sites with more spatially complex beach or dune morphology.

Only limited applications have expanded beyond the 1D characterization of coupled
aeolian-marine systems. For example, Durán Vinent and Moore (2015) added
capabilities into the aeolian Coastal Dune Model to additionally empirically assess
wave-driven morphology change. However, the cross-shore only implementation
of the wind solver in the model setup primarily focused on exploring the general
behaviour of coastal systems moreso than the ability to hindcast specific wind
and wave events. The cellular automata model of DUBEVEG uses a rule-based
and probabilistic approach to modelling the general behaviour of beach, dune,
and vegetation dynamics in 2D as well (Keijsers et al., 2016). However, this tool
does not simulate underwater sediment transport and, therefore, perhaps neglects
exchanges of sediment across the land-water interface and the resultant implications
for sediment availability for wind-blown mobilization.
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These various 1D and 2D tools all provide a valuable framework for advancing
knowledge on nearshore-beach-dune interactions and potentially improving predic-
tive skills for simulating coastal change hazards. However, only a fully 2D or 3D
modelling framework can be used to assess (1) direct linkages of beach nourishment
and its diffusion with time on long-term dune growth rates, (2) the role of spatially
complex water bodies on sediment dynamics, and (3) the design of two-dimensional
NBS.

The coupled model presented in this study shows the potential to describe
the integrated spatiotemporal development of the nearshore-beach-dune system
quantitatively on complex coastal landforms. This is achieved by facilitating the
concurrent simulation of aeolian and marine development and integrating supply
limitations based on dynamically changing conditions. Within a single framework,
the ability to simulate marine redistribution of a mega nourishment through
alongshore and cross-shore processes, tidal dynamics within a lagoonal setting and
corresponding constraints on sediment availability, and armouring-related effects
on wind-driven sediment transport are all demonstrated given confidence in the
framework’s ability to resolve the relevant morphodynamics of the system. As
demonstrated, the presence of open coast and enclosed water bodies within
the model domain imposes important implications on spatial patterns for both
sediment mobilization and deposition, with the model successfully able to reproduce
shadowing and supply effects of these water bodies on landward sediment fluxes
into the dune (Figure 3.9a-b). One-dimensional tools could not effectively resolve
such spatially complex trends. The relevance of integrating morphodynamics is
proven by the increasing impact of marine transport on aeolian development (Figure
3.10) and aeolian transport on marine development (Table 3.1) over time. As the
system evolves, so do the geomorphological characteristics that regulate aeolian
and marine transport including beach widths and slopes. Both the impact of the
accretive intertidal area on aeolian sediment availability and the sheltering effect of
the evolving tidal channel (Figure 3.10d) could not have been depicted by static
fetch-based approaches (Houser, 2009; Pellón et al., 2020). As such, as Sand Engine
concept designs (Boskalis, 2022; Johnson et al., 2020) and other NBS (Arens et al.,
2013a; Gerhardt-Smith et al., 2015; Kroon et al., 2022; Osswald et al., 2019; Steetzel
et al., 2017) are being considered globally for cost-effectively protecting large coastal
stretches through leveraging natural processes, the need to utilize appropriate 2D
numerical frameworks to support cost justifications and to quantify benefits is
encouraged.

However, these advancements are not without their drawbacks. Our attempt to
provide a comprehensive, process-based depiction of the nearshore-beach-dune
evolution exposed limitations in our understanding and modelling capabilities of
the inter- and supratidal zones, as shown by the underpredicted bed level elevation
of the beach in Figure 3.5. Simpler approaches allow for assumptions that reduce
complexity and subsequent computational costs.
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Suppose one is primarily interested in aeolian development. Would the slight
increase in realism justify the five-fold increase in computational time necessitated by
including marine-driven morphodynamics (§3.2.5)? These additional computational
costs also result in more difficulties for efficient model calibration. Moreover, a
complex coupled modelling approach introduces new technical challenges. Including
increasingly more sophisticated models can lead to an increase in instabilities and
errors, exponentially complicating error resolution as potential error sources multiply.

Lastly, we acknowledge that our results do not necessarily indicate a general
improvement in predictive skill when using comprehensive coupling methods. The
successful prediction of both aeolian and marine domains (Figure 3.6) can largely
be attributed to the advantages of having two well-calibrated standalone models
(Hoonhout & de Vries, 2019; Luijendijk et al., 2017), backed by an extensive
dataset from the Sand Engine (Roest et al., 2021). Despite that, there are still
missing physical processes in all of these tools, including direct simulation of
groundwater effects, lack of infragravity processes on swash zone sediment transport
and hydrodynamics, and simplification of eco-morphodynamic effects, which limit
the ability to synthesize all of the dominant physical factors driving coastal change.
Additionally, it is well recognized that even with an adequately calibrated model,
model physics does not represent all complex eco-morphodynamic effects in coastal
systems. Increasing complexity also doesn’t necessarily translate into more accurate
predictions (Salt, 2008). Thus, while coupled modelling frameworks serve as a
tool for understanding system behaviour, model assumptions, lacking physics, and
inherent limitations of models must be recognized in interpreting the results. The
tradeoffs between model fidelity and computational grid sizes were chosen here
specifically to simulate multi-year periods in a reasonable duration (e.g., weeks) with
the ability to successfully simulate the primary drivers and controls on sediment
transport across the land-water interface and into the dune. With the tool, we did
show that the evolving interactions between aeolian and marine processes affect the
complicated integrated development of NBS. The ability to simulate these complex
2D dynamics represents a step forward in capability that did not previously exist.

Deviations between field observations and model results in this study may
underexpose the impact of the studied domain interactions on the integrated
development. Still, they should not detract from the potential necessity of including
domain interactions in future studies. We anticipate that including processes related
to groundwater, meteorology, and swash could improve accurately simulating the
supratidal domain. Additionally, these processes could also be necessary for the
simulation of more complex aeolian landforms, such as blowouts (Hesp, 2002;
van Kuik et al., 2022; Ruessink et al., 2018), embryonal dunes (van Puijenbroek et al.,
2017b), or foredune dynamics (Moore et al., 2016), although it would require a more
realistic description of vegetation dynamics (Durán & Moore, 2013); e.g. the relation
of vegetation growth to sediment burial (Nolet et al., 2018). Future research should
focus more on identifying coastal scenarios where these sophisticated coupled
methods could add value and determining which processes should be included.
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3.4.2. Interactions between marine and aeolian processes
Many studies have demonstrated that the concurrent evolution of nearshore-beach-
dune systems is sculpted by both marine and aeolian processes (Aagaard et al., 2004;
Bauer & Davidson-Arnott, 2003; Costas et al., 2020; González-Villanueva et al., 2023;
Hallin et al., 2019a; Houser, 2009; Pellón et al., 2020; Sherman & Bauer, 1993; Short
& Hesp, 1982; Silva et al., 2019). Many of these studies, while informed by field
data, are largely conceptual, given the complexity of linking above and below-water
processes. As such, more commonly, studies and models have traditionally focused
on discrete compartments of the coastal tract, such as the nearshore, beach, or
dune. However, the advancement of comprehensive numerical tools, such as the
presented DELFT3D-SWAN-AEOLIS coupling framework, provides a tool to further
understand and explore these interactions across the land-water divide.

In this study, we focus on assessing the impact of subaerial developments on the
subaqueous domain, and vice versa. The former is assessed by quantifying the
impact of aeolian processes on marine-driven longshore dispersion, and the latter by
estimating the influence of marine-driven morphodynamics on longshore variability
in dune growth.

During the Sand Engine’s initial design phase, aeolian processes were not taken
into account, completely ignoring the subaerial domain (Mulder & Tonnon, 2011).
Throughout the 5-year evaluation period, significant subaerial landform development
was observed and in total 214,000 m3 of sediment was transported into the dunes
along the peninsula-domain, as depicted in Figure 3.10. Over the Sand Engine’s
projected lifespan of more than 20 years, this volume can amount to least 1.5 Mm3,
considering the observed dune growth along the domain (≈ 15 m3/m/year) and its
expanding longshore dimension (> 5 km) (Huisman et al., 2021). Considering that
this volume is equivalent to a substantial Dutch shoreface nourishment (Brand et al.,
2022), it is reasonable to anticipate that subtracting such volume from the sediment
budget would have a significant impact on the Sand Engine’s, marine-driven,
longshore dispersion.

Comparing the DELFT3D-FM-only and coupled simulations enabled us to estimate
the actual magnitude of aeolian processes on longshore spreading, which showed
only a modest 1.7% reduction in volumetric erosion. Note that this result should
be seen in the light of the (very) large longshore transport gradients as a result of
the Sand Engine’s construction. In such an extreme scenario, the relative impact
of aeolian processes may appear minor, but in less dynamic interventions, aeolian
transport to the dunes may play a more substantial role. For timescales beyond the
5 years assessed in this study, consistent aeolian sediment transport to the dunes
(de Vries et al., 2012) will continue re-allocation of sediment from the intertidal
and beach regions to regions further landward. This large sediment redistribution
in turn has a feedback on the marine dynamics that could reduce the long term
effectiveness of the Sand Motor for its downdrift sediment delivery and associated
flood protection services that longshore sediment transport driven beach growth is
expected to provide.
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Finally, the computed decrease in longshore dispersion accounted for only 33% of
the volume deposited in the dunes, partly because large amounts of sand were
initially eroded from the supratidal beachface, not directly affecting the marine
sediment balance. However, while the Sand Engine’s shoreline will keep migrating
onshore, erosion from the subaerial domain will eventually start to affect the volume
of the onshore shifting subaqueous domain.

Similarly, we evaluated the impact of nearshore morphodynamics on the longshore
variability in foredune growth. Past research has emphasized the critical role of
marine supply in maintaining sediment availability for aeolian transport (Cohn et al.,
2018; Houser, 2009; Pellón et al., 2020). Informed by the previously documented
evolution of the Sand Engine via alongshore redistribution of sediment (Roest et al.,
2021; de Schipper et al., 2016), we expected a substantial positive influence on
foredune deposition along the southern flank of the Sand Engine (Figure 3.10). The
available field observations partially affirmed this prediction, as volume changes
increased in the main portion of the Sand Engine relative to the undisturbed region
(A → B: +24%, Figure 3.9b).

Additionally, given a proposed relationship between foredune size and incoming
wave energy (Moulton et al., 2021), in addition to the critical role of the intertidal
domain as a source for aeolian pickup (Bauer et al., 2009; Hoonhout & de Vries,
2017), we anticipated the tidal channel north of the lagoon to contribute to
reduced local foredune deposition. The formation of this tidal channel effectively
disconnected the intertidal domain from the foredune, providing the landward beach
increased shelter from oncoming waves. This sheltering effect minimizes the mixing
frequency in the bed’s top layer, leading to an increased impact of sediment sorting
and armouring on sediment availability for aeolian transport. These expectations
were again confirmed by the available field measurements, in which a decrease in
foredune deposition was observed behind the tidal channel (A → D: -36%, Figure
3.9b).

By comparing the AEOLIS-only and coupled model results, we aimed to estimate the
influence of marine-driven morphodynamics on foredune deposition quantitatively.
Comparative analysis revealed a slight increase (+3.5%) in foredune deposition along
the accretive region (Section B in Figure 3.9d). And behind the tidal channel,
the model indeed predicted a reduction in foredune deposition as a result of
marine-driven morphodynamics (-11.5%).

Although the coupled simulation only partially reproduces the observed longshore
variability in dune growth (e.g., the difference between sections B and D), it has
demonstrated its ability to replicate certain effects of nearshore morphological
developments on dune growth. We expect that the model’s inability to fully explain
the observed longshore variability can be largely attributed to the model not being
tailored to describe the integrated development of the nearshore-dune system, but
rather to accurately depict both individual domains.
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We do suspect that a better representation of the intertidal development in our
model (i.e. the deviations illustrated in Figure 3.5) will result in a higher predictive
accuracy of the alongshore and annual variability in foredune deposition, probably
affecting the modelled aeolian-marine interactions. Despite the seeming importance
of the intertidal zone in connecting the nearshore to the dunes, numerous processes
that shape these zones are not included in this study. The intertidal, or swash, zone
has a significant role in connecting the aeolian and marine domain (Chen et al.,
2023; Roelvink & Otero, 2017), e.g. by transporting sediment from the nearshore to
the upper beach during accretive conditions or beach recovery (Hine, 1979; Phillips
et al., 2019). As swash morphodynamics are not included in our model description
(van Rijn et al., 2011), the maximum elevation of marine-driven accretion is only 2.2
m+NAP (Figure 3.5c), much lower than the maximum total water level elevation at
the site (van Bemmelen et al., 2020). This underscores the model’s limited capacity
to deposit sediment higher up into the beach profile, which is supported by the
underpredicted bed level elevations in the upper swash zone (y < 200 m in Figure
3.5b). Swash-driven growth of the beachface could be vital in connecting nearshore
sedimentation and aeolian-driven dune growth (Chen et al., 2023; Roelvink &
Otero, 2017). The lack of swash-related processes could therefore be a reasonable
explanation for the model’s inability to fully reproduce the enhanced dune growth
along accretive beaches, in this case mainly Section B.

Furthermore, in both simulations, a considerable amount of sediment was available
for aeolian transport in the first year, as desert pavements need time to develop. This
contrasts with Sand Engine’s construction period, which spanned several months,
potentially allowing for some degree of armouring before our simulation’s starting
point. Additionally, a uniform wind field is assumed, while shear perturbations
(Durán et al., 2010; Kroy et al., 2002), or boundary layer formation, are found to shape
the upper beach profile by reducing velocities towards dunes (Bauer et al., 2009).
Observations show a relatively stable upper beach, while the model predicts erosion
from the supratidal area (20 m < y < 100 m in Figure 3.5b). Consequently, during the
first year, the supratidal zone temporarily served as a sediment source for aeolian
transport, stimulating foredune growth in actual sediment-scarce sections (Figure
3.9f,g). These limitations are expected to strongly contribute to the overprediction of
dune growth during the first year, distorting the comparative analysis between the
coupled and AEOLIS-only simulations. Solving these model limitations could see a
more accurate estimate of the impact of including aeolian-marine interactions in
coupled modelling.

While the magnitude of the simulated feedback is relatively small (<15%) for the Sand
Engine case study (Figure 3.9c), and probably underpredicted due to the described
missing processes shaping the beach profile, the Sand Engine and other feeder
nourishments are designed to provide benefits over the scale of decades. Aggregating
flux modifications over these long timescales can drastically alter the total volume
change and form of dune development. The 5-year evaluation period is short relative
to the cumulative nature of the evaluated process interactions and dune-building
timescales. Given the aggregating nature of the impacts evaluated, it might be
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beneficial to extend the evaluation period to improve the quantification of their
impact. These improvements also necessitate enhancing the framework’s scalability,
efficiency, and robustness. The spatio-temporal scale, two-dimensionality and high
resolution of the presented nearshore-dune simulation are unprecedented. Despite
this, the 5-year period is still relatively short compared to long-term morphological
developments shaping the Sand Engine over its lifetime, potentially underexposing
the importance of the impact that aeolian processes have on marine developments,
and vice versa.

The Sand Engine case also represents a wide coastal beach setting with a large
source area for aeolian transport and fewer sediment supply limitations than a
narrow beach system with similar grain size attributes. It may be expected that there
are other morphodynamic systems where simultaneous simulation of marine and
aeolian is more critical to simulate long-term coastal behaviour effectively.

In light of the aforementioned study limitations, evaluating the predictive skill
of our approach is further complicated by the fact that the original stand-alone
setups were specifically calibrated to align with observed morphodynamics. If
the DELFT3D-FM model component initially underpredicted longshore spreading,
introducing aeolian-driven erosion from the intertidal area as an added factor limits
sediment availability for longshore transport even further. This change reduces
predictive accuracy, yet we believe it enhances the representation of the physical
system. Conversely, if the AEOLIS model overpredicted foredune growth, adding
marine-driven sediment supply would increase dune growth, potentially lowering the
predictive score. Even though, in this study, including nearshore morphodynamics
improved foredune predictions across all sections (e.g., for section B, AEOLIS-only:
-6.7%, coupled: -3.5%; for section D, AEOLIS-only: +57.6%, coupled: +39.5%), these
results are contingent on the original accuracy of the stand-alone models.

As stated by Barbour and Krahn (2004), the added value of numerical models is not
limited to making predictions. Even though, in the context of the current study,
both the impact of including aeolian-marine interactions and the improvement
in predictive skill are minor, the fact that the coupled model has shown how
aeolian processes can impact marine-driven longshore spreading and how nearshore
morphodynamics can affect dune growth, the study has provided new insight into
the integrated development of nearshore-dune systems. As initial predictions during
the Sand Engine’s design anticipated a significant increase in dune growth as a
result of a large amount of nourished sediment, this study shows that the intricate
interactions between marine and aeolian processes cause a much more complicated
morphodynamic response of the nearshore-dune system.
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3.5. Conclusions
In this study, we have quantified the impact of interactions between aeolian and
marine morphodynamics on the nearshore-dune system. An intercomparison of
numerical model simulations has shown the reduction of marine-driven longshore
spreading as a result of aeolian fluxes towards the dunes, enhanced dune growth
corresponding with nearshore sedimentation, and reduced dune growth along an
eroding, sheltered beach. These findings align well with the available bathymetric
and topographic measurements and our general system understanding based on
existing literature on nearshore-dune dynamics. These findings can help increase the
comprehensive understanding of the development of sandy Nature-based Solutions
(NBS).

For this purpose, a novel coupling framework was presented that enables a
continuous exchange (i.e. frequently during the simulation) of wave heights,
bed-, and water levels between three model components: DELFT3D Flexible Mesh
(DELFT3D-FM), SWAN and AEOLIS. This coupled model is then applied to simulate
the first 5-year development of the Sand Engine: A large mega-nourishment
constructed in the Netherlands.

The coupled model results show a concurrent development of the marine zone and
the aeolian zone. The former is dominated by lateral dispersion of sand by marine
processes with large quantities of sediment being eroded from the peninsula and
deposition at the two adjacent beaches. The aeolian evolution is characterized by a
growth of the foredune of O 15 m3 per meter alongshore per year. This foredune
growth varies in the alongshore as beach properties vary and artificial waterbodies
acted as a sediment trap. The coupled model is able to reproduce the main
volumetric changes well; i.e. less than 5% deviation of the erosion on the main
peninsula (observed: 3.9 Mm3, modelled: 4.1 Mm3). The infilling of the artificial
dune lake shows that the model can reproduce the aeolian sediment fluxes with an
error in the volumetric change of 15%.

To enable the quantification the impact of aeolian and marine process interactions
on the Sand Engine’s integrated morphological development, the coupled and
uncoupled (i.e. stand-alone) model results were compared. Our model results show
that a persistent extraction of material by aeolian transport (≈ 15 m3/m/year) affects
marine sediment transports. The relative impact of the aeolian component is small
(< 5 %) in the Sand Engine case. The last years in the simulations show a growing
relative impact by the aeolian processes suggesting that the landward transport by
aeolian transports cannot be ignored when assessing long-term alongshore sediment
transport in the marine domain.
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The variability in dune growth along the coast is likely influenced significantly
by nearshore morphodynamics. At the southern end of the peninsula, which
is characterized by marine-driven sedimentation, observed dune growth was 95%
higher compared to the section that contains lagoon, spit and channel dynamics
where the subaerial beach is small. The incorporation of marine-driven processes
in the simulation indeed showed that the developing nearshore morphology impacts
the foredune growth over time, leading to a decrease in average dune growth of
-24.4% in the fifth year onshore of the lagoon, with maximum up to -48.5% at the
most sheltered location. The large observed difference between the accretive part of
the beach and lagoon/spit area was partially reproduced by the coupled model at
a 30% difference, compared to a 19% difference in the stand-alone simulation, in
which nearshore morphodynamics was not included.

This research represents a step towards an integrated approach in the numerical
modelling of highly complex nearshore-beach-dune systems. Our first case study
demonstrates the impact of including aeolian-marine interactions in the initial
response phase of a large-scale Nature-based Solution, highlighting both the value
of coupled numerical modelling and yielding new insights on marine-aeolian
interactions on inter-annual coastal landform evolution. This newly demonstrated
capability and approach opens the door to integrated landform modelling for a
broad range of potential spatial (meters to 10s of kilometers) and temporal scales
(hours to decades) in coastal systems where both winds and waves play an active
role in sediment transport and net landscape change.
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4
SEDIMENT PATHWAYS ACROSS DOMAINS
Traditional Eulerian analysis of sediment transport fields and morphological change 
reflects a mere shadow of coastal evolution - actual sediment movement remains 
hidden within simulation results. A novel Lagrangian tracking tool is introduced and 
applied to the model results from Chapter 3, revealing the origin, destination, and 
journey of particles across the coastal system.
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Sediment Pathways Across Domains

4

LAGRANGIAN MODELLING REVEALS SEDIMENT
PATHWAYS AT EVOLVING COASTS

Abstract Coastal regions face increasing pressure from climate change, sea-level rise,
and growing coastal populations. This "coastal squeeze" threatens both the systems’
sustainability and their ecosystem services. Coastline perturbations—deviations from
straight coastlines ranging from beach cusps to headlands, deltas, and artificial
nourishments—exemplify this challenge. Although their diffusive morphological
evolution is well understood, we have limited knowledge of the underlying
sediment movement patterns driving this change. This study reveals how coastline
perturbations alter sediment transport by tracing particles from origin to destination
using Lagrangian tracking at the Sand Engine mega-nourishment. Our results
demonstrate that perturbations alter both sediment dispersal and accumulation.
During initial stages, the longshore dispersal of sediment is strongly restricted by
rapid deposition and burial on both sides of the perturbation. A backward-tracing
approach reveals that sediment deposition not only originates directly from the
protruding part of the coastline, but also from updrift sources. As coastline
perturbations diffuse over time, sediment movement patterns gradually converge
toward those of an undisturbed coast. Increased understanding of sediment
pathways enhances our ability to predict and communicate coastal response to
interventions, supporting more effective management strategies.

This chapter is based on: van Westen, B., de Schipper, M.A., Pearson, S.G., & Luijendijk, A. P. (2025).
Lagrangian modelling reveals sediment pathways at evolving coasts. Scientific Reports 15, 8793.
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4.1. Introduction
Coastal regions face increasing pressure from climate change, sea-level rise, and
growing coastal populations (Ranasinghe, 2016). This "coastal squeeze" threatens
both the systems’ sustainability and their ecosystem services (Pontee, 2013).
Coastal systems provide numerous services to communities worldwide: recreational
opportunities, unique habitats and biodiversity, protection against flooding, and
drinking water provision (Arkema et al., 2013; Barbier et al., 2011; Sutton-Grier
et al., 2015). The provision of coastal services depends on the availability of
sediment within the coastal system. The spatial distribution of sediment (e.g.,
sand) evolves over time through complex transport patterns, making sediment
transport understanding crucial for effective coastal management (Hanley et al.,
2014; Mulder et al., 2011; Vitousek et al., 2017). Similar sediment redistribution along
a coastline, or morphological change in general, can result from vastly different
sediment pathways, a property known as equifinality (Beven, 1996; Ebel & Loague,
2006; Phillips, 1997). Understanding net morphodynamic change alone, i.e., the
description of morphological evolution through erosion and deposition, is therefore
insufficient for comprehensively understanding coastal evolution — it requires the
ability to trace sediment movement across the system (Pearson et al., 2020; Ruggiero
et al., 2016). This means not only quantifying how much sediment is redistributed
but also tracking which sediment goes where, enabling better understanding and
communication of causal relationships in coastal evolution.

The ability to map such sediment pathways has important practical applications,
from finding sources of harbor sedimentation (Bastin et al., 1983; Ferreira et al.,
2002) to tracking the dispersal of contaminated sediments from dam removals
(Warrick et al., 2019) or dredged material from navigation channels and harbors
(Smith et al., 2007), and evaluating the effectiveness of nutrient-enhanced dune
nourishment (Pit et al., 2020). For example, coastal managers choosing an offshore
disposal site for contaminated sediment need to evaluate how particles spread. While
traditional Eulerian models can capture changes in bed levels or overall sediment
budgets, they provide limited insight into whether sediments from a specific source
migrate towards an area of interest. By building on widely used coastal models
as a post-processing step, a Lagrangian approach uncovers these source-to-sink
connections with minimal extra computational effort, offering a more direct way to
inform management decisions.

Coastline perturbations, where the shoreline locally extends further seaward
compared to its surroundings, provide a clear example where morphodynamic
change alone cannot provide the complete explanation of coastal system evolution.
These perturbations manifest across various spatial and temporal scales, occurring
both naturally and anthropogenically, such as beaches on open coasts (Ashton et al.,
2001), near tidal inlet systems (Elias et al., 2019; Stive et al., 2002), river mouths
(Warrick et al., 2019), coastal structures (Black & Andrews, 2001; Stevens et al., 2024),
deltas (Falqués & Calvete, 2005; Nienhuis et al., 2013; Pelnard-Considère, 1957), and
artificial nourishments (Brand et al., 2022; van Duin et al., 2004; de Schipper et al.,
2021; Stive et al., 2013).
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While the diffusive evolution of coastline perturbations is well-documented (Dean
& Yoo, 1992), existing descriptions predominantly focus on the net morphological
response. Numerous studies have quantitatively described the erosion of the coastal
sections protruding from the surrounding and deposition on their flanks(Dean &
Yoo, 1992), yet the underlying sediment pathways remain largely unexplored. Due
to morphological equifinality, this morphodynamic behavior can result from a range
of sediment pathways. Therefore, to develop a more comprehensive understanding
of the coastal response to coastline perturbations, we need to know how sediment
movement is affected by their presence, rather than merely describing the resulting
morphology. How far does the sediment from a perturbation spread alongshore, or
is it primarily restricted to the observable diffusive region? And is the observed
sediment depositions in the vicinity of the perturbation all originating from the
perturbation, or does it include contributions from more distance shores sources?

The ambiguity between sediment transport and morphological development is
not limited to coastline perturbations. Similar challenges arise in understanding
breaker bar or sand wave evolution (Hoefel & Elgar, 2003), and subaerial landform
development (van Westen et al., 2024b). Conventional Eulerian modeling approaches
tabulate sediment fluxes on a grid of fixed points, and are insufficient to reveal
the actual sediment pathways underlying the cumulative net response. By adopting
a Lagrangian perspective, we can complement existing methods by simulating
individual particle movements, thereby unraveling the sediment movement driving
observed morphological changes.

Tracing sediment pathways requires complementing conventional Eulerian descrip-
tions with Lagrangian analysis. However, mapping Lagrangian pathways poses
significant challenges. Physical tracers (Bastin et al., 1983; Bertin et al., 2007; Black
et al., 2007; Bosnic et al., 2017; Cheong et al., 1993; Ciavola et al., 1997; Drapeau
& Long, 1985; Ferreira et al., 2023; Kato et al., 2014; Klein et al., 2007; Li et al.,
2019; Miller & Warrick, 2012; Miller & Komar, 1979; Oliveira et al., 2017; Smith
et al., 2007; Suzuki et al., 2019; White, 1998) can track sediment movement but have
limitations: restricted spatiotemporal scales and labor-intensive procedures (Black
et al., 2007; Pearson et al., 2021b; White, 1998). While numerical Lagrangian sediment
methods exist (MacDonald et al., 2006; Pearson et al., 2021a; Romão et al., 2024;
Soulsby et al., 2011; Stevens et al., 2020), their timescale of application is typically
an order of magnitude smaller (∼ months) than required for analyzing large-scale
morphodynamic systems. They also generally neglect the trapping of sediment in
regions with large deposition caused by morphodynamic evolution.

This study aims to understand the influence of coastline perturbations on longshore
sediment movement by tracking particles across the coastal system. Through forward
and backward tracing approaches, we address the following research question: How
do coastline perturbations influence sediment pathways? Specifically, we focus on:
(i) the dispersal of eroded sediment from perturbations along the coastline, and (ii)
the source of deposited sediment on perturbation flanks, which is indicative of the
mechanisms driving sediment accumulation.
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We present a novel SedTRAILS-based approach (Pearson et al., 2021a) for tracing
sediment movement with a Lagrangian framework. We apply our Lagrangian
approach to simulate sediment pathways at the Sand Engine mega-nourishment
(Stive et al., 2013) over multiple years of morphodynamic evolution. The Sand
Engine presents an ideal case study for understanding coastal diffusion processes.
Implemented in 2011 as a large artificial sediment pulse to nourish the Delfland
coast over multiple decades (Stive et al., 2013), it represents a "pure" coastline
perturbation, with evolution less convoluted than natural examples. The Results
section presents two complementary analyses: a forward-tracing study revealing
how sediment from the man-made perturbation disperses over time (i), and a
backward-tracing investigation identifying the origins of sediment that was observed
to accumulate at nearby coastal sections (ii). In the Discussion, we examine
the broader implications of our findings for understanding coastline perturbations
on sediment movement and evaluate the potential of Lagrangian approaches
in large-scale morphodynamic systems. After summarizing key insights in the
Conclusions, we detail our Lagrangian framework in the Methods section.
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4.2. Results
Our novel Lagrangian tool builds on a validated morphological coastal area model
by van Westen et al. (2024a), which integrates both marine and aeolian processes by
coupling DELFT3D Flexible Mesh (Luijendijk et al., 2017) and AEOLIS (Hoonhout &
de Vries, 2019; van Westen et al., 2024b) components. A 5-year brute-force hindcast,
i.e., a simulation that captures the full period without schematizing or filtering
conditions, is conducted, combining tides, wind, and waves (Luijendijk et al., 2019b).
The numerical model effectively reproduces areas of erosion at the most protruding
parts of the coastline as well as sedimentation at adjacent beaches, resulting in a
diffusive development of the Sand Engine nourishment (Figure 4.1a,b). This Eulerian
(grid-based, time-stepped) model is complemented by a Lagrangian post-processing
method (Pearson et al., 2021a), assuming a uniform sand grain size diameter. This
combination can now reveal sediment pathways that were previously undetectable.

The resulting individual pathways (Figure 4.1c) show significant variability in particle
displacements, even when initial positions (e.g., particles with solid , symbols)
are close. These particles may be mobilized early in the simulation (greenish
trajectories) or later (blue to purple trajectories) when the topography has evolved.
Rapid displacements typically occur when particles are transported within the surf
zone by wave-driven currents (e.g., ) or by aeolian transport on the subaerial
beach (e.g., ), while slower, gradual movement is observed further offshore (e.g.,

). Although net particle displacements can be similar, with starting and ending
points close to each other, substantial differences in gross movement patterns can
be present(e.g., - ).

Of the 400,000 initial particles seeded in the coastal cell, nearly 40,000 were mobilized
during the 5-year simulation. We distinguish between two types of particles in our
simulation: native particles representing particles already present before construction
and nourished particles placed during the Sand Engine’s construction. The large
number of pathways enables volumetric analysis of the simulated Lagrangian particle
movement. The combined sediment pathways, crossing the dry-wet interface, are
analyzed to describe sediment movement along the coast.

4.2.1. Alongshore dispersal of nourished sediment
Over the five years since construction, nourished sediment is computed to disperse
in both directions along the shoreline (Figure 4.2). Distinct asymmetry is visible
in the sediment dispersal pattern and pathways, despite the more symmetrical
transformation of the coastline, matching observations (Roest et al., 2021). Driven
by predominantly southwestern waves and asymmetrical tidal forcing, northward
movement dominates: 3.0 Mm³ of the nourished sediment moves north compared
to 0.4 Mm³ south, while 81% of nourished sediment remains within the Sand Engine
placement area during these first five years.
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4 Figure 4.1.: Sediment redistribution in the Eulerian (a,b) and Lagrangian simulation
results (c). Panel a) shows the initial Sand Engine morphology and
panel b) the morphology after 5 years of simulated development using a
validated coastal area model (van Westen et al., 2024a). Colors represent
the bed level elevation relative to NAP (the Dutch reference for Mean
Sea Level). Panel (c) shows the simulated trajectories of six selected
sediment particles, each represented by a different symbol. The origin
and destination of each pathway are shown as filled and open (white)
markers, respectively. The pathway color indicates years elapsed since
the simulations’ start.

The spatial extent of dispersal also reflects this asymmetry. The computed southward
dispersal reaches only approximately 2 km from the Sand Engine (Figure 4.2, beach
section called "Monster"). In contrast, northward transport extends further, and
most transported sediment (15.4% of total nourished volume) is deposited between
2 km and 4 km at the northern side ("Spit" section). Smaller fractions reach 4 to
6 km (0.91% at "Westduinpark") and 6 to 8 km (0.46% at "Duindorp") from the
nourishment. Based on the simulations, no sediment travels beyond Scheveningen
harbor (∼ 8 km north).

The characteristics of the longshore dispersal of sediment evolves as the Sand
Engine’s morphology develops. To quantify this evolution, we analyze the one-year
displacement of nourished particles from their initial mobilization, or release time.
Figure 4.3c,d shows both net and gross longshore displacement, with particles
grouped by their release year. For this particular analysis (i.e., Figure 4.3), we
exclude particles released in the final year, as they experienced less than a full year
of movement before being truncated by the simulation’s end date. The figure also
indicates the locations of representative particles from Figure 4.1c using matching
symbols (including both native and nourished particles).
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Both net and gross longshore particle displacement increase as the Sand Engine
evolves. The average net displacement more than doubles from 646 m for first-year
particles to 1496 m for fourth-year particles, as shown by the green and purple
markers in Figure 4.3. Particles with the largest displacements also show this
increase in displacement distance over time: the upper 5% of particles extend their
northward reach from 1938 m in year 1 to 4335 m in year 4. Gross displacement
distances follows a similar trend while on average being 2.9 times larger than the net
displacement. Average gross movement increases from 1630 m in year 1 to 3124 m
in year 4.

The directional distribution of particle movement evolves over time, transitioning
from near-symmetrical movement in year 1 (i.e., skewness of Gaussian distribution
γ1 = 0.11), indicating dispersal to both sides, to strongly northward-skewed in year 4
(γ1 = 0.89). As the Sand Engine evolves toward a straight coastline, both transport
magnitude and directionality become stronger, indicating a stronger influence of the
coastal perturbation during the initial phases of development.

Figure 4.2.: Longshore distribution of nourished sediment particles five years after
construction. Panel a) shows a density map of the spatial particle
distribution, with color indicating sand volume of the nourished sediment
per surface area (m³/m²). Low density patches (blue) reach from the
Monster beach section (x ∼ -2000 m) to Duindorp beach (x ∼ 7500
m), showing the longshore region over which the nourished sediment
is spread. Panel b) shows the initial distribution of sediment particles
associated with the nourishment (referred to as ‘source’) in green and
the sediment distribution after 5 years in purple (‘sink’), highlighting the
perturbations’ asymmetric diffusion with dominant northward transport.
Longshore regions are labelled, and volumetric and percentage changes
over time are provided.
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4.2.2. Morphodynamic-driven burial reduces longshore sediment dispersal
The shorter distances traveled by sediment during early stages result from rapid
burial of nourished sediment at the Sand Engine’s accumulating flanks. This burial
effect is particularly strong during the first year (narrow green KDE in Figure 4.3a,b),
when particles have less time to move before becoming trapped. As the Sand
Engine evolves, the magnitude of bed level change decreases, enabling particles to
remain mobile for longer periods. This evolution is reflected in burial statistics: the
proportion of particles buried within their release year drops from 85% in year 1 to
55% in year 4.

Figure 4.3.: Evolution of longshore particle displacement in time and space. The
scatter plots show one-year net (c) (i.e., the Euclidean distance between
release and burial locations) and gross (d) displacements (i.e., the
distance travelled along the particle trajectory) of individual particles.
The x-axis shows the displacement distance, and the y-axis the date of
release, i.e., the moment of first mobilization. All particles are colored by
release year. The northward shift in net movement shows the increase in
asymmetric development over time, accompanied by generally larger net
and gross longshore particle displacement. Selected particles from Figure
4.1c are highlighted using the same symbols. Panel a) and b) present
kernel density estimations (KDE) of displacement distributions for each
year, using matching colors. Panel e) shows temporal distribution
of particle releases (number of initial mobilizations), with higher KDE
values indicating more frequent mobilization events, particularly during
the first storm season in the first year.
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Existing Lagrangian descriptions of sediment movement do not account for the
influence of burial on particle dispersal. To quantify the importance of burial
on pathway distance, we compare our modeled longshore dispersal with expected
movement along an unperturbed coastline (equation (4.11) in Methods). In the
surfzone, where wave-driven currents dominate, the transport rates (Qx ) are typically
in the order of 300-700 m³/m/year (Figure 4.8a) and mixing layer thickness (δmix) of
0.07-0.12 m (equation (4.5)), resulting in particle displacement estimates (∆xp ) from
2.5 to 10 km/year along an undisturbed coastline ranges. Simulated displacement
around the perturbation shows much shorter distances, averaging only 200 m/year
(∼1000 m over five years), an order of magnitude below these theoretical estimates.

As time progresses and morphodynamic activity decreases, particle movement
gradually approaches these estimated transport rates. This convergence is evidenced
by the increasing proportion of particles achieving significant northward movement:
while less than 1% of particles traveled at least 2.5 km in year 1, this fraction grew
to 21% by year 4.

Near perturbations, morphodynamic activity (O(1 m)) can significantly exceed mixing
depth (O(10-1 m)), substantially constraining sediment movement (Figure 4.4a,b).
However, along straight, unperturbed coastlines where longshore transport gradients
are minimal, morphodynamic activity and particle burial remain small. In these
conditions, sediment dispersal is governed primarily by transport capacity and
mixing layer thickness (equation (4.11), Figure 4.4c).

Figure 4.4.: Morphodynamic-driven burial restricts longshore particle movement
in accretive areas. Top panels show planform schematics of the
transition from a burial-limited (panel a, b) to transport-limited (panel
c) state. Panel (d) shows the corresponding temporal change of particle
displacement.
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Conceptually, this can be captured in an adjusted displacement estimate for accretive
coastal sections:

∆xp = Qx

δmix
min(∆t ,∆tburial) =

Qx

max(δmix,∆zb)
∆t (4.1)

Where the ∆zb indicates the magnitude of the accretion, and ∆tburial the duration
before a particle gets buried beyond the mixing layer depth. Using this adjusted
formulation with typical values of ∆zb (∼ 5 m) we see indeed a nearly tenfold
reduction in pathway distance. As perturbations diffuse over time and deposition
rates decrease, the system gradually transitions from this burial-limited state toward
transport-limited conditions characteristic of natural coastlines (Figure 4.4d). Note
that this only applies for accretive zones. In contrast, erosion of the bed could free
particles that would otherwise have been trapped permanently, thus increasing the
particle displacement.

4.2.3. Direct and indirect effects drive accumulation around
perturbations

Tracing sediment origin at accumulating flanks reveals mechanisms underlying
the diffusive evolution of coastline perturbations that are not apparent from
morphological observations alone. While conventional understanding might suggest
that flanking accretion results simply from sediment dispersing in both directions,
our particle tracking analysis reveals a more complex reality (Figure 4.5).

Sediment accumulation may occur from two distinct sources: the "direct" effect of
sediment accumulation with sediment from the perturbation that is relocated and
the "indirect" effect of sediment from the adjacent coastlines that is deposited due
to the presence of the perturbation and the altered transport gradients.

South of the Sand Engine, transport patterns show both of these contributions as
the perturbation creates strong coastline gradients, enabling bidirectional transport.
Figure 4.5a,b illustrates how the southern flank accumulates sediment through
two mechanisms: directly from nourished sediment moving downdrift from the
perturbation, and indirectly from native sediment arriving from updrift sources. This
bidirectional transport emerges from the perturbation’s effect on coastline orientation
in combination with the dominant sediment transport direction. The initial deviation
of the shoreline orientation (α) of up to 45° with respect to the surrounding coast
creates conditions for opposing transport patterns, as conceptually illustrated in
Figure 4.6a. In this region southward of the perturbation, on the updrift side relative
to the dominant sediment transport direction on the perturbed coast, more than
half of the accumulation does not originate from the perturbation itself. Especially
during the first year, this results in a mixed accumulation pattern (Figure 4.5c): 59%
from updrift sources (native particles; green bars) and 41% from downdrift transport
(nourished particles; purple bars).
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Figure 4.5.: Sediment pathway analysis leading to deposition on the southern side
of the Sand Engine coastline perturbation. Panel a) shows the origin
of sediment deposited in an area south of the Sand Engine (hatched
control area called "South"), with colors indicating sediment quantity
(m3/m2). Panel b) shows the longshore distribution of this sediment.
Bi-directional accumulation is indicated by sediment originating from
updrift (green) and downdrift (purple) sources. Panel c) quantifies the
temporal contribution of these updrift and downdrift sources to sediment
accumulation, with the dotted black line showing the percentage of
downdrift deposition (nourished particles) relative to total accretion.
Sediment accumulation is bi-directional, although the majority of
sediment in the first three years originates from the nourishment. As the
shoreline straightens over time, the majority of accumulation then comes
from updrift, lowering the contribution of nourished particles (<40%).

Accumulation on the opposite northern side of the perturbation has a different
source and ratio between nourished and native sediment. Being on the downdrift
side of the dominant sediment transport direction, accretion follows a simple
unidirectional pattern: nearly all deposited sediment (97%, Supplementary Figure
S1) originates from the perturbation itself, and creating a spit-like feature. The
contrasting ratio between direct and indirect accumulation effects for the different
sides demonstrates how accretion mechanisms may vary with position relative to
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both the perturbation and the predominant transport direction.

Figure 4.6.: Evolving coastline gradients change the source of deposited sediment.
Evolution of deposited sediment origin from bidirectional (a) to
unidirectional accretion (b), to no net morphodynamic change (c),
illustrating the relationship between coastline orientation α, incident
wave angle φ0, and resulting changes in transport patterns (illustrated
with the colored arrows).

Over time, coastline perturbations can become less pronounced and the local
coastline orientation with respect to the surrounding coast decreases. Conceptually,
at some point, the system passes through a transition point where sediment transport
becomes predominantly unidirectional α=φ0 (Figure 4.6b). This evolution manifests
in the observed changing deposition patterns, as shown by the ratio of nourished
particles contributing the accretion south of the Sand Engine ( Figure 4.5 c, black
dotted line in). Downdrift deposition diminishes (from 70% in year two to 30% in
year five) as the system returns to predominantly updrift deposition characteristic
of an undisturbed coastline. As the coastline diffuses further, not all sediment
is deposited at the flanks anymore. Due to reduced burial influence and smaller
longshore gradients, particles start to bypass the perturbation. Ultimately, the coast
becomes straight again and the amount of sediment entering the domain equals
leaving it (Figure 4.6c). This conceptual description is valid for coasts impinged by
low-angle waves, and maybe differ in cases of high-angle waves (Ashton et al., 2001).
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4.3. Discussion
Understanding sand movement along the coast is vital for effective coastal
management (Hanley et al., 2014; Mulder et al., 2011; Ruggiero et al., 2016; Vitousek
et al., 2017). While Eulerian approaches (Lesser et al., 2004; van Westen et al.,
2024b) are able to effectively capture net morphological change in coastal systems,
they cannot reveal the sediment pathways driving this development. And, due to
morphological equifinality, these sediment pathways can not be inferred from the
coastline change alone. This makes net morphological change alone an incomplete
descriptor of coastal evolution. Understanding coastal evolution therefore requires
looking beyond these net changes, and the ability to map sediment pathways can
provide this insight.

Most existing particle tracking approaches are constrained by morphostatic
assumptions with no morphodynamic-driven burial (Bertin et al., 2007; Black et al.,
2007; Bosnic et al., 2017; Ciavola et al., 1997; Ferreira et al., 2023; Kato et al., 2014;
Klein et al., 2007; Li et al., 2019; Miller & Warrick, 2012; Miller & Komar, 1979;
Oliveira et al., 2017; Smith et al., 2007; Suzuki et al., 2019; White, 1998). These
assumptions become particularly problematic when studying coastal perturbations
that undergo significant morphological changes over multiple years, as demonstrated
at our Sand Engine study site (Roest et al., 2021; de Schipper et al., 2016). Physical
tracer studies (e.g., with colored particles) would be ideal; however this technique
faces similar challenges: the practical difficulty of tracking particles through evolving
morphology challenges long-term pathway analysis (Black et al., 2007; White, 1998).
Although geochemical approaches can indicate provenance of sediment at larger
scales (O(10-100 km)(Barnard et al., 2013)), these techniques may not have sufficient
resolution to explain the evolution of coastal perturbations like the Sand Engine.

Our Lagrangian approach addresses these limitations through several key novelties.
Using pre-computed Eulerian output reduces computational demands compared to
calculating sediment velocities on a per-particle basis. By building upon frequently
provided morphology and sediment transport fields from a validated Eulerian model
(van Westen et al., 2024a), we achieve multiple advances:

• The incorporation of morphodynamic-driven burial through simulated bed
level changes extends Lagrangian modeling beyond traditional short-term
analyses to multi-year studies of evolving coasts.

• The direct coupling between spatial patterns in mobilization probability and
validated transport rates ensures Lagrangian movement aligns with Eulerian
predictions. This produces realistic free-to-trapped ratios that naturally capture
spatiotemporal variations in transport capacity and burial—induced particle
trapping, eliminating the need for empirical parameters required in other
approaches (Soulsby et al., 2011).

• Our probabilistic approach to particle mobilization better represents the
intermittent nature of sediment transport, particularly crucial for supply-
limited aeolian processes (de Vries et al., 2014a). While alternative approaches
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using reduced effective velocities (Romão et al., 2024; Stevens et al., 2020) offer
computational advantages, they cannot capture the characteristic pattern of
long burial periods punctuated by rapid, unidirectional movement.

The current method’s primary limitations stem from the accuracy of underlying
Eulerian transport estimates. Any limitations in the Eulerian input are inherited
by the simulated pathways. The Lagrangian method does not provide validated
pathways (doing so would require a physical tracer study, which can be challenging
and cost-prohibitive (Black et al., 2007; White, 1998)), and thus should be considered
as an alternative representation of Eulerian model results. This restricts the
application range of the Lagrangian approach and the conclusions drawn within our
study. In particular, cross-shore wave-driven and aeolian processes are only partly
understood and underrepresented in the Eulerian results. Insufficient resolution
of subgrid and intrawave processes in process-based morphodynamic models is
known to result in unrealistic cross-shore morphodynamics, including cross-shore
smoothing of surfzone bars (Grunnet et al., 2004). To mitigate these effects in the
Eulerian model, cross-shore transport was deliberately reduced (van Westen et al.,
2024a). Additionally, the Eulerian model underrepresents sediment exchange across
the intertidal area (van Westen et al., 2024a) likely due to missing swash-driven
processes (Chen et al., 2023; Roelvink & Costas, 2019). These limitations restricted us
to drawing conclusions primarily on longshore development, and prevent application
in complex situations where morphological changes rely on cross-shore or intertidal
processes. Since we have confidence in the bulk longshore transport rates, as the
resulting morphological change compared well with observations, it is reasonable to
assume that the simulated longshore particle movement is a representative depiction
of real-world pathways.

On the contrary, these inherent limitations also provide valuable insights. By revealing
specific shortcomings in Eulerian models through particle tracking, our approach
identifies areas where conventional morphodynamic models need improvement. The
utility of Lagrangian approaches ultimately depends on the quality of underlying
Eulerian transport predictions. As morphodynamic modeling capabilities advance,
the application range of particle tracking will expand accordingly.

This study employs a single-fraction in the Lagrangian analysis, aiming to capture
the bulk of sediment transport. This single-fraction setup is consistent with
the validated, observed morphological evolution over this five-year period. Finer
fractions of natural sediment are likely to be mobilized faster and transported over
longer distances than coarser fractions. Moreover, sediment hiding and exposure
by coarser grains may influence the behaviour for forcing conditions close to the
threshold of motion. A multi-fraction framework could provide further insight into
sediment dynamics in these more complex settings. However, this requires modifying
both Eulerian models to account for multiple sediment fractions, falling outside the
scope of our study. Note that subaerial armouring processes are accounted for in
the Eulerian fluxes from the AEOLIS model, by increasing the threshold for sand
mobilization as the proportion of non-erodible grains rises and thus affect bulk
sediment transport.
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Our results have implications for coastal management, as the Lagrangian
analysis reveals that even seemingly simple morphological evolution can mask
complex sediment transport dynamics. While the Sand Engine exhibits relatively
straightforward diffusive behavior at the coastline scale, individual particle trajectories
show convoluted and diverse pathways (Figure 4.1). Sediment starting from identical
positions can reach vastly different destinations, and sediment with similar net
displacements often follow different trajectories, as evidenced by varying gross-
to-net displacement ratios. Sediment burial further complicates these patterns
by intermittently restricting movement and influencing the timing of particle
mobilization and deposition.

These detailed transport patterns, inaccessible through conventional Eulerian
modeling, provide unique insights into sediment sources, pathways, and
sinks.Although the observed accretion on both sides of the man made perturbation
might initially suggest near-symmetric transport of nourished sand, our results
clearly show that such conclusions cannot be drawn solely from bed level changes.
A pathway analysis like the one presented here is highly valuable for coastal
management and environmental impact assessments, as it can reveal the source
material for harbour basin infilling(Ferreira et al., 2002) or define the influence zones
of (contaminated) sediment deposits(Smith et al., 2007). This capability can also
extend beyond traditional morphological response analysis by revealing the fate of
specific sediment fractions, making it valuable for coastal management applications
such as evaluating sediment release from dam removals (Warrick et al., 2019), and
optimizing the placement of nutrient-enhanced sediment for dune development (Pit
et al., 2020). Backward tracking (sink-to-source) revealed sediment origins (Figure
4.5) that may challenge basic intuition based solely on morphological evolution. This
capability enhances our understanding of coastal interventions by revealing complex
transport patterns, such as distinguishing between feeder- and leeside-effects in
shoreface nourishments (van Duin et al., 2004; Huisman et al., 2019) and unraveling
sediment exchange pathways near ebb-tidal deltas (Elias et al., 2019).

Regarding computational efficiency, the main cost is associated with the Eulerian
model, while Lagrangian analysis adds relatively little overhead. Moreover, because
each particle’s trajectory is independent, the additional Lagrangian analysis is
straightforward to parallelize, making it scalable for larger coastal systems.

Overall, Lagrangian simulation provide a more intuitive visualization of complex
sediment transport processes compared to aggregated vector fields, for both scientists
and stakeholders alike. The approach opens possibilities for advanced analytical
techniques previously unexplored at these spatiotemporal scales. Examples of
sophisticated analysis techniques to reveal information hiding in Eulerian model
results are the identification of Lagrangian Coherent Structures (Gough et al., 2016;
Pearson et al., 2023; Reniers et al., 2010; van Sebille et al., 2018), analysis of
stratigraphic development (Pearson et al., 2022), quantification of sediment residence
times (Hoffmann, 2015; Voepel et al., 2013), and connectivity analysis (Pearson et al.,
2021a).
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4.4. Conclusion
This study advances our understanding of how coastal perturbations affect sediment
pathways by revealing the mechanisms controlling both dispersal and accumulation
patterns. Through novel Lagrangian analysis based on Eulerian model predictions
applied to the Sand Engine, chosen for its relatively simple diffusive evolution, we
traced individual sediment pathways to uncover how perturbations impact sediment
movement along the coast and thus coastal evolution.

As coastline perturbations diffuse, their sediment disperses along the coast. Our
analysis of the Sand Engine reveals that nourished sediment initially moves in
both directions, while movement is being constrained during these early stages.
Strong morphological change leads to rapid deposition on the perturbation flanks.
Under these conditions, burial reduces particle displacement distance by an order of
magnitude compared to undisturbed coastlines. As the perturbation size decreases,
the system gradually transitions to transport conditions similar to the unperturbed
coast, which is evidenced by increasing sediment displacement distances.

Coastline perturbations introduce strong gradients in coastline orientation, creating
complex patterns of sediment accumulation driven by two distinct mechanisms.
First, sediment can accumulate through direct supply, where material from the
perturbation itself moves downdrift. Second, the perturbation’s presence modifies
regional transport patterns, leading to indirect accumulation through updrift
deposition. Model simulations revealed this dual mechanism during the Sand
Engine’s initial phase, where accretion south of the perturbation showed near
equal contributions from nourished sediment moving downdrift (direct supply)
and native sediment arriving from updrift sources (indirect response). As the
perturbation diffuses and coastline gradients decrease, the system transitions back
to unidirectional transport characteristic of unperturbed coastlines.

These insights were enabled by our Lagrangian approach that builds upon validated
Eulerian model results. By incorporating morphodynamic-driven burial and directly
relating particle mobility to sediment transport rates, the method reveals sediment
pathways impossible to detect through conventional Eulerian approaches. The
method extends Lagrangian analysis beyond traditional timescales to multi-year
periods, enabling the study of morphodynamic systems. Through volumetric
comparison with Eulerian results, we verified that the approach accurately represents
sediment transport and redistribution patterns provided by the coastal area model.

Our findings have broad implications for coastal management and research. While
conventional approaches reveal net sediment volumes (i.e., how much sand is
moved), our Lagrangian approach enables tracking of individual sediment pathways
(i.e., which sand goes where). Since similar morphological changes can result
from vastly different sediment movement patterns (equifinality), describing only the
morphodynamic response provides an incomplete image of coastal evolution. The
ability to map sediment pathways enhances our understanding of, and capacity to
communicate, coastal responses to both natural and anthropogenic perturbations.
Although this study focuses on longshore transport, the framework shows promise
for analyzing more complex coastal features such as tidal inlets, ebb-tidal deltas, and
shoreface nourishments. Applying this approach to such features could improve our
understanding of sediment movement throughout the coastal system and enhance
the effectiveness and communication of management strategies.
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4.5. Methods
We present a Lagrangian framework to analyze sediment pathways derived from
Eulerian transport fields. While we refer to "particles" when describing sediment
movement, our method differs from particle models that directly simulate particle
advection based on hydrodynamic forcing. Instead, we employ a post-processing
approach that conducts Lagrangian analysis on Eulerian model outputs while
preserving the physical meaning of sediment parcel velocities. We adopt this particle
terminology to facilitate clear description and visualization of transport patterns.

4.5.1. Eulerian model
Our Lagrangian analysis builds on results from a validated coupled morphodynamic
model (van Westen et al., 2024a) that combines nearshore (DELFT3D-FM (Lesser
et al., 2004)) and aeolian (AEOLIS (Hoonhout & de Vries, 2016; van Westen et al.,
2024b)) processes at the Sand Engine mega-nourishment (Stive et al., 2013). This
model successfully reproduces observed morphological evolution in both subaqueous
and subaerial domains (van Westen et al., 2024a). While some cross-shore processes,
particularly at the dry-wet interface, are not fully captured, the model provides
realistic sediment transport rates for our focus on longshore sediment redistribution.

The Eulerian framework comprises an unstructured grid of 17,412 cells for the
DELFT3D-FM domain and a structured grid of 513,300 cells (1740 × 295) for the
AEOLIS domain. The AEOLIS domain covers the subaerial zone within the larger
DELFT3D-FM domain. Model outputs are stored hourly over the five-year simulation
period, yielding 43,800 timesteps with updated forcing conditions (van Westen et al.
(2024a) for detailed model description).

4.5.2. Lagrangian transport model
The Eulerian model outputs are used to compute hourly spatial fields of i) sediment
velocity, and ii) probability of transport. At a later stage, these Eulerian vector and
scalar fields are used for the Lagrangian particle computation.

Sediment transport rates from both DELFT3D-FM and AEOLIS are provided as fluxes
(m³/m/s) rather than velocities. Since particle velocities differ from ambient current
or wind velocities (Uc ), we compute particle velocities based on bed shear stress
relationships. Our approach distinguishes between three transport modes: nearshore
bedload and suspended transport, and aeolian transport. A particle may experience
any (combination) of these three modes during a model timestep, with its total
particle displacement calculated as the sum the contribution for each mode. For
nearshore transport, we follow the approach by Soulsby et al. (2011), taking the
bedload particle velocity from (Fredsoe, 1992):
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Ubed = 10 ·u⋆m

(
1−0.7

√
θcr

θmax

)
(4.2)

where u⋆m [m/s] is the mean friction velocity over a wave cycle, and θmax and θcr [-]
represent the maximum and critical Shields parameters, respectively.

The ratio between bedload and current velocity is defined as Rb =Ubed/Uc . For
suspended load, the velocity is computed as:

Usus = Ubed(1−B)( 8
7

)−B
·
(( 8

7 Rb
)8−7B −1

)
(( 8

7 Rb
)7−7B −1

) (4.3)

where the Rouse parameter B = ws /(0.4u⋆max) describes the vertical distribution of
suspended sediment. All parameters above are obtained from the DELFT3D-FM
component of the coupled Eulerian model. For aeolian transport, particle velocity
Uaeolian follows Sauermann et al. (2001):

(v⃗eff − ⃗Uaeolian)|v⃗eff − ⃗Uaeolian|
u2

f

−
⃗Uaeolian

2α| ⃗Uaeolian|
− ∇⃗zB = 0 (4.4)

where veff [m/s] is the effective wind velocity driving the grains, accounting for
saltation layer feedback and depending on shear velocity u∗ [m/s] and its threshold
u∗,th [m/s]. The grain settling velocity u f [m/s] and bed slope ∇zB [-] represent
fall and gravity effects, respectively. The parameter α = 0.42 [-] acts as an effective
restitution coefficient for grain-bed interaction. These parameters are obtained from
the AEOLIS model component.

Particles alternate between "free" and "trapped" states, as particles can be buried
within the bed. To capture this behavior, we compute transport probability (P )
for each transport mode (suspended load, bedload, and aeolian transport). When
particles are free (P = 1), transport occurs at computed velocity; when trapped
(P = 0), velocity reduces to zero. For a particle to potentially become mobilized,
first of all, it should be located within the mixing layer. The mixing layer thickness
δmix represents the vertical extent over which particles are actively mixed during
transport. In physical tracer studies, this mixing depth typically corresponds to the
level containing approximately 80% of recovered tracers (Ciavola et al., 1997; Ferreira
et al., 2023; Kraus, 1985; White, 1998). Following Bertin et al. (2008), we relate
mixing layer thickness to bed shear stress:

δmix = 0.41
p
τmax −τcr (4.5)

where τmax and τcr [N/m²] are the maximum and critical bed shear stresses obtained
from DELFT3D-FM. We consider aeolian mixing negligible.
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For particles within the mixing layer, transport probability is determined by the ratio
between sediment in transport (δbed, δsus, or δaeolian) and sediment in the mixing
layer (δmix).

Pi =
{
δi/δmix if δburial ≤ δmix

0 if δburial > δmix
(4.6)

where subscript ’i’ represents either bedload, suspended load, or aeolian transport
mode. These quantities are expressed as volumes per unit area [m³/m²] or equivalent
thicknesses [m]. We compute the amount of sediment in transport by dividing the
Eulerian transport fluxes [m³/m/s] by their respective particle velocities [m/s]:

δi = Qi

Ui
(4.7)

An important consequence of this approach is that particle velocity (U ) has limited
impact on collective movement patterns: higher velocities lead to more rapid
movement of individual particles but at a lower transport probability, as these
effects cancel each other. The total particle movement is ultimately governed by the
transport rate (Q).

This probability-based approach differs from alternative methods that apply the
ratio as a velocity reduction factor—where instead of moving at full speed 1% of
the time, particles move continuously at 1% speed (Romão et al., 2024). While
this alternative works adequately in the nearshore domain, it proves problematic
for aeolian transport. With typical aeolian pickup rates being significantly lower
compared to nearshore pickup, particles are infrequently, but more directly, moved
from the intertidal zone to the dunes when mobilized. A velocity reduction approach
would instead produce unrealistically slow, continuous movement.

Having computed all Eulerian fields of particle velocities and transport probabilities
at hourly intervals over five years, we simulate particle movement using a timestep
(∆t ) of 60 seconds. The total displacement of each particle is determined by:

Xp (t +∆t ) = Xp (t )+∑
i

∫ t+∆t

t
Pi ·Ui(x, y, t )d t (4.8)

where ’i’ represents the summation of the bedload, suspended load, and aeolian
transport modes. The integration is performed using a fourth-order Runge-Kutta
advection scheme. The particle burial changes over time with bed level changes:

δburial(t +∆t ) = δburial(t )+
∫ t+∆t

t
∆zB (x, y, t )d t (4.9)

where ∆zB (x, y, t ) represents the bed level change at the particle’s location
(xp (t ), yp (t )) at time t .
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4.5.3. Initial particle distribution
We initialize particles with uniform spatial distribution across both horizontal
dimensions and depth. Particles are placed on an equidistant horizontal grid
covering the entire Delfland coast (16.4 km × 1.8 km), with resolutions of 8.2 m
and 9.0 m in the longshore and cross-shore directions, respectively. This grid
comprises 2000 particles in the longshore direction and 200 in the cross-shore
direction. Each particle is assigned a random depth of between 0 and 13 meters
below the bed surface—corresponding to the maximum construction depth of the
Sand Engine—ensuring coverage of the complete nourished volume. The particle
grainsize is 250 µm, consistent with the settings of the DELFT3D-FM simulation
(van Westen et al., 2024a).

4.5.4. Comparing Eulerian and Lagrangian transport
Eulerian and Lagrangian transport frameworks use different metrics: volumetric
transport rates (m³/m/s) and particle velocities (m/s), respectively. These approaches
can be related through a well-established relationship (Bosnic et al., 2017; Cheong
et al., 1993; Drapeau & Long, 1985; Ferreira et al., 2023; Kraus et al., 1982; Romão
et al., 2024; Sunamura & Kraus, 1984; White, 1998) between Eulerian longshore
transport (Qx [m³/m/s]) and Lagrangian tracer movement (Vx,p [m/s]):

Qx =Vx,p ×δmix (4.10)

Here, δmix [m] represents the mixing layer thickness—the active surface layer where
sediment particles are mobilized during transport (equation (4.5)). The longshore
particle velocity Vx,p [m/s] describes the average particle movement, calculated from

collective displacement over time (Vx,p =∆xp /∆t ). Rearranging these terms yields

the average longshore displacement of tracers, ∆xp [m]:

∆xp = Qx

δmix
∆t (4.11)

While this (cross-shore integrated longshore transport) formulation provides useful
first-order estimates for simplified cases, our approach extends beyond these
constraints by assigning volumetric dimensions to particles. By distributing
400,000 particles across 383,760,000 m³, each particle represents 959.4 m³ of
sediment, enabling direct comparisons between Lagrangian movement and Eulerian
redistribution patterns.
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4.5.5. Verification of simulated pathways
To validate our Lagrangian approach, we compare the simulated particle pathways
with Eulerian transport patterns. While direct comparison with physical tracer
measurements is not possible at our study site, the underlying Eulerian model shows
good agreement with observed morphological evolution (van Westen et al., 2024a).
We focus our verification on two key metrics: volumetric sediment redistribution
patterns and annual longshore transport rates.

The five-year morphological evolution of the Sand Engine provides our first
verification case. Eulerian results show erosion at the most seaward parts of the
perturbation (red area in Figure 4.7a) and accretion both north and south (blue
areas). Quantitative analysis reveals maximum erosion of 3219 m³ per m alongshore
at the tip, accretion of 2943 m³/m at the northern flank and 1000 m³/m along
the southern flank (black line, Figure 4.7b). These patterns align well with field
observations (Roest et al., 2021; van Westen et al., 2024a). Our Lagrangian approach,
in combination with the particle seeding over a three-dimensional domain, enables
volumetric comparison through particle tracking. Lagrangian particle movement
from position A to B translates directly to volumetric Eulerian erosion at A and
deposition at B. This particle-based redistribution (purple patch in Figure 4.7b)
shows good agreement with Eulerian predictions, although slightly underestimating
erosion (2902 m³/m) at the Sand Engine tip and accretion to its south (953 m³/m).

Figure 4.7.: Verification of Lagrangian approach through sediment redistribution
patterns. (a) Cumulative bed level change in meters after five years
showing erosion (red) and accretion (blue) zones from Eulerian model.
(b) Comparison between Eulerian-computed redistribution (black line)
and Lagrangian-derived volumetric changes (purple patch) along the
coastline, demonstrating agreement between approaches.
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We extend this verification to annual longshore transport rates, Qx [m³/m/year].
Figure 4.8a presents longshore Eulerian transport in northward (purple) and
southward (green) directions. For Lagrangian comparison (Figure 4.8b), we divide
the domain into a structured grid. We count the number of particles crossing the cell
edges and multiply this number of particle crossings by the particle representative
volume (959.4 m³).

This comparison (purple patches vs. black lines in Figure 4.8c) demonstrates good
agreement in transport patterns, with a notable exception at the Sand Engine tip
where Lagrangian transport rates (0.63 Mm³/year) exceed Eulerian estimates (0.49
Mm³/year). The discrepancy emerges at a location that is prone to the confluence
of complex flow patterns, steep transport gradients, and rapid bed level changes,
making it difficult to isolate the precise cause of the mismatch. Nevertheless, the
final particle distribution (Figure 4.7) still closely matches the Eulerian volumetric
redistribution patterns. As our analysis focuses primarily on understanding sediment
pathways and final distribution rather than longshore transport rates, these localized
differences are considered to not significantly affect our main conclusions.

Figure 4.8.: Comparison of the Eulerian (a) and Lagrangian (b) annual longshore
transport rates. The longshore transport integrated over the cross-shore
is shown in panel c for the Eulerian (black lines) and Lagrangian (purple
patches) simulations.
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MODELLING IMPACT OF DESIGN
Process-based models across coastal domains might benefit the design of coastal 
interventions and sandy Nature-based Solutions that span the nearshore-dune system. 
This chapter explores how the tools developed throughout this thesis could inform 
practical decision-making in coastal management. Through model applications, we 
examine how specific nourishment design choices influence morphodynamics and 
sediment movement from beach to dunes.
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MODELLING THE IMPACT OF NOURISHMENT DESIGN
ON NEARSHORE–DUNE SYSTEMS

Abstract

State-of-the-art modelling approaches fail to capture the complex behaviour of
coastal Nature-based Solutions (NBS) across domain boundaries. This study
investigates how innovations in process-based modelling can be used to examine
the impact of nourishment design choices on dune development. We employ three
innovative tools: a process-based aeolian transport model (AEOLIS), a marine–aeolian
coupling framework, and a Lagrangian particle-tracking method (SEDTRAILS). For
the Sand Engine mega-nourishment, simulations reveal that removing its artificial
dunelake would increase dune growth by 42,000 m³ after 10 years, with effects
extending 1,200 m alongshore. A finer sediment composition enhanced dune growth
by 65%, while lowering the crest elevation modestly increased sediment availability
through more frequent mixing. At smaller scales, we explore regulating sediment
supply as an abiotic condition for vegetation growth. Incorporating a lagoon in
beach nourishment design reduced sediment supply toward the foredune with 62%.
Due to the assumed dependency of vegetation on sediment burial, this reduced
supply slowed vegetation growth. The resulting wider blowout entrances increased
backdune deposition by 23%. These applications illustrate how the inclusion of dune
development and nearshore-dune sediment exchange in process-based modelling
might enable the inclusion of dune-related objectives in nourishment design. This
provides engineers with new opportunities to evaluate the impact of changes in the
design as they optimize for different coastal services (e.g., flood protection, ecology,
recreation).
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5.1. Introduction
Coastal systems provide a wide range of services, from recreational opportunities
and habitat support to flood protection (Arkema et al., 2013; Barbier et al., 2011;
Sutton-Grier et al., 2015). Effective coastal management, aimed at safeguarding these
benefits, relies on a thorough understanding and the ability to predict processes
across the nearshore–dune system (Hanley et al., 2014; Mulder et al., 2011; Vitousek
et al., 2017).

Although the development of nearshore and dunes are highly interconnected (Short
& Hesp, 1982), these have often been managed as discrete morphologic domains. In
the Netherlands, millions of cubic meters of sand are nourished yearly to preserve
the coastline at its 1990 position (Brand et al., 2022; Ministerie van Verkeer en
Waterstaat, 1990). As a result of this consistent sediment surplus, dune growth
has been regarded as a certainty. This has restricted the need for process-based
descriptions of dune development in past nourishment design.

The recent emergence of sandy Nature-based Solutions (NBS) have exposed the
shortcomings of excluding dunes from design considerations. NBS harness natural
processes to deliver ecosystem services (van der Meulen et al., 2023), relying on
sediment movement across the nearshore–dune system. They often yield more
extensive and long-lasting effects than traditional sandy interventions (Barciela Rial,
2019; van der Meulen et al., 2014; Stive et al., 2013; Sutton-Grier et al., 2015; de Vriend
et al., 2015).

A well-known example of NBS is the Sand Engine (Stive et al., 2013), a 21 Mm3

mega-nourishment designed to feed the Delfland coast for decades. Stimulating
dune growth was one of the Sand Engine’s original objectives. Despite this objective,
its dune growth predictions were based on a simple empirical relation between
beach width and dune growth. This relation was derived from observations in
more natural coastal settings (Mulder & Tonnon, 2011). As a result, the predictions
significantly overestimated dune growth and failed to reproduce the observed spatial
variability (Hoonhout & de Vries, 2017; Huisman et al., 2021; van Westen et al., 2024a).

The structural surplus of sediment along the Dutch coast, has enabled dune
management to shift from merely dune growth to the restoration of natural dune
dynamics (Arens et al., 2013a; Riksen et al., 2016; Terlouw & Slings, 2005). Worldwide,
many dunes have become over-stabilized by vegetation ("global greening"), which
reduces sediment flux into the backdune and diminishes overall landscape dynamics
(van Boxel et al., 1997; da Silva et al., 2013; Jackson et al., 2019; McKeehan &
Arbogast, 2023; Osswald et al., 2019; Riksen et al., 2016; Schwarz et al., 2018).
Foredune blowouts are a characteristic feature of dynamic dunes, moving sand
inland and allowing the entire dune system to keep pace with sea-level rise (Hesp,
2002; Laporte-Fauret et al., 2022; Schwarz et al., 2018). The excavation of notches
or the removal of vegetation can help to initiate blowout development (Arens et al.,
2013a; Meerkerk et al., 2007; Ruessink et al., 2018). The success of these interventions
has been variable (Arens et al., 2013a). Because marram grass is an efficient dune
builder with high burial-tolerance (Maun, 2009; Schwarz et al., 2018), a steady supply
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of sediment is ideal for rapid vegetation stabilization (Hesp, 2002; Schwarz et al.,
2018). This makes dynamic dune management under the current surplus-sediment
conditions, such as along the Dutch coast, challenging.

Dune development reflects sediment availability across the nearshore-dune system
(Short & Hesp, 1982). The success of interventions that aim to enhance either dune
growth or dynamics require a thorough understanding of sediment movement from
the nearshore to the dunes. Current process-based modelling approaches treat these
as discrete morphologic domains, if dunes are included at all. This limitation restricts
engineers to take dune development into account during nourishment design.

In this chapter, we examine the impact of certain decisions in nourishment design
on dune development. By utilizing the modelling approaches presented in this
thesis, we demonstrate the benefits they have in this regard. First, we examine how
alternative design considerations of the Sand Engine mega-nourishment might have
influenced dune growth. Second, we explore if nourishment design can be used
to enhance dune dynamics. Here we utilize the characteristic response of dune
vegetation to sediment supply.

5.2. Method
Building on the methods introduced throughout this dissertation, we aim to explore
the impact of specific nourishment design decisions on dune development. We
couple the marine and aeolian domains to simulate sediment exchange across
the nearshore-dune system (Chapter 3). More detailed blowout development is
described with the landform-shaping process implementations from Chapter 2.
Finally, sediment pathways are mapped to assess the nearshore-dune connection as
a result of the nourishment alternatives (Chapter 4).

First, we explore alternative design features for the Sand Engine mega-nourishment,
illustrating how specific choices may influence long-term dune growth (Figure 5.1,
Section 5.2.1). Second, we investigate two smaller-scale beach nourishment
configurations to assess whether incorporating a lagoon could be used to control
temporal sediment supply and the subsequent vegetation response (Figure 5.2,
Section 5.2.2).
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5.2.1. Sand Engine design alternatives
The original Sand Engine design includes several features whose effects on dune
development were not fully explored during its design phase. Here, we use the
nearshore–dune model described in Chapter 3 to examine the potential impact of
three considerations in nourishment design on dune growth (Figure 5.1). For each
design consideration, we examine the influence on dune growth by comparing the
simulated foredune accumulation after 10 years, including the longshore variability
in dune growth.

Figure 5.1.: Sand Engine design alternatives. The original design (a), an alternative
without the artificial dune lake (b), and a lowered crest elevation (c). The
spatial domain represents the AEOLIS bed level elevation.

Presence of artificial waterbodies: The original Sand Engine design includes an
artificial waterbody that traps aeolian transport from the intertidal zone towards the
dunes (at x = 0 m in Figure 5.1a). By removing this "dunelake", we examine its
impact on dune growth in the Sand Engine’s vicinity (Figure 5.1b).

Sediment composition: Sediment sorting and armouring have restricted sediment
availability for aeolian pickup from the Sand Engine’s higher elevated beaches. By
reducing the share of coarse grains (diameter > 1 mm) from the nourished material
(from 5% to 1%), we examine how a different grain size distribution could affect dune
growth. The goal is to slow desert pavement formation and thereby increase aeolian
transport. The topography is unchanged from the original design (Figure 5.1a).
In practice, such situation could be achieved using different dredged material or
regularly ploughing the beach ("tilling").

Crest elevation: The crest elevation in the original Sand Engine design exceeds
maximum run-up limits. As a result, some areas are never mixed during storm
events. By lowering the elevation of nourishment crest, we aim to increase the area
prone to frequent inundation and mixing during storm events. We lowered the crest
from 7 m+NAP to 3.5 m+NAP by removing approximately 0.8 million m3 of sand.
This reduces the area above 3 m+NAP from 72 ha to 24 ha, (Figure 5.1c).
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5.2.2. Beach nourishment design alternatives
Conventional beach and shoreface nourishments provide a steady supply of sediment
towards the dunes. We compare two beach nourishment concepts to explore if
nourishment design can be used to steer supply and enhance the development of
artificial notches in a vegetated foredune (Figure 5.2).

Figure 5.2.: The beach nourishment design alternatives. (a) A traditional beach
nourishment and (b) a beach nourishment including an artificial lagoon.
The black contour lines show the vegetation limit at the start of the
simulation. The green and purple boxes indicate the control volumes of
total dune (continuous) and backdune (dotted) growth.

The regular nourishment design (Figure 5.2a) represents a traditional beach
nourishment. The nourishment extends 800 m in alongshore and 200 m in
cross-shore direction, with a maximum elevation of 3 m+NAP. The nourishment
design comprises a total volume of 750,000 m3.

The lagoon nourishment design (Figure 5.2b) includes an artificial waterbody aiming
to control temporal sand supply into the foredune. The nourished sediment volume
is equal to the regular nourishment design. The beach immediately seaward of
the foredune is narrowed to further limit initial sediment availability. Because of
the included lagoon, the nourishment extends approximately 100 m farther offshore
than the baseline coastline. A small channel (approximately 100 m wide, 1 m+NAP
maximum elevation) connects the lagoon to the sea during high tides or storms.

For both design alternatives, three vegetation patches (50 m wide) are removed along
the foredune (black contours in Figure 5.2). These patches extent from dunefoot
to crest, allowing natural aeolian processes to initiate blowout formation. This
approach does not include any topographic modification (i.e., notch excavation), but
solely the removal of foredune vegetation.

Total dune growth is quantified over a 1 km longshore segment, with a seaward
boundary located just seaward of the dune foot (purple and green boxes, continuous
lines, in Figures 5.2). Because no dune erosion occurs in this scenario, dune growth
serves as a direct indicator of sediment influx.
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Similarly, backdune deposition is quantified along the same longshore segment, but
with the seaward boundary at the dune crest (purple and green boxes, dotted lines,
in Figures 5.2). We use the amount of backdune deposition as an indicator for dune
dynamics. The response of vegetation growth to the varying sediment supply is
assessed by comparing the change in vegetated area. Area is considered vegetated
once vegetation density (ρveg ) exceeds 0.1.

5.2.3. Modelling approach
We simulate the impact of nourishment design considerations on dune development
by coupling DELFT3D-FM (Lesser et al., 2004) and AEOLIS (van Westen et al., 2024b),
as shown in Figure 5.3. This framework expands upon the Sand Engine modelling
setup presented in Chapter 3 (van Westen et al., 2024a). The marine and aeolian
domains exchange bed level changes and water levels via the Basic Model Interface
(BMI) (Hutton et al., 2020). The simulation period is extended to 10 years (instead of
5) and a morphological acceleration factor (morfac) of 3 is applied. Apart from tidal
forcing, wave and wind inputs are similarly compressed in time.

Figure 5.3.: Overview of the coupled DELFT3D-FM–AEOLIS model used to simulate
the influence of mega- and beach-nourishment alternatives on dune
development. (a) The larger DELFT3D-FM domain for the Sand Engine
simulations, with the AEOLIS grid outline. This domain also provides
boundary conditions for the smaller DELFT3D-FM domain for the beach
nourishment alternatives in panel (b).
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Delft3D Flexible Mesh (DELFT3D-FM)
DELFT3D-FM resolves marine hydrodynamics, sediment transport, and subaqueous
morphological evolution. For the Sand Engine design alternatives, the computational
setup is identical to Chapter 3 (van Westen et al., 2024a), with the exception of the
longer simulation period.

The model setup for the smaller-scale beach nourishments has been modified
with respect to the Sand Engine simulation. The horizontal grid resolution is
refined from 35 m to 15 m to represent the nourishment designs in more detail
and reduce deviations in resolution between the aeolian and marine domains. The
higher resolution and extended simulation period increase computational costs.
Therefore, we employ a nested modelling approach: a larger domain (i.e., the
original Sand Engine model, Figure 6.4a) provides boundary conditions (water levels
and wave conditions) to a nested, higher-resolution domain comprising the beach
nourishments (Figure 6.4b). This setup reduces the number of cells that must
be actively coupled with the aeolian domain from 17,715 to 4,158. An observed
drawback of this nesting strategy is that alongshore development cannot be resolved
accurately. As a result, approximately 2.5,Mm3 of sediment is lost across the lateral
boundaries over the 10-year simulation. Because both beach nourishment designs
share the same losses, their relative outcomes can still be compared consistently.

AEOLIS
AEOLIS describes the aeolian sediment transport and dune development in the
subaerial domain. The model setup of the Sand Engine simulations is largely similar
to the original Sand Engine model from Chapter 3 (van Westen et al., 2024a). The
domain is extended from 8 km to over 16 km. This larger longshore extend helps
prevent boundary instabilities at the edge of the AEOLIS domain, while capturing a
greater part of the "undisturbed" coastline. We also incorporate a one-dimensional
approach to spatial shear variations, similar to Roelvink and Costas (2019), for more
accurate representation of upper beachface development.

Wave run-up levels are computed to determine the upper inundation limit for
sediment mixing and soil moisture content following Stockdon et al. (2006). In the
original Sand Engine model (van Westen et al., 2024a), the run-up calculation was
based on local (onshore) wave heights. Since the Stockdon et al. (2006) formulation
is based on offshore wave heights, the original approach caused an underestimation
in simulated run-up levels. Therefore, we use offshore wave heights in the new
simulations. As a result, wave transformation is not included in the run-up
calculation. The influence of offshore wave sheltering features, such as breaker bars,
is neglected. To address this issue, we use a simplified approach to limit wave run-up
based on the shallowest depth encountered by waves during landward propagation.
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For the beach nourishment alternatives, more modifications to the AEOLIS setup
are needed to accommodate smaller-scale landform development. To represent more
detailed dune dynamics, the grid resolution is refined to 4 m.

Vegetation growth is modelled more realistically compared to the original AEOLIS
setup. Growth peaks at 1 m/year with an optimal burial rate of 0.98 m/year (Durán
& Moore, 2013). These values are chosen to mimic the burial-dependent nature of
marram grass. A decaying inland gradient in vegetation growth is applied to account
for species that tolerate less sand deposition. These vegetation-related assumptions
have strong implications for the interpretation of the simulation results. These are
discussed more elaborately in the Discussion section.

In contrast to the blowout simulations in Chapter 2 (van Westen et al., 2024b),
we here rely on armouring of the bed to limit blowout-floor incision, rather than
imposing a hard erosion cap. Specifically, a 5% fraction of non-erodible grains
(2.5 mm) limits maximum erosion with the deflation basins. Future work will be
needed to refine how the blowout floor develops and interacts with groundwater.

5.2.4. Particle tracking
We apply the Lagrangian particle-tracking method from Chapter 4 (van Westen et al.,
2025) to the two beach nourishment scenarios, tracing sediment pathways across the
marine and aeolian domains. We seed 187,500 particles in a 2,600 m × 900 m × 12 m
volume, each representing 149.76 m3 of sediment. Because the domain lacks no-flux
boundaries (i.e., harbour breakwaters at the Delfland coast) some particles inevitably
leave the modelled domain. We account for these losses during later analysis.

The longshore extent of the AEOLIS domain is smaller compared to that of
DELFT3D-FM. To ensure consistent wind-driven transport across the modelled
Eulerian (DELFT3D-FM) domain, we extrapolate the aeolian transport field from the
lateral edges of the AEOLIS in longshore direction.

The beach nourishment simulations have a finer resolution compared to the Sand
Engine simulation in Chapter 4 (van Westen et al., 2025). As a result, the
CFL-condition for time-stepping in the Lagrangian analysis becomes more restrictive.
Instead of using realistic transport velocities with a low probability of transportation,
we now apply the transport probability as a reduction factor to the particle velocity.
This results in slow, continuous particle movement rather than rapid probabilistic
transport bursts. This relaxes the constraints by CFL conditions, making the
Lagrangian analysis feasible at more reasonable computational costs.
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5.3. Results
5.3.1. Sand Engine design
Presence of artificial waterbodies
An artificial waterbody was included in the original Sand Engine design. This
"dunelake" (at x = 0 m in Figure 5.4a) was found to trap aeolian sand transport from
the intertidal zone towards the dunes (Hoonhout & de Vries, 2017). By simulating an
alternative Sand Engine design without the dunelake, we can examine its impact on
dune development (cyan vs. black line in Figure 5.4b).

The simulation results show that the dunelake restricts a significant amount of
sediment to reach the foredune. Over the first decade, the dunelake traps more than
42,000 m3 of sand, locally equivalent to approximately 75 m3/m of reduced dune
growth. Notably, its effect extends approximately 1,200 m alongshore, well beyond
the lake’s own 300 m length.

Sediment composition
The Sand Engine was constructed using dredged sediment containing substantial
coarse fractions and shells. The sediment composition of dredged material typically
has a wider grain size distribution than the well-sorted sand found on natural
beaches. According to the grain size distribution used by Hoonhout and de
Vries (2019), approximately 5% of the nourished sand is non-erodible by aeolian
processes. Wind-driven transport preferentially removes finer particles, leading to
the development of a desert pavement that shields underlying finer fractions and
progressively limits aeolian sediment pickup.

To examine how the coarse fractions in dredged sediment might influence dune
development, we simulated an alternative scenario with reduced "non-erodible"
content (1% instead of 5%) (Figure 5.4c). The simulation results indicate that
the finer sediment composition results in approximately 65% more dune growth
across the entire system, equivalent to almost 90 m3/m over the 10 year simulation
period. An important limitation to these findings is the spatially uniform grain size
distribution applied in our model. The initial distribution is equal throughout the
domain, including along non-nourished beaches. In reality, selecting well-sorted
nourishment material would not influence adjacent beaches to the extent shown in
our simulations. Nevertheless, these results highlight how even a modest proportion
of coarse material can significantly reduce aeolian sediment supply to the dunes.

Sand Engine design with lower crest elevation
In the original Sand Engine design, large areas of the nourishment are located
above typical storm surge levels, resulting in very infrequent mixing of the upper
sediment layer. Consequently, aeolian sediment availability becomes limited due to
uninterrupted desert pavement formation. By designing the Sand Engine with a
lower crest elevation, we increase the area susceptible to periodic inundation and
sediment mixing.
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Figure 5.4.: Longshore dune growth for several Sand Engine design alternatives.
Panel (a) shows the bed level at the end of the simulation, with black
contour lines indicating the original Sand Engine design. Panels (b)–(d)
illustrate the alongshore distribution of cumulative dune growth (m3/m)
relative to the original design (black lines). Panel (b) shows the influence
of the artificial waterbody, i.e., dunelake, (c) the impact of coarse
materials in the grain size distribution, and (d) of the designed crest
elevation of the nourishment crest.

The spatial impact of this modification reveal a complex pattern of influence. In the
immediate vicinity of the high-elevation crest in the original design (x = 500 m),
lowering the crest locally enhanced dune growth by almost 15 m3/m (Figure5.4d).
This generates an additional 15,000 m3 of dune growth in that region. Conversely,
near the lagoon (x = 1000 m), dune growth decreased slightly (approximately 5
m3/m), though this reduction is not immediately apparent in Figure6.4d. The
remaining coastline exhibited a minor reduction in dune growth (< 1 m3/m),
amounting to a total loss of 11,500 3. The net effect of lowering the crest elevation is
a modest overall increase of nearly 4,000 3 in total dune volume.
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5.3.2. Lagoon in beach nourishment design
The simulation outcomes of two beach nourishment alternatives are compared to
examine if including an artificial waterbody in nourishment design could help to
steer sediment supply towards the dune and enhance dune dynamics (Figure 5.5).

Nearshore-to-dune sediment supply
Both beach nourishment design alternatives are diffusing in longshore direction. The
nourished area erodes (blue patches in Figure 5.5c,d), while the adjacent beaches
accumulate (red patches). Aeolian processes subsequently transport sand from the
beach into the dunes. At locations where vegetation is removed, wind mobilizes
sediment and causes local erosion. Blowouts develop at the intended location and
the eroded sediment deposits just landward of the deflation basin. Comparison
shows that the total simulated dune growth after 10 years is approximately 62%
higher without the lagoon (Figure 5.6a). The trapping effect of the lagoon weakens
slightly over time as it fills: in the first four years, the relative difference is 66%,
decreasing to 57% in the final four years.

Vegetation response to sediment supply
Based on the assumption of a burial-depend vegetation species, the reduced
sediment supply into the dunes acts as an abiotic condition for vegetation growth.
Comparing the simulated vegetated area (Figure 5.5e,f) shows that the lagoon
presence reduces vegetation growth. After the 10-year simulation period, the
increased vegetated area is roughly 50% more if the lagoon is not included (Figure
5.6b). This difference increases over time, growing from 24% in the first four years
to 73% in the final four years. Due to faster vegetation expansion, the blowout
entrances close more quickly, as shown by the white gaps in Figure 5.5e,f.

Backdune deposition
The widening of blowout entrances due to the presence of the lagoon enables greater
sediment flux from the beach into the backdune. Over the 10-year simulation, the
lagoon nourishment delivers a total of 57 m3/m to the backdune, surpassing 46
m3/m for the design without the lagoon (Figure 5.6c). This 23% increase in backdune
influx occurs despite the lower overall dune growth due to trapping by the lagoon
(Section 5.3.2). For the beach nourishment design, backdune deposition accounts
for 31% of total dune growth, compared to 62% for the lagoon nourishment. In the
first four years, the lagoon nourishment’s backdune influx exceeds that of the beach
nourishment by 11%, increasing to 32% in the final four years (black dotted line in
Figure 5.6d).
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Figure 5.5.: Spatial comparison of the two nourishment designs after 10 years of
development. Panels (a-b) show the final bed level for beach and lagoon
nourishment, respectively. Panels (c-d) show bed level changes, with red
indicating deposition and blue showing erosion. Panels (e-f) show the
spatial distribution of vegetation density, where darker green indicates
higher vegetation density. Black contours represent initial bed levels at 0
m, 6 m (dashed), and 11 m.
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Figure 5.6.: Temporal dune development for both nourishment designs. Panel (a)
presents cumulative dune growth (m3/m) over time. Panel (b) shows
the cumulative change in vegetated area (m2/m). Panel (c) presents
the cumulative backdune growth (m3/m) over time. Panel (d) provides
a year-by-year comparison of backdune deposition; bars represent the
annual backdune growth, and the black dotted line denotes the relative
difference between the lagoon and beach nourishment (positive values
indicate greater backdune growth under the lagoon design).
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Sediment pathways to the backdune
The simulations indicate a net positive influence on backdune deposition by
including a lagoon in the design. However, the Eulerian results do not indicate where
this deposited sand originates from. To examine the source of backdune deposition,
we employ a Lagrangian approach that traces individual sediment particles ending
up in the backdune. Particles are selected that begin seaward of the dune crest
(yp,0 >−50 m, shown by circular markers in Figures 5.7a,b) and end landward of it
(yp,T <−50 m, marked by gray crosses). Of the 187,500 particles seeded, 222 are
flagged as backdune deposition under the beach nourishment and 247 under the
lagoon nourishment. These represent 33 m3/m and 41 m3/m, respectively, once
multiplied by the representative particle volume of 149.76 m3/particle. All traced
particles are grouped by their initial source region (Figure 5.7): Foredune (green),
nourished (purple), and the remaining particles or "shore" (cyan).

The sum of Lagrangian backdune deposits is approximately 28% lower than the
Eulerian estimates for backdune deposition. Since the initial seeding domain does
not extend upstream, no particles are imported from beyond the lateral boundary,
while some do leave the domain downstream. This deficit implies that either 28%
of the backdune material must be supplied from beyond the model boundaries
or a deviation caused by differences in methodology (gray hatched regions in
Figures 5.7c,d).

Particles originating from the foredune (green markers) effectively represent erosion
of the blowout deflation basin and landward dune migration. For the beach
nourishment, this source totals 19 m3/m (41% of backdune deposition), whereas
the lagoon nourishment yields 21 m3/m (36%). Contrary to the overall trend, the
beach nourishment transports more nourished material (purple) into the backdune
(9 m3/m, 20% of total) than the lagoon nourishment (8 m3/m, 15%). These small
differences indicate the limited effect of the presence of the lagoon on erosion of the
blowout deflation basin and flux of nourished sediment into the backdunes.

The inclusion of the lagoon has a larger influence on pathways from further offshore.
For the lagoon nourishment, the "shore" particles (cyan markers in Figure 5.7)
contribute 12 m3/m to the backdune - 2.4 times more than the 5 m3/m observed
with the beach nourishment. These simulation results indicate that the lagoon
design facilitates pathways between the backdunes and more distant sources.
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Figure 5.7.: Origin of sediment particles deposited in the backdune. Panels (a) and
(b) depict the initial locations of the particles that were predicted to
deposit in the backdune during the simulation. Particles are colour-coded
by source region: green (foredune), purple (nourished area), and cyan
(shore). The gray crosses mark each particle’s final position in the
backdune. Panels (c) and (d) show the cumulative contribution from
each source region over time, using the same colours as the particle
markers. The black line indicates the total Eulerian deposition. The
gray hatched region corresponds to marks the difference between the
Eulerian and Lagrangian results, which could be contributed to sediment
originating from beyond the model boundaries or a difference due to
methodology.
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5.4. Discussion
The benefit of modeling the aeolian domain in nourishment design
Historically, modelling aeolian transport and dune growth in practical coastal
applications have relied on simplistic empirical or analytical descriptions. The
shortcomings of these simplified approaches became evident during the Sand
Engine’s design phase. Initial dune growth predictions (Mulder & Tonnon, 2011)
relied on an empirical relationship between beach width and dune foot migration
(de Vriend et al., 1989) (Figure 5.8). Based on this relationship and Delft3D modeling
of subaqueous morphological change, the change in dune area was anticipated to
nearly double compared to the reference case without nourishment. In reality, dune
development was actually reduced in the Sand Engine’s vicinity (van Westen et al.,
2024a).

Figure 5.8.: Dune foot migration (dDV/dt) in relation to beach width (DV – LW],where
DV = Dune Foot and LW = mean Low Water (from de Vriend et al. (1989)).

The applied empirical relation assumed aeolian sediment availability is controlled
solely by beach width, but observed subaerial development revealed a more complex
reality. Water bodies trapped moving sediment to the dunes, while the Sand Engine’s
elevated topography enhanced the effects of sediment sorting and mixing compared
to natural beaches (Hoonhout & de Vries, 2017).

The complex dynamics at play at the Sand Engine require two-dimensional
descriptions of sediment sorting and wave-driven sediment mixing and inundation.
The influence of these supply-limiting processes is typically parametrized or
addressed through fetch-based descriptions (Bauer et al., 2009; Ruessink et al., 2022;
Strypsteen et al., 2024b; Van Rijn & Strypsteen, 2020). Therefore, these would not be
suitable for the complex development at the Sand Engine. In this study we have
shown that by having two-dimensional process-based descriptions, these processes
can be taken into account in evaluating NBS design (Figure 5.4).
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The benefit of coupled modelling in nourishment design
Dune development is not solely shaped by aeolian processes. Marine-driven
morphodynamics and supply-limitations control sediment availability for dune
growth. The influence of including these interactions through model coupling was
already discussed in Chapter 3 (van Westen et al., 2024a). In the present study, we
used an updated version of that model setup with a longer simulation period.

Figure 5.9.: Comparing the coupled (black) and stand-alone AEOLIS (yellow)
simulated dune growth along the Sand Engine domain.

We repeat the same analysis, comparing the simulation results with and without the
influence marine-driven morphodynamics on dune development (yellow vs. black
lines in Figure 5.4). Along accretive beaches, the coupled model predicts substantially
higher dune growth compared to simulations without nearshore morphodynamics.
This effect is particularly evident at the southern and northern flanks (x = 1000 m, x =
3000 m) and northward toward Scheveningen (x > 6000 m). These results indicate the
importance of hydrodynamic processes in providing sediment for aeolian transport.
Compared to the original Sand Engine simulation in Chapter 3, hydrodynamic
processes now appear to have a more pronounced effect on dune growth. Whether
this increased impact stems from improved wave run-up computation, inclusion
of spatial shear stress variations, or the longer simulation period requires further
investigation.

For the beach nourishment simulations, sediment exchange across the nearshore-
dune interface was leveraged to achieve desired dune development. Coupling
marine and aeolian domains allowed us to examine how specific nourishment
design decisions could influence sediment flux and subsequent vegetation response
(van Westen et al., 2024a, Chapter 3).
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Sediment supply as an abiotic condition in NBS design
The success of NBS relies on harnessing biophysical interactions. By controlling
abiotic conditions, management can guide ecosystem development. Marram grass,
being burial-dependent, requires consistent influx of fresh sediment to thrive (Arens
et al., 2013a; Maun, 2009; Nolet et al., 2018; Schwarz et al., 2018). This characteristic
has been utilized in dune management for centuries—planting marram grass to trap
sand and promote dune growth and stabilization. In our study, we leverage these
burial thresholds to enhance dynamics rather than stabilization.

Process-based descriptions of cross-domain sediment exchange enable us to connect
nearshore development to abiotic conditions in the subaerial domain. Earlier
applications of the AEOLIS model (Oude Vrielink et al., 2021; Strypsteen et al., 2024c)
and the coupled model with DELFT3D FM (van Westen et al., 2024a; 2023) have
demonstrated the ability to simulate realistic aeolian fluxes to dunes. While the
model successfully reproduces key phenomena in coastal dunes, the parametrisation
of vegetation response remains simplified and confined to a single species. Maun
(2009) conceptually described vegetation growth response to sediment deposition,
as shown in Figure 5.10a. Various dune models implement this behavior differently:
CDM (Durán & Herrmann, 2006; Durán et al., 2010) uses a linear description for
vegetation response to erosion and sedimentation (Figure 5.10b). In this study, we
extended that relation with the parameter ∆zB ,opt to shift optimal growth from a
steady to an an accretive bed (dotted line Figure 5.10b). This allows to capture the
burial-dependent nature of dune vegetation. The DUBEVEG model (Keijsers et al.,
2016) accounts for multiple vegetation species with varying responses to sediment
burial (Figure 5.10c). In reality, vegetation response depends on numerous abiotic
conditions that our simplified approach cannot fully capture, as shown by the spread
in the LIDAR observations by Nolet et al. (2018) in Figure 5.10d.

Burial is one of the primary physical stressors affecting vegetation growth in coastal
dunes (Maun, 2009). This makes accurate representation of this relationship crucial
for successfully predicting intervention outcomes. The simulations presented here
explore the concept of such an intervention but do not prove their success. More
realistic vegetation response modelling and thorough validation would be necessary
before implementing such approaches in real-world scenarios.

Mapping sediment pathways in coastal design
Lagrangian transport analysis provides information beyond what Eulerian approaches
can offer. Eulerian simulation results are limited to comparing net bed level changes
and aggregate transport fields. We used Lagrangian analysis to reveal the origin
and pathways of moving sediment. The resulting sediment pathways shows how
different designs influence sediment movement from the nearshore into the dunes
(van Westen et al., 2025, Chapter 4). Such results could be particularly valuable for
proposals to feed back dunes with nutrient-rich sediment through nourishments (Pit
et al., 2020). Here understanding sediment origins is crucial. Additionally, particle
tracking visualization makes complex transport patterns and system connectivity
more intuitive and easier to communicate.
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Figure 5.10.: Vegetation growth response (y-axes) to sediment deposition (x-axes). (a)
Conceptual responses of vegetation growth to sediment deposition, as
described by Maun (2009). (b) Implementation of vegetation growth
response within models, comparing CDM (Durán & Herrmann, 2006)
with a modified version for this study. (c) Vegetation growth response
derived for the DUBEVEG model (Keijsers et al., 2016), showing distinct
responses for pioneer and stabilizer species under varying sediment
conditions. (d) Observed vegetation growth response using LiDAR
measurements (Nolet et al., 2018), with fitted Gaussian distributions for
NDVI responses to sand deposition.
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5.5. Conclusion
This study has explored the utility of process-based modelling of the nearshore-dune
system in informing nourishment design. Comparing alternatives for both mega-
and beach nourishment design showed that certain design decisions can significantly
influence dune development.

Obtaining these insights was enabled by three key advances in modelling techniques.
A model coupling between marine and aeolian domains allowed for continuous
sediment exchange across the nearshore-dune interface. This enabled exploration
of how nourishment design decisions affect temporal availability of sediment
for aeolian transport. Process-based descriptions of aeolian transport and dune
development (AEOLIS) captured the landform-shaping processes required to describe
spatiotemporal variability in dune growth. The Lagrangian particle-tracking approach
(SEDTRAILS) revealed the sources and pathways of sediment deposition, providing
information beyond traditional Eulerian modeling approaches.

For the Sand Engine mega-nourishment, our results quantify how certain design
consideration might have affected dune growth. Removing the artificial dune lake
increased dune volume by approximately 42,000 m3, with effects extending 1,200
m alongshore. Using a finer sediment composition increased dune growth by 65%
across the entire domain. Lowering the nourishment crest elevation increased
frequent inundation and mixing, resulting in modestly enhanced dune growth.

At smaller scale, our simulations demonstrate how deliberately incorporating a
lagoon in beach nourishment design can regulate sediment supply to influence
vegetation development. Despite a 62% reduction in total foredune sediment supply,
the nourishment with lagoon enhanced backdune deposition by 23%. This regulatory
effect on sediment availability slowed vegetation growth, maintained wider blowout
entrances, and doubled the contribution from offshore sediment sources to backdune
accumulation. The success of these interventions strongly depends on vegetation
response to burial—a complex relationship difficult to capture in numerical models.
The presented results do not predict accurate vegetation response and subsequent
dune dynamics, but demonstrate the concept of using nourishment design to steer
temporal sediment supply as an abiotic condition for vegetation growth.

The tools presented here enable exploring the impact of specific design choices
on coastal morphodynamics across domain boundaries. The application range
spans from large-scale longshore spreading to small-scale landscape development,
highlighting the method’s versatility. These innovations help coastal managers align
nourishment designs with broader objectives beyond flood protection, including
ecological and recreational value. This model coupling not only connects numerical
domains but could also serve as a tool for connecting different communities,
stakeholders and managers—for instance, aligning nourishment programming with
dune management objectives.
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Synthesis and Outlook

6This dissertation advances our ability to model coastal processes across domain
boundaries, connecting the marine and aeolian environments that have traditionally
been studied separately. In this Synthesis chapter, we reflect on the utility of multi-
domain modelling in coastal applications. Afterwards, we discuss the contributions
of this dissertation towards the integrated description of the nearshore-dune system
in coastal applications (Figure 6.4). We then summarize the primary challenges we
faced that restrict our application range and impact possible future applications.
Finally, we outline a vision for making multi-model, multi-scale approaches more
accessible and feasible in engineering practice.

Figure 6.1.: The chapters’ contributions to connecting coastal domains in morpho-
dynamic modelling.
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6.1. Modelling across Domains in Coastal Applications
Coastal systems are shaped by numerous physical and ecological processes and
the intricate interplay between them. These biophysical process interactions make
coastal environments complex to understand, let alone simulate. For various aspects
of coastal evolution, predictive skill remains limited without prior system knowledge
and calibration on observations (Amoudry & Souza, 2011). It is overly optimistic
to believe that numerical models could ever fully predict coastal evolution with
comprehensive detail and accuracy.

Modelling the comprehensive evolution of the nearshore-dune system requires
simulating a variety of processes across multiple domains and their interactions.
On the contrary, as Salt (2008) observes, two common pitfalls of modelling are the
beliefs that "the more detailed the model, the better" and that "if one model is good,
then connecting multiple models is necessarily better." On one hand, the complex
reality of biophysical interactions are fundamental in shaping the nearshore-dune
system (Houser, 2009; Short & Hesp, 1982), yet on the other hand simplification is
the essence of modelling (Salt, 2008).

This duality is important when considering the utility of multi-domain modelling,
and by extension the purpose of this dissertation. It raises a logical question: If
multi-domain modelling requires significant investment and can result in decreased
rather than improved predictive skill, why couple coastal models at all?

To answer this, it could be important to recognise that the potential value of
numerical modelling for coastal applications might extend beyond mere predictions.
This thesis never aimed to build "a single grand unified model of everything" (Salt,
2008), as such an attempt would be unrealistic given the inherent complexities of
coastal systems. The primary benefit of coupled modelling in this thesis lies in
leveraging models to investigate specific domain interactions (understanding) and to
assess how certain decisions in coastal design might affect evolution across domains
(design) (Barbour & Krahn, 2004).

Given that the benefits of multi-domain modelling primarily lies in studying specific
interactions, coupling models might not be needed for every coastal management
scenario. Based on experiences from this research, we identify three specific contexts
in which multi-domain modelling may offer meaningful advantages for coastal
design:

i) The intervention creates significant and persistent effects across multiple
coastal domains (e.g., nearshore and dunes), spanning extensive spatial
(kilometers or more) and temporal (years or longer) scales.

ii) The evolution and ultimate success of an intervention depends on processes
and feedbacks that cross domain boundaries.

iii) The intervention aims to achieve multiple objectives across multiple coastal
domains (e.g., recreation, biodiversity, and safety against flooding).
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Historically, Dutch coastal management has employed various small-scale interven-
tions (e.g., planting marram grass or placing dune fences) and later hard-engineering
structures (e.g., groynes, breakwaters, and seawalls). These typically operate within a
single domain (i), exhibit minimal evolution or rely on processes contained within
that domain (ii), and pursue singular objectives like flood protection (iii).

The emergence of "soft" sandy solutions in the late twentieth century—culminating in
the Dutch national nourishment strategy of the 1990s (Brand et al., 2022)—represented
a shift toward more natural solutions. These nourishments do affect the sediment
balance across domains and harness natural processes to achieve broader objectives.
Despite, established simplistic and single-domain approaches have proven adequate
for practical design purposes. The strategic and operational objectives of these
nourishments are primary focussed on safety against flooding on longer timescales
(Lodder & Slinger, 2022). Relatively simple descriptions of longshore sediment
redistribution (Dean & Yoo, 1992; Pelnard-Considère, 1957; Roelvink et al., 2020;
Tonnon et al., 2018) are typically sufficient to assess the long-term impact of
beach and shoreface nourishments. Specific design decisions, for instance on crest
elevation, typically don’t have significant lasting effects on broader coastal evolution,
as these nourishments gradually diffuse into the coastal system. Process-based,
multi-domain modelling likely offers limited additional value relative to the increased
uncertainties and resource requirements.

More recently, the rise of large-scale Nature-based Solutions (NBS) increases the
need for process-based multi-domain modelling. NBS often satisfy all three criteria:
they operate across multiple domains over large spatial (kilometers) and temporal
(decades) scales (i), their evolution and functionality depend on processes from
various domains (ii), and they typically pursue multiple simultaneous objectives
(iii). The following examples demonstrate how model coupling could assist
decision-making in future design and management of NBS.

Sand Engine
The Sand Engine (Stive et al., 2013) mega-nourishment was designed to enhance
coastal safety and ecological value by naturally distributing sand along the coast
through waves, tides, and wind (Figure 1.2). While marine-driven alongshore
sediment transport was relatively well-predicted during its design, wind-driven
dune growth was significantly overestimated, largely due to simplistic empirical
assumptions (Mulder & Tonnon, 2011). In reality, processes such as desert
pavement formation and the presence of water bodies limited sediment transport
into the dunes. Process-based descriptions of supply-limited aeolian transport
and nearshore-dune sediment exchange could have provided better insights into
these processes during the design phase, potentially improving performance against
desired state indicators such as sand accumulation in the dunes and dune habitat
development.
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The Marker Wadden & Hondbossche dunes
The Marker Wadden artificial islands (Figure 6.2) were constructed as a nature
development project in the Dutch Markermeer. Here we focus on the protective
sandy barrier surrounding these islands (Ton et al., 2021). The Hondbossche Dunes
(Kroon et al., 2022) serve a similar purpose, being constructed as a sandy buffer
in front of an existing dike. In both cases, wave- and wind-driven sediment
distribution is important for the protective goals they serve. However, in neither case
aeolian transport processes were explicitly considered during design. For the Marker
Wadden’s sandy barrier, instead of developing into "natural" vegetated dunes, the
dry part of the profile became dominated by erosion, characterized by a lack of
vegetation and strong desert pavement formation (van Westen et al., 2023). During
the initial design of the Hondbossche Dunes, dune growth estimates were based on
equilibrium coastal profile assumptions. Not explicitly considering aeolian transport
processes resulted in large under-prediction of sediment accumulation in the dunes
(Huisman et al., 2025), which partly contributed to higher required nourishment
maintenance.

Figure 6.2.: Comparison of the original design (left) and the desert pavement
formation at the southern sandy edge (right, Photo credits: Bert van der
Valk).

Dynamic dune management
Reintroducing dune dynamics faces challenges when approached exclusively from
a subaerial perspective, especially in nourished areas (Figure 1.3). Since dune
development reflects sediment availability across the entire nearshore-dune system
(Hesp, 2002; Short & Hesp, 1982), the ability to model supply from nearshore to dune
could better inform the coordination between nourishment programming and dune
management measures. Beyond technical applications, such models can also aid in
communicating coastal processes to stakeholders and local communities, particularly
important given recent public debates in the Netherlands regarding foredune notch
excavations (AFP Netherlands, 2024; Nederlandse Omroep Stichting, 2025).
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Spanjaards Duin
Spanjaards Duin (van der Meulen et al., 2014; Vrielink et al., 2021) is an artificial dune
area constructed to compensate for habitat losses associated with the Maasvlakte
II project by establishing a 6 ha moist dune slack (Figure 6.3). After construction,
the groundwater table was observed to be lower than anticipated, restricting
development of the intended habitat. To eventually achieve the required bed
elevation, managers relied on aeolian erosion to lower the bed. However, desert
pavement formation prevented further erosion. Additional mechanical excavation
was required, causing further habitat disturbances and project delays. Process-based
descriptions of the interactions between aeolian transport, groundwater dynamics
and sediment sorting might have anticipated this development, prompting an earlier
intervention. Alternatively, a design with a lower initial bed level that would allow
wind-driven deposition, rather than erosion, to achieve the desired elevation.

Figure 6.3.: The constructed dune slack at Spanjaardsduin. Photo credits: Kees
Vertegaal (https://duinbehoud.nl/spanjaards-duin-tien-jaar-jong/)
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6.2. Contributions of this Dissertation
The advancements presented in this dissertation collectively address the need for
tools to quantitatively describe the integrated development of the nearshore-dune
system. Traditional coastal models typically focus on discrete morphologic
domains—either the nearshore (Lesser et al., 2004; Roelvink et al., 2009) or
dunes (Durán et al., 2010; Keijsers et al., 2016)—with limited consideration of
cross-domain interactions. While conceptual models have long recognized the
interconnected nature of coastal systems (Bauer et al., 2009; Moulton et al., 2021;
Short & Hesp, 1982), quantitative tools for simulating these interactions have
remained underdeveloped. This work bridges that gap through four complementary
advancements, each addressing a specific aspect of modelling sediment movement
and morphodynamics across the nearshore-dune system.

Demonstrating Feasibility and Benefits of Coupled Modeling
One of the fundamental goals of this project was to explore and demonstrate both
the technical feasibility and the added value of coupling numerical models. Previous
efforts have already examined model coupling in nearshore–dune settings (Cohn et al.,
2019; Hovenga et al., 2023; Roelvink & Costas, 2019; Teixeira et al., 2024; van Westen
et al., 2023; Zhang et al., 2015). These studies provide insight into how data exchange
among model domains can enhance our understanding of coastal evolution. Some
focused on one-dimensional domains (Cohn et al., 2019; Roelvink & Costas, 2019),
which are insightful for mapping sediment exchange along more longshore-uniform
coastlines. Others, based on cellular automata (Teixeira et al., 2024; Zhang et al.,
2015), are computationally efficient and capable of simulating coastal evolution
over decades. While these studies underscore the relevance of model coupling,
their approaches have limitations for applicability on engineering scales in coastal
environments. They either lack the spatial scale or dimensions required to simulate
complex coastal designs, or miss the process-based descriptions required to examine
the impact of specific design decisions on coastal evolution. Chapter 3 addresses
these limitations by developing a coupled modelling framework that represents
a significant advancement beyond these existing approaches. This framework
extends process-based descriptions to a two-dimensional domain, spanning multiple
kilometers, over a five-year simulation period—scales directly relevant to coastal
management decisions. The approach overcomes technical challenges, including the
exchange of parameters between different model grids with disparate resolutions.

Beyond the Nearshore: Introducing Dunes in Coastal Applications
Chapter 2 addresses coastal dunes; a domain typically simplified through analytical
or empirical methods when considered at all in coastal projects. In most
natural systems, dune development is governed by a dynamic equilibrium between
wind-driven growth and storm-induced erosion, meaning that stand-alone aeolian
models only tell part of the picture. As a result, the real-world benefits of stand-alone
aeolian transport and dune models may be limited for most practical applications.
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With the ability to couple dune processes with hydromorphological models (as
explored in Chapter 3), dune modelling could become more directly relevant
to practical engineering. The combined development of coupling techniques
(Chapter 3) and advanced, process-based dune modelling (Chapter 2) thus paves the
way for integrating dunes into coastal design. Rather than treating dunes merely as
static flood barriers, such an approach can be used to describe their response to
both marine and aeolian forcing. This perspective aligns with literature emphasizing
the need for more holistic approaches to coastal management (Arens et al., 2013a;
Bridges et al., 2021b; van der Meulen et al., 2023). This approach also creates
opportunities for incorporating other often under-represented domains in coastal
applications, such as groundwater (Huizer et al., 2018) and ecology (Gielen, 2023;
Willemsen et al., 2022).

Revealing Sediment Movement: Lagrangian Pathways Across Domains
Where Chapters 2 and 3 concentrate on the introduction of new model domains
and their integration, Chapter 4 enhances the ability to interpret the resulting
outputs and deepen system understanding. By introducing Lagrangian pathway
analysis, it becomes possible to visually trace sediment movement between domains
and to connect sediment sources to sinks. In Chapter 3, nearshore influences
on dune development were assessed by comparing morphodynamic changes from
coupled versus stand-alone simulations. However, interpreting these comparative
results, such as spatial patterns in bed-level changes and sediment budgets can be
unintuitive for those less familiar with morphological models. Instead of indirectly
inferring connectivity from morphological comparisons, this Lagrangian approach
allows one to explicitly follow sediment particles. These sediment pathways simplify
interpretation and facilitate clearer communication of otherwise complex sediment
movement.

The Lagrangian approach developed in Chapter 4 overcomes key limitations of
traditional morphological analysis. While existing Lagrangian approaches have
typically been constrained to short timescales (Pearson et al., 2021a; Soulsby
et al., 2011) or neglect burial processes (MacDonald et al., 2006), our approach
enables multi-year tracking that accounts for morphodynamic evolution. This
new capability reveals insights impossible to detect through conventional Eulerian
methods. Highlighted examples are the bidirectional accumulation patterns around
coastal perturbations and the burial-limited nature of sediment dispersal. The
presented findings challenge simplistic assumptions about how coastal perturbations
evolve and demonstrate the added value of pathway analysis to capture coastal
sediment dynamics. By visualizing sediment movement patterns, this approach
not only enhances scientific understanding but also improves communication with
stakeholders and decision-makers.
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From Theory to Practice: Informing Design and Decision-Making
Finally, Chapter 5 demonstrates the practical value of the presented tools through
two hypothetical design scenarios. The beach nourishment case study illustrates
how each tool developed in this dissertation contributes unique, complementary
insights to inform coastal design. The coupled model from Chapter 3 quantified
how different nourishment configurations affect nearshore-to-dune sediment supply.
This enables explicit consideration of dune growth in nourishment design. The
dune model from Chapter 2 allowed to examine how sediment supply could steer
vegetation development and subsequent dune dynamics, utilizing supply as an
abiotic condition for vegetation development. Despite the simplistic description
of vegetation response, this ability can potentially inform decisions about when
and where to introduce notches in foredunes. Finally, the Lagrangian pathway
analysis from Chapter 4 uncovered source-to-sink relationships that would remain
hidden in conventional approaches. By tracing sediment back to its origin, we
discovered that the increase in backdune deposition originated primarily from the
nearshore domain, demonstrating an enhanced connection between the nearshore
and backdune. As sediment pathways reveal the source of sediment deposited in the
backdunes, managers could use these findings to design nourishments that optimize
the flux of nutrient-rich sediment into the backdunes (Pit et al., 2020).

By quantifying how design choices influence dune development, this work provides
coastal managers with tools to examine cross-domain impacts of their decisions on
both morphological and ecological development. The evolution of the Sand Engine
has demonstrated that a simplistic description of sediment availability—expressed
merely as beach width—is not a sufficient indicator of dune growth potential.
Since mega-nourishments like the Sand Engine differ from natural coasts, more
complex process-interactions affect dune development, resulting in spatiotemporal
variations in dune growth that cannot be explained by simple assumptions. Recent
developments have advanced our understanding of these complex interactions and
how specific design parameters influence bio-geomorphological development. For
example, Teixeira et al. (2024) highlighted the impact of different characteristics,
such as armouring and longshore diffusion, on dune development at the Sand
Engine over decadal timescales. The approach presented in this thesis complements
this capability by describing the underlying processes that cause this spreading
and armouring to occur, enabling designers to quantify how their design decisions
influence these processes. The Sand Engine alternatives explored in Chapter 5
demonstrate how lowering the initial bed level affects sediment sorting and
mixing, subsequently influencing armouring development and ultimately dune
growth patterns. Similarly, for beach nourishments, the tools can predict how
morphodynamic development of design elements (such as lagoons) affects temporal
variations in sediment supply, thereby influencing vegetation growth and dune
dynamics. While each component in this process chain introduces uncertainties, the
integrated approach provides engineers with insight into how specific design choices
cascade through the coastal system to influence both ecological and morphological
development.
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6.3. Recommendations for Future Development
Throughout the development and application of the tools presented in this
dissertation, various challenges emerged that potentially restrict broader application.
Below, we discuss key recommendations to increase the application range of
multi-domain modelling for coastal applications.

Knowledge gaps and missing processes
Coupling models frequently exposes knowledge gaps that remain inconsequential
in stand-alone simulations. Swash-driven morphodynamics provide an example of
this. When considered in isolation, the swash zone may be treated differently from
each domain’s perspective. From an aeolian modelling standpoint, the swash zone is
dominated by hydrodynamics and therefore often merely serves as a static sediment
source. Meanwhile, from a nearshore modelling perspective, its detailed dynamics
may seem negligible relative to larger-scale nearshore processes. This might explain
why swash processes have been historically under-represented in both domains
independently.

As swash processes are the primary conduit for sediment exchange between marine
and aeolian domains (Chen et al., 2023; Roelvink & Otero, 2017), this interface
becomes crucial when coupling them. In our larger-scale coupled simulations
(Chapters 3 and 5), the lack of detailed swash-related processes prevented us from
examining detailed sediment exchange across the intertidal zone. Incorporating
these processes in future modelling efforts would enable the numerical investigation
of key processes connecting the marine and aeolian domains, such as intertidal
sandbar welding (Cohn et al., 2017) or beach berm formation.

Beyond swash dynamics, several other cross-domain processes remain unexplored in
this thesis. For instance, multi-fraction sediment exchange between model domains
was not implemented, despite evidence that grain-size sorting significantly influences
morphological development in both subaqueous (Huisman et al., 2016; 2018) and
subaerial (Hoonhout & de Vries, 2017) environments. The interaction between
these sorting processes likely creates feedbacks that affect sediment availability and
transport gradients throughout the coastal profile, potentially altering the evolution
of both domains.

The exclusion of storm-driven processes such as dune erosion, overwash, and
breaching limited our applications primarily to accretive environments. Including
a model like XBEACH (Roelvink et al., 2009) would enable simulation of these
high-energy events and their impact on dune evolution. The ability to include
dune-erosion in our simulations might support simulating more natural long-term
dune evolution, by including the equilibrium between episodic storm erosion and
wind-driven recovery. Such capability would be valuable for assessing coastal
resilience under climate change scenarios, where both increased storm intensity
and rising sea levels may alter the natural balance between erosive and accretive
processes in dune systems (Heminway et al., 2023).
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Several entire disciplines were excluded or underrepresented in this work, specifically
ecological and hydrological processes. Groundwater dynamics play an important
role in dune ecosystems and morphological development: they influence aeolian
transport through moisture-induced supply limitations (Hallin et al., 2023a), regulate
vegetation establishment and growth (Maun, 2009), define the lower erosion threshold
in blowout deflation basins (Hesp, 2002), and govern freshwater lens formation and
the provision of drinking water. Yet, groundwater processes were greatly simplified
in this work, represented only as a static non-erodible layer in some AEOLIS
simulations. This simplification restricts the model’s ability to capture feedback
mechanisms between eco-morphological evolution and groundwater dynamics.

Vegetation dynamics were similarly constrained in the modelling framework. While
basic vegetation growth and sediment trapping were included (van Westen et al.,
2024b), more complex ecological processes—species competition, anthropogenic
disturbance through trampling, climatic and seasonal factors, and groundwater
dependencies—were lacking. This shortcoming particularly affects the simulation
of dune dynamics, where complex ecological feedback and succession shape dune
development (Maun, 2009). Consequently, the simulated vegetation response to
management interventions should be interpreted cautiously, recognizing that actual
ecological dynamics likely exhibit greater complexity than represented in the model.

Beyond these cross-domain limitations, both the aeolian and marine modelling
domains retain inherent limitations that originate within their respective disciplines.
In aeolian transport modelling, challenges persist in capturing the full range of
supply-limiting conditions. Factors such as moisture thresholds and crust and shell
pavement formation remain difficult to quantify and parametrize effectively (Hallin
et al., 2023b; Strypsteen & Rauwoens, 2023). Similarly, the current implementation of
topographic steering of wind flow represents a significant simplification of complex
three-dimensional boundary layer dynamics, particularly in rough terrain with steep
slopes and vegetation (Cecil et al., 2024).

In the marine domain, challenges in simulating cross-shore profile evolution persist,
particularly regarding breaker-bar dynamics. Current process-based models struggle
to accurately predict bar generation, migration, and welding processes that are
essential for understanding shoreface evolution (van Duin et al., 2004). Reliable
descriptions of cross-shore profile evolution would enable a wider application of
coupled models and mapping sediment pathways, such as simulating post-storm
recovery or studying the impact of shoreface nourishments.
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Technical Challenges to Practical Feasibility
Model coupling is time-consuming and introduces uncertainty. We experienced
that coupling two models can require roughly triple the setup time: doubling
effort for an extra model component plus additional time to establish inter-model
communication. Many tasks related to the setup and coupling of models, such
as gridding, boundary condition processing, interpolation, and post-processing of
model outcomes, are similar tasks across models and projects. Reducing the required
time investment is an important step for the feasibility of multi-domain modelling
in coastal applications, which asks for systematic, automated workflows.

We experienced the most time-consuming aspect of model coupling to be regridding
of data between computational domains with different spatial resolutions, and often
on dissimilar grid types. Ensuring mass conservation while maintaining sufficient
detail on both grids is non-trivial, and different variable types (e.g., cumulative
bed-level changes vs. instantaneous water levels) require different exchange
strategies. Unforeseen instabilities can occur when coupling "black-box" models,
complicating diagnosis. By providing pre-built tools that address these challenges,
much of the extra time and uncertainty can be reduced.

Although individual models may support parallel runs across multiple nodes and
cores (Luijendijk et al., 2019b), their coupled counterparts do not. Parallelizing inter-
model communication for large-scale applications is substantially more complex.
Without a scalable setup, coupled models could become prohibitively slow, reducing
their practical feasibility compared to stand-alone alternatives. Solving this will likely
require more extensive exchange frameworks that handle partitioned simulations
across distributed computing environments.

This work has demonstrated the feasibility of coupled modelling at engineering scales
and identified key challenges that must be addressed for broader application. These
challenges should not be viewed as constraints but as guidance for future research
and development. The next section outlines a vision for how these challenges might
be overcome, moving from proof-of-concept toward practical implementation in
coastal engineering practice.
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6.4. A Vision for a Future Modelling Ecosystem
This section presents a personal vision of a modelling ecosystem designed to couple
numerical models with other models in coastal settings, potentially supported by
other innovative data- and AI-powered applications.

Several existing coastal models leverage the Basic Model Interface (BMI) for
inter-model and model-data communication; a standardized set of functions
designed to enable model coupling (Hutton et al., 2020). Current BMI-compatible
models in coastal contexts address diverse processes, such as hydromorphodynamics
(Lesser et al., 2004; Roelvink et al., 2009), aeolian transport (van Westen et al.,
2024b), vegetation dynamics (Willemsen et al., 2022), compound flooding (Leijnse
et al., 2021), and groundwater processes (Hughes et al., 2022). However, coupling
efforts using BMI remain scattered across the research landscape. This fragmentation
creates inefficiencies: developers repeatedly solve similar technical challenges, while
users lack a central resource of compatible models. Inspired by the LANDLAB toolkit
(Hobley et al., 2017), we propose developing a modelling ecosystem (Figure 6.4) that
should mbody three core characteristics: —Feasibility, Accessibility, and Modularity:

A modelling ecosystem composed of multiple model- and data-components,
each dedicated to processes within their respective physical domain. These
are supported by components, potentially AI- or data-driven, that
manage initialization, execution, interconnections, and (advanced) result
interpretation.

Feasibility For coupled modelling to be feasible in engineering contexts, its
labour-intensive nature, added uncertainty, and computational costs must be
reduced. Time-consuming technical hurdles, typically recurring across projects, can
deter modellers. A well-maintained toolkit of plug-and-play components could
streamline the workflow. Besides, computational parallelization and efficiency must
match that of the sum of individual models. Addressing these challenges frees
modellers to focus on the physical domain rather than technical details.

Accessibility The ecosystem must be accessible to a wide community for
sustainable development. Open-source, well-documented code allows more scientists
and engineers to contribute, refine, and experiment with innovative modules. Such
a community-based model is crucial given that model coupling demands diverse
expertise. Co-creation mitigates the reliance on a small group of specialist modellers
and stimulates the incorporation of novel insights from the coastal community.

Modularity Achieving feasibility and accessibility requires a modular approach.
Coastal systems involve a range of processes, domains, and scales. By organizing
models as discrete components, users can select only those components needed for
their application, while developers can seamlessly add new ones.
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The rise of AI- and data-driven techniques offers further opportunities for integration
with the ecosystem. Automated AI agents might convert remote sensing data into
coupled model setups, or data assimilation could refine cross-shore profile behaviour
continuously during simulation. Advanced visualization methods (e.g., Virtual or
Augmented Reality) could also leverage this interface, making model outcomes
accessible to a broader range of users. Furnishing a shared interface between model
components and tools from the wider community can reduce barriers and open new
pathways for innovation in coastal modelling and beyond.

Figure 6.4.: Conceptual diagram of the proposed modelling ecosystem for standard-
izing model coupling with other models and data in coastal applications.
The ecosystem provides a structured framework where various model and
support components can be integrated through standardized interfaces.
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Conclusions

7

The coast provides numerous services to communities worldwide by reducing flood
risks for densely inhabited areas, offering recreational spaces, and sustaining diverse
habitats. Coastal management strategies aim to preserve and enhance these services.
Due to the rising popularity of "soft" and Nature-based Solutions (NBS), coastal
interventions have grown increasingly complex.

NBS are typically designed to fulfil multiple objectives, while having lasting impact
crossing multiple domains (e.g., nearshore, beach and dunes). The success of NBS
relies on natural processes driving their evolution. To assess the effectiveness and
impacts of NBS across the coast, modelling tools crossing domain boundaries are
required to simulate the process interactions shaping the nearshore-dune system.

This dissertation advances process-based modelling across the nearshore–dune
system by addressing four interconnected objectives: developing process-based
descriptions of dune development (Objective A), enabling the interaction between
the nearshore and dune domains (Objective B), unravelling sediment movement
across the coastal system (Objective C), and demonstrating the practical utility
of these interdisciplinary tools for coastal design (Objective D). Collectively,
these objectives contribute to enabling the connection of coastal domains in
morphodynamic and sediment transport modelling.
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Objective A
Enable process-based simulations of coastal dune development on engineering

scales, by implementing landform-shaping processes in an aeolian transport model.

Coastal dunes are typically under-represented in practical coastal applications,
such as the design of sandy interventions. Existing aeolian transport and dune
development models typically lack sufficient quantitative predictive capability or
engineering scale for feasible application in coastal engineering projects. To address
this gap, Chapter 2 presents the implementation of coastal dune evolution in the
aeolian transport model AEOLIS . Landform-shaping processes, such as vegetation
growth, avalanching, and shear stress perturbations, were added to the model’s
supply-limited sediment transport descriptions.

This implementation of processes enabled the simulation of multiple characteristic
landforms observed in desert and coastal environments under real-world conditions.
Barchan dunes were simulated by computing sediment transport influenced by
topographic steering and avalanching. The model accurately reproduced the
characteristic crescent barchan dune shape and key dimensional relationships
(height-to-volume and width-to-height ratios) for observed Moroccan barchan dunes.
Simulated migration velocities aligned with established theoretical relationships.

The simulation of parabolic dunes was enabled by including vegetation dynamics.
Vegetation stabilize the parabolic dune flanks, prompting the evolution toward a
characteristic parabolic shape. Simulated migration rates were consistent with
observed parabolic dune migration in Brazil. The formation and development of
embryo dunes was effectively simulated by incorporating a probabilistic approach
to vegetation establishment. The model reproduced observed seasonal variability in
embryo dune development and sheltering effects on embryo dune growth rates on a
wide beach in the Netherlands.

The model’s practical engineering applicability was validated through the simulation
of five foredune notches constructed along the Dutch coast. The model reproduced
the spatial pattern of erosion in the blowout deflation basins, slightly overestimating
the notch erosion 25% compared to observations. The simulated magnitude and
spatial patterns of subsequent backdune deposition were less accurate.

The advancements made to the AEOLIS model improve our ability to simulate dune
development in coastal applications, paving the way for the incorporation of dunes
into engineering-scale coastal modelling.
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Objective B
Explore and demonstrate the technical feasibility and added value of coupling

numerical models in morphodynamic modelling of the nearshore-dune system.

The nearshore and dune domains function as an integrated system, with dune
development intrinsically reflecting sediment availability throughout the entire
coastal profile. Building upon the ability to describe dune development from Chapter
2, Chapter 3 establishes a coupling between the nearshore and dune domains.

A coupling framework was developed that facilitates continuous exchange of wave
heights, bed levels, and water levels between three process-based model components:
DELFT3D Flexible Mesh, SWAN, and AEOLIS. This model coupling enables an
integrated description of the nearshore-dune system.

The coupled model was applied to simulate the initial 5-year morphological evolution
of the Sand Engine; a mega-nourishment constructed along the Dutch coast in
2011. The coupled model accurately reproduced key morphological developments,
with only 4.6% deviation in predicting the erosion volume from the main peninsula
(modelled: 4.1 Mm3, observed: 3.9 Mm3) and a 15% underestimation of the aeolian
sediment trapping deposition at the dune lake.

Coupling the nearshore and dune domains, allowed to examine the impact of
aeolian-marine process interactions on coastal evolution. Coupled and uncoupled
(stand-alone) model results were compared to quantify this influence. Analysis
revealed that persistent aeolian sediment extraction from the shared sediment budget
into the dunes (≈ 15 m3/m/year) reduced marine-driven longshore spreading by
1.7%. While this percentage appears small, it is expected to accumulate into a
significant volume over the Sand Engine’s projected lifespan of more than 20 years,
potentially surpassing 1.5 Mm3.

Vice versa, the coupled model also captured the hydrodynamic influence on
the spatial variability in foredune growth. As a result of marine-driven erosion
and accretion, the simulations show enhanced deposition along accretive beaches
accretion (+3.5%) and diminished growth along sheltered beach due to spit
development (-11.5%). The simulated impact of hydrodynamic influences on dune
growth increased over time, with reduction in foredune deposition in sheltered areas
growing from -2.4% in year 1 to -24.4% by year 5, and reaching up to -48.5% at the
most sheltered location.

The research demonstrates the feasibility of coupling models at scales relevant
to coastal management—spanning multiple kilometres over several years. This
approach opens new possibilities for the assessment and design of NBS with a
variety of objectives crossing domains.
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Objective C

Map sediment pathways across a dynamically evolving coast by tracing particles
from source to sink using Lagrangian analysis.

Understanding sediment movement through the coast is important for effective
coastal management, yet traditional coastal (Eulerian) modelling does not capture
the complete picture of coastal evolution. Chapter 4 advances our understanding of
coastal sediment movement through the development of a novel Lagrangian particle
tracking methodology that builds upon validated Eulerian model predictions of the
Sand Engine from Chapter 3.

We extented the Lagrangian SEDTRAILS framework by implementing
morphodynamic-driven particle burial and relating particle mobility to Eule-
rian sediment transport rates. These additions increased the application range of
sediment pathway analysis to decadal simulation periods. We applied SEDTRAILS to
the Sand Engine mega-nourishment. The validation against Eulerian results showed
good agreement in both volumetric redistribution and annual longshore transport
rates.

By analysing simulated sediment pathways, we first traced the dispersal of nourished
Sand Engine sediment. The Sand Engine’s dispersal showed asymmetry over the
five-year period, with 3.0 Mm³ of nourished sediment moving north compared to
only 0.4 Mm³ south. While particles along undisturbed coastlines are expected
to travel 2.5-10 km/year under similar conditions, the average simulated particle
displacement of nourished sand was only 200 m/year. This movement is an order
of magnitude smaller due to rapid burial at its accretive flanks. As the perturbation
diffused, net particle displacement more than doubled from 646 m for first-year
particles to 1496 m for fourth-year particles. In the first year, less than 1% of
nourished particles travelled at least 2.5 km, which grew to 21% by the fourth year.

The backward-tracing capabilities of the Lagrangian approach revealed the origins
of sediment accumulation at the Sand Engine’s flanks. South of the Sand Engine,
accretion resulted from both nourishment dispersion (41% from nourished sediment)
and trapping due to transport gradients (59% from updrift native sediment). As the
coastline straightened, this bidirectional pattern evolved, with the contribution from
nourished material decreasing from 70% in year two to 30% in year five. In contrast,
nearly all sediment (97%) deposited on the northern flank originated directly from
the Sand Engine itself.

The presented Lagrangian approach provides a tool for understanding and
communicating sediment movement. Rather than indirectly inferring connectivity
from Eulerian morphological comparisons, sediment pathways explicitly visualize
sediment movement between domains. This enables improved understanding of the
connection between sources to sinks and the causal relationships that drive coastal
evolution.
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Objective D
Demonstrate the utility of the presented multi-domain tools for better informed

decision-making in NBS design.

Chapter 5 demonstrates how the presented tools might inform practical decision-
making for NBS design. We explored how specific aspects of nourishment design
might influence dune development. By incorporating dune development and
nearshore-dune interactions in nourishment design considerations, we showcase the
added value of multi-domain modelling in practical coastal applications.

First, we examined the influence of several Sand Engine design alternatives on dune
growth. Removing the artificial dunelake increased dune growth by approximately
42,000 m3 after 10 years. Its effect extents approximately 1,200 m alongshore, roughly
four times the lake’s 300 m length. Selecting a different sediment composition,
i.e., reducing the proportion of non-erodible sediment from 5% to 1%, significantly
slowed desert pavement formation. This yielded about 65% more dune growth
system-wide. An alternative method to limit the impact of desert pavement
formation is lowering the crest elevation in the Sand Engine’s design. Lowering the
higher elevated beaches from 7 m+NAP to 3.5 m+NAP increased the area frequently
inundated and subsequent sediment mixing. This measure resulted in an increased
dune growth up to 15 m3 /m near the crest location.

Secondly, we examined the influence of smaller-scale beach nourishment design
on dune dynamics. We explored how nourishment design could leverage sediment
supply as an abiotic condition to influence vegetation growth and subsequent
dune dynamics. Incorporating an artificial lagoon into beach nourishment design
limited sediment supply toward the foredune by 62% compared to a conventional
beach nourishment. Based on the assumed vegetation dependency on sediment
burial, the lagoon-based design resulted in approximately 50% less vegetated area
after the 10-year simulation. This reduction in vegetation growth helped maintain
wider blowout entrances (70 m versus 40 m) and thus a more active connection
between the beach and backdunes. Despite lower sediment supply into the
dunes, the inclusion of a lagoon in the nourishment design resulted in 23% more
sediment transport into the backdune. We used Lagrangian analysis to trace back
the origin of particles deposited in the backdune. Particles from the nearshore
contributing 2.4 times more to backdune deposition in case of the lagoon-based
nourishment, indicating enhanced connection between distant nearshore sources
and the backdune.

The simulation results demonstrate the ability to include dunes into certain
consideration of NBS design. Its application suits a range of spatio-temporal scales,
from longshore sediment distribution along an entire coastal cell to local dune
dynamics. The presented toolkit not only enables the connection of numerical
domains but also that of different coastal communities responsible for various
parts of the coast. The ability to examine the influence of nourishment design
on dune development has the potential of addressing questions relevant for both
programming nourishments and dune management.
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Topographic steering

A

The shear stress perturbation in the x- and y-directions (δτx and δτy ) is computed
in Fourier space according to the following equations:

δτ̃x (⃗k) = 2z̃b (⃗k)
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δτ̃y (⃗k) = 2z̃b (⃗k)
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where ˜ indicates the Fourier-transformed components of the parameters, kx and
ky are the components of the wave vector k⃗ in Fourier space and K0 and K1 are
modified Bessel functions. l [m] (see Figure A.1) is the depth of the inner layer of
flow, L [m] is the typical length scale of the hill, and zm [m] is the height of the
middle layer of flow:

l = 2κ2L

ln l
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ln l
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(A.4)

where U (l ) [-] is the dimensionless vertical velocity profile at height l .
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For one-dimensional situations, a simplified solution of the shear perturbation
approach is implemented, ignoring some minor terms, leading to a less
computationally expensive approach (Kroy et al., 2002):

δτ=α

∫ ∞

−∞
dξ

δzb
δx (x −ξ)

πξ
+βδzb

δx
(x) (A.5)

where α [-] and β [-] both depend on L/z0, but are not computed in the model but
are user-defined fixed variables. ξ [-] is the normalized cross-shore distance x/L.

Figure A.1.: Schematic overview of shear perturbation and flow separation approach.
Based on (Kroy et al., 2002; Weng et al., 1991).

The separation bubble surface zsep [m] is modelled by a third-order polynomial. The
dimensions of the separation bubble are shown in A.1. The height of the brinkline,
or the location where the separation bubble starts to detach from the bed, is
defined by zb(xbrink) ≡ zbrink. Assuming a maximum slope c [deg] for the separation
surface, determining the shape of the separation bubble, the reattachment length l
is obtained by:

l ≈ 3zbrink

2c

(
1+ zbrink

4c
+2

( zbrink

4c

)
2
)

(A.6)

The separation bubble zsep is calculated as:

zsep (x) = a3(x −xbr i nk )3 +a2(x −xbr i nk )2 + z ′
br i nk (x −xbr i nk )+ zbr i nk (A.7)

where:

a2 =−3zbr i nk +2z ′
br i nk l

l 2 (A.8)

a3 =
2zbr i nk + z ′

br i nk l

l 3 (A.9)
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Simulation overview

B

Table B.1.: Overview of all landform simulations performed within this study.
Landform
Demonstrating the model’s ability to describe ...

Sim. name Figure

Barchan dunes (§2.5.1) Video S4
... barchan dunes under varying wind directions. 1. barchan_[a1..c3] Fig. 2.6
... barchan dunes under Moroccan conditions. 2. barchan_[m1..m8] Fig. 2.7

Parabolic (§2.5.2) Video S5
... stabilization for varying fixation levels. 3. parabolic_[a1..a3] Fig. 2.8
... migration velocity under Brazilian conditions. 4. parabolic_[b1,b2] Fig. 2.9

Embryo dunes (§2.5.3) Video S6
... vegetation establishment and dune formation. 5. embryo Fig. 2.10

Blowouts (§2.5.4) Video S7
... real-world excavated foredune notches. 6. blowouts Fig. 2.11
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Data description and

post-processing

C

For this study, we have reconstructed the 5-year morphodynamic development of
the Sand Engine using four bathymetric and topographic datasets: Sand Engine,
Nemo, JarKuS, and LiDAR surveys by Rijkswaterstaat. All datasets are obtained from
de Zeeuw et al. (2017). The spatial coverage of each dataset is depicted in Figure C.1b
and detailed in Table C.1a. In-depth information on these datasets and the Sand
Engine’s subaqueous development over five years is available in Roest et al. (2021).

We have chosen an analysis domain spanning 15 km alongshore and 2.5 km
cross-shore, as outlined in black in Figure C.1b and c. A local coordinate system
similar to that in de Schipper et al. (2016) was used, originating at the ’Schelpenpad’
beach entrance (xRD : 72421.9 m, yRD : 451326.1 m), and rotated 48 degrees to create
a shore-orthogonal grid. All datasets are interpolated onto a 5m x 5 m grid using
linear interpolation.
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Figure C.1.: (a) Location of the Delfland coast (blue), (b) Overview of the Delfland
coast displaying the various datasets utilized in this study. The
schelpenpad beach entrance (star symbol) is used as the origin of the
shore-orthogonal coordinate system used in the analyses, (c) bed level
zB [m] for the composite DEM directly after construction.

For the general model-data comparison (Figure 3.4 and Figure 3.8) and sediment
budget analysis (Figure 3.6), we merged all datasets into a composite DEMs (Table
C.1b). The Sand Engine data predominantly covers the assigned analysis domain
(Figure 3.6). Where data are missing, they are supplemented with the most
recent Nemo or JarKus data. The LiDAR dataset, used only landwards of the
analysis domain, does not affect these results (Figure C.1b). We applied smoothing
around the transitions between the Nemo and Sand Engine datasets to maintain
realistic transition gradients. Additionally, a temporary sand stockpile present after
construction, and subsequently removed by machinery (19,000 m3, 220m in length,
alongshore density of 86 m3/m), is filtered out of the topography.

The coupled model provides weekly outputs, and the closest output moment to
each comparison in time is chosen based on the survey date of the Sand Engine
dataset, which is generally conducted during calm periods. As such, the influence of
morphological differences between datasets with differing survey dates is likely to be
minimal. The most significant deviation between reference and survey dates is in
the JarKus data. However, as this data is used only to fill the stable offshore portion
of the domain, its impact is deemed insignificant.

For the foredune deposition analysis specifically, we solely utilize the LiDAR dataset
(Table C.1c), minimizing deviations between model and measurement dates.
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Table C.1.: Overview of datasets used for the Sand Engine’s morphodynamic
reconstruction. (a) The dataset’s coverage, resolution, and survey count.
(b) Dates and corresponding survey numbers (in brackets), used for the
visual comparison (Fig. 3.4 and Fig. 3.8), and sediment balance analysis
(Fig. 3.6). (c) The dates related to the foredune deposition analysis (Fig.
3.9). Note: In this table version, only month and year are provided (days
have been omitted for formatting purposes). For the complete details,
please refer to the original article (van Westen et al., 2024a).

a) Spatiotemporal coverage

Lidar Sand Engine Nemo JarKus

Resolution 2m x 2m 40m x 5m 25m x 5m 250m x 5m

Nr. of surveys 19 52 21 12

b) Composite DEMs [Dates (nr. of survey)].

Lidar Sand Engine Nemo JarKus

Initial 07/2011 (2) 08/2011 (2) JarKus 02/2011 (1)

After 5 years 02/2016 (11) 07/2016 (37) 05/2016 (19) 04/2015 (5)

c) Dates (survey numbers) : Foredune deposition (Figure 3.9)

Lidar Sand Engine Nemo JarKus

Initial 07/2011 (2)

After 1 year 10/2012 (4)

After 2 years 10/2013 (6) Not used

After 3 years 10/2014 (8)

After 4 years 10/2015 (10)

After 5 years 10/2016 (12)
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D
Theoretical potential dune growth

D

The potential aeolian-driven transport capacity, Qpot [kg/s], is calculated using the
same Bagnold transport equation (Bagnold, 1937) used by the AEOLIS model:

Qpot = f (u∗,uth) (D.1)

In this equation, the input shear velocity, u∗ [m/s], is based on the same wind speed,
u10 [m/s], that drives the AEOLIS model, and the velocity threshold, uth [m/s], is
determined with the most prevalent grain size, D = 354 µm (Hoonhout & de Vries,
2019). The computed transport capacity is only an estimate that serves as a proxy to
determine the relative importance of the prevailing environmental conditions. This
transport rate is converted to potential dune volume change per running meter, to
enable to compare with actual observations:

∆Vpot =
Qpot fθ,os∆T

(1−p)ρg r ai n
(D.2)

Potential dune growth, ∆Vpot [m3/m], is computed by integrating over time (∆T ),
converting from mass to volume based on porosity p (=0.4) and grain density ρg

(=2650 kg /m3), and considering only the onshore wind directions (θu), following
Hoonhout’s (2016) approach:

fθ,os = max(0;cos312°−θu) (D.3)
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