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Abstract

Sediments play a crucial role in civil engineering branches like delta and river flood risk management and

in maintaining natural ecosystems. Changes in the availability of sediment can have a major impact on all

of these. It is therefore crucial to understand how sediment load in a source-to-sink system behaves in

changing environments. Studies quantifying these behaviors often do not span further than a few decades

to a hundred years. Carbon emissions will likely have an effect on our climate on the much larger scale

of millennia. Humans have begun to plan and adapt their behavior to mitigate climate change by way of

greenification of urban areas and replacing traditional agricultural practices by more sustainable alternatives.

This study looks at the influence of climate change and different anthropogenic land use changes on the

sediment load of the river Rhine by integrating tectonics, sea-level and precipitation change, and land use

change for the coming 10,000 years using Badlands. This is done by utilizing a scenario-based approach.

The essential role of topsoil dynamics, and a lack thereof in traditional landscape evolution models, such

as Badlands, was identified. Using a general scale of topsoil and bedrock erodibilities calibrated to produce

realistic sediment load in the Rhine, we found that any implementation of more sustainable land use like

agroforestry is predicted to decrease the sediment load of the Rhine in most climate change scenarios,

agreeing with similar studies that focused on short-term modeling. Implementing non-uniform precipitation

change resulted in significantly different outcomes than using a uniform approximation, so it is advised to

implement region-based precipitation change. Furthermore, Badlands has shown impressive versatility

and adaptability, and shows potential to be used for the growing demand of studies that focus on predicting

future influences of different processes in light of climate change using a holistic process-based approach.
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1
Introduction

The sediment flux in a source-to-sink system is determined by the effects of climate, sea-level, tectonics,

and sediment availability and mobility (Salles and Hardiman, 2016). Apart from the tectonic influence, the

others are heavily influenced by global climate change (Intergovernmental Panel on Climate Change: IPCC

(2022)). Sediment flux is an essential part in fluvial, deltaic, and marine sedimentary systems, and changes

in this sediment flux can have significant impacts on society (J. R. Cox, Dunn, et al., 2021; Yi et al., 2021).

As a large part of the Netherlands is situated on fluvial and deltaic systems (e.g. Lower Rhine-Meuse

delta) and relies heavily on available sediments to create coastal defenses, it is essential to identify the

influence of climatic changes, sea level changes, and sediment availability and movement in light of

different climate scenarios. In order to efficiently and accurately model future sediment flux, we need to

incorporate all of these influences into a predictive landscape evolution model. Numerous numerical models

have been proposed to simulate the evolution of Earth’s surface over geological timescales, based on

different driving mechanisms like tectonics or climatic variability (Howard et al., 1994; Salles and Hardiman,

2016; Tucker and Hancock, 2010; Whipple and Tucker, 2002). Badlands is an integrative framework that

provides a flexible description between land, marine, and reef systems (Salles and Hardiman, 2016). Its

focus lies primarily ”in the description of Earth surface evolution and sedimentary basins formation over

regional to continental scale and geological time (thousands to millions of years)”, with a possible temporal

resolution of 100 years (Salles and Hardiman, 2016). As part of a research group that focus on predicting

future landscapes, the feasibility of Badlands for future landscape prediction is evaluated. Sediment load

and discharge are outputs that can be validated by present-day data and thus will be used as a proxy

for Badlands’ ability to predict the future environment. Using this Landscape Evolution Model (LEM),

simulations can be run with predicted sea level curves based on climate scenarios. Precipitation rates

can be changed, as well as parameters like the erodibility and vertical displacement of a system based

on natural or anthropological factors (e.g. policy on ground/water usage). Then, the output consisting

of accumulated uplift, together with erosion and temporal scales are used to find the sediment flux in

the targeted area. This thesis will focus on a case study that consists of a process based simulation of

the Rhine for 10,000 years in the future (from 2024) in time steps of 200 years. To this end, the area of

Western and Central Europe that includes the full source-to-sink system of the Rhine will be used.

1.1. Societal Relevance
In the last three centuries, human actions have become a main driver of global climate change. This

has led to the term ’Anthropocene’ being coined as early as the 1980’s and popularized by, amongst

others, Crutzen (2002), describing a new age of major human involvement on global environment. As a

response to this, Rockström et al. (2009) have developed the ’planetary boundaries framework’ which

draws on the rapidly emerging transdisciplinary endeavor called Earth System Science (ESS) (Steffen

et al., 2020). The goal of this endeavor is to achieve a deep integration of human dynamics with biophysical

and (bio-)geochemical processes, in order to build a ”truly unified understanding of the Earth System”

(Steffen et al., 2020). The planetary boundaries framework identifies nine primary processes that play

critical roles in the stability and resilience of Earth system as a whole. It also aims to delineate and quantify

levels of human-caused perturbations that could allow Earth to remain in the relatively stable interglacial

state known as the Holocene (K. Richardson et al., 2023; Rockström et al., 2009). In 2023, Richardson et

al. (2023) have found that six of the nine boundaries are already transgressed. This is illustrated in Figure

1
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1.1, showing the 2023 update to the planetary boundaries.

Figure 1.1: The nine planetary boundaries as of 2023, showing six have transgressed the level of safe

operating space. The boundaries within a yellow rectangle indicate relevance to this thesis. Credit: Azote

for Stockholm Resilience Centre, based on analysis in Richardson et al. (2023).

The case study in this thesis will focus on the impact of climate change and anthropogenic land use

change on sediment flux in process-based simulations of the Rhine and Meuse rivers. The aim is to

improve our understanding of these processes as they relate to the ’biogeochemical flow’, ’land-system

change’, ’biosphere integrity’ (through land use change), and ’climate change’ planetary boundaries.

Often the research on climate change is limited to ’long-term’ projections until the year 2100, or 2300 in

some cases, as is clear from the reports of the Intergovernmental Panel on Climate Change and related

studies (Arias et al., 2021; Collins et al., 2013; Horton et al., 2020; IPCC, 2022, 2014; Seneviratne et al.,

2021). The IPCC reports stress the importance of a reduction of Green House Gasses (GHG), and in

particular CO2. However, even if the net-zero carbon emissions goal by 2050 is met, a considerable

fraction of emitted carbon will remain in the atmosphere for tens to hundreds of thousands of years (Archer

and Brovkin, 2008; Archer et al., 2009; Walker and Kasting, 1992). This means that in the absence of

efficient, large-scale capture and storage of atmospheric carbon, the present atmospheric carbon and

near future emissions can result in irreversible climate change on timescales of centuries to millennia,

with surface temperatures remaining high and continued sea level rise at these scales (Clark et al., 2016;

Meehl et al., 2005; Solomon et al., 2009; Wigley, 2005).

Due to the complexity of Earth systems, there is a lot of uncertainty in the consequences of both

anthopogenic influence (e.g. land use, mining, water management) and climate change (e.g. temperature

increase, changes in precipitation quantity as well as distribution and frequency of precipitation events,

sea-level change) on sediment availability and mobility and the resulting sediment flux. This high degree

of uncertainty calls for either a statistical or scenario-based approach to capture possible influences on

the sediment flux (Ylla Arbos et al., 2021). In this study different climate change and anthropogenic land

use scenarios will be simulated using Badlands, and then the results will be used to evaluate their relative

contributions in sediment flux for the next 10,000 years. This temporal range is chosen due to three
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reasons. One of the effects that is tested in this thesis has a minimum duration of 3600 years, and in order

to see its effect stop the simulations have to be longer than that. Secondly, the range corresponds with the

study of Clark et al. (2016) that is the basis for our sea level change and emission levels. And thirdly, it

poses an approximate symmetry between the start of the Holocene (which began 11,700 years ago) and

the major changes in climate throughout the last 10,000 years. This brings us to the introduction of our

research questions.

1.2. Research Formulation
The main research question of this thesis can be formulated as follows:

What is the impact of long-term climate change and anthropogenic land use on the sediment flux

of the Rhine?

Research Question 1

Sub questions are also investigated and answered during the process of this research project. These

sub-research questions are:

Can the current path and metrics of the Rhine be predicted by the process based landscape

evolution model Badlands?

Research Question 2

Is Badlands suitable to be used for research regarding (future) anthropogenic land use change?

Research Question 3

Will either climate change scenarios or (anthropogenic) land use change have a dominant effect

on the sediment flux in the Rhine source-to-sink system on a 10kyr temporal scale?

Research Question 4

Is there a significant difference in the predicted sediment flux in the simulated rivers between

using either a uniform precipitation, or non-uniform precipitation change over the simulated

period?

Research Question 5

How would the greenification of urban areas or reallocation of agricultural lands in Western and

Central Europe influence the sediment flux in these climate scenarios? And in addition, how

does this influence the sediment flux in the downstream area of the Rhine-Meuse delta located

in the Netherlands?

Research Question 6



Part I
Feasibility Study
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Part I Description

In Part I of this thesis, a feasibility study for future prediction using the landscape evolution model Badlands

is performed. In the first chapter we will briefly state what landscape evolution models are in general, and

why we have chosen Badlands in particular for our research. This is followed by a detailed overview of the

simulated processes and governing equations thereof used by Badlands, as well as the more technical

aspects of their implementation.

A detailed description of the bedrock and topsoil erodibility for the area of interest that is the subject

of our case study is given. The bedrock erodibility is based on the geology of the region, which is also

discussed here. Together with the calibration of the inputs, this leads to a generalized scale of bedrock

and topsoil erodibility factors in the correct units for Badlands input. The depth of the topsoil layer and how

to implement this is also explored.

We will perform different simulations in order to investigate the behavior and validity of model outputs.

First, the ability of Badlands to recreate the major rivers in our area of interest (Western and Central

Europe) is explored, as well as which resolution is the best for this purpose. We will evaluate the sediment

load and discharge outputs of these initial runs and compare them to observed data of the river Rhine

to validate the results. Based on these observations, we calibrate the inputs of precipitation and topsoil

erodibility until the produced sediment load and discharge outputs conform to the observed values.

Key results show the identification of a lake in the modern day area of the Upper Rhine Graben.

This prevents reliable evaluation of erosional and depositional processes in this area, inhibiting the use

of sediment flux originating upstream from the Upper Rhine in our comparison with observed values.

Consequently, the research area is decreased to the upper half of Central and Western Europe, with

a focus on the Lower Rhine reach. We also decide on the temporal range of the uplift in the area of

interest due to glacial isostatic rebound. Calibration of the inputs results in sediment load and discharge

representative of observed data from the Lower Rhine. Due to a discrepancy between the bedrock incision

model and the adjusted topsoil erodibility we see that Badlands is not able to reproduce this sediment load

for the full 10,000 years of simulation.

The inputs are calibrated such that the temporal range of the validated range of sediment load is

maximized to be approximately 5,000 years. The feasibility study confirms the potential of Badlands to

simulate the major rivers in our area of interest and predict sediment flux for a limited time in the future for

the Lower Rhine specifically. The final simulation is used as the reference simulation for our case study

that is the subject of Part II of this thesis.

5



2
Landscape Evolution Modeling

2.1. Landscape Evolution Models
A Landscape Evolution Model (LEM) is essentially a set of mathematical equations that are used to describe

the evolution of landforms. These models have been around since the early 1960s, and have continued

to grow in both number and sophistication (Tucker, 2009). Most commonly, models about landscape

evolution are used descriptively, in which case they are used to learn about landscapes in the general

sense (Temme et al., 2022). Following the Temme et al. (2022) study on landscape evolution modeling, it

was found that studies using landscape evolution models predictively, meaning to simulate the evolution of

a landscape correctly, are least common. Most of the postdictive, and all of the predictive LEMs calculate

forward in time. This is usually done by starting at a relatively well known paleo-landscape and simulate

towards another landscape, often the present (Temme et al., 2022). The expanding pool of available

datasets on different timescales allows for better calibration of LEMs, resulting in more predictive, smaller

temporal scale (human timescales as opposed to geological timescales) studies. These studies are thought

to become more important for policy makers in the future (Korup, 2002). In this study, the landscape

evolution model Badlands will be used to this end (Badlands Group, 2019). Salles, Ding, and Brocard

(2018); Salles, Ding, Webster, et al. (2018); Salles and Hardiman (2016), and Salles et al. (2023) describe

the capabilities of this software. Using scientifically agreed upon equations and methods to describe natural

processes, the influence of tectonics, climate, sea level, erosion, and deposition will be used to predict

the future landscape, and more importantly evaluate the impact of future climatic and anthropogenic land

use change on sediment flux. The way different climate realizations are modeled, is through the input of

parameters that agree with these scenarios. An example of this is the predicted sea level change and

precipitation change due to global warming. Badlands was chosen over other landscape evolution models

due to its unique combination of available input parameters, necessary outputs (e.g., sediment load), the

necessary temporal and spatial resolution, as well as familiarity with the language in which the framework

is written (Python). A concise overview of landscape evolution models that are either similar to Badlands

or specialize in one of the elements implemented in Badlands, but did not fulfill all our needs are given in

Appendix A.

The Basin and Landscape Dynamics (Badlands) model has been specifically designed to bridge

the existing gap in LEMs by combining the climate, sea-level, tectonics, and sediment availability and

movement (Salles and Hardiman, 2016). In addition to this, Badlands offers a complementary approach to

modeling and evaluating effects of climate change in systems that are typically beyond the few hundred

years at maximum that are covered by resource intensive climate models. An example of such a system

are reef colonies. They typically have lifespans of more than 500 years, but are intricately linked to past

and future climate change (Salles, Ding, Webster, et al., 2018). The Salles, Ding, Webster, et al. (2018)

study has used Badlands to recreate the evolution of the Great Barrier Reef over the last 14,000 years

until the present, and found their results agreeing with literature, geological records, as well as present day

observations of the reef, providing ”useful insights and quantitative metrics that could be used to better

constrain the effects of deglacial to Holocene climatic variability on sediment dynamics” in the region of

the Great Barrier Reef (Salles, Ding, Webster, et al., 2018). Although, amongst others, the addition of

tidal currents, wind induced wave generation, and the direct implementation of changing temperatures are

mentioned as ways to improve the software, these are not available (yet). Thus we will need to incorporate

future temperature change through other available inputs.

6
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Although Badlands is shown to produce credible results on the timescales we are interested in, it has,

at the time of writing and to the authors knowledge, not been validated for modeling into the future. This

thesis could play an albeit minor role in this process of validation of Badlands for future prediction.

2.2. Simulated Processes and Governing Equations
The sediment flux in a source-to-sink system is determined by the effects of climate, sea-level, tectonics,

and sediment availability and movement (Salles and Hardiman, 2016). In order to efficiently and accurately

model future sediment flux, we will need to incorporate all of these influences. Badlands provides an

”integrative framework that provides a simple and adaptable numerical tool to explore Earth surface

dynamics and quantify the feedback mechanisms between climate, tectonics, erosion and sedimentation”

(Badlands Group, 2019). These feedback mechanisms and the main components of the Badlands workflow

are shown in Figure 2.1.

The processes shown in this figure can be computed through one of several available models, depending

on which model is preferred for your specific requirements or valid assumptions (Badlands Group, 2019).

Next, we will explore which of these models will be used to describe fluvial, and hillslope processes,

sediment transport parallel to the coast caused by waves (wave-induced longshore drift), the production of

carbonates (i.e., reefs), and additional extrinsic forcings which can be applied: sea-level changes, tectonics

(subsidence, uplift, as well as horizontal displacements), rainfall patterns, and boundary wave conditions.

2.2.1. Fluvial Processes
In a source-to-sink system, fluvial systems play a crucial role in the transfer of sediments from where

sediments are created through weathering and erosion (the source) to where the sediments are deposited

(the sink). In flowing from higher topographies towards lower topographies, the transportation of water and

sediments causes significant changes in the landscape. This means being able to quantify the influence

of both the water and sediment transport and deposition on the topography is crucial to model accurate

landscape evolution (Whipple and Tucker, 2002). Figure 2.2 shows a fluvial system with some of its

characteristic landscapes.

The erosion rate caused by a water current can be limited by either the detachment of particles (e.g.,

due to a strong cohesive substrate), or due to the transport capacity of the flow (Tucker and Hancock,

2010). This led to the development of two different approaches towards the modeling of fluvial incision:

the detachment-limited, and transport-limited models (Howard et al., 1994; Whipple and Tucker, 2002).

The detachment-limited model is the default model in Badlands, but both are available (Salles, Ding, and

Brocard, 2018). Detachment of particles happens when the shear stress applied to the soil surface exceeds

the cohesive strength of the soil (critical shear stress, Merritt et al. (2003)). This can be due to multiple

processes, including raindrop impact (Loch, Silburn, et al., 1997) and overland flow (Merritt et al., 2003).

The erosion rate ε̇ described by the detachment-limited model is given by Equation 2.1.

ε̇ = κdP
l(PA)mSn, (2.1)

where κd is a dimensional coefficient that describes the erodibility of the channel bed as function of bed

roughness, rock strength, and climate (the erodibility factor). A is the drainage area, S is the local slope,

and P is the net precipitation. l, m, and n are dimensionless positive constants. The default formulation

assumes l = 0, m = 0.5, and n = 1 (Badlands Group, 2019). The steady state gradient for a detachment-
limited channel is determined by a combination of the rate of rock uplift or base level fall and the ability

of the river to erode the bed (Whipple and Tucker, 2002). What follows from this model however, is that

the long-term sediment carrying capacity will greatly exceed the sediment supply (Whipple and Tucker,

2002). In addition to this, according to Van der Beek (2013) the utility of this model on large spatial scales

is limited as it will predict river channels to be incised everywhere, with exception in cases where A = 0 or
S = 0. The advantage of this model is the small restriction on computational time steps when running the
model (Badlands Group, 2019).

In order to take the transport capacity of the river into account, we introduce transport-limited models.

The volumetric sediment transport capacity Qt is given by Equation 2.2, and is defined using a power law

function of unit stream power (Salles, Ding, and Brocard, 2018).

Qt = κt(PA)mtSnt . (2.2)
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Figure 2.1: The feedback mechanisms and main workflow components of Badlands. From Salles, Ding,

and Brocard (2018).
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Figure 2.2: A fluvial system. Adapted from US National Park Service (2022).

Here κt is a dimensional coefficient that describes the transportability of channel sediment, mt and nt

are dimensionless positive constants set to 1.5 and 0.5, respectively (Badlands Group, 2019). The other

parameters are the same as in Equation 2.1. This equation assumes that the threshold of motion (i.e., the

critical shear stress) is negligible (Crosby et al., 2007). Now we introduce an additional term in the stream

power model:

ε̇ = κdf(Qs)(PA)mSn, (2.3)

where f(Qs) represents a variety of plausible models that describe the dependence of river incision rate
(Qs) on sediment flux (Salles, Ding, and Brocard, 2018). For the detachment-limited model, this term is

unity. In addition to this, Badlands offers five possible formulations of f(Qs). One of these is the Almost

Parabolic, a ’tool and cover’ formulation. Qualitative and experimental observations have both shown the

dual role of sediment flux in the erosion process (Badlands Group, 2019). First, with a sediment flux that is

low relative to carrying capacity, the erosion potential increases with the sediment flux (through bedrock

abrasion and plucking, i.e., the tool effect). Secondly, the increase in sediments on the channel bed will

protect the bed from saltating particles, which inhibits erosion (i.e., the cover effect) (Salles, Ding, and

Brocard, 2018; Turowski et al., 2007). Gravel-river beds typically have a layer of coarse grains on the

surface which protects the finer grains underneath from eroding. Sklar and Dietrich (2006) stressed that

incision models without a cover term will likely overpredict incision rates for high sediment supply rates. A

modified ‘almost parabolic’ model proposed by Turowski et al. (2007) takes this cover term into account.

The f(Qs) term for this Dynamic Cover model is given by Equation 2.4.

f(Qs) = exp

[
−
(
Qs/Qt − 0.35

Ch

)2
]
, (2.4)

where: {
Ch = 0.22 for Qs/Qt ≤ 0.35

Ch = 0.6 for Qs/Qt > 0.35.
(2.5)

The main fluvial system in the area of interest (AOI) for our case study, namely Western and Central

Europe, which is described in detail in section 5, is a gravel bed river (European Sediment Network, n.d.-b).

Therefore, the Dynamic Cover model is chosen for our simulations.

While this model takes into account the bedload cover, we have not discussed the relation between the

fluvial incision rate in proportion to the bedload material (i.e., gravels) that is present in the stream, and
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the slope of the bed. In Badlands, the amount of bedload material is assumed to be slope-dependent for

any point in the landscape (Badlands Group, 2019). The rock uplift rate as well as the rock strength have

an indirect effect on this slope. This may be due to their influence on the size distribution of the channel

supplied sediments, but this process is still poorly understood (Sklar and Dietrich, 2006). Turowski et

al. (2007) state that the stochastic sediment supply from hillslopes, which is modulated by the temporal

variation in water discharge, causes a high variability in extent and thickness of alluvial cover in mountain

channels. This increases the difficulty for finding a discernible geometric signature of tool-dominated

regimes (Turowski et al., 2007). In other words, it is very difficult to find a good relation between the

incision rate due to bedload present in the stream (e.g., through saltation: the tool effect) and geometric

characteristics of a channel (e.g., width or slope of the channel). For this reason, we will assume the

default Badlands setting of ’no dependence’.

The dependence of climate-dependent chemical weathering on river bedrock incision is determined

by the exponent l in Eq. 2.3. Although an increase of atmospheric CO2 will likely cause an increase in

chemical weathering in the future, this process is believed to respond on 10-100 Myr timescales (Lipp

et al., 2021). As we are only looking at a timescale of 10 kyr, this effect is assumed to be negligible and

kept at the default setting in Badlands (l = 0).

2.2.2. Hillslope Processes
Hillslopes constitute the margins of eroding uplands and valley flanks (Baker, n.d.). The erosion of these

hillslopes regulates topographic relief, as well as sediment yield, and geomorphic response to climate

change and tectonic forcing (Roering, Kirchner, Sklar, and Dietrich, 2001). Along the hillslope, the main

driver for sediment transport is assumed to be gravity, and that the ”flux of sediment is proportional to the

gradient of topography” (Salles, Ding, and Brocard, 2018). Commonly, this process is simulated using a

linear diffusion law, or ’soil creep’ (Salles and Duclaux, 2015; Tucker and Hancock, 2010). According to

Foufoula-Georgiou et al. (2010); Tucker and Bradley (2010), and Larsen and Montgomery (2012) the linear

diffusion approximation is only rarely appropriate, although it is possible to combine the linear approximation

with threshold hillslope transport to create a more accurate result (DiBiase et al., 2010). This combination

is however not available in Badlands, and thus we will use the alternative non-linear formulation of diffusive

hillslope transport as proposed by Andrews and Bucknam (1987), Roering, Kirchner, and Dietrich (2001),

and Roering, Kirchner, Sklar, and Dietrich (2001). This formulation is given by Equation 2.6.

∂z

∂t
= ∇ · κhn∇z

1− (|∇z| /Sc)2
, (2.6)

where ∇z is the vertical gradient, κhn is the diffusion coefficient, and Sc is the critical slope. When the

slope values approach the critical slope, the flux rates increase to infinity (Salles, Ding, and Brocard, 2018).

This causes convex to planar profiles as the hillslope processes will dominate when the slope values

approach the critical slope (taken to be Sc = 0.8 (DiBiase et al., 2010; Larsen and Montgomery, 2012)) or

exceed it (Salles, Ding, and Brocard, 2018). An additional critical slope can be introduced to the simulation.

When this critical slope is exceeded, slope failure is triggered. According to Shiferaw (2021) the base

failure slope of sandy soil has been found to be 36.87°, while clayey soils showed base failure at slopes

smaller than 18%, derived using a strength reduction method of analysis. For our simulations, we will use

the average value of 27.4%, as only one value of input is possible.

2.2.3. Wave-induced Longshore Drift
Longshore drift, also known as littoral drift, is the transportation of sediments along a coast that is parallel

to the shoreline. This process is shown in Figure 2.3. One way of simulating wave-induced longshore

drift is by using linear wave theory to describe the wave motion (Mil-Homens, 2016; Stokes, 1847). The

propagation velocity of an individual wave, also known as celerity (c), is given by Equation 2.7.

c =

√
g

κ
tanh (κd), (2.7)

where g is the gravitational acceleration, κ = 2π/L is the wave number with L the wavelength, and d is
the water depth (Salles, Ding, and Brocard, 2018). Using Huygens principle, the wave front propagation,

including refraction, is calculated using Equation 2.7 and the wave length (Tetzlaff, 2005). The Badlands
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Figure 2.3: Longshore current and longshore drift. From Salles (2022).

algorithm then deduces the wave travel time and defines the wave directions from lines that are perpendic-

ular to the wave front. The wave heightH is then calculated along the wave front propagation (Salles, Ding,

and Brocard, 2018). Both wave energy dissipation in shallow environments and wave-breaking conditions

are taken into account. According to linear wave theory, the horizontal orbital velocity (or maximum bottom

wave-orbital velocity, uw,b) is given by Equation 2.8 (Bosboom and Stive, 2021):

uw,b(z) = ωa
cosh (κ(d+ z))

sinh (κd)
, (2.8)

with ω = 2π/T the angular frequency, T the wave period, and a is the wave amplitude. In shallow water

approximation (d/L > 1/20), the expression for our maximum bottom wave-orbital velocity can be simplified

as follows (Bosboom and Stive, 2021):

uw,b =
H

2

√
g

d
, (2.9)

where H is the wave height. The maximum (wave-induced) bed shear stress for linear waves (τw) without
superimposed current is given by Equation 2.10.

τw =
1

2
ρwfwu

2
w,b. (2.10)

Here ρw is the water density, and fw is the wave friction factor first introduced by Jonsson, 1966. Badlands

uses the simpler relationship for fw as given by Soulsby et al., 1993, given by Equation 2.11.

fw = 1.39

(
Ab

kb

)−0.52

, (2.11)

where kb = 2πd50

12 is the bed roughness, with d50 the median sediment grain size at the bed. Ab is the

wave-orbital semi-excursion at the bed, given by Ab =
uw,bT
2π (Salles, Ding, and Brocard, 2018). Some of

the wave-related principles and definitions discussed are shown in Figure 2.4. The wave characteristics

and induced bottom shear stress are computed for each wave condition by the wave transformation model

incorporated into Badlands (Salles, Ding, and Brocard, 2018).

The part of the North Sea that is included in our area of interest is near the shore. This means that the

longshore current (as shown in Figure 2.3) runs parallel to the shoreline and will contribute significantly to

sediment transport (Longuet-Higgins, 1970; Soulsby, 1997). The longshore current velocity (~vl) is given by
Equation 2.12.

~vl = κluw,b cos (θ) sin (θ)~k, (2.12)

where κl is a scaling parameter, θ the angle of incidence of the incoming waves, and ~k is the unit vector
parallel to the breaking depth contour (Salles, Ding, and Brocard, 2018) (this is the depth contour at which

the wave height becomes greater than a certain fraction of the water depth, causing the wave to ’break’

(Bosboom and Stive, 2021)).
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Figure 2.4: Marine wave principles. Adapted from Bosboom and Stive ( 2021).

Erosion at the sea floor can be described as when stationary sediment on the sea floor gets incorporated

into a fluid flow. This erosional process is called entrainment (Thomas, 2008). In order to quantify this

process we define a critical shear stress τc as follows:

τc = θcgd50(ρs − ρw), (2.13)

with θc the critical incidence angle, and ρs and ρw are the sediment and water density, respectively. When

the wave-induced shear stress (Equation 2.10) is larger than the critical shear stress, bed sediment is

entrained. The erosion thickness (he) is limited to the upper sedimentary layer, and is given by Equation

2.14 (Salles, Ding, and Brocard, 2018).

he = Ce ln

(
τw
τc

)
. (2.14)

Here, Ce is an entrainment coefficient which controls the relationship between the shear stress and the

erosion rate (Warrlich et al., 2002). As soon as the sediments are entrained, they are transported parallel

to the longshore current and are deposited in the regions where the wave-induced shear stress is smaller

than the critical shear stress (τw < τc) (Barrett and Webster, 2017).

2.2.4. Carbonate Production
Carbonate production, or the spatial and temporal evolution of coral reef systems, are an option that can

be enabled in Badlands. Depleted remnant oyster populations can be found in the Dutch North Sea, but

are functionally extinct in the Belgium and German North Sea (OSPAR Commission, 2020). While there

are projects in place for the artificial (re-)creation of (native) oyster beds and reefs in different regions

across the European North Sea, these projects are in the starting phase (“Blauwwind’s offshore wind farm

successful breeding ground for flat oysters”, 2024; “Oysters and artificial reefs in the water for new nature

in wind farm on the North Sea”, 2018). In addition to this, diseases/parasites, microplastics (Green, 2016),

adverse climate change effects, and the lack of suitable substrate hampers are causing major problems

regarding the growth of the oyster populations (OSPAR Commission, 2020). For these reasons, carbonate

production will not be taken into account in our simulations.

2.2.5. Extrinsic Forcing
There are four external forcing conditions available in Badlands (Badlands Group, 2019). These are

tectonics, rainfall regimes, sea-level fluctuations, and boundary wave conditions. We will discuss what

they are here briefly, and in later sections they will be described in detail.
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Tectonics

The tectonic forcing is implemented through uplift, subsidence, and horizontal displacements, driven by a

series of temporal maps that have spatial cumulative displacements (Salles, Ding, and Brocard, 2018).

There is a strong coupling between tectonics and surface processes (Thieulot et al., 2014) as described in

the previous sections. The enhancement of 3D deformation localization in order to better couple tectonics

with the surface processes is implemented using the node refinement technique proposed by Thieulot et al.

(2014) (Badlands Group, 2019). Tectonic displacements can change the density of the nodes over time,

which can result in unbalanced resolutions in the grid. The displaced surface will be modified, either adding

or removing nodes in order to ensure homogeneous node distribution (Salles, Ding, and Brocard, 2018;

Salles and Hardiman, 2016). The subsidence and uplift found in our areas of interest will be discussed

more in section 5.

Sea-level Fluctuations and Wave Conditions

Sea-level is one of the ways climate change scenarios can be implemented (Salles, Ding, and Brocard,

2018). For this study, four sea-level curves for the next 10kyr will be used that correspond to different

emission scenarios as described in section 6. These curves can be directly used as an input for a simulation

in Badlands. The sea influences erosion in two main ways in Badlands. As a base-level change it affects

upstream processes and directly impacts the area of interest as it is flooded. The waves also erode and

transport sediments, which brings us the the wave conditions.

In order to simulate the wave-induced longshore drift as discussed previously, the wave transformation

model can be performed for time intervals between 5 and 50 years (Badlands Group, 2019). At any given

time interval, the significant wave height and percentage of activity for the deep-water wave conditions is

defined (Salles, Ding, and Brocard, 2018). In other words, Badlands has the ability to define wave climate

events: this means that at a user-defined percentage of the time within the total runtime, a certain wave

climate is active. What this allows the user to do is to define different dominant wave orientations and

other parameters in a coastline where the wave parameters are expected to change over time. Lastly, the

bathymetry is used to compute the associated wave parameters. The bathymetry as well as other wave

parameters for the North Sea are given in section 5.1.2.

Rainfall Regimes

Precipitation can be implemented in three different ways in Badlands. Either through a uniform distributed

precipitation map, a set of maps that represent spatially changing rainfall regimes, or the linear orographic

precipitation model from Smith and Barstad (2004). The latter uniquely takes into account the coupling

between precipitation patterns and topography (Salles, Ding, and Brocard, 2018). In section 6 the

precipitation and expected changes therein that are found in our area of interest show that the expected

precipitation changes have an inverse relation to the topography. This, in addition to an unstable atmosphere

(e.g., CO2 emissions and its consequences), means that the orographic precipitation model from Smith

and Barstad (2004) may not predict accurate precipitation in our area for thousands of years in the future.

In order to still accurately portray topographical influence on precipitation, we will implement a set of

maps that represent spatially changing rainfall regimes, with a realistic precipitation map as our base

input on which predicted changes are applied. This map is constructed from real precipitation data, which,

naturally, was influenced by the local topography and climate conditions. The precipitation map, as well as

predicted precipitation changes that will be used in our simulations is discussed in section 6.

2.3. Implementation
2.3.1. Discretizations
The geomorphic equations discussed in the previous section are solved in Badlands through the use of an

irregular spatial discretization scheme (Braun and Sambridge, 1997; Salles and Hardiman, 2016). The

area of interest will be converted to a topographical grid to be used as input for Badlands. This map will be

imported as a CRS: WGS84/Pseudo-Mercator coordinate dataset from the EPSG registry (MapTiler Team

et al., 2022). This will then be converted to a triangulated irregular network (TIN) by generating a set of

irregular points (or nodes) based on the input coordinate dataset. A Delaunay triangulation will define the

connectivity between each adjacent node, while the surface area associated with each node and the width

of the interface between pairs of adjacent nodes is defined by the associated Voronoi diagram (Delaunay

et al., 1934; Tucker et al., 2001; Voronoi, 1908). This is illustrated in Figure 2.5, where an irregular
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computational mesh including nodes (dots), triangulated grid (black lines), and Voronoi diagram (gray lines)

is presented in addition to two examples of physical processes being implemented using the grid. The

Figure 2.5: An irregular computational mesh, where each Voronoi polygon represents a finite volume cell.

A: A streamflow is routed downslope along triangle edges from node to node, following the route of

greatest negative gradient. B: A 2D diffusive sediment exchange between node N and neighboring nodes.

Multiplying unit flux by the width of the Voronoi polygon edge shared between two nodes gives the total

mass exchange rate. From Tucker et al. (2001).

Triangle library from Shewchuk, 2002 is used to generate a computational mesh. The generated scattered

points from Triangle will ensure that the created TIN resolution matches the user-defined resolution (Salles

and Hardiman, 2016).

Using the dual Delaunay-Voronoi framework as discussed above, the continuity (or transport) equation

can be solved using a finite volume approach (Salles and Hardiman, 2016). The sediment flux through a

node i to a node j is considered positive when the net sediment flux is from i to j, and vice versa. In the finite

volume approach, the flux entering (or exiting) a certain cell is equal to the flux that is exiting (or entering)

the adjacent cell. In other words, it is a conservative approach. The integration of the conservation equation

for a node i is given by Equation 2.15 (Salles and Hardiman, 2016).

dh

dt
= U − 1

Ωi

 nj∑
j=1

wijqs,ij

 , (2.15)

where h is the average surface height of node i, U is a source term representing a base level change (e.g.,

tectonic uplift), Ωi is the surface area of the Voronoi polygon, ni is the number of neighbors connected to

node i, wij is the width of a triangle edge between the two nodes i and j, and qs,ij is the total volumetric
sediment flux between the two adjacent cells separated by this edge (as in Figure 2.5). Similar to Figure

2.5, wijqs,ij is the total mass exchange rate between two cells per unit width (Salles and Hardiman, 2016;
Tucker et al., 2001).

When using a regular grid for simulating a streamflow, a directional bias may arise (Dunn, 2010). By

using a triangulated grid this bias is prevented from occurring, and as briefly mentioned in section 2.2.5,

complex movement of the grid, by for example tectonic movement, can cause 3D advection of nodes

(Salles and Hardiman, 2016). When a TIN is altered through advection, the Triangle library ensures that

the grid is a Delaunay triangulated grid in which occurrence of a low node density area is prevented, and

the user-required resolution of surface processes is enforced. On the other side, when the density of

nodes becomes too high, it can cause a significant decline of the surface process model speed. This is

circumvented by implementing a node deletion/merging algorithm as briefly mentioned in section 2.2.5.

The deletion and merging criteria are ”based on the distance between neighboring nodes and the minimal

interior angle of each Delaunay triangulation” (Salles and Hardiman, 2016).

In order to avoid numerical instabilities, the size of the time steps is determined by using a

Courant–Friedrichs–Lewy (CFL) like condition (Courant et al., 1967; Refice et al., 2012). Through
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each of the two processes an upper time step limit is provided (Salles and Hardiman, 2016). Then, the

minimum value between the two CFL limits is used as time step for the next iteration. The time step limit

∆tmax is then given by Equation 2.16, following Refice et al., 2012.

∆tmax < min
i,j

[(
l2ij

2κhn

)
,

(
lij

εqmw,i(∇zi,j)n−1

)]
, (2.16)

where lij is the TIN arc length, m and n are the same positive constants from Equation 2.3. The rest of the

parameters are the same as described earlier in the text.

2.3.2. Ordering and Partitioning
A key component in the algorithm used for solving channel incision and landscape evolution is finding the

most efficient order of nodes for which the discharge and sediment transport is determined progressively

(Salles and Hardiman, 2016). To this end, Badlands implements the ordering method with linear complexity

(e.g., O(n)-efficient) from Braun and Willett (2013). This method is based on a single-flow-direction

(SFD) approximation, which assumes the flow follows the path of steepest slope as shown in Figure 2.5

(O’Callaghan and Mark, 1984; Tucker et al., 2001; Wilson and Gallant, 2000). The algorithm follows the

following steps:

1. A receiver list is defined, where a receiver is the neighbor of a given node with the lowest elevation.

2. The list of receivers is inverted to obtain the donor list.

3. A stack is created which starts from all nodes which are their own receivers (or base level nodes).

Their corresponding donors will be added recursively, until a node without donors is reached.

4. The stack is inverted again, so that within each catchment all nodes upstream of a given node will be

processed before moving on further downstream (Salles and Hardiman, 2016).

An improved upon parallelization scheme of Braun and Willett (2013) is used to improve the computational

efficiency of the method. This is done by splitting each catchment into multiple sub-catchments (Salles and

Hardiman, 2016). The individual sub-catchments will each drain into channel reaches, synchronized in an

upstream to downstream order. This is the basis for ”partitioning the simulated area into smaller units”

(Salles and Hardiman, 2016), and is shown in Figure 2.6.

Figure 2.6: A: An entire stream-network-based catchment with a small portion highlighted in green. B: The

result of subdividing the green area in A. into 9 sub-catchment units. From Salles and Hardiman (2016).

Hydrological models commonly apply the illustrated method to divide a large river catchment into smaller

units (Arnold et al., 1998). The landscape evolution calculations are already organized in accordance with

channel reaches. This means the parallelization scheme that is applied follows the natural river catchment

organization, and information on sediment fluxes is passed between the sub-catchments at each time step

in a sequential manner (Salles and Hardiman, 2016). The number of nodes in the TIN, as well as the size

of the sub-catchment unit will determine the computational effort needed. As touched upon in the fourth

point in the algorithm, the data exchange of lateral sediment fluxes between the nodes happens in order
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of upstream to downstream nodes. This exchange is performed through message passing (Gropp et al.,

1999) through ghost cells that are located at junctions between sub-catchments. The graph partitioning

library METIS from Karypis and Kumar (1998) is used to balance computational load as well as minimize

the message passing between processors (Salles and Hardiman, 2016). The implementation of this

partitioning strategy in Badlands is shown in Figure 2.7. In Badlands, the METIS library uses a connectivity

Figure 2.7: Implementation of the partitioning strategy in Badlands. A: Catchment communication node

distribution between 7 processors. B: A hypothetical communication flux between the flow graph sub

divisions. From Salles and Hardiman (2016).

table that is ”derived from Strahler stream order (Strahler, 1952) and surface water discharge” (Salles and

Hardiman, 2016).

2.3.3. General Computational Structure & Visualization
In order to implement all the natural processes discussed above in a logical and efficient manner, the

computation of some of these factors can be done in parallel, while other need to be done in series. The

core computational steps, both serial and parallel, performed by Badlands are shown in Figure 2.8.

User input files and parameters can be given to Badlands through an XML parser. As seen in Figure

2.8, Badlands then produces parallel HDF5 (Hierarchical Data Format, HDF Group et al., 1997) outputs

(Salles, 2016).
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Figure 2.8: Core computational steps in Badlands showing serial and parallel computations. From Salles

(2016).



3
Erodibility

Erodibility is one of the key inputs in Badlands and is essential for the implementation of different land

use scenarios. Erodibility is generally expressed in terms of the erodibility factor (κd, or ’K-factor’) and

expresses the susceptibility of the soil/bedrock to erode. At regional or national levels, direct in situ

measurements of the erodibility factor are not financially sustainable (Panagos et al., 2014). This is why

Wischmeier and Smith (1978) and Renard et al. (Renard et al., 1997) proposed an algebraic approximation

for the earlier developed soil erodibility nomograph by Wischmeier et al. (1971). This approximation

depends on five soil parameters, namely the soil texture, organic matter, coarse fragments, the structure,

and the permeability, and is given by Equation 3.1.

K-factor = [(2.1 · 10−4M1.14(12−OM) + 3.25(s− 2) + 2.5(p− 3))/100] · 0.1317, (3.1)

where M is the textural factor given by M = (msilt +mvfs) · (100 −mc), where msilt is the silt fraction

(defined as particles of size 0.002 − 0.05mm), mvfs is the very fine sand fraction (defined as particles

0.05-0.1mm), and mc is the clay fraction (particle size <0.002mm), all of which should be inserted in the
equation in percentages. OM is the organic matter content of the soil, s is the soil structure class, and p is
the permeability class. For information on the possible values of s and p and corresponding classes the
reader is referred to Panagos et al. (2014). Lastly, the factor 0.1317 is the conversion factor for United

States business units (ton acre hour)·(hundreds of acre foot-ton inch)−1 to international system units t ha

h ha-1 MJ-1 mm-1, simplified to t h MJ-1 mm-1 (Arunrat et al., 2022; Foster et al., 1981). The erodibility

in Badlands is implemented through use of a map of erodibility factors κd. In our case a high-resolution

dataset based on LUCAS (Land Use/Cover Area frame Survey) from Panagos et al. (2014) is used as the

base map on which we will apply the necessary changes based on land use scenarios, given in Part II.

The map is based around Equation 3.1 for the erodibility, but also includes the influence of ’stoniness’: this

is the effect of stones in the soil on erodibility calculated by Kst = K · St, where K is the K-factor, St is
the stoniness correction factor, and KSt is the erodibility factor corrected for stoniness (Panagos et al.,

2014). Because the erodibility is location-dependent, we will already use the erodibility map that fits our

case study. Due to EU regulation/cooperation, Switzerland is not (yet) included in this dataset, however an

interpolated version which includes Switzerland is available and is used in this study. This interpolated

map of our AOI is given in Figure 3.1. This map only includes the erodibility factor for the soil, and does

not take into account artificial surfaces as well as bare rock, glaciers, and water bodies.

When we look at the case study in Part II of this thesis, it becomes clear that in the literature the effect

of land use type is almost always given in erosion rate (or soil loss) rather than its erodibility factor. While

a relation between the soil erosion and erodibility factor is given by Equations 2.1 and 2.3, these depend

on region-specific parameters like the slope and net precipitation. In addition to this we can see from

Equation 3.1 that the K-factor is dependent on local soil data specific to the area of study. To get a better

understanding of all the different factors relevant for erosion we can look at the revised universal soil loss

equation (RUSLE) given by Equation 3.2.

A = R ·K · L · S · C · P, (3.2)

where A is the average annual soil loss, R the erosivity due to rainfall, K is the erodibility factor, L is the

slope length, S the slope, C is a factor that describes cover management (e.g., cropping), and P is a

18
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Figure 3.1: High resolution map of the soil erodibility (corrected for stoniness) in our case study area of

Western and Central Europe, with interpolated values for Switzerland. Adapted from Panagos et al.

(2014), prepared with QGIS (QGIS.org, 2024).

factor describing conservation practice (Foster et al., 1981; Renard et al., 1997). Although this equation

already takes into account many factors regarding soil erosion, it still does not include factors that describe

the sediment deposition along the slopes and the presence of dry vegetation that can be affected by

rainfall seasonality (Macedo et al., 2021). This, together with the dependencies of the K-factor given by

equation 3.1, we can see the calculation for the soil erosion at a certain location has many dependencies

that are either highly regionally specific, or in general difficult to acquire. This means it is very difficult (if

not impossible), and outside the scope of this thesis, to find a direct relation between the K-factor and

erosion rate in an area as large as the subject of our case study: W. It is possible to find an indication for

the change in erodibility factor due to agroforestry soil however. De Jalón et al. (de Jalón et al., 2017)

have provided maps showing, amongst others, the tree cover in arable and pasture land, as well as a map

with the K-factor for the same area (Brittany, France). When comparing the two, we see there is a clear

correlation between the parameters: where tree cover is high, the K-factor tends to be low. In particular,

the K-factor for the area that shows significant tree cover (more than 50%) in arable and pasture land (i.e.,

agroforestry) lies around 0.03 t h MJ-1 mm-1, and locally decreasing to less than 0.02 t h MJ-1 mm-1 where

the tree cover is higher than 80% (de Jalón et al., 2017). This is a significant decrease from the average

erodibility value for Brittany, which was found to be 0.043 t h MJ-1 mm-1. We cannot simply use these

values for agroforestry in the area of our case study, however. Brittany is covered largely by the Armorican

Massif, a principal mountain mass that is a part of the Hercynian Massifs that consist of metamorphic

and magmatic rocks. Although Hercynian Massifs can be found in the area of interest (AOI) of our case

study as the Rheno-Hercynian Zone including the Ardennes, the Vosges and Black Forest Mountains, as

well as a presence in the Alps (Geyer et al., 2014), it is not a good representation of the general geology

or soil type in our whole area of interest, which is much more heterogeneous. Because of this, and the

complexity and local/regional character of K-factor calculations, we will use the percentile change between

the average K-factor of Brittany and a value that represents agroforestry in that region. Because of the
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variation in the amount and types of trees (which also affects the cover) throughout Central and Western

Europe that we will represent in our case study, we will use the average value between the two values

given for Brittanies erodibility factor based on its land cover/tree density. This means an erodibility factor

of 0.025 t h MJ-1 mm-1 will be used for agroforestry land usage, resulting in a decrease of the erodibility

factor by ca. 40% with respect to the more traditional types of agricultural land use.

As in Brittany, the geology of a region influences the material composition and structure of the soil,

thereby changing its erodibility values. The erodibility values discussed now, however, only represent the

top layer of (loose) soil. As we are simulating over 10,000 years, it is possible that at least in a part of the

AOI, the topsoil will have been eroded away before the simulation time has passed. When we counter this

by artificially increasing the soil layer thickness, it could lead to an unrealistically high sediment supply,

increasing the sediment flux in the rivers, as well as erode areas that would otherwise not have due to

erosion resistant bedrock. An example of this are the Vosges. This mountain range consists largely of

igneous rocks as part of the Hercynian Massifs discussed above, which are resistant to weathering and

erosion (Skinner et al., 2003). After the topsoil has eroded, the bedrock layer would resist the erosion more

instead of continuing at the same rate and potentially completely eroding the mountain range away as if it

were topsoil. To deal with this problem, we have to find a way to incorporate the bedrock as a separate,

second layer underneath the soil, and for this we will need to find erodibility values for the bedrock. This

will be discussed next.

3.0.1. Bedrock Erodibility Values
Typically fluvial incision of bedrock is a major component of landscape evolution models, especially when

the simulations are ran for millions of years. Although basic models that describe the geotechnical controls

on rock erodibility exist, the large scatter and trends in the results indicate that these controls are not yet

fully understood (Turowski et al., 2023). Most studies trying to determine erodibility values for bedrock use

a form of the stream power law (Equation 2.3) as a basis (Kent et al., 2020; Langston and Tucker, 2018;

Mitchell and Yanites, 2021; Zondervan et al., 2020). These studies have not used the same variation

of this law however, often using different values for the parameters n and m. This leads to a range of

different units and influences the order of magnitude of the erodibility (Zondervan et al., 2020). Although

the variation of erodibilities found for similar rocks in different climate regimes and environments indicate

that the values for n andm are not as influential as the change in climate or the lithology, the units resulting

from these coefficients make it impossible to meaningfully compare the values (Barnhart et al., 2020). To

this end, Barnhart et al. (2020) have formulated a standardized erodibility factor Kc given by Equation 3.3.

Kc = KpA
(mp−mr)
r S(np−nr)

r , (3.3)

where mr and nr are the reference stream power law coefficients equal to 0.5 and 1, respectively. Ar is

the reference drainage area, Sr is the reference slope. Kp is the published erodibility factor that needs to

be converted, and mp and np are the corresponding values for m and n. For our conversions, we will use
the drainage area of the Rhine (285,000m2), and follow the example of Barnhart et al. (2020) by using a

standard slope of Sr = 0.1. The typical erodibility factor units for Badlands are given by [T−1 · L(1−2m)],

where T is a specified time unit and L is a length unit. Filling in our reference value for mr = m = 0.5 and
years for the unit of time, we get the unit of yr-1.

Zondervan et al. (2020) state that the erodibility values that were obtained through modeling exercises

might significantly overestimate the true value while still able to produce realistic looking landscapes (these

modeled erodibility values are usually not constrained by physical rock strength measurements, see Roy

et al. (2015) and Yanites et al. (2017)), and stresses the importance of field calibration of the bedrock

erodibility. With this in mind, we supply generalized erodibility values for different lithologies that were

converted using Equation 3.3 in Table 3.1.

There are some lithologies that are present in our area of interest while not stated in the table. This is

due to a lack of information on these materials in the literature, or the erodibilities that are available do not

reasonably match the relative values in the table (i.e., differing many orders of magnitude and units resulting

form a different law than stream power law). An example of such a material is dolomite. Although dolomite

is harder than limestone (3.5-4 versus 3 on Mohs Hardness Scale, respectively), a distinct erodibility value

for dolomitic limestones was not found in literature. For this reason we will approximate it with the K-factor

of limestone, which is the closest alternative. For the same reason, marlstone will be approximated with

the erodibility value for siltstone.
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Table 3.1: Generalized bedrock erodibilities.

Lithologies
Generalized

K-factor (yr-1)
Source

Granite & metamorphic 1.87 · 10−8 Stock and Montgomery, 1999

Volcanic & Volcaniclastic 1.33 · 10−5

Mudstone 1.99 · 10−4

Limestone (1.6− 2± 0.6) · 10−6 Zondervan et al., 2020

Conglemerate (0.6± 0.1) · 10−5

Sandstone 2.26 · 10−4 − 6.03 · 10−5 Whipple et al., 2000

Siltstone 9.6 · 10−6 Pechlivanidou et al., 2018

As stated earlier, the erodibility factor present in the stream power law concerns the bedrock river

incision, and not so much the topsoil (Murphy et al., 2016). This means the erodibility values presented for

the topsoil that are several order of magnitudes higher than those of bedrock are likely to overestimate

the sediment load in the rivers, as well as cause the topsoil layer to quickly erode away. In addition to

this, their units are not compatible with the Badlands bedrock erodibility unit of yr-1. First we will explore

the layer thickness of the topsoil and general geology of Western and Central Europe in the next section,

which results in a general bedrock erodibility map. Then, in section 3.2, we will discuss a way to reconcile

the magnitude and unit differences between the topsoil and bedrock erodibilities.

3.1. Geology and Soil Depth
Because the erodibility factor plays an important role in the calibration of Badlands for our case study,

the next section will talk in detail about the soil depth and geology of the region of interest. We will first

introduce the geology of the AOI and its corresponding bedrock erodibility, followed by the soil depth.

3.1.1. Geology
Underneath the topsoil layer, a second layer of bedrock is added to ensure a more realistic long-term

erosion in areas where the topsoil has been eroded away. This layer will be defined using the geology of

our area of interest that is given in Figure 3.2. Different types of bedrock will influence how well, or with

how much difficulty, the layer underneath the topsoil will erode. In order to implement this difference in

erosion, the different eras and periods that are shown in the figure will be evaluated for their predominant

rock types and thus coupled to their representative erodibility values.

Paleozoic

The Paleozoic is the era that lasted from ca. 541 to 252 million years ago. It composes of six periods,

namely the Permian, Carboniferous, Devonian, Silurian, Ordovician, and Cambrian, in order of recency.

Because the mountainous regions can be composed of lithologies originating from multiple periods we will

discuss these areas under the section ’Unspecified or Varying Paleozoic’.

Silurian & Ordovician On our map not much of either the Silurian nor Ordovician can be found, and

thus they are grouped together. These areas are mainly characterized by claystone and siltstone.

Unspecified or Varying Paleozoic The Central Massif, the Ardennes and Rhenish Massif (to a lesser

degree), Vosges, Schwarzwald (Black forest region), and the Alps are all regions that contain high degrees

of metamorphic rock due to the Hercynian orogeny, also known as the Variscan orogeny, and the Alpine

orogeny (Neubauer, 2014; Skrzypek et al., 2014; Vaughan-Hammon et al., 2021). Apart from having

the metamorphics in common, their respective lithologies vary and are usually spread over different

periods. The Massif Central, the Vosges, and Schwarzwald (black forest mountain range) are mainly

characterized by granitic rocks and smaller amounts of Early Carboniferous flysch deposits (siltstone,

limestone, and sandstone in sequence). The Ardennes consist mainly of Devonian clay-, lime-, sandstones,

and conglomerates, with Cambrian quartzite and metamorphic rocks like slate and schist in the southwest

and the east bordering the Rhenish Massif. The Rhenish Massif is similar to the Ardennes, but differs

due to the presence of Cenozoic extrusive rocks in its center and the south part which consists mainly of

Permian sedimentary rocks (sandstone and conglomerate). The areas that are colored the same as the
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Figure 3.2: A geological map of Western-Central Europe showing some orogenic features and the

approximate location of the Rhine. The gradient in the color bars in the legend indicate the epoch of the

corresponding era or period where relevant: lighter colors indicate recency, e.g., the Cenozoic color bar

indicates the Holocene until the Paleocene, from left to right. Map adapted from the International

Geological Map of Europe and Adjacent Areas (BGR, 2005).

Cambrian in the western Alps and Massif Central are simplistically labeled as Paleozoic. All of the bedrock

in the Alps are labeled as medium to high grade metamorphics. Examples are Mesozoic marble and mica

schist, Jurassic marble and phyllite, Carboniferous-Permian meta-sandstones and meta-conglomerates,

Ordovician amphibolites, and (not explicitly indicated on the map) Palaeozoic gneiss (BGR, 2005).
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Mesozoic

The Mesozoic is the era that lasted from 252 to 66 million years ago. We will discuss this era using its

three periods in order of recency: the Cretaceous, the Jurassic, and the Triassic period.

Cretaceous The Cretaceous period is mainly characterized by detrital and biogenic deposits. We

primarily find marl-, and limestone, as well as chalk and sandstone (BGR, 2005).

Jurassic The Jurassic period is mainly characterized by biogenic deposits. The Late and Middle Jurassic

rocks consist mostly out of limestone, marlstone, dolomite, and sandstone. The Early Jurassic is similar but

also contains conglomerates and siltstone (BGR, 2005). Because the Late and Middle Jurassic deposits

cover the majority of the Jurassic area in our area of interest (about four-fifth), we will calculate the erodibility

value for the total Jurassic surface through their main components weighted by the area fraction.

Triassic The Triassic period is mainly characterized by detrital deposits. The Triassic area west of the

Upper Rhine Graben has some evaporitic deposits as well. The Early Triassic consists of sandstone,

siltstone, and mudstone. In both the Middle and Late Triassic, mudstones and dolomites are prevalent

(BGR, 2005).

Cenozoic

The Cenozoic is the current era and started 66 million years ago. The surfaces of Belgium, the Netherlands,

northern Germany, central France, the Upper Rhine Graben, as well as the North Alpine foreland basin

are largely covered by the sedimentary deposits of the Cenozoic, consisting of silts, clays, sands, and

gravels/conglomerate (BGR, 2005).

A notable exception to this are the Cenozoic volcanoes that are part of the Central European Volcanic

Province (Abratis et al., 2015). These are indicated using the ’extrusive rocks’ color scheme in Figure 3.2

and are located in the east and in the center of the Rhenish Massif. In the lower left corner of the Massif

Central in the figure, some Cenozoic volcanic rocks are present as well. These areas consist of basalt

and/or andesite (BGR, 2005).

Bedrock Erodibility Map

When we combine the rock types described in this section with the erodibility values from Table 3.1, it

results in the bedrock erodibility map given by Figure 3.3. Due to the relatively short simulation times, no

deeper lithologies will be explored for different erodibility maps. This means that the top bedrock layer will

be assumed to be ’infinitely’ deep within our simulations.

This map gives us a general idea of bedrock erodibility distribution throughout our area of interest. But

as we have discussed before, the values used are difficult to compare to the topsoil erodibilities. This

problem is discussed in the next section.
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Figure 3.3: Bedrock erodibility map using values adjusted for units. Note that the color bar was scaled

non-linearly to improve visibility. The different units for each value can be found in Table 3.1.

3.2. Evaluating Erodibility Compatibility
As is clear from previous sections, the way we can quantify the erodibility of topsoil/bedrock is through the

use of the erodibility coefficient/K-factor. For bedrock, its value and associated units depend on the exact

choice of stream power erosion law (Kirby and Whipple, 2001; Stock and Montgomery, 1999; Zondervan

et al., 2020). The units for topsoil erodibility are determined by the units that are chosen for annual erosivity

and soil loss in the universal soil loss equation (Foster et al., 1981; Renard et al., 1997). The annual

erosivity is calculated by summing up the product of every storms maximum 30-minute intensity and its

total energy, over all the storms in a year (Foster et al., 1981). The associated unit of this erosivity is MJ mm
ha h yr

.

The soil erodibility factor is the rate of soil loss per unit erosivity for a specified soil. Due to the unique units

of this quantity, it is not possible to reconcile the values of topsoil with the bedrock erodibility through unit

conversion. This means an alternative method is needed.

Following an extensive literature review, no topsoil erodibility factors in the units of yr-1, nor conversion

factors for the contemporary topsoil erodibility to units/values that are compatible with the incision/erosion

laws as used in landscape evolution models were found. Because of this, a scaling factor is applied to the

topsoil erodibilities through a process of educated trial and error described in section 4.2.2. The average

erodibility for the different topsoil maps corresponding to the three land use scenarios as well as a selection

of the bedrock erodibilities are put on one scale and shown in Figure 3.4, together with examples of these

rocks.
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Figure 3.4: Scale of the erodibility values with visual examples of the rock types. avg = average. A:

fine-grained granite from the Vosges, from Hasalová et al. (2015). B: Jurassic limestone beds near

Hirschkopf (DE), from Appel (2005). C: Permian ryolite (volcanic rock) formation near Allzunah (DE), from

Voigt (n.d.). D: Eocene conglomerate-filled channel cutting into floodplain at Agues-Vives (FR), with

walking stick for scale. From Satterfield et al. (2019) and Suthren (2022). E: Early-Triassic mudstone of

the Mercia mudstone group, in the East Midlands (UK), with a hammer for scale. From Hobbs et al.

(2002). F: Triassic sandstone near Stadtroda (DE), from ArtMechanic (2002). G: soil profile near the

Rhine at Freistett (DE-FR border), ruler gauge for scale. From Unterfrauner (2020).

3.2.1. Soil Depth
The soil depth at any location is influenced by many factors. Firstly we need to define what ’soil’ means for

our purposes. We will define the topsoil layer as the permeable layers above the bedrock. These layers

are soil (in the more traditional sense), regolith (loose unconsolidated rock and dust), and sedimentary

deposits (Pelletier et al., 2016). In order to estimate the thickness of these layers, Pelletier et al. (Pelletier

et al., 2016) have defined four terms relating to landscape components. These are as follows:

1. Uplands: portions of the landscape that have experienced net erosion over geologic timescales (i.e.,

≈ 105 years or longer). In uplands, weathered bedrock can often be found within a few meters from

the surface on hillslopes.

2. Lowlands: portions of the landscape that have experienced a net deposition of sediments over
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geologic time scales. These areas tend to have a bedrock layer tens of meters below the surface.

3. Hillslope: defined as the areas that have unconfined flow of water across the land (overland flow)

and a limited accumulation of sediments.

4. Valley bottom: the areas where the flow of water is confined within channel banks or valley sidewalls.

Here, sedimentary deposits tend to be a few meters thick or thicker.

The spatial variation of soil thickness was modeled using the relationship between upland hillslope soil

thickness, the mean upland curvature, and the mean annual rainfall at a global scale. The modeled soil

thickness in Europe was then validated using high-resolution soil thickness data from the European Soil

Database (ESDB) (Pelletier et al., 2016).

Regolith thickness in the uplands was estimated using the model proposed by Rempe and Dietrich

(2014), using the estimated depth to the permanent water table which in turn was estimated using the

30-arcsecond equilibrium water table depth gridded data set of Fan et al. (2013). Due to the resolution of

the Fan et al. (2013) data set, low-order valleys present in the uplands will generally not be taken into

account. This was accounted for by dividing the water table depth of Fan et al. (2013) by a factor two,

which would reflect the range of average water table depths within the 30-arcsecond grid cells, which

generally vary from the maximum value given by Fan et al. (2013) to a value of zero near valley bottoms

(Pelletier et al., 2016).

Sedimentary deposition was determined for both uplands and lowlands separately. In valley bottoms,

the valley curvature and gradient of the hillslopes on the flanks of the valley were used to determine the

deposited sediment layer thickness. It was assumed that the sideslopes of the valleys project down into a

V-shape in the subsurface due to the predominance of fluvial processes over glacial processes globally.

The average thickness of upland valley bottom sedimentary deposits huv is given by Equation 3.4.

huv ≈ |∇zh|2

4∇2zv
, (3.4)

where |∇zh|2 is the slope gradient for hillslopes, and ∇2zv is the curvature of the valley bottom (Pelletier

et al., 2016).

In lowlands, the sedimentary deposit thickness was determined using a generated 30-arcsecond

grid of Topographic Ruggedness Index (TRI). The TRI is the average difference in elevation between

a central pixel and its eight neighbors. This gives an impression of terrain relief at the grid cell scale.

Depth-to-Bedrock (DTB) observations were then used to calibrate a predictive model for the DTB as a

function of TRI (Pelletier et al., 2016).

Because uplands have both a hillslope soil thickness and valley bottom based estimate of sedimentary

deposits, the pixels in these areas contain both values, weighted by their respective area fraction. As we

are interested in only one value per grid cell for the total thickness of relatively porous and unconsolidated

material, the average soil/sedimentary deposit thickness on uplands hav is given by Equation 3.5.

hav =
huhfhTWIh + hv(1− fh)TWIh

fhTWIh + (1− fh)TWIh
, (3.5)

where f represents the area fraction of valley bottoms versus hillslopes, h is the thickness, and the subscripts
v and h represent the valley bottom and hillslope values, respectively. The subscript u corresponds to any

value related to uplands. Lastly, we introduce the Topographic Wetness Index (TWI), which quantifies

terrain driven variation in soil moisture (Kopecký et al., 2021). The TWI is used as a weighting factor

besides the area fraction. This is necessary because the bottom valley fraction relative to the hillslope

might be small, but the majority up to all of the water that is discharged from a drainage basin is routed

through the valley bottoms (Pelletier et al., 2016).

The resulting dataset map that includes the average soil and sedimentary deposit thicknesses across

upland hillslopes and valley bottoms is given by Figure 3.5.
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Figure 3.5: The average soil/sedimentary deposit thickness for Western and Central Europe, in meters.

Data from Pelletier et al. (Pelletier et al., 2016).



4
Proof of Concept and Input Calibration

First, we will test the behavior of several parameters in order to understand and test the feasibility of

Badlands to predict the future landscape, with a focus on the landscape of the area of our case study,

Western and Central Europe. We will identify and quantify some potential problems, and will evaluate the

effect of two possible tectonic cases on the Badlands output. Next, we will calibrate the erodibility and

precipitation to produce outputs that are representative for modern day Europe. We define calibration as

the selection and modification of input parameters such that the agreement of the output of a model with

observed data is maximized (Oreskes et al., 1994; Trucano et al., 2006). In our case, this will be done

based on sediment load and discharge values of the Rhine. The final calibrated output will serve as our

base model that we will use for our case study in the next part of this thesis.

4.1. First (1,000 year) POC
The first thing we will discuss is a comparison between the three resolutions, and some general outcomes

of these simulations. For this, we will use the simulations with a runtime of a thousand years. In Figure

4.1 the maximum discharge of the three simulations are given, which shows the main fluvial paths that

were simulated compared to the true paths of the Rhine and Meuse. The resolutions that are used are

92×147 (6,259m×6,078m), 365×886 (1,534m×1,039m), and 1,824×2,930 (307m×313m). All the inputs
and chosen parameters are based on our case study to maintain consistent results between the different

parts of this thesis and these are all explained in Part II.

4.1.1. River Prediction
The first thing that is of note in Figure 4.1 is the different route of the ’Rhine’ in the courser resolution as

opposed to the finer resolution simulations. We see that instead of turning west towards the Netherlands,

the ’Rhine’ continues north merging with/following the path of the northerly river Weser and one of its

headstreams (the Fulda) in Northern Germany. The finer resolution grids produced many of the main rivers

and tributaries found in Central and Western Europe, as indicated in the middle figure, with the exception

of the river Ems, shown in the left figure. When we compare the middle figure’s ’Rhine’ to the Rhine’s

actual course we see just one main difference: the simulated river continues northward a little further than

the actual river, causing it to form the strong ’meander’ between the spots marked with ’Mo’ and ’Ma’ in

the figure. The simulated Rhine, in continuing northward, has actually reached the natural channel of its

tributary the Main, which it follows ’back’ downstream towards the true position of the Rhine. In the even

finer grid on the most right of the figure we see an even better fit of the rivers.

An important difference between all three is the limit on the minimum width of the rivers, which is

essentially determined by the size of a grid cell. As the width of a river is an important variable in the

possible discharge and sediment flux, the smallest practical grid cell is preferred. The highest resolution

grid cell in the figure is of the order of 300m. The width of the Rhine is quite variable, with a range from 50

to more than 750m wide (smaller widths are more frequent in the Alpine region, Klösch et al. (2021)). The

average width of the Lower Rhine and Middle Rhine (from the Upper Rhine Graben until the Dutch-German

border) is ca. 300m. This means the resolution of 1,824×2,930 produces grid cells that are close to the
average width of the Rhine, and are an accurate approximation of reality.

28



4.1. First (1,000 year) POC 29

Figure 4.1: POC simulation discharge for three different resolutions given in grid cells. Images B and C

are an overlay of two different time steps in order to show the divulsion of the Rhine from the Nederrijn

(NR) to the IJssel (IJ) (or vice versa) indicated by the numbers 1 and 2. The rest of the letters indicate

rivers that correspond largely to existing rivers in our AOI. A = Aare, E = Ems, L = Loire, M = Meuse, Ma =

Main, Mo = Moselle, N = Neckar, R = Rhine, Rh = Rhône, S = Scheldt, Se = Seine, and We = Weser.

Maps made using ParaView V5.12.0.

4.1.2. Discharge
The range of the discharge given is very high. As we have seen, the annual mean discharge of the

Lower Rhine is around 2,300m3/s, and values found more upstream of well under a 1,000m3/s are normal.

Although the discharge values are not outside the realm of possible discharges in the Lower Rhine, the

simulation results look like a permanent flood scenario discharge throughout the river. There are several

possible reasons why Badlands overestimates the mean discharge. Firstly, a peak discharge in the Alpine

Rhine may reach 2,500m3/s, confirming the flood-level discharge in the simulation result in this region.

What looks to be unreflected in the results, however, is the major role of Lake Constance as a discharge

buffer. While the input of the Alpine Rhine into the lake can reach values of 2,500m3/s, the accompanying

peak values at the outlet of Lake Constance are normally just over 1,000m3/s (CHR, n.d.).

Secondly, the Upper Rhine Graben, a relatively low area surrounded by several mountain ranges, is

classified as a lake in Badlands with the maximum lake depth set to 252m (the Depth of Lake Constance,

which is the deepest lake in our AOI which is connected to the Rhine). This means this area will have an

effect on both the discharge and the sediment flux as described later.

Thirdly, Badlands does not take into account any evapotranspiration: there is no temperature influence

to evaporate any water from rivers or lakes, and no vegetation to absorb and hold water, and transpiring

the water (back) into the atmosphere. Related to the lack of temperature is the effect of snow in the Alps.

Although the increase in liquid precipitation (with respect to snowfall in the Alps) and different snow and

ice melting dynamics can offset the effect that evaporation has on the discharge to some degree, a study

found that the discharge of the Rhine is generally expected to decrease due to evaporation (Buitink et al.,

2021).

Fourthly, and related to the lack of vegetation, Badlands does not allow for infiltration of the soil. For
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this to be taken into account, parameters concerning the water table depth, hydraulic properties of the

subsurface, and the moisture content of the soil and loose sediments (Ferré and Warrick, 2005) will have to

be added to Badlands. Without the inclusion of the soil infiltration process, any precipitation that occurs will

be treated as runoff (i.e., not infiltrating the soil), and thus finds its way to fluvial channels much faster and

in greater quantities than if a part of this precipitation had reached the channel through the soil/subsurface

flow. The last reason is the absence of anthropogenic water management. This can be divided in two main

contributions: the removal of water from the rivers for drinking/industrial/agricultural purposes, and the

management of the discharge through dams and sluices in both the main river and its tributaries (Frings,

Gehres, et al., 2014; Klösch et al., 2021; Uehlinger et al., 2009). Uehlinger et al. (2009) state that 120

waterworks in total remove ca. 2.73 billion m3 annually from the Rhine. Of course water that is used

for irrigation is partially returned to the river through groundwater flow, as well as industrial wastewater.

The increase of infiltration rate due to vegetation and proper agricultural land management (which is the

majority of the surface in our AOI), can reduce the runoff rate on average by 30% (Bombino et al., 2019).

According to the U.S. Geological Survey (USGS) about 70% of the annual precipitation in the United States

returns to the atmosphere through evaporation from land and water, and transpiration from vegetation

(Water Science School (USGS), 2019). The other 30% ends up in streams, lakes, or an ocean through

runoff and slower subsurface movement. In section 4.2.3 we will do a short evaluation of a simulation with

reduced precipitation that reflects this discrepancy between the runoff and rainfall.

4.1.3. Sediment Flux
Due to our conclusions comparing the discharge, we will not take the map A from Figure 4.1 into account

when comparing the sediment flux. In figure 4.2 three time steps are compared for each of the two higher

resolution results. For selected time steps (t = 20, 500, and 1,000 years) a new scaling is applied to

improve visibility. An expected difference between the two resolutions is the amount of sediment load

that is present: a coarser resolution means larger grid cells, which means we have a larger area over

which the sediment load is determined. What we see in both cases is a general decrease of total sediment

transport with increasing time. Although the color bar shows a range of values that is the vast majority of

the values that are present, both resolutions have some outliers (presented as white spots in the figure).

For the resolution of map B from Figure 4.1 the maximum value which is present at t = 20yrs is ca. 6m3/s,

with 378 cells (out of more than 300k) having a higher value than 1m3/s, and of which only 71 cells have a

higher sediment load than 2m3/s. Most of these points are situated either in the Lower Rhine or in the

Alps. For the resolution of map C from Figure 4.1, we see that the maximum value is 2.26m3/s, with only

17 cells with a value higher than 1m3/s. The difference in values can be accounted for by the cell size

difference. This does not scale linearly, as the erosion rate scales to both the surface and slope with their

respective powers. In addition to this, the slope can change based on different spatial interpolations.

An important observation is the lack of sediment load following the Rhine into the Upper Rhine Graben,

which does show a discharge as shown in Figure 4.1. This area, similar to the lower altitude area west of

the Alps, is being classified by Badlands as a lake: known lakes like Lake Constance and Lake Geneva

have similar values and are indicated the same way on the maps. In these areas, sediment is actively

deposited until the lake is filled up.

When we evaluate the sediment load that is present in the rivers that we do see (mainly the lower

part of the Rhine in the time steps shown), and compare them to the known values given in Table 5.1

for this region, we see that the 1,824×2,930 simulation output for t = 1,000yrs is remarkably close to

reality: within a factor 2, and often closer than that. t = 1,000yrs is likely a time when the sediment load is

primarily defined by the erosion of residual topsoil. However, in the time before t = 1,000yrs within the

same resolution result the sediment flux is much higher than our reference values. The relatively high

values that are seen in the Alps are only of short duration: after about 70 years the majority of the lighter

colors have turned black as we can see at t = 500yrs.

This brings us to a few aspects concerning Badlands processes and our inputs for these proof of concept

runs. Firstly, the fast decline of high sediment flux in the total AOI and especially in the Alps, combined

with the overestimated initial sediment flux in the Lower Rhine could be due to the rapid erosion and

transportation of the topsoil, which has erodibility values that are many magnitudes higher than the bedrock

underneath. This makes sense when we look at the stream power law, which is useful for understanding

landscape evolution by explicitly representing the bedrock incision rate of rivers (Venditti et al., 2020).

What is not taken into account in this law however, is the erosion of the loose topsoil. Because on the
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Figure 4.2: POC simulation: sediment load. For two resolutions indicated on the left. Three time steps

are shown for each simulation. Each time step uses the color bar below, scaled to improve visibility. The

red triangle indicates the maximum sediment load value in m3/s. Note that this value is not always the

maximum value of the color bar, this is for visualization purposes. Read 5e-4 as 0.0005. Maps made

using ParaView V5.12.0.

investigated temporal scale, especially with the involvement of anthropogenic land use change, the topsoil

plays an essential role and thus cannot be neglected/removed from our simulations.

Secondly, the sediment load throughout the rivers might be as high as it is (partially) due to the high

discharge values. As stated before, this is likely due to 100% of the precipitation rate being converted as
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runoff. This will be addressed in more detail in section 4.2.3. Thirdly, in the event that the sediment flux is

mainly influenced by the topsoil, a situation where there is no infiltration of water, no vegetation, and related

to both: soil production, the sediment load in the Lower Rhine is possibly defined by an unreplenished

topsoil layer. All of these ideas will be evaluated in section 4.2.2. Lastly, the discharge and sediment load

can be influenced by the Upper Rhine Graben acting like a lake. Because there is only one parameter

related to lakes in our Badlands input, a sensitivity analysis is done for the discharge and sediment load

values with respect to the maximum selected lake depth. This is given in section 4.1.5.

4.1.4. Sea Level and Coastline
Badlands uses a sea level reference point which is set to its default version of 0m. This corresponds

to the global average and is in line with the sea level that is found on the Belgian, Dutch and German

coastline. There is one problem that results from this reference level, however. Badlands bases its sea

level and topography on the coordinate maps from an open source EPSG library (MapTiler Team et al.,

2022). These do not carry information on anthropogenic coastal defences nor explicit knowledge of the

state of the target positions. In our area of interest, significant parts of the Netherlands, Belgium, and

to a lesser degree Northern Germany lie below sea level. This means that Badlands will interpret these

areas as part of the sea, instead of identifying it as land. The extent to which this happens is shown in the

rendering of the Badlands’ interpretation of the topography/bathymetry of our AOI in Figure 4.3, and aligns

with the termination of the fluvial channels in the northwestern part of Figure 4.1. The topography-imaging

tool that was used to create this image only looks at the relative sea level to distinguish topography and

bathymetry, but it does not produce any lakes. This is clear from both Lake Constance and Lake Geneva

being portrait as dry Alpine valleys. The identification of lakes by Badlands will be discussed in the next

section.

As artificially lowering the sea level to counter this effect would go against the climate scenarios and

possibly alter the sediment flux due to a change in base level, and the artificial heightening of the low lying

areas would disrupt the normal flow and thus decrease the accuracy of the simulated rivers, no action is

taken to remove this effect. Although the area of the Netherlands that will be flooded is a densely populated

and economically significant area in Europe, there are two reasons this will likely not impact the outcome

of our research. Firstly, in order to meaningfully compare the simulated properties and present day values,

comparable waterways are necessary. Badlands is not capable of reproducing the process of bifurcation,

which is essential to this system that is consisting of multiple channels that have an active stream at the

same time, and are heavily influenced by humans as well. As described in section 5.1.1, the Rhine-Meuse

delta which is positioned in the ’flooded’ area is so complex, that while Badlands could reproduce the main

waterways in the delta, it would not be able to accurately reproduce the majority of the present waterways.

Secondly, the time scale and corresponding sea level rises will cause the majority of the disputed area to

be flooded after several hundreds of years. In addition to this, a meaningful comparison between the Rhine

and its simulated counterpart can be done by looking at the point where the river crosses the Dutch-German

border before it bifurcates.

4.1.5. Sensitivity Analysis Maximum Lake Depth
Now we will briefly discuss the influence of the lake mechanism in Badlands. We have seen that the output

for sediment load and discharge for the maximum lake depth was set to 252m. In Figure 4.4 the lake

classifications and depth, the discharge, and the sediment load for the maximum lake depth set to 200m

(Badlands default value, Badlands Group (2019)) and 100m are given for our area of interest.

For all of the simulations the high resolution (1,824×2,930) POC settings are used with only the

maximum lake depth setting varying. A first order observation is the correct identification and average

depths of both Lake Constance and Lake Geneva (when not limited by the maximum lake depth). These

lakes have an average depth of 90m and 152m, respectively (ILEC, n.d.). Apart from these known lakes,

the map shows several river valleys like that of the Moselle, Rhône, and the Upper Rhine Graben (URG)

classified as lakes as well. It becomes clear that the depth of the URG ’lake’ is the same as the depth of

the valley. However, the relative low altitude of the valley with respect to the local topography causes a

lake to be identified even if the maximum lake depth is set to 25m. Before we will talk about the impact

this has on the discharge and sediment load, it is important to note that a large part of the surface of

the valley is artificial land use in the form of major cities (e.g., Strasbourg, Karlsruhe, Mannheim, Mainz,

and Frankfurt am Main) and accompanying infrastructure. Given that this area is heavily influenced by
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Figure 4.3: Badlands’ interpretation of the topography and bathymetry of the area of interest. The Dutch

dunes and Wadden islands are still defined as topography, while the areas behind them are interpreted as

sea. Based on coordinates from MapTiler Team et al. (2022).

the Rhine, the implemented land use changes in this area that could significantly contribute to measured

changes in sediment load will not contribute nearly as much, or at all when classified as a lake.

When we look at the discharge maps, there is an important difference between the two lake depth

maxima in both the discharge and the channel paths of the ’Rhine’. For the maximal depth of a 100m, the

upper Rhine and Lower Rhine never connect to eachother, while its tributary the Moselle is now part of

the main Lower Rhine channel. The discharge of the Aare at its confluence with the Rhine on our map is

already higher than 800m3/s (compared to its real mean annual discharge of 559m3/s (Uehlinger et al.,

2009)), similar to the High Rhine (Rhine after Lake Constance). Among the reasons we have already

discussed, this results in a very high discharge in the Rhine. The reason this discharge does not increase

as much as the previous runs is likely because of the split of the Rhine: it never gets the opportunity to

accumulate discharge along its full length. We can compare the discharge at the end of the two separated

rivers of the Lower Rhine-Moselle and the upper half of the Rhine plus all tributaries and see that the

majority of the discharge is from upstream.

When we compare the sediment load between the two runs, we see, as predicted, that the Meuse does

not show any difference. Due to the ’splitting’ of the Rhine in the 100m run, we do expect a difference in

the Rhine however, which is only just visible in the figure: at the south part of the Lower Rhine we see the

sediment load increase a little faster in the case of a full reach of the river Rhine.
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Figure 4.4: Lake depth, discharge, and sediment load outputs for the maximum lake depth set at 100m

and 200m, time step t = 50yrs. C = Lake Constance, G = Lake Geneva, URG = Upper Rhine Graben.

Maps made using ParaView V5.12.0.

In short, the differences in discharge and sediment load that we see between the maps are fully

explained by the different configurations of the Rhine, where the Rhine is closest to its real-life length when

the maximum lake depth is set to at least 200m. The classification of the Upper Rhine Graben as a lake

is expected to change the outcome of our research concerning land use change significantly, however.

Lowering the maximum lake depth to only 1m will only produce ’traces’ of rivers, and apart from some

small and random rivers, no realistic rivers are present, let alone one that resembles the Meuse or the
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Rhine. As by lowering the maximum lake depth we do not get rid of this effect, and in addition divide

the Rhine in two separate rivers when it is below 100m, this is not an option. A proposed solution to the

miss-identification of lakes in Badlands is to artificially force the elevation of specific points in your TIN

(T. Salles, personal communication, 2024). This, however, is a time-intensive process that requires one

to identify every point of interest (which in our case is the Upper Rhine Graben, as well as parts of the

Moselle river valley and possibly Rhône) and manually set its elevation. In our case, the elevation change

of the valley compared to the lower elevations elsewhere, in particular to the southwest of the Vosges,

could cause the Rhine to not turn right between the Vosges and Black Forest, but follow the now lower

positioned route to the west towards Dijon in France. Unfortunately there is no alternative way to fix this

problem for our specific use yet.

4.2. 10,000 Year POCs
Until now we have used simulations of a 1,000 years to evaluate several aspects of Badlands’ output. The

tectonic variation that we will test now only shows variation beyond the 1,000 years, so it is important to

test this using simulations that last longer than this. As the case study in Part II will focus on a range of

10,000 years, we will do the following calibration steps and output analysis for simulations of 10,000 years

into the future.

4.2.1. Tectonic Variations
Next, we will evaluate two realizations of 10,000 years, where we vary the temporal extent of the Fennoscan-

dian and Alpine Glacial Isostatic Adjustments (GIAs). This the post-glacial rebound of the Fennoscandian

and Alpine regions due to the melting of the major ice sheets that were there during the last glacial period

(Barletta et al., 2006; Nocquet et al., 2016). We will distinguish between two tectonic cases. The first,

which we will call T1, is where the GIAs last for the full 10,000 years of the simulation. The second variation,

or T2, assigns a time limit for the Fennoscandian GIA and Alpine GIA. They will last for 3,600 years and

2,000 years, respectively. The origin and exact vertical displacement of these variations as well as the rest

of the uplift and subsidence that is applied in all cases will be discussed in detail in section 7.2.3. These

simulations are done using a maximum lake depth of 252m, and the two base maps for erodibility. From

the evaluation of the fluvial channels, sediment load, and the discharge, the difference between the T1

and T2 is negligible and does not warrant a doubling of the amount of simulations that are run. In Figure

4.5 we see where the two versions differ in terms of discharge and fluvial channel position.

It is worth noting that in the 10,000 year runs, after 5,000 years the river channels do not change

location often, and if they do it is only by the small steps as shown in the figure. The main divulsions

happen in both the realizations and at the same time steps. It is likely that this lack of activity is at least

partially due to the absence of a base level change, and the low level of sediment flux for the majority of

the time. The sediment load for different time steps is shown in Figure 4.6.
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Figure 4.5: Differences in channel path and discharge between T1 and T2 displacements for t = 5,000yrs.

The white circles indicate locations that show a difference in channel path between the two maps. The

only significant difference in discharge is found in the river Main, indicated by ’Ma’. This difference in

tributary discharge does not significantly change the main channels discharge as shown. Maps made

using ParaView V5.12.0.

The first 1,000 years see a decrease of sediment load of three orders of magnitude. This is followed

by a decrease of one order of magnitude until t = 2,500 years, after which there is no significant change

anymore. The Lower Rhine and upper part of the Meuse are clearly visible in the first 600 years, after

which the Meuse is less visible and not visible at all after t = 1,000yrs. After t = 1,000yrs, the sediment

load decreases significantly, with a visible sediment load ’pulse’ every other 200 or 300 years until t =

2,500 years. Between 2,500 and 10,000 years, the rivers are not visible anymore the majority of the time,

with a somewhat clear pattern rarely emerging in the same magnitude of sediment flux (∼ 10−4). We do

see that within the Alps there are sediment loads of this magnitude throughout the remaining of the time.

Although the sediment flux from the Alps via the Rhine is not directly visible on the maps, we do see an

additional area that has sediment load appear in the south of the Upper Rhine Graben when comparing

the last three maps: this indicates a supply of sediment and deposition in the southern part of the Upper

Rhine Graben ’lake’.

Apart from the minor differences between the T1 and T2 simulation results, there is no significant

change between these simulations. The sediment load that is given for T1 in Figure 4.6 is almost identical

to the T2 output (thus it is not shown here). Because of these results, we will only apply the T1 setting in

future simulations. This means we will implement no end of the Fennoscandian and Alpine GIAs within the

10,000 years of the simulations. This also corresponds with the inclusion of the GIA in the sea level curves

derived by Clark et al. (2016) over the same period.
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Figure 4.6: POC: sediment load outputs for different time steps from the T1 displacement simulation. The

red triangle indicates the maximum sediment load value in m3/s. Note that this value is not always the

maximum value of the color bar, this is for visualization purposes. For the same reason the scale of each

color bar is different. Read 5e-4 as 0.0005. Maps made using ParaView V5.12.0.

4.2.2. Erodibility Layer Evaluations
We will evaluate three variables regarding the erodibility maps. First, a simulation with no topsoil is

performed to see if the topsoil erosion is responsible for the initial sediment flux, and what the ’background’

bedrock-related sediment load in our fluvial systems is. Second, an increase of the topsoil layer thickness
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is proposed. And thirdly, the topsoil erodibility values are scaled by a certain factor. A fourth simulation

that combines the two last changes will be evaluated as well. As we have already done a full 10,000 year

simulation with our ’default’ inputs, we will compare our findings here with the sediment loads from Figure

4.6.

Single Bedrock Layer

In order to test the effect of the bedrock against the topsoil, a simulation over 10,000 years was done with

only the bedrock layer defining the erodibility. In all other aspects, this realization had the same inputs and

settings as the second POC T1 run as discussed above. The discharge in both cases is nearly identical,

with the values being the same along the river paths. The path of the Meuse is identical in both simulations.

The Rhine shows some differences in divulsing, which are mainly the same as shown in Figure 4.5. The

sediment load for six time steps throughout the bedrock simulation is shown in Figure 4.7.

The first thing that is apparent is the lack of a high sediment load pulse as is the case with the simulation

that has topsoil. We see an initial sediment load that is only visible on a scale that is two orders of magnitude

smaller than our reference values of the present day Rhine. No clear river channel is visible even at this

scale. As time passes the sediment load that is visible slowly increase in both magnitude and distribution

over the modeled area, until at t = 900yrs the lower ’Rhine’ suddenly starts to appear with a much higher

sediment load than in the beginning, even though it’s still on the low side compared with our reference

values for the Lower Rhine. At the next step we see that the Lower Rhine has expanded towards the south.

This reach and range of sediment load values are maintained for ca. 1,000 years until t = 2,000yrs, after

which we see the river slowly fade away over a course of 500 years. At t = 2,500yrs we only see a trace of

the Rhine that was there when we decrease our scale by two order of magnitudes. For the rest of the time,

the sediment load slowly disappears. Small amounts of low value activity as seen on the last time step are

present, as well as a somewhat higher sediment load for the river fragments that appear to be the Ems

and Weser rivers in Northern Germany as we can see at t = 2,500yrs.

Amplified Topsoil Layer Thickness

An important factor to consider in LEMs is the soil production rate. G.K. Gilbert already proposed in

1877 that the conversion rate of bedrock into soil will reach a maximum when a certain optimal soil

depth facilitates contact between bedrock and water ”such that freeze–thaw and chemical weathering are

maximized” (Gilbert, 1880; Humphreys and Wilkinson, 2007). As the topsoil is eroded away, there will be a

replenishment of new soil that is created underneath, if the initial topsoil was thick enough (but not too thick

to stop water from reaching the bedrock). This process is not modeled in Badlands. Because of this, it is

possible that after our initial topsoil layer is eroded away, sediment load is solely determined by bedrock

erosion. As bedrock has an erodibility factor of several orders of magnitude lower than that of topsoil, this

would lead to a much lower sediment load as observed in the different simulations that were discussed

with and without implementing a topsoil layer. A way to deal with this, is to determine what the average

rate of soil production is and from this to calculate the total thickness of the produced soil layer over the

simulation time. To simplify this already complex problem, we will only take into account the soil production

that is derived from bedrock, and not from already weathered bedrock (saprolite, which is described by a

different function). Wilkinson and Humphreys (2005) derived bedrock soil production rates averaging over

timescales of 104 to 105 years, at scales ranging from sub-hillslope to catchment-size. They found that if

the soil depth is relatively constant over time, the soil production rate equals the transport rate and thus is

essential for sustainable erosion.

In order to define a Soil Production Function (SPF), it is important to take into account that soil production

is a self-limiting process. In other words, when there is no topsoil layer and regolith, water that is essential

to both thaw-freezing and chemical processes is unable to reach the bedrock due to runoff and thus soil

production decreases. When soil is being produced and the topsoil layer becomes too thick, the thicker

soil layer will progressively buffer the underlying bedrock for further weathering (N. J. Cox, 1980). Because

many other factors influence the weathering of bedrock and resulting soil production, SPFs tend to be quite

complex. Although the exact processes are difficult to quantify and vary per region, recent developments

in the field have had some success (Ben-Asher et al., 2021; Benjaram et al., 2022; Heimsath et al., 2019;

Humphreys and Wilkinson, 2007; Oeser and von Blanckenburg, 2020; Schaller and Ehlers, 2022).

The observed behavior between soil production and soil thickness is typically described using one of

two functions. A ’humped’ function, and a declining exponential function (Humphreys and Wilkinson, 2007),

both of which are illustrated in Figure 4.8.



4.2. 10,000 Year POCs 39

Figure 4.7: POC: sediment load results for bedrock erodibility, without a topsoil layer. The red triangle

indicates the maximum sediment load value in m3/s. Note that this value is not always the maximum value

of the color bar, this is for visualization purposes. The color bars are scaled differently per map to increase

visibility. Maps made using ParaView V5.12.0.

The humped, or bell-shaped polynomial function, may follow the intuition that maximum soil production

occurs under a relatively thin soil layer (Heimsath et al., 1997), according to the observations of Dietrich et

al. (1995) that the soil depths that are below the peak are unstable. They found that a declining exponential

SPF agreed with observations in the field where there was no significant part of exposed rock. This function
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Figure 4.8: Example of a declining exponential function and a humped function relating soil thickness to

soil production rate. dm is the soil depth at which there is maximum production. Adapted from Humphreys

and Wilkinson (2007).

is given by Equation 4.1.

SPR = (47± 15)e−(0.020±0.007)·H , (4.1)

where SPR is the Soil Production Rate in m/Myr, H is the soil thickness in cm, and the two fitted constants

have the units m/Myr and cm-1, respectively (Heimsath et al., 2009). When the measured values for

exposed bedrock are taken into account, Heimsath et al. (2009) state that this function turns into a humped

function, however the formula is not given. Equation 4.1 was developed for Arnhem land in northern

Australia, but the authors state that this function is remarkably close to the SPF quantified for south-eastern

Australia. According to the Köppen climate classification map, these regions have the same climate types

as Western and Central Europe (Beck et al., 2018; Köppen, 2011). Even if this wasn’t the case, Wilkinson

and Humphreys (2005) state that all the soil generation rates that they found were remarkably close for

regions with different lithologies, climates, and tectonic settings. This means we can apply this SPR to our

region of interest. However, it is important to note that the units of the soil production rate are in m/Myr.

When we plug in the mean value of our topsoil thickness of 31.5m, this returns a SPR of 25m/Myr, or a soil

production of 0.25m per 10kyr. When we assume there is no outcropped rock (a reasonable assumption

for most of northern Europe) and the declining exponential function works over the full range of soil depth,

the maximum soil production over the 10,000 years of our simulations is 0.47m.

This is a negligible addition to the soil depth, which will likely not change the outcome and initial pulse

of sediment load in our simulations. This is because although Wilkinson and Humphreys (2005) stated that

soil production rate equals the transport rate in reality, we see that in our simulations the transport is mainly

determined by the topsoil layer, which, due to their high erodibility values in combination with the stream

power law that is used in Badlands, will overestimate the erosion and thus sediment flux. In other words,

our system is not in equilibrium, which causes the soil depth to decrease faster than it could replenish

through natural processes. An artificial increase of topsoil depth will therefore only lead to an increase in

initial sediment load pulse, and this effect might be stretched out over more time steps due to the transport

limit of rivers. Even if additional sediment from the Alpine region would be deposited in and thus fill up the

URG ’lake’, allowing fluvial processes to become active here, the artificial addition of sediments from this

increase in topsoil thickness makes the evaluation of sediment loads compared to our reference values

lose their real meaning and be less reliable. If the problem of the initial major sediment load pulse can be

solved, a thicker topsoil layer to account for the faster than normal erosion rate might be possible.

Decreasing Topsoil Layer Erodibility

The alternative to increasing the topsoil layer thickness is to adjust the values of the topsoil erodibility. A

first step to try and find the necessary adjustment factor is to compare the units of both the topsoil and

bedrock erodibility. Because of the difficulty finding a factor that relates this to the contemporary topsoil

K-factor units t h MJ-1 mm-1, this will be done by looking at the difference in order of magnitudes. Because

the main problem is likely caused by topsoil K-factors that are much higher than that of bedrock, we will
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try to scale the topsoil erodibilities by a factor of 0.1. This brings the order of magnitude of these values

closer to that of bedrock (see Figure 3.4). The sediment load for different time steps for decreased topsoil

erodibility is shown in Figure 4.9.

The first thing that we observe is the lack of initial sediment load pulse. It is also noteworthy that

the difference between the Rhine and Meuse are bigger than the previous runs, to the point where the

sediment load scaled to the Rhine will make the Meuse nearly invisible. Given the large difference of the

real rivers, this is closer to reality than previous simulations. The Rhine only appears at step t = 200yrs,

which is why this is the first map that is shown.

From time step t = 5,800yrs we see that the Rhine has changed its course from the IJssel to be in

line with the Nederrijn in the Dutch delta area, and the main sediment signal coming from upstream has

changed to one of the Rhine tributaries, the Ruhr. The IJssel, Nederrijn, and the Ruhr are indicated in the

figure.

When compared to Figure 4.6, the sediment load is more consistent over time. The first need for

an order of magnitude decrease of the color bar to maintain visibility only happens around t = 3,000yrs,

compared to t = 200yrs. The next order of magnitude decrease for the color bar is only necessary after ca.

2,800 years. At t = 3,400yrs the Rhine changes its northward path of the IJssel to the westward Nederrijn

course. The river sediment load remains relatively stable until 4,200 years, when the upstream channel

changes to a more eastern origin. This orientation remains with an exception of a larger sediment pulse

which happens at t = 4,700yrs which follows the older channel again. The river position switches back the

next time step but the sediment load is somewhat decreased. This sediment load is consistent up until t

= 5,800yrs, which is shown in the figure. Here the role of the tributary Ruhr carrying the main upstream

signal of sediment load into the Rhine is clear. After this time, the sediment load as well as the length of

the visible fluvial channels upstream decreases incrementally until completely disappearing at t = 6,400yrs.

The simulation ends similarly to Figure 4.6, where the sediment load is only visible as small and seemingly

random patches, with some increased activity in the Alps, for the remainder of the time. The one difference

is the occasional sediment load activity in the rivers in northern Germany.

The sediment load that is present in the first thousands of years is in the same range as our reference

values for the Lower Rhine before it slowly decreases. This is likely due to the existing topsoil layer

eroding away at a lower rate due to the decreased erodibility values. This does show promise as the initial

order of magnitude of sediment load is representative of today’s values and its change with respect to

climate change or land use change would be indicative of actual changes. As this decrease of erodibility

has stopped the initial pulse and too high sediment load values, but still shows a decrease, and later

disappearing of realistically valued sediment load, a fourth test is proposed. In the next section we will

evaluate a simulation with both a decrease of topsoil erodibility and an increase in topsoil layer thickness.

Decreased Topsoil Layer Erodibility and Increased Layer Thickness

The sediment load for the POC simulation with both a decrease of topsoil erodibility and an increase in

topsoil layer thickness is shown in Figure 4.10. The layer thickness was calculated by multiplying the

thickness map by a factor of 100. The erodibility of the topsoil and bedrock is the same as the previous

POC run.

We see that the sediment load results are close to the previously elaborated results. The thicker topsoil

layer results in an extension of the amount of time during which sediment load values are visible before

they decrease. In other words: the sediment load is more consistent over the duration of the simulation.

The same decrease of sediment load that happens between 200 and 1,000 years in the previous simulation

now happens between 200 and 2,000 years, after which the order of magnitude in sediment load does not

change for at least 3,000 years.

Similarly to the previous simulation, the Rhine changes its northward path of the IJssel to the westward

Nederrijn course at t = 3,400yrs. The sediment load stays relatively stable until t = 4,200yrs, when an

additional eastern river branch (which is the Rhine’s tributary the Ruhr) meets with the existing channel.

The dominant sediment load is supplied by either channel, switching between the two branches for ca. 800

years in each time step of 100 years. In the figure the ’fork’ shape that results from the addition of the Ruhr

is shown at t = 5,000yrs. From this time on, the dominant sediment supply is the Ruhr branch, and with

the exception of some ’pulse’ events the original channel is largely abandoned (in terms of sediment load).

From t = 6,400yrs a gradual decrease of sediments across the rivers causes the channel to disappear
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Figure 4.9: POC: sediment load results for decreased topsoil erodibility. IJ = IJssel, NR = Nederrijn, Ru =

Ruhr. The red triangle indicates the maximum sediment load value in m3/s. Note that this value is not

always the maximum value of the color bar, this is for visualization purposes. The color bars are scaled

differently per map to increase visibility. Read 5e-4 as 0.0005. Maps made using ParaView V5.12.0.

completely at t = 6,800yrs. The Rhine as well as the Meuse are not visible anymore until the end of the

simulation, with the exception of four separate events in which a sediment pulse is produced of the order

of ∼102m3/s that follows the Ruhr into the Lower Rhine. Although the resulting sediment load values are

reasonably close to reality, these values are produced with an unrealistically high discharge. In the next
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section we will evaluate the influence of the precipitation on the discharge, and consequently how this

influences the sediment load.

Figure 4.10: POC: sediment load for decreased topsoil erodibility (base map ×0.1) and increased topsoil
layer thickness. The white triangle indicates a value that is outside of the color bar range (o/r = out of

range). The red triangle indicates the maximum sediment load value in m3/s. Note that this value is not

always the maximum value of the color bar, this is for visualization purposes. For the same reason the

scale of each color bar is different. Read 5e-4 as 0.0005. Maps made using ParaView V5.12.0.
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4.2.3. Decreased Precipitation Run
As discussed before, there is a discrepancy between the amount of precipitation and the resulting runoff in

Badlands when compared to present day values. For these runs we have decreased the precipitation by

70%, which will result in a runoff that is ca. 30% of the precipitation as is stated by the Water Science

School, USGS (2019). To evaluate to what degree this influences our erosion and discharge, a 10,000

year run was performed using the three different options concerning the erodibility values and topsoil layer

thickness. These three realizations are the base values of erodibility and topsoil layer thickness, only

decreased erodibility, and one run with both the erodibility values and topsoil layer thickness adjusted as

the previous case that was discussed. Before we will evaluate the sediment load, the discharge resulting

from this decrease in precipitation is shown in Figure 4.11.

Figure 4.11: Discharge for decreased precipitation rate. Read 3.2e3 as 3,200. Map made using ParaView

V5.12.0.

As expected, the decrease in precipitation caused a direct decrease in discharge. This discharge is

much closer to the values that we find in the present-day for all reaches of the Rhine. There is no significant

difference between the morphology of these rivers and the ones simulated with a much higher discharge.

The results for all three simulations showed the same behavior as with the base map precipitation runs

discussed in the previous section. The run with unadjusted topsoil erodibility still shows the initial pulse

of sediment within the first 1,000 years, a fast decrease in values and afterward no noticeable sediment

load in the rivers left. The only difference is that the decrease in precipitation has also led to a decrease

of erosion causing the sediment load in general to be lower than in Figure 4.6, although still higher than

our reference values in the beginning. When we adjust the topsoil erodibility to be within the orders of

magnitude as bedrock, we again see the initial pulse disappear. The initial values are on average 0.3m3/s

and remain of this magnitude for the first 2,000 years. This is right within the range of the present-day

reference values of sediment load in the Lower Rhine. After this the sediment load decreases to the order

of 0.01m3/s for the next 1,800 years, until the sediment load of the Rhine completely disappears for the

remainder of the simulation, with again some sporadic activity in the more northerly rivers. This brings

us to the solution we have already applied in the last section, namely the increase of the topsoil layer

thickness. This will again be done by scaling the topsoil thickness by an arbitrarily chosen factor 100. The

results regarding sediment load for several time steps are given in Figure 4.12.
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Figure 4.12: Sediment load for decreased topsoil erodibility (base map ×0.1), increased topsoil layer
thickness, and decreased precipitation. The red triangle indicates the maximum sediment load value in

m3/s. Note that this value is not always the maximum value of the color bar, this is for visualization

purposes. The scale of each color bar is different to increase visibility. Read 5e-4 as 0.0005. Maps made

using ParaView V5.12.0.

This run shows a sediment load that is lower than that with the regular precipitation, and again follows

the same pattern as the other runs. Although the sediment load is in the reference range for the first few



thousand years, after t = 4,200yrs it decreases relatively fast until it disappears completely after a single

large pulse at t = 5,100yrs (note that the scale had to be expanded to show the full range of values of

this pulse), with some small ’pulses’ that can be found in the remaining 4,900 years. This is likely due

to the smaller precipitation rate causing a lower discharge, which is eroding the bedrock and topsoil at

a much slower pace than the higher discharge of before. Because the initial decrease in erodibility was

developed with the initial higher discharge in mind, it is possible that we can get a sediment load in the

Rhine with a longer lifetime and realistic values when the topsoil erodibility is multiplied by a different factor,

creating values that are larger than used in this simulation. This simulation was repeated three times using

topsoil erodibilities that were multiplied by factors 0.15, 0.2, and 0.3 instead of the initial factor 0.1. As

expected, with a higher erodibility the sediment load also increases. The sediment load does not increase

significantly from the values that we see in Figure 4.12, however. The general pattern of evolution of

sediment load throughout the simulations are all similar to Figure 4.12 as well, with the only difference of

note being the duration of the visible signal in the Rhine. For the erodibility K × 0.15 the signal disappears
as early as t = 4,300yrs. For the erodibility ×0.2 the signal disappears between t = 6,000 and 6,200yrs,
these time steps, alongside others, are given in Figure 4.13. We see that for this simulation in particular

the initial sediment load values correspond very well with the present-day values for the Lower Rhine, with

a maximum deviation of 20%. Due to the limited reach of the Rhine for which we see sediment load, the

figure consists of images that are only the top third of our initial area of interest map, with the top of the

Upper Rhine Graben lake as the bottom of the new map.

For K × 0.3 we see that the time that the sediment signal of the Rhine is visible decreases again,

and disappears after t = 3,900yrs. This is likely due to the erodibility being so high that the erosion rate

increased again, even with a lower discharge. For decreased precipitation, and consequently a realistic

discharge, it seems that an erodibility multiplication factor of ca. 0.2 is optimal for the time of visible

sediment load along the Rhine. Because of the sediment load that is close to the reference values in the

beginning of the simulation, and because this is the case for a realistic range of discharges across the

Rhine channel, we will use this simulation as the base output to which we compare all our realizations in

our case study.
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Figure 4.13: Sediment load for decreased topsoil erodibility (base map ×0.2), increased topsoil layer
thickness, and decreased precipitation. The red triangle indicates the maximum sediment load value in

m3/s. Note that this value is not always the maximum value of the color bar, this is for visualization

purposes. For the same reason the scale of each color bar is different. The scale of each color bar is

different to increase visibility. Read 5e-4 as 0.0005. Maps made using ParaView V5.12.0.
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Part II Description

In Part II of this thesis we show a case study on the impact of climatic and anthropogenic land use change

on sediment load in the Lower Rhine. For this we will use the topsoil erodibility and precipitation that we

have calibrated in Part I. First, we will introduce the setting of the case study, namely Western and Central

Europe, where we will explore the general geography of this region including input parameters that are

related to both the continent and the North Sea. The observed sediment load and discharge for the Rhine

are given here as well. We will also explore the subsidence and uplift in this region (including the tectonic

variation that was discussed in Part I).

This is followed by a discussion on the four emission-based scenarios that will be used in the case

study. These scenarios are implemented through sea-level change and precipitation change. The latter

will be evaluated in two ways: a uniformly averaged change over the full area of interest, and a non-uniform

(i.e., regional) precipitation change. The next chapter gives an overview of all inputs that will be used, as

well as how they are processed.

Next, a scenario tree that shows the structure of all simulations that are performed for this case study is

given. Following this scenario tree, the results from all the simulations are presented. Using the sediment

load and discharge output from Badlands, first a general analysis is done on the sea-level rise, after which

the results for the land use scenarios and climate scenarios will be given.

We see that the duration of sediment load that is comparable to our reference simulation decreases as

climate scenarios get more extreme. There is a significant difference between the outputs of uniform and

non-uniform precipitation change, and in most cases the land use scenarios cause a decrease in sediment

load with respect to the reference simulation. The results and their uncertainties are further analyzed in

the discussion in Part III of this work, which is followed by a general conclusion about both the feasibility

study and the case study.
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5
Setting

5.1. Geography of Western and Central Europe
As we are interested in the sediment flux from the Rhine, our area of interest predominantly stretches

across Western and Central Europe. This area entails parts of Belgium, France, Germany, the Netherlands,

Lichtenstein, Switzerland, Italy, and Austria as shown in Figure 5.1a. The Rhine and Meuse and larger

cities along these two rivers are also indicated on this map. Figure 5.1b shows the general topography of

our area of interest, which will be an input for our simulations as initial topography. The total size of the

area is approximately 560km by 920km, or 515,200km2.

(a) Geographical map (b) Topographical map

Figure 5.1: The area of interest including the rivers Rhine and Meuse (left) and its topography (right).

Adapted from Lewis (2022) and ”Europe topographic map” (n.d.), respectively.
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5.1.1. The Rhine and the Meuse
The main river we are interested in is the Rhine. Because the Rhine and the Meuse share a delta we will

briefly discuss the Meuse too. The Rhine begins in the southeastern Swiss Alps, where it first defines a

section of the Swiss-Lichtenstein border, after which it migrates north where the river again forms a natural

border, between Germany and France. It flows further north through Germany, subsequently entering the

Netherlands at the village of Spijk (due to a shift in borders, it used to be at the village of Lobith which is

still known amongst the general Dutch public as the place where the Rhine crosses the border (Van Dalen,

1972)). The drainage basins of the Rhine and Meuse, as well as some tributaries of the Rhine are shown

in Figure 5.2.

Figure 5.2: The Meuse, and the Rhine with its tributaries, and their drainage basins. A more detailed

overview of the Rhine-Meuse Delta and the names of the rivers is given in Figure 5.7. Adapted from

Frings et al. (2019).

The Meuse originates on the Plateau of Langres, France. From there it flows north entering Belgium

and subsequently the Netherlands, where the river flows towards the Rhine. After which both the Rhine

and Meuse flow approximately parallel westward towards the Dutch shore, where the two rivers and the
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Scheldt river confluence into the Rhine-Meuse-Scheldt delta. This delta covers an area of approximately

25,347km2, making it the largest delta in Europe (Tockner et al., 2009). A simplified overview of the Dutch

waterways of which the Rhine and Meuse are a part of are also given, these will be discussed, together

with the Rhine and the Meuse themselves, in greater detail below.

The Rhine

According to the International Commission for the Hydrology of the Rhine basin (CHR), the official total

length of the Rhine is 1,232.7km (CHR, 2015). It is the second largest river in Europe, and Western and

Central Europe’s most important waterway (Uehlinger et al., 2009). It is used as a source of water for

agriculture, industry, as well as households; it carries away waste waters; is one of the most important

navigational trade routes connecting the port of Rotterdam, one of the worlds largest sea ports, to a large

part of continental Europe, and accommodates multiple nature reserves (Frings, Gehres, et al., 2014).

Apart from the port of Rotterdam, the Rhine is also home to the world’s largest inland port located in

Duisburg, Germany (Delta Alliance, n.d.). The Rhine has a drainage basin of ca. 185,000km2 (272,203km2

when the major tributaries Aare, Moselle, Main, and the Neckar are included) (Frings, Gehres, et al., 2014;

Goergen et al., 2010; Tockner et al., 2009), inhabited by a population of more than 58 million people

(European Sediment Network, n.d.-b). The Rhine is classified as a gravel bed river (European Sediment

Network, n.d.-b), which will typically have a layer of coarse grains on the bed surface which decreases

erosion of the finer grains ’sheltered’ underneath (Sklar and Dietrich, 2006).

It is of note that the Rhine can be subdivided into six morphologically distinct river sections with two

additional base levels apart from the sea (Lauterborn, 1916). These sections are, in order from upstream

to downstream: The Alpine Rhine (Alpenrhein) which flows into Lake Constance as first baselevel, the

High Rhine (Hochrhein), the Upper Rhine (Oberrhein), the Middle Rhine (Mittelrhein) which starts with

the second baselevel consisting of a quartzite reef, the Lower Rhine (Niederrhein), and the Delta Rhine

consisting of the Rhine-Meuse-Scheldt delta (Uehlinger et al., 2009). These sections and their gradient

profile with baselevels are shown in Figure 5.3.

Figure 5.3: The longitudinal profile of the Rhine, with its gradient and baselevels. From Uehlinger et al.

(2009), adapted from Mangelsdorf et al. (1990).

Upstream from each baselevel, the river attempts to reach a concave equilibrium curve. The resulting

valley side-slopes have confined major parts of the Alpine headwaters, the High Rhine, and Middle Rhine.

The Alpine Rhine together with the major tributary Aare provide ca. 34% of the total annual river discharge

as measured at the Dutch-German border. In summer, this percentage is even above 50% (Uehlinger

et al., 2009). In Figure 5.4 the average monthly discharge over 1931–2003 for four of the distinct sections

of the Rhine are given. The average discharge at the measurement station near Rees (located ca. 20km

upstream of the Dutch–German border) between 1980 and 2009 was 2,390m3/s (Frings, Gehres, et al.,

2014), while the largest discharge ever measured was 12,200m3/s in 1926 (DGJ, 1926). As of 2025, the
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flood protection works along the Lower Rhine have a capacity to safely deal with a discharge of 17,500m3/s

(Hegnauer et al., 2015).

Figure 5.4: The discharge of the Rhine measured at four measuring stations located between Diepoldsau

(Alpine Rhine) and Rees. The Kaub measurement station is located 45km upstream of the Rhine–Moselle

River confluence. From Uehlinger et al. (2009).

Because the Rhine has been and still is an important economic vein and source of water throughout

Europe, the river has experienced (and still is experiencing) a lot of anthopogenic changes. River engineers

have narrowed and straightened the river at parts to improve navigation conditions, dams and dikes have

been built in and around the main river as well as its tributaries (Frings, Gehres, et al., 2014). Likewise,

the Lower Rhine and Delta have been heavily engineered (Delta Alliance, n.d.). This caused some major

changes in the water discharge and sediment flux throughout the river and its tributaries. Presently, a

major source of sediment is anthropogenic in nature. According to Frings, Gehres, at al. (2014) the artificial

sediment supply as measured in a 285km section of the Upper and Middle Rhine accounted for ca. 44%

of the total sediment budget. This sediment budget measured over km 336-621 (from the dam of Iffezheim

until 20km upstream of Königswinter, DE) and km 640-865 (from Königswinter until Millingen a/d Rijn, NL)

of the Rhine is shown in Figure 5.5. A reference of the Rhine kilometers is found in Figure 2.3.

The distribution of the different sediment flux contributions is not uniform. The majority of the artificial

supply and dredging of sediments are found more upstream, while the contributions of tributaries (adding

sediments) and floodplain deposits (removing sediments) are larger downstream (Frings, Gehres, et al.,

2014). As reference for our simulations, the total average sediment transport by adding the individual

suspended loads and bedloads together are given in Table 5.1.

Table 5.1: Sediment flux estimates for four locations along the Rhine.

Location

(km of the Rhine)

Sediment flux

(Mt/y)

Sediment flux

(m3/s)

Average

porosity

Mineral density

(tonnes/m3)
Source

350 1.6 0.026 0.26 2.65 Frings, Gehres, et al., 2014

609 2.34 0.034 0.175

640 2.15 0.031 0.16 2.6 Frings, Döring, et al., 2014

865 2.89 0.044 0.2

For the conversion from a mass based sediment flux qs,M to a volumetric based sediment transport qs,V
compatible with Badlands output, the mineral density ρ in tonnes/m3 and average porosity φ for the total

sediments that were used in the original papers are also given in the table. The conversion is done through

qs,V =
qs,M

ρ·(1−φ) · 3.1689 · 10
−2, where 3.1689 · 10−2 is a conversion factor for millions of 1/y to 1/s. Although

this does not cover the full extent of the Rhine, it will give us a good indication of values to compare the

output of Badlands against.
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Figure 5.5: On the left the sediment budget between km 336 and 621 of the Upper and Middle Rhine for

the period 1985-2006. On the right the sediment budget between km 640 and 865 in the Lower Rhine

reach for the period 1991-2010. *Internal component of the channel. **estimated. From Frings, Gehres, at

al. (2014) and Frings, Döring, et al. (2014), respectively.

The Meuse

Although the Meuse is not the primary subject of this thesis, it does contribute sediments to the Rhine-

Meuse delta. For this reason we will shortly discuss the Meuse here as well. The Meuse is a typical

lowland river with a length of approximately 905km, and a drainage basin of ca. 34,548km2 (Descy, 2009;

European Sediment Network, n.d.-a). The main driving forces determining the status of the river waters

are urbanization, industrialization, agriculture, and navigation (European Sediment Network, n.d.-a). To

this end, the river has been heavily regulated, mainly for navigation and flood management purposes. This

has caused a decrease in biodiversity, and has severely decreased the natural functions of floodplains

(Descy, 2009). The sediment flux in the river is highly influenced by human activity, mainly due to land

use (this will be discussed in more detail in section 5.1.3) and the presence of sluices, weirs, and dams

(European Sediment Network, n.d.-a).

The Meuse is a rain-fed river, and thus highly susceptible to changes in precipitation due to climate

change. Over the last decades a slow increase of the annual discharge has been measured along the river,

with an average annual flow of 316m3/s (Descy, 2009). With increasing precipitation and the resulting

water discharge, it is also expected that the sediment flux of the Meuse will increase (J. R. Cox, Dunn,

et al., 2021). Unlike the Rhine, the Meuse has only one base level: the North Sea. The longitudinal profile

of the Meuse with the four major tectonic basins which it passes is shown in Figure 5.6.

Figure 5.6: The longitudinal profile of the Meuse. Adapted from Tebbens et al. (2000).
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The Rhine-Meuse Delta

The Rhine-Meuse catchment and delta area is mainly located in the Netherlands. The area is densely

populated and intensively used for agriculture, industry, and transport (Olsthoorn and Tol, 2001). Approxi-

mately half of the total area is less than one meter above sea level, and about a quarter lies below it (ICPR,

2024). The Rhine-Meuse delta (RMD) is a complex distributary network of channels that has been heavily

influenced by anthropogenic changes (J. R. Cox, Dunn, et al., 2021). The delta of the Rhine starts at the

Dutch-German border. Here, the Rhine splits into two branches, the Waal and the Nederrijn. About 10km

downstream, the river IJssel branches off in the northern direction and discharge55+s into the IJsselmeer.

The Nederrijn changes its name a little further downstream into the Lek, and continues flowing westward

where it is connected to the Rotterdam port canal. The Waal is the southern branch, and follows the same

direction. When it reaches the Dutch town of Dordrecht it splits in several branches and these in turn feed

the four interconnected branches of an estuary. The rivers Meuse as well as the Scheldt also debouch in

this estuary (Delta Alliance, n.d.). To get a better overview of the complexity of the distributary network

that makes up the RMD, as well as the anthropogenic influences in the form of canals and dams, the delta

area is shown in Figure 5.7.

In order to protect the country from fluvial and marine floods, thousands of kilometers of dikes form a

dense network covering more than half the country (Pleijster and Van der Veeken, 2015). The existing

approach of reinforcing these dikes, maintaining and improving storm surge barriers, sand replenishment,

and pumping is expected to protect the RMD area and the rest of the Netherlands from a sea level rise up

to 5m (IenW (Dutch Ministry of Infrastructure and Water Management), 2024). The area in the estuarine

delta that is protected by storm surge barriers has an area of ca. 250,000 ha. About half of this consists of

water and wetlands (Delta Alliance, n.d.). The regions of the port of Rotterdam and surroundings (Between

the Dordtse Kil and the Nieuwe Waterweg) as well as a large part of the area enclosed by this region and

the Amsterdam-Rijn canal and the North Sea canal are a densely populated conurbation which includes the

four largest cities in the Netherlands (Rotterdam, The Hague, Amsterdam, and Utrecht) with a combined

population of ca. 8.4 million people (as of 2020, CBS (2023)) which is almost half of the total population of

the Netherlands. This signifies the importance of the coastal and fluvial defences and water management

in this area.

Due to the complexity of the waterways, the sediment flux in the system is equally complex (Vellinga

et al., 2014). It is influenced by climate-induced changes, as well as anthropogenic processes like dam

building (Syvitski and Kettner, 2011), dredging (Rovira et al., 2014), and river engineering measures such

as canal construction and diversions (Ericson et al., 2006). In section 5.1.1 we have already seen that the

sediment flux in the Upper and Middle Rhine is heavily altered by humans. This is likely also the case

in the other parts of the Rhine, which makes it increasingly difficult if not impossible to find an accurate

estimate of the total sediment flux that would occur due to natural processes alone. Some insight in the

anthropogenic influence on sediment flux can be gained by comparing the values from the Badlands

simulations of the RMD area to the derived values for sediment flux from J. Cox, Dunn, et al. (2021). In

the J. Cox, Huismans, et al. (2021) study, the authors already conclude that human activities control the

sediment budget in the highly urbanized RMD. In their evaluation of the present day sediment flux as

well as a prediction for the sediment flux for the years 2050 and 2085, J. Cox, Dunn, et al. (2021) have

taken into account as many as 6 upstream (fluvial) processes, 6 downstream (coastal) processes, and 7

anthropogenic processes. They predict an increase of (suspended) sediment flux of 1.8 and 2.15Mt/yr in

2050 and 2085 respectively, with respect to the average value taken over the period 2000-2018 of 1.5Mt/yr

as measured at the Lobith station near the Dutch-German border.
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Figure 5.7: The Rhine-Meuse-Scheldt distributary network. Note this representation does not show all

natural and anthropogenic waterways that are actually present, only the biggest ones. Adapted from

Huisman et al. (1998).

5.1.2. The North Sea
The main base level in our area of interest is the relatively shallow North Sea. It is the northeastern arm

of the Atlantic ocean, and has an average depth of 90m (European MSP Platform, n.d.). The part of the

North Sea in our area of interest is relatively close to the Dutch, Belgian, and German shore and has a

depth not exceeding 45m. In the southeastern part of the North Sea the low-lying Frisian island range

(the Wadden) on the North coast of the Netherlands and Germany split the North Sea into the main body

and the intertidal zone known as the Wadden Sea. In addition to this, the Dutch have built considerable

dikes (Afsluitdijk - ’Closure dike’, and the Markerwaarddijk) which have closed off the inland bay now

consisting of the IJsselmeer (Lake IJssel) and Markermeer (originally planned to be reclaimed land, known

as poldering, but this has been indefinitely postponed (Rijkswaterstaat (Department of Waterways and

Public Works), n.d.)) that have influenced the depth and salinity in these areas. A bathymetry map of the
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North Sea, as well as the location of these dikes and some North Sea measurement stations are shown in

Figure 5.8.

Figure 5.8: Bathymetry of the North Sea, Wadden Sea, IJsselmeer, and Markermeer as part of the area

of interest. Measurement stations: MPN = Noordwijk, SWB = Schouwenbank, SON = Schiermonnikook

Noord. Adapted from EMODnet (n.d.).

The default sea level reference in Badlands is set to 0m, and from there a predicted sea level change

can be implemented through a file consisting of height increase relative to this point with corresponding

time intervals (Badlands Group, 2019). The sea level changes implemented in this study are discussed in

section 6.1.

Wave-related Transport Parameters

As discussed earlier, marine sediment transport will also play an important role in our simulations. This

means several wave-related parameters concerning the North Sea are needed. Firstly, the maximum

depth at which waves have an influence on net sediment transport is widely assumed to be at the -20m

depth contour (Grasmeijer et al., 2019). For the other parameters, we will base our parameters mostly on

data collected from the Dutch coast and Wadden intertidal area. This area represents the majority of the

coast line in our area of interest, and has characteristic sections that are similar to the Belgian coast and

German Wadden Sea area.

At lower shoreface, storm conditions will play an important role in net transport rates and thus have to

be taken into account. Although the average wave direction as measured in the offshore Netherlands is

approximately southwest, the wave directions during storms have more variability. Northwestern storms

are more prominent, but southwestern storms occur as well (Grasmeijer, 2018). In Figure 5.9 the wave

rose diagrams for the period 2013-2017 as measured along the Dutch shore are given, giving a value for

the maximum significant wave height (Hs in meters, in blue), mean Hs (in meters, in red), and the 90%

exceedance value (black) for each measurement station (Grasmeijer et al., 2022).

Typically, the wave heights measured are smaller at the Noordwijk station and the Schouwenbank

station (MPN, and SWB, respectively in Fig. 5.8) than at Schiermonnikoog Noord (SON in Fig. 5.8)

(Grasmeijer et al., 2019; Van der Spek et al., 2022). In Badlands it is possible to produce snapshots of

wave-driven circulation distribution by implementing wave scenarios. These are based on the input of

average wave direction, number of wave events, and the percentage of time each event is active during
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the simulation runtime (Badlands Group, 2019). For the wave directions, we will use the three dominant

approximate directions present in the rose diagrams, namely 245°, 285°, and 335°. Badlands defines

the wave directions in degrees counting from the x-axis anti-clock wise: this means the directions given

will correspond to an input of 205°, 165°, and 115°in Badlands, respectively. We also have to define the

percentage of runtime each wave orientation is set to active in the simulations. This is done by adding the

average occurrences (in percentage points) over all the rose diagrams in Figure 5.9 and normalizing them

under the assumption that no other orientations are significant. The results are given in Table 5.2.

Table 5.2: Wave orientation parameters as Badlands input.

True wave orientation Badlands input Percentage active in wave climate

245° 205° 39%

285° 165° 25%

335° 115° 36%

For the initial significant wave height, the average of all the averages in Figure 5.9 will be used, as it is

not possible to use local values for Hs in Badlands. This gives us Hs = 1.15m. According to Chaigneau et
al. (2023), a general decrease of the mean and extreme (1-in-100-year scenario) significant wave height

is predicted at the end of the 21st century using the SSP5-8.5 (Shared Socioeconomic Pathway 5-8.5,

similar scenario to RCP8.5) for the northeastern Atlantic region, with almost no change for the Belgian and

Dutch coast in particular. It is of note that there were significant changes in significant wave height when

hourly sea level variations and wave conditions were applied. In particular, the extreme significant wave

heights were larger by up to 40% (±60cm) in areas where average tidal ranges were large (ca. 10m like in

the Bay of Mont-Saint-Michel in France) (Chaigneau et al., 2023).

We will use the average value of Hs = 1.15m and assume no significant increase because of two

reasons: the temporal range of hourly variations is several order of magnitudes smaller than our temporal

resolution of years, and the tidal range for the coast along our area of interest (predominantly Belgian,

Dutch, and the Wadden Sea intertidal area) is between 1.5 and 4m (Common Wadden Sea Secretariat,

n.d.). Another important parameter concerning marine sediment transport is the mean grain diameter (d50).
This value depends on where the average of the grain sizes is taken. As we have established that the

impact of waves on sediment transport is limited to the coastline until a depth of 20m, we will use grain size

data from along the coast until this point. In general the average grain sizes along the Dutch and Belgian

coasts are larger than at the Wadden Sea intertidal areas (Van der Spek et al., 2022). The Dutch Wadden

Sea mainly consists of fine-grained sand of ca. 100-200µm, similar to other intertidal areas (De Glopper,
1967; Van der Spek et al., 2022; Wang et al., 2018). A study around the Wadden island Terschelling

showed a grain size range of 197–237µm coarsening as we go further from the shore (Van der Spek et al.,

2022). Along the Holland coast (approximately from Den Helder to Hoek van Holland in Fig. 5.9) the grain

sizes are coarser, with a median grain size range of 217–323µm, and an average value of 273µm (Van

der Spek et al., 2022). In order to take all of these values into account, we will follow the study Sediment

Transport on the Dutch Lower Shoreface by Grasmeijer (2018), using a median grain size d50 of 250µm.

The last parameter that we will discuss is the maximum wave-induced erosion rate. In order to efficiently

discuss this, we will divide the Dutch coast into three sections: the delta area (south of Hoek of Holland,

Fig. 5.9), the coast of Holland (as mentioned above), and the Wadden area (north of Den Helder, Fig. 5.9).

The delta area is affected the most by erosion together with the Wadden area. In particular the western

ends of the northern peninsulas are subject to severe erosion, ranging from 0.5 to 5m/yr (Dillingh and

Stolk, 1989).

The Holland coast is relatively stable. Some erosion and accretion occurs (less than 1 m/yr) between

Hoek van Holland and Wassenaar (located just below Scheveningen). From Wassenaar up to Egmond

aan Zee the coastline is mostly stable. To the north of Egmond aan Zee up to Den Helder the coast is

mostly eroding with a range of 0.5-1.5m/yr, where more erosion occurs further north. Between Noordwijk

and Egmond aan Zee some local accretion of ca. 2-4.5m/yr is measured (Dillingh and Stolk, 1989).
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Figure 5.9: Wave rose diagrams for the Dutch coast over the period 2013-2017. From Grasmeijer et al.

(2022).

The Wadden area consists of several small islands, of which Texel and Ameland in particular are

suffering form erosion. The west coast of Texel is subject to erosion levels of up to 10m/yr, while in the

north this is 5m/yr, and in the middle ’only’ 1m/yr. In the central and western part of Ameland erosion levels

of 3-5m/yr have been measured (Dillingh and Stolk, 1989). The erosion on most of the Wadden islands

are affecting both nature reserves and water conservation areas.

It is important to note that humans have had and still have a considerable effect on Dutch coastal

development. While the nature reserves are mostly left untouched, coastal management policy of the

Netherlands can be described as: ”the coastline will be kept in place, but not everywhere and not at any

price” (Dillingh and Stolk, 1989). In practice, this means that if the erosion of the coast would endanger the

hinterland, preventive measures will be taken. If there is no danger, the local interests that are threatened

will be measured up to the cost. An example of this is the coastal nourishment. Dutch coastal nourishment

volumes have been increased from 6.4 to 12 million m3 per year since 2001 in order to keep the coastal

zone in equilibrium with sea level rise, and this nourishment has been stable since (Brand et al., 2022;

Grasmeijer et al., 2019). Coastal erosion is a complex process, and many values can be found in literature
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for different areas and scales. Badlands only takes one value for a wave-induced erosion value, and thus

we need to use a representative value. The question becomes, what natural as well as anthropological

processes will determine the net coastal erosion in the far future? This question is impossible to answer

with the large uncertainties in both climate change and human policy. In addition to this, we are mainly

interested in influence of land use and climate change on sediment flux in the rivers, with expected sea

level rise of at least 25m: coastal environments will be significantly different from the present-day, and so

this value is of only minor importance to our research questions. With this in mind, we will use the lower

average value of the erosion rates mentioned, which is equal to 1.66m/yr.

Parameters concerning the wave-induced erosion rate that have not been discussed will take their

default Badlands value. A summary of the changed parameters is given in Table 5.3

Table 5.3: Wave-related sediment transport parameters.

Parameter(s) Value(s) Unit

Significant wave height Hs 1.15 m

Mean grain diameter 250 µm

Maximum wave influence depth 20 m

Wave directions (Badlands input) 205, 165, 115 °

Max. wave-induced erosion rate 1.66 m/yr

5.1.3. Land Usage
Humans have had a major impact on the environment by the way we use the land around us by as far

back as the stone age. It has been widely accepted that a major contribution to anthropological landscape

change was the introduction of agriculture (Nikulina et al., 2022). In modern times, ca. 80% of Europe’s land

surface has been changed by humans. These changes include urbanization and building of infrastructure

(artificial surfaces), agriculture (cropland and pasture), as well as human management of forests, semi

natural areas, and waterways/bodies (European Environment Agency, 2023). Many of these changes

have had a big impact on environmental degradation as well as climate change. Modern land use in

our area of interest is split up in five major categories: artificial surfaces, agricultural areas, forest and

semi-natural areas, wetlands, and water bodies. The exact percentages of different land use surfaces per

country are given in Table 5.4. For better visualization, the contribution of the land use categories in our

area of interest as a percentage of the total surface is given in Figure 5.10.

Table 5.4: Land use for countries in our area of interest (% of total area in km2). AT = Austria, BE =

Belgium, FR = France, LI = Liechtenstein, LU = Luxembourg, and NL = the Netherlands. Data from

European Environment Agency (2023).

Land use (% of total area in km2) AT BE FR DE LI LU NL

Artificial surfaces 5.94 20.91 6.00 9.37 13.25 10.57 13.75

Agricultural areas 31.88 56.93 58.65 56.50 20.05 52.55 59.7

Forest and semi-natural areas 61.09 21.12 33.76 31.3 64.41 36.51 10.76

Wetlands 0.25 0.36 0.70 1.25 0.98 0.02 7.15

Water bodies 0.86 0.68 0.89 1.59 1.31 0.35 8.65

A detailed table with the land usage in terms of percentage of corresponding river catchment for the

Meuse, Rhine, and four major tributaries is given in Appendix B.

From both the figure and tables it is evident that agriculture is still the most significant land use in terms

of surface area, covering as much as 57% and 74% of the Meuse and Rhine catchments, respectively.

Forests and semi-natural areas are the second largest way of land usage, followed by artificial surfaces

like cities and infrastructure (European Environment Agency, 2023). A detailed map showing the land use

of our AOI is given in Appendix D.
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Figure 5.10: Five maps that show the distribution of different land use types in % of total surface area in

km2. Note that the colorbars have different scales per figure to optimize contrast. Adapted from European

Environment Agency (2023), using CORINE0 Land Cover (CLC) 2018 datasets.
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Land use has a significant impact on the erodibility of the surface (Borrelli et al., 2017; Milazzo et al.,

2022). For this reason, future land use change is one of the main factors that will be looked at in this study.

Although much research is needed to understand erosional processes due to human impact (Poesen,

2018), we will discuss what the impact is of different land use changes on the environment and erosion

as found in the present literature. The initial erodibility values for our area of interest will be discussed in

section 3.

Agricultural Land Use

Agricultural land use is defined as the practice of cultivating soils, growing and producing crops, and

maintaining pastures in order to raise livestock. This type of land use covers the most surface of our area

of interest, and with the exceptions of Austria (of which only a small part lies on the eastern edge of our

area of interest) and Lichtenstein (as the sixth smallest country in the world with a total surface of 161km2

(Liechtenstein Office of Statistics, 2024) not the most impactful, surface-erosion-wise, in our simulations),

it covers more than 50% of the surface area of each of the remaining countries.

Several studies have shown that soil losses due to precipitation will increase when vegetative cover

(including straw) decreases or is removed (Alves et al., 2023; de Almeida et al., 2018; Rieger et al., 2016).

This holds for both croplands as well as pastures (Alves et al., 2023). Consequently, agricultural land use

has a positive effect on the erodibility of the soil as opposed to unprotected soils like barren landscapes (de

Almeida et al., 2021). This is only the case when it is assumed that the agricultural land use is implemented

sustainably, as bad agricultural practices can decrease the quality of the soil as well as being a direct

source of erosion through bad water management or tilling practices and other factors, increasing its

erodibility (Alves et al., 2023; de Almeida et al., 2018; Renard et al., 1997). Borrelli et al. (2021) have done

a comprehensive statistical evaluation of soil erosion modeling results using 1697 articles. From this study,

it was found that the mean erosion rate of bare soil was equal to ˆ̇ε = 1.2mm/yr, and that of agricultural
areas was equal to one of three values depending on the defined agriculture type: ˆ̇ε = 0.3mm/yr (generic),
ˆ̇ε = 0.5mm/yr (arable land), and ˆ̇ε = 0.1mm/yr (agroforestry). It is important to mention the vast majority of
these studies focused on water related erosion, as opposed to wind, tilling, and/or harvest erosion. We can

see that agricultural land use can cause a decrease in the erosion rate of a factor of 2.4 for arable land, up

to a factor of 12 for agroforestry with respect to barren or unused land. Agroforestry is the integration of

trees and shrubs into cropland and pastures (FAO, 2015).

Although the erosion rate is expected to decrease by applying agroforestry, does this form of agriculture

allow for enough crop production and is it economically viable to be a feasible solution? Firstly, the fact

that this question is asked is part of a larger problem, as classical agriculture practices have been mainly

measured in terms of yield, but have had devastating effects on the natural environment and the climate

(Pretty and Bharucha, 2014). In order to apply a more encompassing evaluation of agricultural land use

which not only looks at yield, but also at environmental, socio-economical, and climatic impact (as a

whole, as opposed to ’single media’ focused research like carbon or nitrogen isolated), a ’fundamental

departure’ from conventional research is required (Rosenstock et al., 2014). It is important to mention an

assumption that is often made with regards to agroforestry, which is the trade-off between cultivation and

tree cover (Pretty and Bharucha, 2014). This is not only generally not the case, according to Zomet et

al. (2009) ”trees are an integral part of the agricultural landscape in all regions except North Africa/West

Asia”. Trees in agricultural fields have been shown to enhance soil nutrient status, reduce crop stress,

reduce soil erosion through the binding of soil by roots as well as runoff effects, and the regulation of water

supply by the hydraulic uplift of water due to deep roots, which all in turn increases the yield (Waldron

et al., 2017). In addition to this, agroforestry was found to have a positive effect on biodiversity, social

well-being (through recreational value), decreased firewood collection from natural forests, and can supply

additional sources of income (and/or food) other than the increased crop yield (e.g., firewood, fruits, and

other non-timber forest products (NTFPs) varying per region (Duffy et al., 2021; Herzog, 1998; Pretty and

Bharucha, 2014; Rao et al., 2004; Waldron et al., 2017). All of this not only makes agroforestry a promising

alternative to classic agricultural land use in terms of yield, in doing so it simultaneously enhances social

and environmental goals such as the United Nations Sustainable Development Goals (SDGs) (Waldron

et al., 2017). In Appendix C an overview is given of the three main ecosystem services and types of

agroforestry.

0Coordination of Information on the Environment
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Forestation and Semi-Natural Areas

According to the Food and Agriculture Organization of the United States (FAO), forests are defined as

”lands of more than 0.5 hectares, with a tree canopy cover of more than 10 percent, which are not primarily

under agricultural or urban land use” (FAO, 2020). According to the Intergovernmental Science-Policy

Platform on Biodiversity and Ecosystem Services (IPBES), semi-natural areas or ecosystems are defined

as natural areas with most of its processes and biodiversity intact, but have been altered or ’assisted’ by

humans ”in strength or abundance relative to the natural state” (IPBES, n.d.).

As seen in Table 5.4, Liechtenstein and Austria have the most surface area covered with forests and

semi-natural area: both more than 60%. For all countries in the AOI with the exception of the Netherlands,

forests and semi-natural areas cover more surface area than artificial surfaces. The core bio-climate in

terms of forest cover found in Western and Central Europe is temperate oceanic forest (named after mild

climate conditions due to oceanic influence), with deciduous broad-leaved trees as main vegetation type.

The exception is Switzerland, which mainly has a temperate mountain system. This system is characterized

by pine forests (de Rigo et al., 2016). No differentiation in tree-type was made in the Borrelli et al. (2021)

study on erosion rates, thus only one value for forests was supplied. The mean erosion rate for forests and

semi-natural areas was found to be the same, and with a value of ˆ̇ε = 0.2mm/yr. An interesting observation
is the higher erosion rate in forests compared to agroforestry. In general, the involvement of forests or

grassland in agriculture can have a major positive impact on soil erosion and sustainability (Milazzo et al.,

2022), as discussed earlier in the agricultural land use section.

A different way forests can impact erosion is by influencing runoff. Although no differentiation was

made in tree species when modeling erosion rates, the tree species can make a difference in the runoff

during precipitation events. An evaluation of 92 published studies by Rahman et al. (2023) showed

that conifers (e.g., pine trees) provided a better protection against runoff through higher interception and

transpiration values than broad-leaved trees, but broad-leaved species provided better soil infiltration,

decreasing drying out of soil. Both in forested areas as well as urban ’forests’ the mixing of both species

will result in maximized reduction of runoff, in particular during storms. Although Badlands does not take

into account vegetation directly, the effects will be included through the erodibility. Although not possible in

Badlands, the effect of tree diversification needs to be taken into account in an overall analysis of land use

effects.

Artificial Land Use

In Europe, all land use per surface area stayed relatively constant in the last few decades, with the exception

of artificial surfaces. During the period 2000-2018, artificial surfaces in Europe have increased by 6%, or

by 14,049km2 (European Environment Agency, 2023). Effectively, the Netherlands has more surface area

used for human made structures and infrastructure than it has forests and semi-natural areas. This artificial

land use reduces the soil erosion by covering significant portions of the soil with human-made, virtually

impermeable materials like asphalt, pavement, and cement. This process is also called soil sealing. Soil

sealing effectively stops the natural erosion processes at the surface with respect to the soil, and thus the

soil erosion in this land use category is assumed to be negligible. Notable negative effects of this type of

land use include loss of biodiversity and loss of potential carbon sequestration (European Environment

Agency, 2023).

A possible change in future artificial land use is the implementation of ’the symbiotic city’. This is the

adjustment and/or building of cities to have ”social-ecological, circular, institutional and technical networks

that reconnect soil, water, wind and organisms in urban practices” (Stuiver, 2023). The increase of ’green’

in urban areas specifically is not only vital for cooling down cities in warming conditions, but has been

found to play an important role in increasing air quality, improving population-level mental health, and

promoting a more sustainable lifestyle (Aram et al., 2019; Barton and Rogerson, 2017; E. A. Richardson

et al., 2012; Szulczewska et al., 2014). According to De Roo (2011), ca. 25% of the total urban area within

the symbiotic, or ’green’, city should be allocated to green areas like parks, distributed over the city. For

this scenario we will assume that this increase in natural areas increases the erodibility within artificial land

use. This will be discussed in section 7.2.6.

An important factor related to artificial land use is population growth. Although no dominant trend

between urban land expansion (ULE) and population growth has been observed in different continents,

generally cities with a higher ULE than population growth are found in Europe (Mahtta et al., 2022).

Simulations based on future fertility, mortality, and migration rates show a general population increase
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until 2026, followed by a gradual decline until 2050, and then a faster decline up to 2100. Only one

projected population trajectory shows an increase in population up to 2100, and this increase is insignificant

compared to the total population today (Eurostat, 2023). Although the average European population is

expected to go down in most scenarios, the predictions between individual countries vary considerably.

Belgium, France, Luxembourg, the Netherlands, Austria and Switzerland are among the countries that

have a predicted increase in population up to 2100, mainly due to immigration. Most of these countries are

projected to have a population increase of up to 8%, with the exception being Switzerland (+16%) and

Luxembourg (+54%) (Eurostat, 2023). Given the small population of Luxembourg, this large increase will

result in a population that is still less than a million people (993,916, growth with respect to the numbers of

2022) (STATEC, 2022).

5.2. Subsidence and Uplift
The total subsidence signal can be divided into two main contributors: anthropogenic subsidence and

natural (or ’background’) subsidence (Candela et al., 2020; Fokker et al., 2018; NWA-LOSS, 2022). These

main contributors can be divided again, into the following sub-contributors:

Figure 5.11: Main and sub-contributors of total subsidence. Adapted from NWA-LOSS (2022).

In Figure 5.12 a high resolution map of the total vertical displacement in Europe is given. Due to the

absence of data on Switzerland, this gap was filled in using areas of average displacement as defined by

Brockmann et al. (2012).

The vertical displacement as shown in Figure 5.12 is the accumulated uplift rate of all different mecha-

nisms present on regional or even local scales. This means part of this displacement is due to human

involvement, the duration of which might not span the full 10,000 year runtime of the simulation. We will

now explore some of the sub-contributors and their expected temporal effect in some detail using regions

in our AOI where they are relevant.

5.2.1. The Alps/Switzerland
The average values given to the Swiss areas were determined using a leveling-derived model, and take

the values of: -0.1±0.1 (area N), -0.1±0.2 (W), 0.2±0.1 (C), and 0.9±0.3 (Alps), all in mm/year. It is

of note that although the average uplift value for the Alpine arc area in Switzerland (indicated by ’Alps’

in the figure) is around 1mm/yr, locally the uplift rate can be as high as 2mm/yr (Vanoise-Zermatt area,

southwestern point of Switzerland) and 2.5mm/yr (found at the Central Alps area near Davos, at the

Swiss-Austrian border; Sternai et al., 2019). There is still uncertainty about the different mechanisms

that cause uplift in the European Alps (Mey et al., 2016), and the individual contribution (magnitudes)

of these uplift mechanisms in the Alps are under debate (Sternai et al., 2019). The main mechanisms

described in literature are the uplift as a response to glacier shrinkage (glacial isostatic adjustment (GIA))

(Barletta et al., 2006; Nocquet et al., 2016), isostatic response to erosion (Nocquet et al., 2016; Schlatter

et al., 2005), isostatic adjustment to lithospheric structural changes (e.g., slab detachment, delamination

of the continental lithosphere, Champagnac et al., 2009; Sternai et al., 2019), dynamic traction due to

sub-lithospheric mantle convection (Braun, 2010; Gvirtzman et al., 2016; Sternai et al., 2019), and lastly the

uplift due to an orogenetic, tectonic process (e.g., the penetration of the Adriatic block into the European

lithosphere due to its counterclockwise rotation) (Mey et al., 2016; Nocquet and Calais, 2004; Schlatter

et al., 2005). Our area of interest mainly includes a part of the Western European Alps. This part of the

mountain range presently has virtually zero horizontal velocity boundary conditions (Nocquet et al., 2016).

This means we will only take the vertical displacement of this area into account. However, what are the

temporal scales at which different factors contribute to the vertical displacement of the Alps in the next
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Figure 5.12: A: a high resolution vertical displacement map of Europe with the average vertical

displacement of Switzerland from Brockmann et al. (2012). B: a zoomed in map with Google Earth image

of a significant displacement anomaly on the right. From Copernicus Sentinel data (Copernicus Land

Monitoring Service (CLMS), 2021), Brockmann et al. (2012), and Google Earth Pro.

10,000 years?

According to several studies, a significant portion of the present-day uplift of the Western and Central

Alps region is due to the GIA, where estimates range between 30% up to 90% (Grosset et al., 2023; Mey

et al., 2016; Nocquet et al., 2016; Sternai et al., 2019). Estimates concerning the extent of the GIA are

usually done by looking at the last glacial maximum (LGM). This is defined as the period where ice sheets

were at their greatest extent, from approximately 26.5 kyr to 20kyr ago (Clark et al., 2009). Typically, Earth’s

viscous response (isostatic adjustment) happens on the scale of thousands of years (Lloyd et al., 2023).

As an example, the GIA in Fennoscandia has been going on since the first substantial ice-melting after the

LGM 19,000 years ago (completely melted away around 9.7 cal kyr BP = 9.7 kyr before 1950 (calibrated

’Before Present’ date) Stroeven et al. (2016)), and is expected to continue for the next thousands of years

at least. A very rough estimation of the remaining time of continuing uplift in this region can be calculated

from the Amantov and Fjeldskaar (2016) estimation of the remaining isostatic uplift of 40m in the Gulf of

Bothnia and the present average uplift rate there of 10.12mm/yr (Lidberg et al., 2010). When we assume

this rate will remain approximately the same in the future, this results in a roughly estimated remaining

time of active GIA of ca. 3,600 years. The ice sheet thickness in this region was over 2.5km (Siegert et al.,

2001). The ice sheet covering the Alps during this LGM is estimated to have been 1,400m (with a surface

elevation of 3,010m, Kelly et al. (2004)), in addition to covering a substantially smaller surface area. This

means we can expect the effects of the glacial isostatic adjustment in the Alps to last for some thousands of

years, but likely not the full duration of our simulation. Due to the present uncertainty on the contribution of

GIA on the uplift in the Alps, in addition to the change in the total uplift and possible change in contribution

dynamics as a consequence of the GIA reaching equilibrium, it is virtually impossible to find accurate,

complete estimations for uplift in the Western Alps for the duration of our simulations. Fluvial systems

could react to a change in GIA, however. In order to check this we will define two vertical displacement

predictions based on the GIA scenario in our simulations. The predictions differ in the remaining temporal

extent of the GIA in Fennoscandia as well as the Alps.

The isostatic adjustments to surface mass redistribution due to erosion, and to lithospheric structural

changes are contributions that will be relevant at scales of 10 kyrs (Sternai et al., 2019). The maximal uplift
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due to erosion and sediment redistribution in the Central Alps was estimated by Mey et al. (2016) to be

ca. 0.5mm/yr, while a time-averaged uplift rate calculated using a late-Quaternary erosion and sediment

deposition reaches 0.25mm/yr. Although a possible uplift contribution by asthenospheric upwelling (Zhao

et al., 2016), as well as a slab detachment event during the Pliocene-Pleistocene below the Western Alps

(Lippitsch et al., 2003) were proposed, still much uncertainty exists about these possible contributions

(Sternai et al., 2019; Zhao et al., 2016). It is true however that the models that account for deglaciation

effects, sediment redistribution, as well as lithospheric heterogeneities, show significant differences with

the modern uplift measurements. To account for these differences, uplift due to contributions of the solid

Earth should be considered. Sternai et al. (2019) considers these contributions to possibly be in the

order of 30% of the total uplift across the whole orogen. In the Western Alps, results have shown that the

dynamic adjustment due to sub-lithospheric mantle flow has caused either slightly negative to no uplift at

all (Sternai et al., 2019).

5.2.2. Short-term Anthropogenic Influences
An interesting anomaly in Figure 5.12, indicated by A, is the Hambach opencast lignite mine located

between the towns Jülich and Kerpen in North Rhine-Westphalia, Germany. The mine is still active,

outputting 23 million tonnes of coal per year (as of end of 2021), and at its deepest point lies 411m below

global mean sea level (GMSL) (RWE, 2021), which explains the high rate of subsidence measured. Due

to the European Union’s commitment to reduce CO2 emissions by at least 55% by 2030, Germany has

adopted the Act to Reduce and End Coal-Fired Power Generation (SMARD, 2021). As part of the resulting

coal phase-out, the coal extraction in the Hambach mine will end in 2029 (RWE, 2021). In order to avoid

the creation of unrealistic lakes and activating different corresponding sedimentary processes in Badlands

due to this anomaly in the map, the elevation of the mine will be artificially corrected by interpolation of

surrounding values.

Another anomaly is the relatively fast subsiding area in the north of the Netherlands, which is caused

by the consequences of natural gas production of the Groningen gas field. As per October 2023 the

production of this field, which is the largest natural gas field in Europe, has ceased indefinitely (Rijksoverheid

[Government of the Netherlands], 2023). In the worst case scenario as modeled by Van Thienen-Visser

and Fokker (2017), the local subsidence will continue until flattening out around 2080. This will then

have resulted in a total subsidence of ca. 46cm at the center of the affected area, with decreasing total

subsidence going down to 0cm in the afflicted area of a radius of ca. 20km.

5.2.3. The North Sea Area
For the vertical displacement of the sea floor, we will use the rough predictions of Holocene (the last ca.

11,700 years of Earth’s history) tectonic subsidence as determined from mean sea level (MSL) residuals

by Vink et al. (2007). Specifically, we will only apply the values that were found to significantly reflect

subsidence, and interpolate the rest of the North Sea area from these points. These data points are from

the Dutch North Sea west, the oyster grounds located NW of the Dutch coast, and the E-W shipping route

as measured just to the north of the German island ’Juist’.

5.2.4. General Vertical Displacements
For the remainder of our area of interest, it is also important to differentiate between vertical displacements

from anthropogenic, tectonic sources, and glacial isostatic adjustment (Van Camp et al., 2011).

Van Camp et al., 2011 has investigated repeated absolute gravity measurements at nine stations over

a period of 8 to 15 years (depending on the location). These stations are mainly located in the Belgian

Ardennes and Eifel area (Membach, Sprimont, Manhay, Werpin, Sohier, Monschau) and Roer Valley

Graben (Jülich, Bensberg), and one is located on the Belgian coastline at Oosteinde. When accounting for

GIA, all stations showed a negligible tectonic vertical displacement with exception of the station at Jülich

(influenced by the nearby Hambach mine) and Sohier (possibly biased due to the relatively short timespan

of time series data) (Van Camp et al., 2011). Over the research area, the GIA induced subsidence was

found to be a practically constant vertical movement of −0.5±0.9mm/yr.
Furthermore, we will use data from Henrion et al. (2020) for vertical displacements of the Upper Rhine

Graben area, and subsidence in the Netherlands from Kooi et al. (1998) and Vink et al. (2007). The vertical

displacement map from Le et al. (2024) will mainly be used for the data points in the north and northeast

of our AOI (e.g., middle and north of Germany). We will assume that the extent of the Fennoscandian GIA
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in Europe is negligible south of the 50°latitude line, approximately following Lidberg et al. (2010). The

implementation of the interplay between the GIA and the local and regional displacements caused by other

tectonic and anthropogenic causes are beyond the scope of this project and will likely not influence our

results significantly.

Some synthetic points will be calculated or read from given displacement maps in order to both get

enough points along the edges to properly define our area of interest during interpolation, and to account for

the gap between resolution and actual processes. An example of this is the insertion of a denser collection

of points in the Upper Rhine Graben and the Vosges to account for the difference in the movement of the

Graben with respect to its ’shoulders’: this could otherwise lead to the Rhine being forced to divert to the

west through France or take another route that does not conform with the present-day situation.

As we have seen, there is a lot of uncertainty in the vertical displacement rates for the area of interest,

and in particular areas that are influenced by glacial isostatic adjustment and the temporal range of this

contribution. For this reason, as stated before, two vertical displacement scenarios will be used. One in

which the present uplift and subsidence rates will be assumed to remain constant (a ’business as usual’

scenario) for the next 10,000 years, and a scenario where the GIA contribution is limited to its (coarsely)

predicted temporal range of 3,600 years for Fennoscandia and (an arbitrarily chosen) 2,000 years for the

Alps, and thus less overall uplift/subsidence will occur in these specific areas. The data points and the

resulting interpolated displacement maps for each of these scenarios are given in section 7.2.3.
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Climate Scenarios

6.1. Sea Level Predictions
Sea level is one of the extrinsic forcings available in Badlands, and is an essential part of the source-to-sink

system. In Badlands, the sediment supply to a basin margin (e.g., the sea/coastline) is dynamically

determined through interactions between (amongst others) climatic and eustatic variations (Ding et al.,

2019). Sea level change is a major consequence of anthropogenic climate change (Dangendorf et al.,

2015; IPCC, 2014; Slangen et al., 2016). In order to more accurately predict the landscapes of the future,

feasible predictions for sea level change are essential.

The global mean sea level (GMSL) changes mostly through a combination of a decrease in land-water

storage, oceanic thermal expansion caused by increased heat uptake (IPCC, 2014), and ”an increase

in mass loss from land ice (glaciers and ice sheets)” (Clark et al., 2016). Since 1970, the predominant

cause of sea level rise, both globally and in European regional seas, has been anthropogenic forcing.

Thermal expansion of ocean water has been surpassed as the main contributor of sea level rise by melting

of glaciers and of the Antarctic and Greenland ice sheets since the year 2000 (Fox-Kemper et al., 2021;

Oppenheimer et al., 2022). The response time of the GMSL to perturbations in the different components

varies: for land water there is a short response (100yr), for shallow-to-intermediate ocean temperatures and
glaciers this response time is intermediate (101-102yr), and a long response time (103-104yr) corresponds
to both ice sheets (Wigley, 1995) and deep ocean temperatures (due to slow mixing of the energy deviation

into the large ocean thermal reservoir (Bryan et al., 1982; Hansen et al., 1985; Siegenthaler and Oeschger,

1984; Stouffer, 2004)).

We introduce four 10kyr sea level simulations by Clark et al. (2016) that will be used as input in our

LEM. These four future sea level changes, including the sea level change of the past 20kyr as reference,

are shown in Figure 6.1.

These simulations are based on the different factors contributing to sea level change described above,

in relation to four future emission scenarios: 1,280, 2,560, 3,840, and 5,120 PgC as indicated in the figure

(Clark et al., 2016), where 1 PgC is equal to 1 Gigatonne of carbon emissions. It was assumed these levels

of emission are accumulated between 2000 and 2300, after which a net zero emission state is assumed to

be reached. The local effects of Glacial Isostatic Adjustment is also taken into consideration in the sea level

rise. According to Eby et al. (2009) and National Research Council (2011) nearly 100% of any emission

scenario related sea level rise will remain after 10,000 years. The current cumulative anthropogenic carbon

footprint is already rapidly approaching the 1,280 PgC emissions scenario. According to Jones et al. (2023)

global accumulative CO2 emissions in the period 1851–2021 were approximately 674 PgC (converted

from PgCO2 to PgC using a conversion factor of 3.664, Størens (n.d.)). This is based on the accumulative

emissions of CO2 only: the accumulative CO2 equivalent emissions of methane (CH4) and nitrous oxide

(N2O) are not taken into account as these gasses have a different atmospheric residence time and thus

would not influence the temperature and/or sea level change at the same time scale, overestimating the

resulting sea level on the longer term. If policy measures to reduce emissions and remove atmospheric

CO2 are not enacted soon, the 1,280 PgC emission scenario is ”all but guaranteed”, resulting in a significant

millennia-scale sea level change (Clark et al., 2016). The highest emission scenario of 5,120 PgC is

substantially lower than the potential emissions of the ”known and currently attainable carbon reserves

and resources, which are estimated to be between ∼9,500 and 15,700 PgC” (Clark et al., 2016; Rogner

68
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Figure 6.1: Past and future changes in sea level. From Clark et al. (2016).

et al., 2012). This means that although it is our worst case scenario, it is not the worst case scenario with

regards to climate change and its consequences. An illustration of the state of the Greenland and Antarctic

ice sheets corresponding to the 5,120 PgC scenario is given in Figure 6.1.

As mentioned before, the GMSL does not necessarily correspond to European regional seas. However,

the Dutch North Sea (being our oceanic basin of interest) is part of the European coastline where the

relative sea level is projected to be reasonably similar to the global mean sea level (European Environment

Agency, 2024). This means the sea levels predicted by Clark et al. (2016) can be used reliably (in as

much as uncertainties in future predictions allow for reliability) for our simulations.

6.2. Precipitation Predictions
Rainfall is also one of the extrinsic forcings available in Badlands. As discussed in section 2.2.5, a

precipitation map covering the area of interest will be used for our simulations. For this we need to look

into different factors concerning precipitation in our area of interest.

An important factor related to precipitation is temperature change (Collins et al., 2013). In Clark et al.

(2016), ice sheet and glacier simulations were based on a mapping between the cumulative emissions and

increasing temperature. In order for our simulations to stay consistent in the use of the CO2 emissions and

sea level rise from Clark et al. (2016), we will apply the same temperature increase for our simulations. The

emission levels (1,280, 2,560, 3,840, and 5,120 PgC) correspond to a mean global temperature increase

of 2.5, 4.5, 6, and 7°C, respectively. According to Collins et al. (2013), it is virtually certain that long term

global precipitation will increase with increasing global mean surface temperature. It is estimated that the

global mean precipitation will increase by 1 to 3% per degree Celsius of warming (Collins et al., 2013).

Global climate models used by the IPCC generally provide consistent and reliable simulations of climate

variability, but do this only at the continental to global scales. This is largely due to the use of typical spatial

resolutions larger than 100km, which is larger than mountains and land cover features that influence local

climate (IPCC, 2014). As our area of interest is sub-continental scale, we also need to look into regional

precipitation changes.

Higher temperatures in continental (i.e., areas with a predominant continental climate) warm seasons

are expected to be accompanied by lower precipitation amounts. This means that over land, strong

negative correlations between temperature and precipitation dominate (IPCC, 2007). It is also expected,

that at latitudes poleward of 40°(most of Europe, with exceptions of southern Spain/Portugal and southern

Italy) positive correlations dominate in cold seasons as the lower temperature limits the water-holding

capacity of the atmosphere (IPCC, 2007). These large-scale correlations between the monthly mean

temperature and precipitation in Europe have stood up to the test of time since they were formulated by
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Madden and Williams (1978). From this seasonal precipitation data, the average annual precipitation in a

region can be determined. On Continental European scale, the average annual precipitation has shown

no significant changes since 1960 (Haylock et al., 2008). However, on a regional scale significant changes

are predicted. Specifically in Northern Europe the precipitation is predicted to increase significantly, and in

Southern Europe the precipitation is predicted to decrease (European Environment Agency, 2021). Our

area of interest is located in Western and Central Europe, where the smallest to no changes in average

precipitation are predicted, in line with average annual European predictions overall. This trend is the

same for any emission scenario simulated by the IPCC, as shown in Figure 6.2. The Representative

Concentration Pathways (RCPs, i.e., emission scenarios) RCP2.6, RCP4.5, and RCP8.5 in the figure

correspond to a CO2 equivalent atmospheric concentration of 880, 1,276, and 2,597 PgC, respectively, by

2100.

Figure 6.2: Annual precipitation data from 1950-2020 and projections until ±2085. From European

Environment Agency (2021).

While the average precipitation over Western and Central Europe stays approximately the same, the

different scenarios can show us the differences in the distribution of precipitation, with higher emission

levels corresponding to larger regional differences. The predicted precipitation change between the periods

2011-2040 and 2071-2099 for both the RCP2.6 and RCP8.5 are given in Figure 6.3.

Figure 6.3: Predicted change in accumulated precipitation for periods 2011-2040 and 2071-2099, for

RCP2.6 and RCP8.5. Adapted from European Environment Agency (2021).
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It is not reliable to linearly extrapolate the presented precipitation changes as given in Figure 6.3 to

the temporal scale that is relevant to this study, namely 10kyr in the future (Collins et al., 2013). While

the applied temporal resolution for our simulation is far greater than the latest predictions of the IPCC

up to the year 2100, it is expected that the general patterns of precipitation change as seen in Figure

6.3 stay similar (European Environment Agency, 2021). Due to the geographical location of our area of

interest, the average annual precipitation is expected to increase in the upper coastal regions and the

northeast (The Netherlands, N-NW Germany, and Belgium), and will either increase or decrease in the

south and southwest, depending on the scenario. For the CO2 emission scenarios used in this thesis

(1,280, 2,560, 3,840, and 5,120 PgC) it is expected that the precipitation change distribution will follow the

trend of RCP8.5 (approximately equal to our 2,560 PgC scenario) in Figure 6.3. This distribution is also

influenced by geopolitics however, hence the boundaries of change are equal to the regional borders. This

is of course not the case in reality, and thus we will apply a change that follows the trend, but is independent

on the regional borders as shown in the figure. The percentile change in precipitation is dependent on the

total temperature increase caused by the emission level. This means the change will reach its maximum

when the emission levels and subsequently the temperature has reached their maximum too.

The capacity of air to hold water increases by ca. 7% per 1°C warming (Trenberth, 2011). This means

that the intensity of precipitation events will increase. In addition to this, storm tracks are projected to shift

poleward, likely increasing the amount of rainfall in heavy precipitation events in the whole of our area of

interest as well (IPCC, 2014; O’Gorman, 2015). Thermodynamic effects due to the increased moisture

holding capacity of air will likely cause an increase in precipitation variability over scales from daily to

multiyear (Zhang et al., 2021). This change in variability can potentially be modeled by forcing that a given

precipitation must occur during a shorter amount of time in the simulation. Due to the time step size of

100yrs however, changes on a daily-to-multiyear will not be able to be applied and could be subject to

future research. We will mainly focus on the average change in precipitation over longer scales, where

some variability in precipitation change (in terms of precipitation amounts, not events) on the regional scale

is applied following the structure as shown in the RCP8.5 scenario in Figure 6.3.

While we have discussed the changes in precipitation, we have not introduced a baseline precipitation

map which we will use as initial input. We will use a high resolution (0.1°, or 11.1km) data set comprising of

the mean annual precipitation over the period 2011-2023 (Cornes et al., 2018). This will then be interpolated

to correspond to the resolution of the topographical grid (which determines the resolution/size of all datasets

in Badlands). The initial map (or base map) for annual precipitation is given in Figure 6.4. Note that there

are no precipitation measurement stations on the North Sea, thus the lack of precipitation there. This

will not impact the simulations, as the sea level rise is determined by a separate input independent from

rainfall.
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Figure 6.4: Map showing initial annual precipitation in meters per year in the area of interest. The

precipitation was calculated by averaging over the annual precipitations of the years 2011-2023. Data

from Cornes et al. (2018).



7
Defining and Processing Inputs

Many of the required parameters and datasets that will be used as input for our simulations were discussed

in earlier sections, and the calibration of the precipitation and erodibility values were discussed in Part

I of this thesis. Here, a structured overview of all the data and non-default parameters will be given.

Additionally, the processing methods of the 2D data maps (e.g., precipitation map, topographic grid map,

etc.) will be explained in some detail.

7.1. Overview of Input Data
As touched upon earlier in this report, the user input files and parameters can be given to Badlands through

an XML parser. In Appendix G a full example of such an XML input file is given, with the parameters and

settings representative of the simulations that were performed.

7.2. Processing Methods
In order to combine different datasets with variable spatial and temporal resolutions, as well as fill in gaps in

the data, some processing is necessary. The different inputs and how they were processed are discussed

next.

7.2.1. Data Ordering
The 2D input datasets are required to be structured in a 1D column, ordered from the lower left corner

to the upper right corner through row-wise indexing (Badlands Group, 2019). This structure is shown in

Figure 7.1. From this regular grid, Badlands will create a triangulated grid to perform its calculations, as

explained in section 2.3.

Figure 7.1: The required ordering scheme for 2D datasets. From Badlands Group (2019).
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7.2.2. Topographic Maps
As discussed in section 2.3, the topographic map used for simulations will be imported as a CRS:

WGS84/Pseudo-Mercator coordinate dataset from the EPSG registry (MapTiler Team et al., 2022). This

will then be converted to a TIN in Badlands (Badlands Group, 2019). The ’cubic’ interpolation method (also

known as Finite Element Method) is used to create a smooth surface which brings out local trends in the

dataset accurately (Mitas and Mitasova, 1999). The coordinates of the four corners of the map are given

in Table 7.1.

Table 7.1: Coordinates for the four outer corners of the AOI. Given in decimal degrees (latitude,

longitude), EPSG:3857.

Lower left corner Lower right corner Upper left corner Upper right corner

Coordinates 45.5°, 3.00° 45.5°, 11.0° 53.8°, 3.00° 53.8°, 11.0°

The resolution that is suited for our purposes, and thus will be used for all maps, is 1,824×2,930 grid
cells, where each cell is 307m×314m. The reason for using this resolution is given in section 4.

7.2.3. Vertical Displacements
Because the spread of vertical displacement in Western and Central Europe is not that big (generally

on the order of ±1mm/yr with exception of the Alps and specific human made anomalies), the vertical
displacement map is made through a cubic TIN interpolation (in order to represent local trends accurately)

of 75 data points. These points are determined by regional ground station (gravimetry) data as well as

satellite data and data collected from models based on this primary data. The input file is then structured as

discussed in the section on data ordering above, with the values in the column representing the cumulative

displacements during the given period in meters. We introduce our two scenarios: scenario T1 represents

a continuous vertical displacement as present day for the next thousand years. The second scenario

consists of three vertical displacement maps. The first which will use the same displacement rates as the

T1 map for the first 2,000 years. After this point, the GIA part for the Alps is removed, which constitutes

the second map until 1,600 years later. This is when, after a total of 3,600 years, the Fennoscandian GIA

is assumed to have reached equilibrium and this influence will be removed. The third map then consists

of the total vertical displacement of the area of interest for 3,600 until 10,000 years in the future, without

any GIA related displacement. The interpolated vertical displacement maps for each of these scenarios

together with the location of the original data points are given in Figure 7.2.

7.2.4. Precipitation Maps
As stated in section 6.2 the precipitation change will be applied in two ways to the AOI. The first is a

change in precipitation based on the distribution shown in Figure 6.3. This distribution is influenced by

geopolitics, and therefore should only be used as a general indication of change, and not as an accurate

map corresponding to reality. In order to remove the geo-political bias in the data, as well as simplify

the implementation of the precipitation change to the base map, the change distribution in the figure was

discretized into a polygon layer in QGIS that corresponds to the general gradient that is present in the

predicted precipitation change map. For every scenario, this gradient consists of a range of 10 values that

were scaled based on the range given in the RCP8.5 scenario in Figure 6.3. This range was normalized

and scaled to the maximum percentile precipitation increase per degree Celsius (= 3%/°C, Collins et al.

(2013)), in combination with the respective predicted temperature ranges from Clark et al. (2016) for

each scenario. The uniform precipitation change for each scenario was determined by calculating the

area-weighted-average of the non-uniform precipitation change. A general example of the polygons used

for both the non-uniform and the uniform precipitation change are shown in Figure 7.3.

An overview of the temperature increases and corresponding non-uniform and uniform precipitation

change per scenario is given in Table 7.2. The average uniform precipitation change for Western and

Central Europe calculated from the non-uniform data is in line with the general predicted global precipitation

change (and that of continental Europe).

The increased precipitation rate will be implemented after the first 300 years in the simulations. The first

300 years the base map will be used. This assumes the atmospheric CO2 and corresponding temperature

will be at their maximum after this time, after which a net zero emission state is reached. This follows



7.2. Processing Methods 75

Figure 7.2: The interpolated cumulative vertical displacement maps showing original data points in red.

Image A on the left is the cumulative vertical displacement corresponding to T1. Images B, C, and D are

the cumulative displacement for the situation in where the GIAs do not last the full 10,000 years. Every

image (B-D) corresponds to the cumulative vertical displacement for a period in which a change in vertical

displacement has occurred. Made using QGIS (QGIS.org, 2024).

Figure 7.3: The polygons used to implement precipitation change (∆P ) to the base map. A positive sign

means increase, negative sign a decrease.

Table 7.2: The temperature increases and corresponding non-uniform and uniform precipitation change

(in percentage) per emission scenario. ∆P is the change in precipitation.

Emission scenario (PgC) 1,280 2,560 3,840 5,120

Temperature increase (°C) 2.5 4.5 6 7

∆P Range (%) -7.5 to 7.5 -13.5 to 13.5 -18 to 18 -21 to 21

∆P Area-weighted-average (%) 1.61 1.62 1.63 1.63

the assumption made by Clark et al. (2016) used for the sea level predictions. Although the increase of

precipitation will already occur in these initial 300 years, there is no data supporting how this increase will

go. In order to not impose or create data ourselves without supporting evidence, a simple step function is
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used from the base level up to the maximally changed precipitation after 300 years. As we are simulating

over a period of 10,000 years, this is likely not of significant impact, it however has to be taken into account

if sudden changes are observed in the initial time period.

All of the precipitation maps will also be multiplied by a factor of 0.3 (in case of the non-base map

this is done after applying the climatic changes) to account for evapotranspiration and infiltration-related

reduction of the amount of water that will determine the discharge. This is further explained in section 4.

7.2.5. Generating Sea Level Curves
The sea level curves are directly based on the results of Clark et al. (2016), and have been extracted from

the plots shown in Figure 6.1. This was done using the web-based plot digitizing tool WebPlotDigitizer

(Rohatgi, 2024). The validity and reliability of WebPlotDigitizer was analyzed by Drevon et al. (2017), and

they show that there was a near-perfect relationship between the values calculated from extracted data

using WebPlotDigitizer and the original reported values (with a Pearson correlation coefficient of r = 0.989,
p < 0.001), concluding it is a reliable and valid tool for data extraction.

The files containing the sea levels consist of two columns. The first is the time in years, the second is

the corresponding sea level in meters. The data does not have to be equally spaced, as Badlands will use

linear interpolation to find the values in between data points (Badlands Group, 2019).

7.2.6. Land Use Changes
The land use will be changed using the artificial land use and agricultural land use (excluding vineyards

and olive groves) areas as defined by the CLMS (2020) map. These areas (or polygons) are shown in

Figure 7.4. Using these areas, the necessary changes are projected on the erodibility map (e.g., changing

all artificial land use erodibility factors to 0). Given the projected population increase over our AOI, and

Figure 7.4: The isolated images showing agricultural land use on the right and artificial land use on the

left. The polygons used for defining and changing land use are based on these maps. Data from

Copernicus Land Monitoring Service (2020).

given the spatial resolution of our simulations, the potential urban land expansion would still be smaller

than a radial expansion of the largest urban areas. For this reason, together with the high uncertainty of
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predicted urbanization rates in the far future (after the year 2100) and the complexity in applying such a

change, we will keep the total area of artificial land use stable throughout our simulation runtime. For the

third land use scenario where the inclusion of more nature in artificial land use areas causes an increase

in erodibility, we will base this change on De Roo (2011). It is not realistic nor possible within the software

used to accurately and stochastically define 25% of the artificial land use as patches of natural surface

area, either manually or through algorithm. An alternative to this is to increase the erodibility for all of the

artificial land use area, but do this by only 25% of the base topsoil value.

7.2.7. Erodibility Maps and Layer Thicknesses
As discussed before, the topsoil erodibility value is used to represent land use change. This means that for

each land use method, a different topsoil erodibility map is used. For each of these maps we will use the

same soil thickness map. All of these data sets have been interpolated linearly in order to prevent values

that were outside the minimum and maximum values, as can be the case with a cubic interpolation. As

we only use a single other layer for the bedrock erodibility, we will assume this layer is practically infinite

in depth. In Badlands, the relative short duration of the simulations with respect to geological time, and

the low orders of magnitude for the bedrock erodibility means that an arbitrary depth of 500m acts as an

infinite thickness.

Because of the high uncertainty within the erodibility values that were initially found for the topsoil

and bedrock, and to get a feeling for the processes in Badlands regarding topsoil/bedrock erosion, the

configuration of two separate layers with their respective K-factors will initially be used in the proof-of-

concept simulations, and compared to a similar simulation using only a bedrock layer.

Based on these initial results all simulations will use the topsoil erodibility maps that are scaled by

a factor 0.2, and the topsoil layer thickness map that is scaled by a factor 100. The average erodibility

calculated for the erodibility maps corresponding to the three land use scenarios are given in Figure 3.4.



8
Modeled Realizations

The simulated realizations (i.e., combination of different scenarios) have several variables. In particular,

the sea level (S), precipitation (P), and land use (L) combination will vary between model realizations. This

is done following the structure illustrated in Figure 8.1.

Figure 8.1: Realization tree for a single sea level scenario. The dashed line indicates the repetition of this

scheme for the other three sea level scenarios. S = sea level scenario, P = precipitation change

scenario/map, and L = land use change scenario.

The background of the main contributing variables of sea level, precipitation, tectonics, and land use

have been discussed in previous sections. In order to efficiently communicate the use of each variable in

the modeled realization and outside of it we will introduce the following notation, given in Table 8.1. The

reference simulation has the artificial land use erodibility set to zero just like the L1 scenario in order to

more meaningfully compare them.
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Table 8.1: Simulation scenarios and symbols.

Sea level scenarios

Symbol Scenario description

S1 1,280 PgC scenario: sea level rise to ca. 25m

S2 2,560 PgC scenario: sea level rise to ca. 37m

S3 3,840 PgC scenario: sea level rise to ca. 45m

S4 5,120 PgC scenario: sea level rise to ca. 52m

Tectonic (GIA) variability

Symbol Scenario description

T1 Vertical displacement unchanged for 10,000 years

Precipitation scenario

Symbol Scenario description

P1 Uniform precipitation change

P2 Non-uniform precipitation change

Land use scenario

Symbol Scenario description

L1 No land use change in the next 10,000 years

L2 Agricultural lands to agroforestry

L3 Symbiotic cities: erodibility of cities is non-zero

As an example: a simulation that uses the first scenario of each parameter given in the table will be

indicated by ’S1P1L1’. As the tectonic variability only has one setting, this letter is omitted from the labels.

The ’Reference’ in Figure 8.1 is the simulation of the present, and has been done in Part I (cf. Figure 4.13

in section 4.2.3). This realization uses no change in precipitation (only using the base precipitation map

given in Figure 6.4, adjusted by the factor 0.3 as discussed.), the same uplift and subsidence as all other

realizations, no sea level rise (i.e., the sea level rise remains at the current level for the full 10,000 years),

and lastly we will use the L1 land use scenario which counts as our reference model. This means in total

there will be 4×2×3 + 1 = 25 simulations, including the reference simulation. In the next part we will show
the results from all of the simulations.



9
Comparing Realizations

Due to the classification of the Upper Rhine Graben as a lake as we have seen in Part I of this study, and

thus changing our attention to the Lower Rhine instead of the full river, there is no reason to visualize the

full area of interest anymore. From here on, the images will consist of the upper third of the area of interest,

with the boundary being the northmost point of the main body of the URG lake (e.g., Figure 4.13).

9.1. Sea Level
The precipitation change and sea level change are coupled through the emission levels. This means that

there are no realizations where sea level is the only changing variable. In order to get an idea of the effect

of sea level change only, four additional simulations are run. These have identical inputs as the reference

POC simulation, with the only difference being the four different sea level changes.

Across all sea level scenarios we see the Rhine losing ground to the sea. For the first 1,000 years we

see no difference in sediment load range and distribution of values across the Lower Rhine or its tributaries.

At t = 1,000yrs we see the Utrecht Hill Ridge still being a part of the mainland in S1, but has turned into an

island in the other scenarios. This is shown in Figure 9.1. The original coastline is shown in the maps for

reference.

When the base level differences are larger, we see more variability occur in both the range of sediment

load values and the addition of a sediment signal from tributaries. This is not always the case, however.

An example of this is shown at t = 3,300yrs in the figure. At this time step, the length of the Lower Rhine is

significantly shorter for higher sea levels. Yet, the sediment load that is present in the main channel as

well as the Ruhr tributary is identical in each scenario. In contrast to this, when we look at t = 3,900yrs we

do see major differences between the sediment load. For the lowest lea level the sediment load at this

time step is highest of all scenarios, with the scenarios in order of low to high sediment load: S3 - S4 -

S2 - S1. This order seems random as it changes each time step. The prominence of sediment signals of

different tributaries of the Rhine for different scenarios also varies. In particular the S4 run shows a strong

sediment signal in both the remainder of the Ruhr, which flows into the sea directly instead of flowing into

the Rhine at this sea level, and the tributary Sieg. Both of these are indicated in the figure at t = 3,900yrs

for the S4 scenario. The signal of the Rhine for the S1 scenario disappears after t = 4,600yrs, for S2 at

4,800yrs, and for S3 and S4 around t = 5,200yrs and 5,400yrs, respectively.

When we compare this to our base simulation without a base level change, we see that the sediment

load disappears earlier in all sea level rise cases. It is important to mention that in all cases the discharge

in the river does not seem to react to the base level rise, as it is only determined by the precipitation. When

we compare the sediment load between the sea level rise runs and our reference simulation we see that

there is little to no difference in the values when studying the different time steps. It is important to note

that due to the sea level rise we cannot actually compare a large part of the Lower Rhine and delta area

against itself, as different parts are flooded for different sea level rise. The sediment load signal also tends

to go further upstream as the base level rises, meaning there are areas of the Rhine that have sediment

load in some simulations but not (meaning only background sediment load, but not a distinguishable river

pattern) in others. The channel between the Ruhr and the Sieg is largely visible in all of the simulations,

and thus this part of the Rhine was used for a direct comparison.

80



9.2. Precipitation and Land Use Effects 81

Figure 9.1: Sediment load for the base simulation with sea level change (i.e. S1, S2, S3, and S4) added.

Each time step has consistent scaling across the scenarios. The orange dashed line shows the original

coast line before sea level rise. R = Rhine, M = Meuse, Ru = Ruhr, Si = Sieg, UHR = Utrecht Hill Ridge.

The red triangle indicates the maximum sediment load value in m3/s. Note that this value is not always the

maximum value of the color bar, this is for visualization purposes. Read 2e-3 as 0.002. Maps made using

ParaView V5.12.0.

9.2. Precipitation and Land Use Effects
9.2.1. Sediment Load and Discharge of the Lower Rhine
In order to evaluate the sediment load in constantly moving fluvial channels, it is not feasible to individually

select the grid cells with coordinates that correspond to these rivers. In order to still select the sediment

load from the fluvial channels specifically, a simple high-pass filter can be applied. As we are interested

in the sediment load in the Rhine, we apply a high-pass filter on the discharge, using a cut-off value of

2,400m3/s. This value is based on Figure 4.11, where it is clear that the Rhine is the only river in our

area of interest with such a high discharge, and specifically a discharge higher than 2,400m3/s only in

the section we are interested in: the Lower Rhine. Specifically this cut-off filters the river just after the
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major tributary Moselle joins the Rhine, and as such it integrates all of the major upstream discharge

and sediment load changes. There is another filter that we need to apply however. In the flow output,

Badlands adds discharge values irrespective of the base level in the simulation. Although the depositional

environment and thus processes change, there are still discharge values in the area where physically

there is no river anymore. In order to get rid of these discharges a low-pass filter is also applied using a

cut-off value of 3,000m3/s. When we combine these two it means one band-pass filter is applied to the

discharge to identify the Lower Rhine section in the data. An exception for the cut-off values are made for

six outputs that show different values than the rest. A minimum cut-off value of 750m3/s is applied to the

S2P2 realizations, and a minimum cut-off value of 1,500m3/s is applied to the S3P2 realizations.

In Figure 9.2 the average sediment load and discharge of the lower Rhine (here defined as the

Niederrhein and lower half of the Mittelrhein reaches combined, or from the city of Koblenz (where the

Moselle enters the Rhine) until the Dutch-German border) for the S1 realizations are given. When we

compare the two plots showing the sediment load we see a clear pattern. The reference sediment load

starts of by an initialization from t = 0yrs, where the first sediments are starting to be produced. When

it reaches the first peak it forms an unstable platform that remains within the same range of sediment

load for about 2,500 years. After this, the sediment load decreases relatively fast over the following 2,500

years until it reaches (near) zero and it remains there for remainder of the simulation. This decrease is

likely due to the combination of initial fast erosion followed by reaching an equilibrium incision depth with

respect to the base-level increase. When we look at the P1 sediment load plot we see that the land use

scenarios follow the reference trend well, but show a higher volatility in their values. Especially the peak of

L1 at about t = 1,000yrs, and the two troughs of L2 and L3 around t = 1,800yrs are good examples of this.

Apart from the peak of L1, this plot follows the reference plot closer than the other land use scenarios. The

course nature of the graph is due to the sediment load being averaged over the full reach of the Lower

Rhine as well as averaged over 200 years for each time step. +

Figure 9.2: Sediment load and the discharge against simulation time for the S1 realization. The outputs

for uniform precipitation (P1) on the left and non-uniform precipitation (P2) on the right.

When we look at the P2 sediment load plot in Figure 9.2 we see a similar pattern, with two important

differences. Firstly, there is no L1 peak anymore, nor is there a trough in the L2 plot. The trough that is

present for the L3 scenario lasts longer than its P1 plot counterpart. The second important difference is that
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all the land use scenario plots do not follow the reference plot as well anymore, although it is not a drastic

difference. The L1 and L3 plots tend to have lower values than the reference, and these decrease earlier

as well as faster than the reference values. The L2 plot differs here as it still follows the initial platform that

the reference plot shows, but after this platform the sediment load decreases much faster and it converges

with the L3 plot. In order to test if the sediment load from different land use scenarios as well as from the

P1 and P2 plots share a distribution (i.e. are not inherently significantly different from each other) among

themselves or with the reference values, a Kolmogorov-Smirnov test is applied to the data. The specifics

about this test and its results can be found in Appendix F. It is important to keep in mind that the shown

sediment load is the average over the whole reach of the Lower Rhine at a certain time step. This means

the values in the plots are not a precise reflection of the sediment load in the Rhine.

The discharge that is shown is the average discharge taken over the reach of the Rhine that was

discussed above for each time step. The discharges for both plots are quite similar. When the precipitation

change is initiated at t = 300yrs we see the immediate response in both plots. As stated before, this abrupt

effect was anticipated. Interestingly, it leads to a general increase for P1 immediately, while for P2 it leads

to a small decrease in discharge. Next the discharge for P2 increases to a level that is slightly higher than

for P1, and this remains the case for the majority of the time except for one moment when the discharge

decreases shortly around t = 5,000yrs. Although we can see one small tributary move from the Rhine to

the Meuse and back throughout the simulation on the discharge maps, this does not explain this sudden

increase in discharge in the P2 case. There is also no visible change in catchment-identification which

would lead to discharge being channeled to or from a different river than the Rhine.

When we compare the sediment load plots to the discharge there seems to be a disconnect. There is

no change in the discharge that would naturally correspond to a systematic and rapid decrease in sediment

load for the P1 plots. For the P2 plots the sudden increase in discharge around t = 2,000yrs for L3 seems

to correspond to the sediment load decrease. We also see that the increase in discharge for L2 happens

later, which also corresponds to a later decline of the sediment load. For L1 the connection is less clear

however. There also seems to be no response in sediment load to the sudden decrease in discharge

between t = 4,200 and 5,800yrs. For the reference sediment load and discharge there is also no clear

response visible between the two.

Next we will look at the average sediment load and discharge of the Lower Rhine for the S2 realizations,

which are given in Figure 9.3.

The sediment load of P1 shows a similar pattern to the P1 plot in Figure 9.2. We see the initial rise and

an unstable platform, followed by a decrease of sediment load until it reaches (near) zero. A key difference

is that the duration of the platform is much shorter, as the time until it starts decreasing roughly halved

compared to the ca. 2,500 years in Figure 9.2. The peak we saw for L1 in the previous figure has been

replaced by a peak in the L3 plot with a somewhat lower maximum. Another difference is that the decrease

of sediment load after the platform happens more rapidly for each land use scenario than the reference.

We see that at the time step in Figure 9.2 where we saw a trough in the L2 and L3 plots, the sediment load

doesn’t return to the higher platform level but continues having a lower range of values until it reaches

zero in Figure 9.3. For the sediment load of P2 however, there is a major change. The sediment load only

has a small initial spike in the first few time steps, after which it decreases rapidly and has values close to

zero the majority of the time. There is no significant difference between any of the land use scenarios.

When we look at the discharge, we see a bigger difference between the P1 plots of Figures 9.2 and 9.3.

Instead of having only the initial increase caused by the precipitation change, the discharge in Figure 9.3

shows two instances where the discharge increases by approximately the same amount (by about 50m3/s).

The second increase happens at the same time step as when the reference discharge shows such an

increase. Again, this is likely caused by the creation of a minor tributary that in this case is formed in all

realizations of S2P1. In the case of the land use scenarios, this second increase of discharge corresponds

to the rapid decrease of sediment load. This is counterintuitive, as we would expect an increase of sediment

load when the discharge increases. Just before t = 5,000yrs we see another relatively small increase

in discharge for our land use scenario simulations. It seems there is no corresponding sediment load

response to this pulse. The discharge of P2 however shows a large contrast to all the other plots we

have discussed thus far. The initial discharge is already much lower than the reference discharge and

the discharges that we have seen for the same land use scenarios. We then see a steep decrease after

the precipitation change is initiated (at t = 300yrs), which corresponds exactly to the onset of the rapid
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Figure 9.3: Sediment load and the discharge against simulation time for the S2 realization. The outputs

for uniform precipitation (P1) on the left and non-uniform precipitation (P2) on the right.

decrease in sediment load. After this decrease, the discharge maintains this level for the full remaining

duration and for all land use scenarios. The low discharges are not only a strange range of values in

general, as we would expect something more similar to the P2 discharge in Figure 9.2, but the decrease is

of significant size as well. The discharge drops from ca. 1,750m3/s to ca. 750m3/s. When we look at the

visualization of the discharges between t = 200 and 400yrs given by Figure E.1 in Appendix E, we see the

majority of the Rhine completely disappear from our map at t = 400yrs. Because we apply a band-pass

filter based on discharge, and as the Rhine is missing completely from our map, the data that we see here

is actually not of the Lower Rhine but of the largest remaining river(s). This explains the much lower values

for discharge and corresponding lower sediment load. Why the Rhine disappears from the outputs like this

is unknown. The disappearance of the Rhine on the discharge map does not coincide with an increase in

discharge for other channels, which means water mass is likely not a conserved quantity in Badlands.

Next we will evaluate the average sediment load and discharge of the Lower Rhine for the S3 realizations,

which are given in Figure 9.4. We see a continuing trend for the P1 sediment load, as the general shape of

each of the plots again follow the same phases. First an initial increase, followed by an unstable platform

ending in a rapid decrease, after which the values quickly converge to zero until the end of the simulation.

The time step at which the rapid decrease takes place is again earlier than in the previous figures. Now

we see this decrease happen around t = 1,300yrs. We observe that the peak in the L1 plot as we saw in

Figure 9.2 has returned around the same time, with the same maximum. The rapid decrease after the

platform also seems to happen faster, with less ’ripples’ (small changes in the sediment load) present in the

plots directly after. The P2 sediment load shows similar behavior to its namesake in Figure 9.3. We see

the initial peak and immediate drop to near zero, after which the values don’t noticeably change anymore

until the end of the simulation. In this case, the maximum of the peak is almost double the maximum of

the peak in Figure 9.3. This is the only realization where the Kolmogorov–Smirnov test results given in

Appendix F show that not one of the P2 simulation sediment load outputs share a distribution between any

of the other simulations, including the other P2 simulations. This signifies its difference between all other

realizations.

When we look at the discharge we see both similarities and differences with respect to the previous
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Figure 9.4: Sediment load and the discharge against simulation time for the S3 realization. The outputs

for uniform precipitation (P1) on the left and non-uniform precipitation (P2) on the right.

discharges that we have discussed. For the P1 discharge, we see a similar ladder structure as in Figure

9.3 representing an initial rise in discharge due to the initialization of the precipitation change and a second

increase of similar size a little later. It is of note that the second increase in discharge happens earlier

in the simulation (ca. t = 1,300yrs versus ca. t = 2,500yrs), and again corresponds to the sediment load

decrease we have discussed. Around t = 2,000yrs the discharge decreases by approximately 30m3/s,

during which we see no clear response from the sediment load. After a short while the discharge decreases

by another 20m3/s. Here we do see an apparent response in the sediment load, as we see a marginal

increase during this period. Further changes in the discharge do not show a response anymore. The P2

discharge shows similar behavior as its counterpart in Figure 9.3. After the initialization of the precipitation

change the discharge drops significantly, followed by a smaller decrease after a few hundred years. The

initial discharge is higher than in Figure 9.3, and the decrease of 750m3/s is also lower. This is because

we see the same behaviour of the discharge output as the S2P2 plots, however here only half of the

Rhine disappears instead of the whole Rhine. This disappearance of the downstream-located half of

the Rhine is shown in Figure E.2 in Appendix E. The second smaller decrease in discharge as well as

the repeating peaks of discharge, especially for the L2 plot, are caused by an additional repeating dis-

and re-appearance of a part of the Rhine. This is illustrated in Figure E.3 in Appendix E. Although the

discharge of the Rhine in the remaining half is big enough to select it using our adjusted band-pass filter,

this reach is mainly located in the Upper Rhine Graben. Because of the identification of a lake here, and

resulting basin-related sediment deposition, the sediment load is zero. This illustrates again that Badlands

treats discharge separately from it’s identification of lakes (a discharge output through a lake will remain its

discharge values regardless if there is a lake there or not). Sediment load is affected though, due to the

change of depositional processes.

Lastly, we look at the average sediment load and discharge of the Lower Rhine for the S4 realizations,

which are given in Figure 9.5. We again see the same trend for the P1 sediment load. Similarly the rapid

decrease of the sediment load happens earlier and faster than in the previous realizations. The time

between the decrease here and in the previous figure is not as large as the times observed between the

previous figures, with the decrease happening around t = 1,250yrs in Figure 9.5. We do not see a second
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Figure 9.5: Sediment load and the discharge against simulation time for the S4 realization. The outputs

for uniform precipitation (P1) on the left and non-uniform precipitation (P2) on the right.

peak in the sediment load for L1 nor L3 scenarios, which were present in the previous results. In contrast to

Figures 9.3 and 9.4, the sediment load results in the P2 plot are similar to those shown in Figure 9.2. The

sediment load peak in the beginning is the same for both P1 and P2, but we see that the rapid decrease of

sediment load directly follows this peak. The L3 sediment load seems to decrease the fastest, while the L1

and L2 plots follow a slower decline and have a lot of overlap. The small changes in the sediment load

after this vast decline , or ’ripples’, do last longer compared to those in the P1 plot.

The discharge for P1 looks almost identical to the discharge we see in Figure 9.4. The two phases of

sediment load increase in the beginning of the simulation are shorter than for the S3 realization. Although

the maximum value that the sediment load reaches is the same for the P1 plot for both the S3 and S4

realizations, the corresponding land use scenario and time for which this maximum is reached differs. We

see that only the L1 scenario in Figure 9.5 reaches this maximum for just 185 years, compared to all three

the scenarios reaching this maximum of which the L2 and L3 scenarios for more than double this time

in Figure 9.4. This is followed by a steeper and shorter decrease, after which the discharge increases

a little after about 2,500 years for the L1 and L3 scenarios. In both Figure 9.4 and 9.5 the L2 discharge

first decreases before meeting the L1 and L3 discharge levels again. This effect which is visible as a

little trough in both plots is larger for the S3 case. For the remainder of the time the discharge in both the

S3P1 and S4P1 plots stay relatively constant, with the exception of the L2 scenario in Figure 9.5 which

decreases slightly around t = 8,750yrs. Even with all these changes, we can say that the discharge of

all P1 plots follow a general evolution that is similar to the reference discharge, with most if not all of the

differences explained by the variability in tributaries in each realization. When we look at the P2 discharge

there is a large difference when compared to the reference however. After a small initial decrease, the

discharge increases by about 100m3/s, after which it follows a steep decrease like we saw in Figure 9.4.

This decrease can be split into two main phases. The initial rapid decrease which happens in a short time

span, and the second phase of decrease which is more gradual and takes more than a thousand years to

reach the minimum. After reaching this minimum the discharge of all scenarios have a slight (approximately

25m3/s) increase after several thousands of years, where the L2 scenario again shows a delay with respect

to the L1 and L3 scenarios before it increases to the same level. The discharge remains relatively stable
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for the remainder of the simulation. There are two things that are important to note about this discharge.

Firstly, although the land use scenario plots look to vary quite a bit when compared to the reference, the

total difference between the minimum and maximum discharge we see here is only about 175m3/s. The

decrease corresponds to the rate at which the sea level rises and in doing so limits the full range of the

discharge when averaging over the available reach (the parts of the Rhine with the highest discharge are

flooded, resulting in the average discharge to decrease). The more rapid decreases correspond to the sea

level rise dividing a tributary like the Ruhr from the main river. Secondly, the changes in the discharge do

not seem to correspond to changes of the sediment load. In other words, we don’t see a clear response of

the sediment load to a clear change in the discharge. If anything, the sediment load has already started to

decrease substantially before the decrease in discharge is initiated. The main decrease in sediment load

has happened before the second phase of discharge decrease has started, and this second phase does

not seem to have a large impact, if any, on the remaining sediment load.

9.2.2. Comparing Sediment Load
Next, we will plot the sediment load from our realizations against the reference sediment load that was

shown in the previous section. Because we want to look at the behavior of sediment load in a region where

the values are not clearly affected by the discrepancy between the topsoil erodibility and bedrock incision

model, a cut-off is determined for the time-range of each of the realizations that isolates the sediment load

from the fast decline due to this effect. The cut-off values are given in Table 9.1.

Table 9.1: Temporal cut-off values for sediment load analysis. The same cut-off was used for any land

use scenario within the given combinations of S and P.

Realization S1P1 S1P2 S2P1 S2P2

Cut-off time (yrs) 2,500 2,500 1,200 1,200

Realization S3P1 S3P2 S4P1 S4P2

Cut-off time (yrs) 1,000 800 1,000 800

These values will allow us to observe if the trends of these sediment loads in this temporal range are

different or not. Due to the results shown in the previous section the S1 and S4 realizations, and the S2

and S3 realizations are grouped together in the next figures.

The sediment load resulting from the S1 and S4 realizations plotted against the reference output are

given in Figure 9.6. On the left we see the plots for a uniform precipitation change and on the right for

the non-uniform precipitation change. Using the trends plotted in the figure we can more meaningfully

compare the different sediment loads with respect to the reference values. Starting with the S1P1 plot, we

observe that the land use scenario that is essentially the same as the reference with the addition of the

climatic forcing (L1) has an overall higher sediment load. This is what we would expect, as in this case the

precipitation has increased resulting in an increased discharge with respect to the reference as we have

seen in the previous section. It is important that the L1 trend is skewed towards the lower range of values

due to the presence of the sediment load peak as seen in Figure 9.2. When the erodibility of the topsoil is

decreased for the L2 scenario, we see it results in a trend that is lower than our reference case even with

this increased precipitation. An unexpected result is that the L3 scenario has the lowest sediment load

trend among all of the simulations. As the L3 erodibility map was made by only increasing the K-factor

for artificial land use with respect to the L1 map, we would expect a sediment load that is higher than L1.

Instead we see that except for the values on the lower end it is even lower than the L2 scenario. This is

an unexpected result, and this is strengthened by the fact that the average erodibility of the L3 map is

much higher than that of L2, closer to the value of L1. When we compare the result to the S1P2 plot we

see similar behavior. The gradient of the L1 trend has decreased a little, causing the trend to be further

removed from the reference at the higher value range but bringing the average sediment load closer to the

reference value. It is clear that the majority of this trend is still above the reference trend line. We also see

that the L2 and L3 trend lines do not cross each other anymore, causing the L3 trend to be lowest when

compared to any of the other trends in the plot in any range of sediment load. There is little to no change

visible in the L2 trend.

When we look at the S4P1 plot we see that the L1 trend line is completely located above the reference
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Figure 9.6: Sediment load (qs) plotted against the reference sediment load (qs,ref ) for uniform
precipitation (P1) and non-uniform precipitation (P2) precipitation change of the S1 and S4 realizations.

The trends were produced through a weighted linear regression.

trend line. This is not surprising, as we are looking at the result of the most extreme increase of precipitation

of all our realizations. The L2 and L3 trend lines are similar to those for S1P2. When compared to S1P1,

the L3 trend shows a downward vertical shift, indicating that the result of more rainfall counterintuitively

leads to less sediment load in the rivers in the L3 case. In contrast to this, the L2 trend is seen to shift

upward. This shift is not large however, showing that although there is an increase in erosion of agricultural

land, the decrease of its erodibility due to the implementation of agroforestry has caused this surface area

to be relatively resistant to erosion as a result from increased precipitation. In addition to this, the (small)

majority of the sediment load is still below our reference trend line, indicating a decrease of sediment in the

Rhine (and potentially other rivers). When we look at the S4P2 plot on the lower right corner in Figure 9.6

we see some clear differences. First, although the L3 trend line at the higher value range has remained in

position, the line has move down significantly in the lower range of sediment load. This means that the

L3 sediment load has significantly decreased with respect to our reference simulation. Secondly, the L2

trend line shows a general downward shift, resulting in the trend line to lie below the reference for most of

its range. The L2 sediment load shows a general decrease with respect to both the S4P1 plot and S1P2

plot as well. Although we would expect an increase in sediment load with an increase of precipitation, the

non-uniform nature of the precipitation change results in a net decrease of precipitation for a large part of

our area of interest. This in turn results in a decrease in erosion further upstream of the Rhine, as well as

a general decrease of discharge as is clearly visible in Figure 9.5. Because we have a large lake in the

place of the Upper Rhine Graben, the decrease in sediment load here is likely the directly result in the

decrease of discharge, as the sediment signals from further upstream are deposited in the lake instead of

following the river downstream to the Lower Rhine reach. Although the sediment load of the lower range

is still above the L3 trend, at the higher end of values the two trend lines meet and overlap for the last

quarter of the range.

Next we will evaluate the sediment load resulting from the S2 and S3 realizations plotted against the

reference output, which are given in Figure 9.7. The first thing we notice in the S2P1 plot is the position of

the L3 trend line. This is the only simulation where the L3 scenario shows this behavior. The position of



Figure 9.7: Sediment load (qs) plotted against the reference sediment load (qs,ref ) for uniform
precipitation (P1) and non-uniform precipitation (P2) precipitation change of the S2 and S3 realizations.

The trends were produced through a weighted linear regression.

this line is caused by the influence of the sediment load peak that is visible in the P1 plot in Figure 9.3.

This skews all values towards the higher end of sediment load, while this is not the case for the L1 and L3

scenarios. The L1 trend line is positioned just above the reference trend, which is the expected behavior

that we would expect. As we don’t have a large sediment peak there is no skew in the trend that we see in

Figure 9.6. When we compare the L1 trend to the S4P1 L1 trend we see that it is slightly lower, which is

also expected since the precipitation change for the S2 realizations is smaller. The L2 trend is very similar

to its counterpart in both P1 plots in Figure 9.6.

The trend lines in the S2P2 plot are the result of the lower discharge and resulting lower sediment

load that we have seen in Figure 9.3. All of the land use scenario trends are very close to each other and

show a very low sediment load with respect to the reference. Although this behavior is likely not accurate,

the vertical ordering of these trend lines do follow the general averages of the erodibility maps that are

associated to each scenario. We see the same behavior for the P2 plot of the S3 realization. The only

difference are the higher values for sediment load due to the higher discharge.

The S3P1 plot is closer to the P1 plots of the S1 and S4 realizations. The L1 trend is pretty much the

same as the reference trend, with a difference too subtle to evaluate from the plot. In this case, this trend

is lower than the ones we have seen for either the S1 and S4 plots, which is not something we expect

when we look at the difference in precipitations between all these realizations. The L2 trend shows a small

vertical shift upwards with respect to the L2 trend in the S2P1 plot. We have seen this behavior before,

from the L2 trends between the S1 and S4 P1 plots and is the behavior that we expect when we take

into account the change in precipitation and erodibility of the topsoil. The small change in the L2 trend

between each of the realizations shows that a large scale decrease of erodibility of agricultural land results

in relatively stable erosion when uniform precipitation changes are applied. This does not hold up when the

range of changes in precipitation are more accurately applied in the form of the non-uniform precipitation

change. Just like the S1 and S4 P1 plots the L3 trend line lies mostly below the reference trend, which is

consistent with previous results. This behavior of the L3 trend is discussed more in section 10.
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10
Discussion

10.1. Lake Identification
In Part I of this thesis we have seen a lake being identified in the Upper Rhine Graben (amongst others,

cf. Figure 4.4). This creates a problem because we are not able to faithfully recreate sediment load and

discharge, as well as erosional processes and the general environment of the present-day. In the case of

this thesis it meant a significant decrease of the reach of the Rhine that could be investigated for sediment

load change. As areas like the URG are not unique to Europe, any study dealing with predicting future

landscapes could encounter the same problem. During the Quaternary period the Upper Rhine Graben

saw the presence of numerous interconnected lakes spread throughout the fluvial plain during stagnant

times of the cold glacial season (Przyrowski and Schäfer, 2015). This means that the existence of a

lake or more lakes in the URG is not unrealistic from a geomorphological perspective. When focused

on these processes in the context of paleolandscapes, the identification of certain regions as lakes that

have since changed conditions are not a problem, and could potentially create a paleolandscape that is

more accurate with respect to modern findings like the lakes in the Upper Rhine Graben. Before Badlands

can be reliably used for future landscape prediction in areas with similar rifting zones or river valleys, the

process of identifying lakes needs to be adapted. Although there does exist a ’hack’ to force elevation in

these misidentified areas causing the region to be identified correctly, this solution could not be applied to

our specific situation due to time constraints in combination with the possibility that it would impact the

morphology of the Rhine and remove the river from a densely populated area that would likely influence

the sediment flux of the Rhine due to land use practices.

There is no consistent sediment signal for the Alpine and the High Rhine. We do see the deposition of

sediments happen in the south of the URG over longer time spans. This is visible through the appearance

and northward expansion of the area in which we see background runoff, located in the south of the Upper

Rhine Graben Lake (cf. Figure 4.6, the area turns from black to blue). This means that there is little

sediment load present. The reason for the small quantity is likely the lack of topsoil in the Alps, combined

with local deposition in the valleys as well as Lake Constance.

10.2. Sea level
Badlands operates with a single scalar value that determines the relative position of the sea (the default

relative sea level is defined at 0m, Badlands Group (2019)). Because a significant part of the Netherlands

lies below this relative sea level, Badlands interprets this area as sea, unable to recognize dikes and dams.

Because of the sea level rise in our simulations, and the limitation on the river reach that is evaluated, this

does not pose a problem regarding this research. For studies specifically interested in low-lying coastal

areas that are heavily engineered like the Rhine-Meuse delta, models that explicitly include anthopologenic

management of water, sediment, and water-related engineering like dikes and dams are advised. When the

influence of humans is not of interest, and scenarios in which nature runs its course are valid, Badlands is

a good alternative because of its ability to include many different factors that influence landscape evolution.

10.3. Precipitation
In section 4.2.3 we mention that about 70% of the liquid precipitation is returned to the atmosphere and will

not act as runoff/end up in fluvial channels. When we reduce the precipitation to account for this fact the
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erosion rate as a result of a decreased discharge also decreases. The results for base precipitation (e.g.,

Figure 4.1) versus reduced precipitation (Figure 4.11) simulations show that the decreased precipitation

might produce a discharge that is closer to present-day values, but that this discharge is not enough to

reproduce the reference sediment load from a bedrock layer. It was able to produce a realistic sediment

load for a topsoil layer with high (compared to the average bedrock) erodibility. This indicates a discrepancy

between using realistic discharge values and erosion. Most studies using LEMs do not decrease their

precipitation to account for the loss of water through evapotranspiration, and may even use an increased

precipitation rate due to paleoclimate circumstances. This means that the postdicted erosion that is

measured in landscape evolution models using a stream power law based fluvial bedrock incision is only

realistic due to an overestimation of precipitation related discharge. This overestimation is partly countered

through the fact that these models do not use a topsoil layer or soil generation through bedrock weathering,

which would decrease the total erosion due to bedrock being much more difficult to erode than when

including soil that would also have been present (with exception of regions with steep slopes or outcropped

rock). This result agrees with Murphy et al. (2016), who state that ”incorporating the quantified relationships

between local rainfall and erodibility into a commonly used river incision model is necessary to predict the

rates and patterns of downcutting of these rivers. In contrast to using only precipitation-dependent river

discharge to explain the climatic control of bedrock river incision, the mechanism of chemical weathering can

explain strong coupling between local climate and river incision”. Another reason why a ’high’ precipitation

level can still produce realistic values is that the coupling between the amount of precipitation and the

amount of water that would not immediately impact the discharge and resulting erosion is implicitly included

in the bedrock incision models. In other words, the fluvial incision models were designed to produce

realistic outputs using precipitation levels that do not take into account losses due to evapotranspiration

and infiltration.

When we use the initial precipitation map (not multiplied by 0.3) in combination with a bedrock erodibility

map exclusively, we see there is almost a negligible (compared to our reference values) sediment load

for the majority of the time (cf. Figure 4.7). This is likely partially due to the effect of the Upper Rhine

Graben lake acting as a depositional basin for sediment from upstream and partially because in the region

of the map where the sediment load will end up in the Lower Rhine, there is a low average precipitation of

0.65m/yr (compared with an average of 1m/yr of the lower half of the map, including precipitation in the

Alps as high as 2.3m/yr). Without these factors, a higher sediment load is expected following the results of

Salles, Ding, Webster, et al. (2018) who produced realistic sediment loads using their paleoclimatic up to

modern-day precipitation rates in combination with a similar bedrock erodibility. An important difference

between Salles, Ding, Webster, et al. (2018) and this work is the choice of fluvial incision model. Salles,

Ding, Webster, et al. (2018) used the detachment-limited model and we used the transport-limited model.

This could potentially explain some of the differences in sediment load as well. The sensitivity of these

different models with respect to precipitation rates and corresponding sediment load is an area for future

research.

10.4. Topsoil
In this study we have implemented land use scenarios through change of the (adjusted) topsoil erodibility

(see section 4.2.2). Not only is soil in general often absent from landscape evolution models, the erosional

processes are all based around bedrock. This means that the inclusion of a topsoil layer in a LEM that

is not equipped for soil will result in inaccurate erosion and thus inaccurate deposition and sediment flux

outputs. This is also what we have seen happen in the simulations using Badlands. Although we have

calibrated the topsoil erodibility in order to produce representative sediment load values for a limited time

in each simulation, the topsoil layer had to be adapted in a way that does not make physical sense. If one

gets realistic results only when tweaking the inputs in a way that is not consistent with nature, one can ask

what the validity is of the acquired results. Then again, every model is but an approximation of what it is

trying to represent, with varying degrees of accuracy in varying spatial and temporal ranges. This also

means that sometimes changing the inputs is the only way to deal with the limitations within a LEM itself.

Our implementation of topsoil is one example of that, the decrease of precipitation to take into account the

absence of evapotranspiration and infiltration of soil is another. As the results have shown, the sediment

load values tend to be relatively stable and (the changes at least) are representative of reality for short

initial time ranges. Depending on the way of implementing the precipitation change, this temporal range

can vary from hundreds to some thousands of years.



10.5. Results 93

This work has made it clear that evolution of landscapes is a complex problem. The addition of soil

makes this even more complex. Soils and landscapes can show a complex non-linear evolution, especially

when under a changing climate or land use change (Van der Meij, 2021). The understanding of the complex

dynamics of the co-evolution of soils, landscapes, as well as hydrological systems is fundamental for

finding ways to adapt land management in light of climate change (Van der Meij et al., 2018). As Badlands

does not have built-in soil dynamics and related processes, and relies on bedrock-based fluvial incision

models, it is not suited for detailed studies concerning the topsoil. For this, specialized Soil-Landscape

Evolution Models (SLEMs) are necessary. A major challenge of these models, aside from the general

difficulties in LEMs, is the linking of pedogenic (soil-related) and hydrological processes.

Even though Badlands does not include soil dynamics and related hydrological processes, the ability of

Badlands to include vertical and horizontal tectonics, geomorphology, climatic influences, as well as the

unique addition of carbonate production lends it for a more holistic approach for studying reef systems

and paleoclimate-related landscape evolution. Even with the known limitations, it is important to mention

that although we were not able to evaluate the sediment load with respect to land use changes over the

full 10,000 years, Badlands did produce a realistic output of Western and Central European rivers and a

corresponding sediment load representative of present-day values, especially early in the simulation time.

The main driver for the inaccuracy in topsoil erosion are the bedrock-based incision models that are typical

for any LEM. The adjustments that were made to the topsoil layer did lead to the possibility of evaluating

relative changes of sediment load between realizations for a limited time range. Because of the necessity

of fine-tuning of the erodibility factor with the use of observed sediment load values as a reference for the

output, the uncertainty for produced sediment load increases rapidly after a certain simulation time. This

time can be found through calibration of the parameters. This means results generated with Badlands

could be used as a baseline for investigating general influences of climate and to a certain extent land use

changes on landscape dynamics like sediment load. When applying this to land use changes on shorter

time spans than thousands of years it is crucial to first adjust the topsoil erodibility and thickness to produce

a realistic and verifiable sediment load for the rivers of interest. It is also advised to use smaller time

steps for these simulations. This is because smaller time steps will allow Badlands to solve its governing

equations at steps that are closer to eachother in time, reducing the error in averaging them when upscaling.

This can decrease the frequency of the extremes (peaks and troughs) that we have seen in the results.

10.5. Results
10.5.1. The S2P2 and S3P2 Realization
In section 9.2 we have seen that the S2P2 and S3P2 realizations show strange behavior (e.g., Figures 9.3

& 9.4). The discharge in these realizations is very low compared to all other realizations, including the

two realizations that are based on the same general climate (S2P1 and S3P1). The very low sediment

load in these realizations is likely the direct consequence of this discharge. There was no indication of

inconsistencies, major differences, or anomalies in the inputs and parameters that were used for these

realizations. The values of the data sets representing the precipitation that underwent non-uniform change

lie between the values for the similar data sets created for the S1 and S4 realizations. The simulations

were run several times to check if it was caused by any model noise and always resulted in the same

outcome. It is not clear what has caused this behavior.

10.5.2. Topsoil Erodibility and Sediment Load
We have amply discussed the weaknesses and problems concerning the implementation of topsoil erodibility

together with the fluvial bedrock-incision models. There are still some behaviors regarding the sediment

load outputs that are unexpected. First, the averages for the three land use erodibility maps were calculated

and added to the erodibility scale (see Figure 3.4). The average K-factor for the agroforestry scenario

was the lowest value, as expected. The average value for the L3 (urban greenification) was lower than

that of the base land use scenario L1. The L3 erodibility map was directly based on the L1 map, where

the only applied change is that the erodibility of the artificial land use is increased. This means that we

should expect an average K-factor for this map that is higher than the one we get for L1. This problem was

discovered too late in the process of this thesis to adapt the land use maps. When the data sets of the

different maps were directly compared we did see that some values in the L3 map data had increased with

respect to the L1 map, although some values were lower. This indicates the values were likely changed as

the result of upscaling and interpolation of the data to make it agree with the resolution of the topography
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map. The new distribution of numbers resulted in an average that is 6.8% lower than that of the L1 average.

For comparison, the differences between the L1 and L3, and L2 and L3 averages, are 21.4% and 14.6%,

respectively.

This does not explain the results of our simulations however. When we exclude the S2P2 and S3P2

results, all but one of the realizations give a sediment load trend for the L3 scenario that is lower than all

others. This can possibly be explained by the combination of our focus on the Lower Rhine and the heavy

presence of artificial land use in especially Belgium and the Ruhr industrial area. The increase of erodibility

for artificial land use in this area would have had a larger impact on the amount of sediment load here than

on areas with a lower artificial land use, resulting in lower sediment load values. Areas where the artificial

land use is much less prominent, namely the south of our area of interest, would have potentially offset

this regional difference. Because we only focused on the Lower Rhine reach, and the sediment signal that

could have come from upstream was likely deposited in the Upper Rhine Graben lake, this led to a much

lower sediment load than would have otherwise been the case.

The S2P2 and S3P2 realizations are likely much less affected by this effect as the low discharge was

not able to erode enough to notice these differences. This explains why the sediment load trends for each

land use scenario is very low compared to all other realizations, why there is a much smaller difference

between each land use trend, and finally, why the vertical order of these trends does follow the logical

order based on our calculated erodibility averages.

10.5.3. Discharge and Sediment Load
The last thing we will discuss in this section is the relation between discharge and the sediment load. Again,

when the S2P2 and S2P3 runs are excluded, we see a clear pattern emerge. After the initial sediment load

and discharge increase, we see that for all of the simulations (except the reference) a second increase in

discharge coincides with the rapid decrease of the sediment load. The discharge increase in the reference

simulation does not correspond to a significant change in sediment load. The S2P2 and S2P3 realizations

show strange behavior compared to the other realizations that we are unable to explain. These realizations

show a strong decrease in discharge coinciding with a strong decrease in sediment load. The S4P3

realization does show a decreasing discharge and decreasing sediment load, but there is a delay between

the response of the discharge and the sediment load (discharge lagging behind the sediment load). The

underlying cause for all these different results regarding the discharge and its relation to sediment load is

unknown.

10.6. General LEM Limitations
In general there are four main causes of uncertainty regarding the use of landscape evolution models.

The first uncertainty is our inability to fully describe the initial conditions of the model (Valters, 2016). An

important initial condition is the topography of the area of interest. For postdictive landscape evolution

modeling, the paleotopography is usually unknown and hard to reconstruct (Barnhart et al., 2020). In our

case our initial topography is the present-day topography of Europe which has been mapped in 3D with

modern Earth observation techniques. Even th ough this data is reliable, there are still limitations and

uncertainties connected with it. One example is the possible errors that occur when different coordinate

systems are translated to one general system which is needed to span large areas like our area of interest.

Typical transformation errors between coordinate systems can be on the order of meters for transformations

dealing with resolutions of multiple hundreds of meters (like our resolution of ca. 300m×300m, Ganić et al.
(2017)). When the area of interest is much larger than this, cumulative errors may result in topographical

differences that influence fluvial channels. In addition to this, the creation of a TIN based on the coordinate

points of this resolution can create artifacts that could act as barriers to fluvial streams as well. Although

the effect of different initial conditions are acknowledged in the literature, not many studies have been

done to explore and quantify the extent of this influence (Perron and Fagherazzi, 2012).

The second point is our inability to represent all of the processes that possibly govern landscape

evolution (Valters, 2016). This is reflected in three ways. Firstly, many LEMs are limited to just one

part of the sediment routing system, like fluvial geomorphology or coastal erosion. Secondly, LEMs

that do incorporate multiple processes do so by building upon simple laws that are commonly derived

from diffusion-based equations that require large resolutions (multi-kilometer scale). We have already

discussed shortly in the beginning of this thesis how the Badlands framework is intended to address
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these shortcomings (Badlands Group, 2019). Even though there are many processes incorporated into

Badlands as it explicitly links land, marine, and reef environments together, there will always be processes

that are missing or approximations made through the implementation of the governing equations or for

computational efficiency (Valters, 2016). Not only is the coupling of different processes a challenge in the

spatial domain, there can be significant differences in the interactions between processes and varying

degrees of influence of certain processes on the landscape at different time scales (Temme et al., 2022).

The third reason is the presence of processes that scale non-linearly or are dependent on (not always

realistic) thresholds (e.g., shear stress threshold for erosion). In particular, Tucker (2004) and Temme et

al. (2022) state that non-linearity that results from threshold effects can have an impact on topography and

the dynamic response of landscapes to tectonic and climatic forcing. The coupling of non-linear scaling

processes is an ongoing challenge in landscape evolution modeling (Valters, 2016).

Thirdly, uncertainty may stem from the inaccuracies in the input data, choice of the model parameters,

and the initial model boundary conditions and if these boundary conditions change through time (Valters,

2016). Although the incorporation of many linked processes will (hopefully) improve the accuracy of a LEM,

it also brings with it the need for more model inputs. This in turn will inevitably introduce uncertainties based

on the quality and necessary pre-processing of these inputs. For this thesis, not taking into account the

’constant’ model parameters, we have had to prepare a topographical map, erodibility maps, precipitation

maps, vertical displacement maps, and sea level curves. All of these inputs have their own uncertainties

through the way they were measured, a lack of understanding (or available data) of responsible processes

and their potential evolution through time (e.g., tectonics and precipitation change), as well as the data

rescaling that was necessary for their input in Badlands. Through the calibration of different inputs to

ensure an accurate output (or at least maximized agreement with observed data from real landscapes),

the uncertainty can be decreased (Oreskes et al., 1994; Trucano et al., 2006).

The last main source of uncertainty is our inability to know with certainty what the accuracy of the

predicted outcome is (Beven, 1996; Pelletier et al., 2015). When we are interested in recreating landscapes

this uncertainty is mainly the case when the resulting topography is based on a non-realistic initial state

(e.g., abstract shape) or the result is a paleotopography which is hard to verify. A way to deal with this is to

choose a known topography such as the present one as the expected end of the simulation. A different way

to validate your LEM is to check if the resolution is fine enough to accurately portray the geologic processes

that are expected to occur (Valters, 2016). It is important to realize however, that model validation does not

necessarily establish the accuracy or truth of your model predictions but says something about the internal

consistency of your software (Oreskes et al., 1994). Salles, Ding, Webster, et al. (2018) have evaluated

the accuracy of Badlands by using it to evaluate the formation of the Great Barrier Reef, and successfully

cross-referencing lithographic and carbonate production output to existing data. This is a validation for

Badlands’ accuracy of erosional and depositional processes, and carbonate production. Because we have

used Badlands to predict future changes of sediment flux, we lack the validation data for both the future

topography, future climate, and sediment load data. For this reason the closest we could get to validation

of our results is to run the simulation for the present-day and compare the discharge and sediment load

outputs to observed data. Badlands was able to reproduce the majority of both major and minor rivers in

the area of interest, with both a representative discharge and sediment load within a reasonable margin

after calibration of the inputs. Because of the inherently high level of uncertainty that comes with prediction

of the future, a scenario-based approach was taken similar to the approach described in the IPCC reports

(Arias et al., 2021; Seneviratne et al., 2021; Ylla Arbos et al., 2021). In addition to this, the resolution that

is used is fine enough for all geologic or geomorphic processes that were expected to play a role.
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Conclusion

In order to maintain an overview we will repeat each research question that was introduced in the beginning

of this thesis followed by an answer.

RQ1: What is the impact of long-term climate change and anthro-

pogenic land use on the sediment flux of the Rhine?
Based on the results from this study, any implementation of more sustainable land use like agroforestry

and the greenification of cities is predicted to decrease the sediment load of the Rhine. This agrees with

the findings of Asselman et al. (2003) and Middelkoop and Asselman (2008). The more extreme the

climate conditions, the larger the effect is likely to become. When there is no change to the land use, the

increase in precipitation in the northern area of Europe will likely lead to more sediment load in natural river

systems. The predicted decrease in precipitation in southern Europe will likely decrease the sediment load

that is coming from the Alps and Upper Rhine. The direct and likely significant long-term impact of humans

on both the hydrological and sedimentological aspects of fluvial systems are subjects for further research.

RQ2: Can the current path and metrics of the Rhine be predicted by

the process based landscape evolution model Badlands?
The proof of concept simulations show that Badlands is able to reproduce all the major rivers in Western

and Central Europe, with some small differences that are explained by natural variation and non-linear

behavior of fluvial processes, as well as the topography not being an exact copy of reality. When the

erodibility factor of topsoil is calibrated correctly, it is possible to approximately reproduce the sediment

flux of the Lower Rhine to the correct order of magnitude. The difference between the base simulation

sediment load and the sediment flux measurement at the Dutch-German border at the first time step is

12% (0.05m3/s vs 0.044m3/s). It is important to remember the Badlands output value does not include

anthropogenic sediment management and removal from the rivers.

RQ3: Is Badlands suitable to be used for research regarding (future)

anthropogenic land use change?
Anthropogenic land use change has to be implemented in Badlands through the erodibility factor. Specifi-

cally the erodibility factor of the topsoil. As we have discussed in this work, Badlands does not incorporate

topsoil dynamics and other topsoil related factors like vegetation and infiltration, and uses fluvial incision

models that are designed for bedrock incision. We have worked around this by decreasing the erodibility

factor of the topsoil to something more alike to bedrock and decreased the precipitation to account for

the lack of evapotranspiration and infiltration, but this is not an optimal solution. For these reasons, when

research necessitates specific modeling of soils and human influence on soil erodibility, a specialized

Soil-Landscape Evolution Model is preferred (see Van der Meij et al. (2023) for example). In particular,

SLEMs do not rely only on bedrock incision/erosion models, but use other methods to more accurately

describe the soil-based erosion due to surface runoff (e.g., shear stress based). That said, we were able

to produce a realistic sediment load for the Lower Rhine for different land use scenarios. Under the right
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conditions described in section 10 there is potential for Badlands to be used to evaluate the effect of

(anthropogenic) land use on sediment load for short-term high-resolution predictions.

RQ4: Will either climate change scenarios or (anthropogenic) land

use change have a dominant effect on the sediment flux in the Rhine

source-to-sink system on a 10kyr scale?
There is no straightforward answer to this question as the dominance of an effect depends on many

factors, and a detailed sensitivity analysis on the effect of land use change as well as the effect of different

representations of climate change in our models is needed to fully answer this question. The differences in

sediment load between land use scenarios are greater when we compare them between the different types

of precipitation change averaging (P1 vs P2), than when we compare them between climate scenarios with

the same type of precipitation change (e.g., S1P1 vs S4P1). This indicates that the way we implement the

climatic forcings is of greater importance than the differences in land use scenario, or even the climate

forcing itself (at least in our model). Furthermore, we argue that the non-uniform precipitation change is a

more accurate representation of possible climate change as it takes into account regional effects. When

we look at the differences in sediment load between different land use scenarios we see that the severity

of the effect depends on the land use scenario in particular. For the agroforestry scenario the non-uniform

precipitation causes relatively large differences between different climate circumstances. The differences

are smaller for the changes applied to artificial land use.

RQ5: Is there a significant difference in the predicted sediment flux

in the simulated rivers between using either a uniform precipitation,

or non-uniform precipitation change over the simulated period?
The average difference between the sediment load produced using uniform precipitation and non-uniform

precipitation when compared to the reference simulation is 9.75%pt. This is the average calculated using

the outputs from the S1 and S4 realizations only. The S2 and S3 realization were excluded here on the

basis of their unexpected and extreme behavior in the non-uniform precipitation simulations. When we

also take into account the S2 and S3 realizations this average difference increases to 38%pt. It is safe to

conclude that there is a significant difference in the predicted sediment flux in the simulated river between

using either a uniform precipitation, or non-uniform precipitation change over the simulated period with

respect to the reference output. For most cases (S1, S2, and S3) the distribution of the sediment load

produced using the different precipitation changes are also significantly different. This is corroborated by

the Kolmogorov–Smirnov test results given in Appendix F. In case of the S4 outputs, the statistical test

results show that the distribution of the resulting outputs when comparing the precipitation changes are

not significantly different. This does not mean there is no difference between them. For these, the mean

difference in sediment load between the uniform and non-uniform precipitation are 3%, 11%, 1.8% for the

L1, L2, and L3 cases respectively. From these results we conclude that a regional precipitation change is

preferred over a uniformly averaged change, if the predicted regional changes over a certain area do not

follow the same trend (i.e., a part of the map is predicted to see an increase in precipitation and another

part will see a decrease). In this case the averaged uniform change will see a decrease in reliability due to

an increasing loss in accuracy as the regional differences grow.

RQ6: How would the greenification of urban areas or reallocation

of agricultural lands in Western and Central Europe influence the

sediment flux in the different climate scenarios? And in addition,

how does this influence the sediment flux in the downstream area of

the Rhine-Meuse delta located in the Netherlands?
Even with an average erodibility factor that is closer to the average K-factor of the L1 scenario than to the

L2 scenario, the greenification of urban areas scenario (L3) shows a strong decrease of sediment load

with respect to the reference simulation. The only exception (the result for the S2P1L3 realization) showed
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a strong increase of sediment load with respect to the reference. Given the circumstances that have led to

these L3 results as discussed in section 10, this result is to be taken with a grain of salt.

The results of all simulations agree that the substantial transition of agricultural lands to agroforestry

would result in a net decrease of sediment load, even in the most extreme climatic scenarios that are

tested. When we take into account that Badlands does not include vegetation (neither roots binding the soil

nor leaves providing cover) the results are likely conservative indications, as these factors would decrease

soil erosion and thus lowering the sediment load even more.

The sediment flux in the Rhine-Meuse delta area could not directly be evaluated due to the sea level

rise in each scenario. When we look at the sediment load in the Lower Rhine at the location where the delta

begins near the Dutch-German border, it is above the average values found throughout the simulations,

and in the beginning very close to the observed values of today. The fact that at this location in the river

the sediment load is almost always highest is not surprising given that Badlands does not take into account

anthropogenic sediment removal from upstream of the Rhine. This means that the majority of sediments

that are transported will end up in the downstream delta area given no sea level rise, and assuming 70%

of the water does not reach fluvial channels.

Concluding Remarks
Although Badlands is not perfectly suited for research regarding anthropogenic influences, specifically

those that require the implementation of a topsoil, we have nevertheless succeeded in answering our

research questions to different degrees of satisfaction. Where this answer was not complete or demands

further research, we have been able to identify the reasons why this is the case and have recommended

alternative ways to improve upon this work (see section 12). Through this study we have identified the

strengths and weaknesses of Badlands. It has shown its impressive versatility and adaptability, and shows

potential to be used for the growing demand of studies that focus on predicting future influences of different

processes in light of climate change using a holistic process-based approach.
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Recommendations

Here we provide a brief overview of the primary recommendations for future research that follow up or are

a continuation on this thesis.

For landscape evolution modeling of future landscapes on a smaller than geological time scale (i.e.,

smaller than 10,000s of years) with an interest in looking at sediment flux, the topsoil layer will play an

increasingly important role as the time of interest closes in to present day, when the assumption of working

only with bedrock is not accurate anymore. This is especially the case when land use is the research

subject. As most LEMs use a version of the stream power law to simulate fluvial incision, this limits their

applicability and potential accuracy for this area of research. For simple process-based modeling with

the intention to solidify our understanding of general concepts and test certain parameter dependencies,

general LEMs such as Badlands are a possibility, given that the parameters and inputs are calibrated

and simulation time is restricted to sub-geologic scales (i.e., hundreds of years). For detailed studies

on the climatic and anthropogenic effects on future sediment load in fluvial systems a more specialized

Soil-Landscape Evolution Model or other similar soil-inclusive models are necessary.

When interpreting present day or future landscapes in regions that contain areas that are low compared

to their surroundings, or contain coastlines that are below the value that is used as a reference point for

initial sea level, Badlands will interpret these areas as a lake or sea (e.g. Upper Rhine Graben and the

Dutch/Belgian shore in this work, respectively). The main reasons this could interfere with a potential

research subject is when the topography/hydrology of these areas in particular is of interest (so that an

artificial elevation of land or decrease in sea level is not possible/desired), or the subject of research is the

impact of humans on these areas. For this reason, for future work with Badlands the reasoning behind the

interpretation of certain areas as lakes needs to be investigated and documented. This way this issue can

either be avoided by carefully selecting the areas of research, or the future improvement of the software

itself can be a topic for future work.

As already mentioned in the conclusion, a detailed sensitivity analysis on the effect of different rep-

resentations of climate change, and in particular precipitation, in our models is needed to improve our

understanding of the impact of our modeling choices and in what situation different implementations of

climate parameters are warranted. In addition to this the direct and likely significant long-term impact of

humans on both the hydrological and sedimentological aspects of fluvial systems, as well as how our land

use impacts both of these aspects are subjects for further research.
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A
Landscape Evolution Models

In Table A.1 a concise overview of some landscape evolution models are given. A short description for

each LEM highlights the main purpose and practical information about these models. For a more detailed

overview of different landscape evolution models see Temme et al. (2022) and for a more detailed overview

and explanation of soil-landscape evolution models in particular see Van der Meij et al. (2018). Because

of the suitable combination of the many available parameters and processes as well as the temporal and

spatial resolution that fits our purpose, and the elimination of the other mentioned LEMs because of a lack

of one of the necessary outputs (like sediment load), missing processes (like sea level), or not having the

right spatial and temporal resolutions available, the LEM Badlands was chosen for this thesis.

119



120

Table A.1: An overview of different Landscape Evolution Models.

LEM Description Source

Badlands

Used for describing Earth surface evolution and sedimentary basins

formation. Includes feedback mechanisms between tectonics, climate,

erosion and sedimentation. Has sea, coastal, and fluvial processes.

Spatial scales: regional to continental. Temporal scale: hundreds to

millions of years. See section 2.2 for a detailed description

of simulated processes and governing equations.

Salles, Ding,

and Brocard,

2018

CAESAR

Cellular LEM that emphasizes on fluvial processes. Models the

morphological change in river catchments. Is able to model

floodplains and levee breaches. See CAESAR Lisflood model.

Van de Wiel

et al., 2007

CAESAR

Lisflood

Combination of the CAESAR model with the Lisflood-FP 2D

hydrodynamic flow model. Simulates erosion and deposition in

river catchments and reaches. Spatial scales: 1km2-1000km2.

Temporal scales: hours to thousands of years.

Coulthard et

al., 2013

CHILD

Computes the time evolution of topographical surfaces by fluvial

and hillslope erosion and sediment transport. Includes (not an

exhaustive list) climate forcings via discrete storm events with variable

duration, intensity, and interval time; generation of runoff though either

infiltration-excess or saturation-excess mechanisms; erosion through

channelized surface runoff; meandering and floodplain deposition.

No restrictions on temporal scale except the time of an individual storm

event. Best suited for relatively small scales (less than 100km2)

Tucker et al.,

2001

eSCAPE
Modelling Earth surface dynamics, primarily for global scales over

geological time.
Salles, 2019

GOSPL Global scale reconstruction of basins and landscape simulation.
Salles et al.,

2020

LAPSUS

A dynamic landscape evolution model which includes overland

erosion, landsliding, tillage erosion (soil), and tectonics. It is able

to deal with several human landscape interventions and suited to

quantify catchment-scale erosion processes. Temporal scales from

years to millennial. Spatial scales from 1 to 1000m2.

Sonneveld et

al., 2010

LORICA

A Soil-Landscape model used to study interaction between soil

and landscape development. It is based on LAPSUS. It includes

soil formation processes, soil profile heterogeneity, negative

feedback from vegetation and armouring of soil as well as the

selectivity of particle size on the erosion-deposition process. It

also includes processes as evaporation and infiltration. It does not

however, include sea level, nor does it include sediment flux as an

output. Must run at either smaller temporal resolution or larger

spatial resolution.

Temme

and Van-

walleghem,

2016



B
Land Use in Percentage of River

Catchment

The land use as a percentage of river catchment for the six distinguishable sections of the Rhine, four

major tributaries, the total of the Rhine + tributaries, and the Meuse are given in Table B.1. The data was

taken from Tockner et al., 2009.
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C
Ecosystem Services and Effects of

Agroforestry

In Figure C.1 the different ecosystem services and effects of agroforestry are shown. Agroforestry can

be divided in three main categories: agrisilviculture, silvopastoral, and agrosilvopastoral. Agrisilvicultural

systems consist of the combination of crops and trees. Silvopastoral systems combine the grazing of

domesticated animals on pastures or rangelands with forestry. Lastly, agrosilvopastoral systems combine

the previous two, and consist of a system of crops, trees, and animals (FAO, 2015).

Figure C.1: Ecosystem services and effects of agroforestry. From Sudomo et al., 2023, adapted from

Bucheli and Bokelmann, 2017
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D
Detailed Land Use Map of Western and

Central Europe

In Figure D.1 the legend for the land use map given in Figure D.2 is shown. An interactive version of this

map can be found at Copernicus Land Monitoring Service (CLMS), 2020.

Figure D.1: Legend of Figure D.2. Prepared using data from Copernicus Land Monitoring Service

(CLMS), 2020.
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Figure D.2: Detailed land use map for the greater area of interest. See Figure D.1 for the corresponding

legend. Prepared using data from Copernicus Land Monitoring Service (CLMS), 2020. The reader is

referred to the given reference for an interactive map of the one given here.



E
The disappearing of the Rhine

In Figure E the discharge maps for two time steps of the S2P2L1 simulation are shown. In the left image

for t = 200yrs the Rhine is still clearly visible with a higher discharge than any other rivers present. One

time step later at t = 400yrs as shown in the right picture of the figure we see the clear discharge signal of

the Rhine disappear across the whole reach from Lake Constance until the Delta Rhine. The tributaries

along the whole length of the Rhine, as well as the Alpine Rhine until Lake Constance do not disappear nor

do they show a change in discharge. These tributaries should at least supply the channel of the Rhine with

some water, producing a small discharge along the channel. This is not the case however. The reason for

this disappearing of the Rhine is unknown.

Figure E.1: The discharge maps for t = 200yrs and t = 400yrs for the S2P2L1 simulation. On the right

map we see the Rhine suddenly disappear. Maps made using ParaView V5.12.0.

In Figure ?? the discharge maps for two time steps of the S3P2L2 simulation are shown. In the left
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Figure E.2: The discharge maps for t = 200yrs and t = 400yrs for the S3P2L2 simulation. On the right map

we see the Middle, Lower, and Delta Rhine suddenly disappear. Maps made using ParaView V5.12.0.

image for t = 200yrs the Rhine is still clearly visible with a higher discharge than any other rivers present.

One time step later at t = 400yrs as shown in the right picture of the figure we see the clear discharge

signal of the Rhine disappear across the reach from the Middle Rhine until the Delta Rhine. This is before

the second smaller decrease in discharge. The tributaries along the whole length of the disappeared part

of the Rhine do not disappear nor do they show a change in discharge similar to Figure E.1. In contrast to

Figure E.1, the larger river in the northeast of the map also disappears while the smaller rivers very close

to it are virtually unchanged. This river disappears from the upstream however, while the downstream half

of the Rhine disappeared. The second smaller decrease of the discharge in the P2L2 plot in Figure 9.4

after the initial decrease in discharge is caused by an additional small section of the Rhine that disappears.

The additional variability visible as the small peaks in Figure 9.4 are caused by the same section that re-

and disappears again throughout the simulation. One such change is shown in Figure E.3.
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Figure E.3: The discharge maps for t = 2,400yrs and t = 2,600yrs for the S3P2L2 simulation. On the right

map we see the additional small section (indicated by the circle) of the Rhine suddenly appear, before it

disappears again one time step after this. Maps made using ParaView V5.12.0.



F
Kolmogorov–Smirnov test

A two-sample Kolmogorov–Smirnov (KS) test is a statistical test that gives us a measure for the difference

in the distribution of two data sets. It is a nonparametric test, meaning it makes minimal assumptions about

the distribution of the studied data (Knuth, 1997). We introduce the null hypothesis as ’the two data sets

(or samples) are drawn from the same distribution’. The alternative hypothesis is that the two data sets do

not share a distribution, i.e. one of the data sets is different. When the p-value resulting from this test is

lower than the significance level α, we reject the null hypothesis. This translates to ’the two data sets are
different from eachother’. It is important to note that this test does not tell us in what way or how much the

values and/or the distributions of these data sets differ.

The significance level is usually taken to be α = 0.05 (Andrade, 2019). Although this is an arbitrary
choice usually based on convention (Kim and Choi, 2019), in our case it is a good significance level

based on the sample size, uncertainty, and power of the statistical test. For our KS test, we reject the null

hypothesis (i.e. the two data sets are different) when the following condition holds:

Dn,m >

√
− ln (

α

2
) ·

1 + m
n

2m
, (F.1)

where Dn,m is the KS test statistic, m and n are the sample sizes, and α is the significance level. For

alpha = 0.05 and our sample size of n = m = 50 we find D50,50 > 0.271.

The D-statistics and p-values resulting from the KS test on our realizations are given below. Table

F.1 has the values for the S1 realizations, Table F.2 for S2, Table F.3 for S3, and Table F.4 for the S4

realizations.

Table F.1: D-statistic and p-values from the Kolmogorov–Smirnov test for all S1 realizations. The values

are given as (D50,50,p).

S1 KS test results

R P1L1 P1L2 P1L3 P2L1 P2L2 P2L3

R (0, 1) (0.12, 0.87) (0.1, 0.97) (0.2, 0.27) (0.34, 0.006) (0.28, 0.04) (0.34, 0.006)

P1L1 (0, 1) (0.1, 0.97) (0.2, 0.27) (0.38, 0.001) (0.34, 0.006) (0.34, 0.006)

P1L2 (0, 1) (0.12, 0.87) (0.38, 0.001) (0.34, 0.006) (0.38, 0.001)

P1L3 (0, 1) (0.42, 2e-4) (0.46, 4e-5) (0.46, 4e-5)

P2L1 (0, 1) (0.18, 0.4) (0.12, 0.87)

P2L2 (0, 1) (0.18, 0.4)

P2L3 (0, 1)
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Table F.2: D-statistic and p-values from the Kolmogorov–Smirnov test for all S2 realizations. The values

are given as (D50,50,p).

S2 KS test results

R P1L1 P1L2 P1L3 P2L1 P2L2 P2L3

R (0, 1) (0.38, 0.001) (0.26, 0.07) (0.24, 0.11) (0.42, 2e-4) (0.52, 2e-6) (0.5, 5e-6)

P1L1 (0, 1) (0.22, 0.18) (0.16, 0.55) (0.5, 5e-6) (0.52, 2e-6) (0.52, 2e-6)

P1L2 (0, 1) (0.1, 0.97) (0.56, 1e-7) (0.56, 1e-7) (0.56, 1e-7)

P1L3 (0, 1) (0.48, 1e-5) (0.5, 5e-6) (0.5, 5e-6)

P2L1 (0, 1) (0.22, 0.18) (0.2, 0.27)

P2L2 (0, 1) (0.22, 0.18)

P2L3 (0, 1)

Table F.3: D-statistic and p-values from the Kolmogorov–Smirnov test for all S3 realizations. The values

are given as (D50,50,p).

S3 KS test results

R P1L1 P1L2 P1L3 P2L1 P2L2 P2L3

R (0, 1) (0.38, 0.001) (0.28, 0.04) (0.36, 0.003) (0.74, 1e-13) (0.62, 3e-9) (0.74, 1e-13)

P1L1 (0, 1) (0.26, 0.07) (0.22, 0.18) (0.74, 1e-13) (0.62, 3e-9) (0.52, 2e-6)

P1L2 (0, 1) (0.22, 0.18) (0.74, 1e-13) (0.62, 3e-9) (0.56, 1e-7)

P1L3 (0, 1) (0.74, 1e-13) (0.62, 3e-9) (0.52, 2e-6)

P2L1 (0, 1) (0.64, 6e-10) (0.42, 2e-4)

P2L2 (0, 1) (0.42, 2e-4)

P2L3 (0, 1)

Table F.4: D-statistic and p-values from the Kolmogorov–Smirnov test for all S4 realizations. The values

are given as (D50,50,p).

S4 KS test results

R P1L1 P1L2 P1L3 P2L1 P2L2 P2L3

R (0, 1) (0.38, 0.001) (0.28, 0.04) (0.36, 0.003) (0.32, 0.01) (0.3, 0.02) (0.34, 0.006)

P1L1 (0, 1) (0.2, 0.27) (0.08, 0.998) (0.14, 0.72) (0.18, 0.40) (0.1, 0.97)

P1L2 (0, 1) (0.18, 0.40) (0.18, 0.40) (0.12, 0.87) (0.14, 0.72)

P1L3 (0, 1) (0.16, 0.55) (0.16, 0.55) (0.12, 0.87)

P2L1 (0, 1) (0.18, 0.40) (0.12, 0.87)

P2L2 (0, 1) (0.2, 0.27)

P2L3 (0, 1)



G
XML File Example with Input Values for

the S1P1L1 Realization

Here an overview of the input file used by Badlands is given. We will use the example of realization S1P1L1.

We will start with the input of the topography through a regular grid structure in Figure G.1, followed by

the simulation time structure in Figure G.2, and the sea level structure in Figure G.3. Figure G.4 shows

the tectonic structure, and Figure G.5 shows the precipitation structure. Figures G.6 and G.7 together

show the stream power law structure. Figure G.8 shows the flux-dependent function structure (where the

fluvial incision model is defined), followed by the erodibility structure in Figure G.9. The hillslope diffusion

parameters are given in Figure G.10. In Figures G.11 and G.12 the wave global parameters are given,

including the definition of the wave orientation and significant wave heights in the ’wave climate’ in G.12.

Lastly, the command to define a name for an output folder is given in G.13.

Figure G.1: The first part of the XML input file, where a regular grid structure is defined. Find a different

example at Badlands Group, 2019.
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Figure G.2: Part of the XML input file where the simulation time structure is defined. Find a different

example at Badlands Group, 2019.

Figure G.3: Part of the XML input file where the sea level curve is defined. Find a different example at

Badlands Group, 2019.
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Figure G.4: Part of the XML input file where the tectonic structure is defined. For T2 the amount of events

was set to 3, and the section between <disp> and </disp> was repeated three times, adjusting the

subsidence/uplift map, and the time it should be active. Find a different example at Badlands Group, 2019.
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Figure G.5: Part of the XML input file where the precipitation structure is defined. Here we use a

non-uniform precipitation map. It is also possible to give badlands one values which will then be used for

the whole map. Find an example of this at Badlands Group, 2019.
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Figure G.6: First part of the XML input file where the stream power law parameters are defined. This part

continues in Figure G.7. Find a different example at Badlands Group, 2019.
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Figure G.7: Second part of the XML input file where the rest of the stream power law parameters are

defined. Find a different example at Badlands Group, 2019.
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Figure G.8: Part of the XML input file used for defining the flux-dependent function structure. Note that

not all parameters shown here are used in the simulations due to the choice of fluvial incision model. Find

a different example at Badlands Group, 2019.
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Figure G.9: Part of the XML input file where the erodibility structure is defined. Both the erodibility, as well

as the thickness of the corresponding layers are defined here. Find a different example at Badlands

Group, 2019.
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Figure G.10: Part of the XML input file where the hillslope diffusion parameters are defined. Find a

different example at Badlands Group, 2019.
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Figure G.11: First part of the XML input file where the wave parameters are defined. This part continues

in Figure G.12. Find a different example at Badlands Group, 2019.
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Figure G.12: Second part of the XML file for defining the wave parameters. Here the significant wave

height, wave orientation, and percentage of time this orientation of waves are present in the simulation are

defined. Find a different example at Badlands Group, 2019.

Figure G.13: Final part of the XML input file where the output folder and path is defined.
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