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Abstract 
The development of artificial intelligence (AI) has made various industries eager to realise and obtain               

the benefits of AI. There is an increasing amount of research surrounding AI, most of which is centred                  

on the development of new AI algorithms and techniques, thereby, however, ignoring an increasing              

set of practical problems related to AI mode lifecycle management, examples include versioning             

control of the data and models, difficulties in model deployment, transparency, model            

reproducibility, fairness and balance in data, and ethics. In contrast to this extensive list, research on                

the AI model lifecycle management is limited, and there is currently no comprehensive study. To               

address this gap, we researched the life cycle management of AI models. The research consisted of                

two parts. First, we conducted a systematic mapping study, which consists of the classification and               

counting of published papers in this field. By summarising the current situation of this field through                

quantitative and qualitative research, we obtained an overview, identified research gaps, and            

provided suggestions for future research. We then selected one of the specific themes, AI              

democratisation. Using this theme, we researched relevant literature, highlighted the importance of            

model documentation and the research gap, carried out research on the existing model             

documentation framework, improved the current framework, and introduced a solution for           

promoting AI democratisation. Specifically, we proposed a tool to automatically generate model            

documentation. Finally, we conducted a user study on the tool as a means of gathering suggestions                

for future improvements. 

 

Purpose: Improve the life cycle management of AI from a theoretical and practical perspective              

through conducting a comprehensive study of the life cycle management of artificial intelligence             

models; a solution to a specific topic/research gap (i,e., the democratisation of AI). 

Method: ​We carried out systematic mapping research on the life cycle management of AI models.               

Regarding AI democratisation, we researched literature pertaining to the democratisation of existing            

AI, compared with existing solutions, and improved AI from the perspective of generating model              

documents. 

Results and Conclusion: The systemic map was obtained by categorising and counting related             

publications, improving the existing model document framework, and proposing a solution to            

automatically generate model documents, thereby improving AI democratisation. 
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I.  Introduction 

The term ‘Artificial intelligence’ was first proposed in 1956 by John McCarthy, Marvin Minsky, Nathan               

Rochester, and Claude Shannon. AI was then defined as "an attempt will be made to find how to                  

make machines use language, form abstractions and concepts, solve kinds of problems now reserved              

for humans, and improve themselves" and "For the present purpose the artificial intelligence             

problem is taken to be that of making a machine behave in ways that would be called intelligent if a                    

human were so behaving." [1] The AI ​​at that time was classified as Symbolic AI. While the initial                  

results impressed the scientific audience at that time, there were also critical voices that              

foreshadowed discussions that have continued over the decades. For example, Symbolic AI is             

reviewed as too much "disembodied abstractness", and its process is non-symbolic [3][5]. Alternative             

approaches include Connectionist AI and AI of Actionism. Connectionist AI refers to the realisation of               

intelligent behaviour by imitating the connection of neurons. Its origin can be traced to the research                

of Warren McCulloch and Walter Pitts on signals in the brain neural network [2]. Kunihiko Fukushima                

later developed the first true multilayer neural network in 1975. AI of Actionism is based on                

cybernetics. Unlike Symbolic AI and Connectionist AI, AI of Actionism studies using external             

behaviourism instead of intrinsic human thinking. Reinforcement learning is a representative           

algorithm of Actionism AI. With rapid development, artificial intelligence can no longer be defined              

simply from the perspective of these three categories. Rather, it is more a collection of various fields                 

[5]. When we talk about artificial intelligence in the present day, we are generally referring to                

machine learning (ML) [6], which technically is just one branch of AI. In addition to ML, AI includes                  

elements including Expert Systems, Multi-Agent Systems, Recommender Systems, and Robotics and           

perception. The AI mentioned in this article is general AI instead of ML. 

 

Due to its fast, efficient, and accurate problem-solving ability, AI has been applied in various               

industries. In medical care, for example, ML can assist doctors in making better diagnoses. AI is also                 

useful in the transportation field, as technologies like autonomous driving and automatic obstacle             

avoidance can better coordinate flights as well as reduce congestion and the number of traffic               

accidents. In manufacturing, robots liberated the human labour force. Biometric identifiers, such as             

face, iris, and fingerprint recognition, are of great significance in the security field. Since it is able to                  

perform more complex calculations on a large amount of data, ML can help financial institutions               

perform risk assessment, detect money laundering and fraudulent transactions, and improve the            

user experience.  

 

Despite its advantages, AI’s rapid development and wide application have brought many problems,             

including difficulty in deployment, data security, model transparency, and model reproducibility.           

These problems are visible in each of the aforementioned AI practical applications. For instance, ML               

requires a large amount of data sharing and integration. In the healthcare field, data sharing and                

integration promote AI feasibility but also create a number of privacy issues. The non-transparent              

deep neural network brings the safety problems in auxiliary diagnosis. Similarly, the automatic             

obstacle avoidance technique raises safety concerns when it improves traditional transportation. In            

addition to the previously introduced questions regarding trustworthiness, there are many problems            

with AI development, deployment, and management. For example, ML development relies on large             

amounts of data. The quality of data is directly related to the performance of the model, but how can                   

developers of AI solutions ensure the fairness and balance of the data to prevent model biases[7,8].                

 

9 



The changes in data directly affect the model, but how to conduct the versioning control to ensure                 

model reproducibility. The deployment of ML models is non-trivial. The most intuitive question: How              

do we ensure the robustness of the model when the data quality changes. All of these questions                 

concerning AI model lifecycle management are examples of serious practical non-trivial problems,            

often hidden behind the success stories of prosperity in the field of AI. 

 

Although there is a considerable amount of research and applications on new ML algorithms and AI                

technologies, research on the issues of AI life cycle management is sparse and there is a lack of                  

comprehensive study about this topic. To address these shortcomings, we researched how to             

improve the life cycle management of AI models. This research is part of the Fintech Research AI                 

(AFR), a collaboration between Delft University of Technology and ING Bank that ''seeks to develop               

new AI-driven theories, methods, and tools in large scale data and software analytics'' [9]. The core                

of the AFR consists of 10 research tracks including AI model life cycle management [9].  

 

Taking into consideration the discussion mentioned earlier in this chapter, we divided the work into               

two different projects as a way to improve the life cycle management of AI models both theoretically                 

and practically:  

● A Systematic mapping study on AI model lifecycle management  

● The prototype of a documentation tool to improve the transparent model reporting, thereby             

making AI more accessible and maintainable to traditional software developers.  

 

Using these central objectives, this paper is divided into three sections. This first section provides               

background information on AI and the motivation for this study. The subsequent sections describe              

the two projects listed above. Each of these two sections has its own introduction, research question,                

methodology, results, discussion, and conclusion. The motivation of the second section, a solution for              

AI democratisation, is based on a portion of the findings produced by the mapping study.  

 

The abstract of the systematic mapping study provides an overview of the entire mapping study. This                

is followed by the introduction, which explains the motivation for this study as well as related work                 

and research questions. To answer our research question, we lay out our methodology in parts 1                

chapter 2 by describing the four parts of the mapping study: conducting the search, screening paper,                

keywording, and data extraction. The schematic map, which shows the results of the mapping study,               

is discussed in Chapter 3. The final chapter consists of the conclusion of the mapping study. 

 

Motivation for the second part of this study is based on results from the mapping study. This study                  

found that, in the limited research on the life cycle of AI, there are few types of research on the                    

subtopic of the democratisation of artificial intelligence. That said, the outcome of research on other               

subtopics can help improve the democratisation of artificial intelligence. With the massive            

application of AI in various industries, democratisation has become a problem in urgent demand of a                

solution. Therefore, the second part of this project addresses how we can use and integrate existing                

tools and research results of AI. In the first chapter, we introduce research questions and describe                

the results from literature research on AI democratisation. Then, we explain the implementation of a               

tool for automatically generating the model documents. We design a user study to assess the viability                

of the proposed tool, presented in the form of a functioning prototype, by interviewing practitioners               

and gathering feedback. The user study is explained in Chapter 3, which is followed by a description                 

of the testing results and discussion in Chapter 4. We end by providing our conclusion 
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II. Systematic Mapping Study on AI model Lifecycle        
Management 

Abstract 

Objectives: 

Our mappings study mainly aims to (1) get a comprehensive overview of current state of “AI model                 

lifecycle management”; (2) identify research trends and categories in this field; (3) emphasize the              

promising research direction for the future research 

Method: 

We conducted a systematic mapping study to broadly exam the research of AI model lifecycle               

management published from 2005 to 2020 

Results: 

A total of 264 of the 3884 papers were finally selected. The research of AI model lifecycle                 

management was classified into 6 main categories: 

● Trustworthy 

● Lifecycle management (from an overall perspective) 

● Data management 

● Model management 

● Production 

● Computing System/Architecture 

 

and 31 sub categories.  

 

Conclusion:  

The research of artificial intelligence is developing rapidly, but the total number is still limited. The                

participating universities, companies and researchers are evenly distributed. 40% of the articles            

proposed solutions to specific problems rather than verifying or evaluating documents. Regarding the             

research of artificial intelligence life cycle, many topics lack accurate and authoritative definitions.             

Among all 31 sub-themes, model deployment, AI lifecycle management (overall perspective), security            

and fairness are the topics that receive the most attention. Many articles affirm the trend of AI                 

democratization, but there is no specific solution.   

 

11 



 

1. Introduction  

 

1.1 Motivation 
With the development of AI, various industries are eager to discover and reap the benefits of AI, and                  

progressively more AI-related research is being carried out. For instance, Chaurasia and Pal [10] used               

a support vector machine to carry out the analysis and prediction of heart disease. Kumari and                

Rashid [11] utilised artificial neural networks and decision trees to establish the relationship between              

diabetes and blood sugar rate. Through textual analysis and sentimental factors, Gao and Lin [12]               

analysed the relationships of various writing features and defaults of P2P lenders. Dixon, Klabjan and               

Bang [13] employed deep neural networks to predict the trends of commodity and foreign exchange               

markets. In the security field, Jin et al. [14] used a decision tree classification algorithm to implement                 

malware detection in the Android system. Cheng et al. [15] proposed a positional approach for               

high-speed trains based on the least square support vector machine. Liu et al. fused lidar data and                 

visual data to detect and recognise traffic signs, thereby improving the performance of the support               

driver assistance system. AI is also used in many other fields, such as education, aerospace,               

agriculture, semiconduction, games and entertainment. 

 

However, the purpose of most of this research is to develop new AI algorithms or techniques to solve                  

an issue in a given field. There are growing numbers of problems related to AI model life cycle                  

management, such as version control of data and models, the difficulties of model deployment,              

transparency, model reproducibility, and fairness and balance in data and ethics [16,17]. Despite this,              

there is a limited number of studies on AI model life cycle management, and there is no                 

comprehensive study on the life cycle management of AI models. To use AI more correctly and                

effectively, in addition to focusing on the self-organising tree algorithm, we must gain insight into all                

parts of the AI model life cycle and understand the impact of each stage and aspect. Although there                  

has been some research on specific subtopics of AI life cycle management and the development of                

tools, there is still no comprehensive overview of this field in academia. To fill this gap, we have                  

conducted a systematic mapping study of the life cycle management of AI. This study is concerned                

with classifying and counting published papers in this field. By summarising the current situation in               

this field through quantitative and qualitative research, we have developed an overview, identified             

research gaps and provided suggestions for future research directions. 

 

1.2 AI model life cycle 
As mentioned in the previous chapters, AI is a collection of various fields, each of which has a                  

different system structure. In this section, we only explain the concept of the life cycle of one of                  

these fields: machine learning. In the mapping study, however, we retained ‘artificial intelligence’ as              

the index keywords because we also wanted to see if we could obtain information about other AI                 

fields. 

 

"The machine learning life cycle is a cyclical process followed by data science projects" [18]. It defines                 

the steps to achieve a set goal through machine learning. The AI model life cycle is broken down into                   

steps, which vary depending upon perspective and degree of detail. DataRobot [18], for example,              

divides the life cycle of machine learning into five steps( see Figure 1.1.1): define project goals;                

acquire and explore data; build model; interpret model; and implement, document and maintain.             
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Figure 1.1.2 shows the stages of AI defined by Google, which consist of source and prepare the data;                  

code; train, evaluate and tune the model; deploy; get predictions from the model; monitor; and               

mode manage and version[19]. Based on the Microsoft definition, a machine learning life cycle              

consists of six steps( see Figure 1.1.3): train model, package model, validate model, deploy model,               

monitor model and retrain model [20]. [21] describe the life cycle of one of the subcategories of                 

machine learning, deep learning: find successful, well-known reference model and data preparation;            

create/update model; train and test model; evaluate model. As shown in Figure 1.1.4, [22] explains               

the life cycle management of supervised machine learning applications, dividing the life cycle into              

four parts: requirement analysis (which comprises data and system requirement analysis);           

data-oriented works (for example, data collection, learning and labelling); model-oriented works           

(which comprises a small loop structure of model training, model design and construction, model              

evaluation, and model optimisation); and DevOps works (which comprises model deployment and            

monitoring). 

 

The problem with these defined steps of the AI life cycle are detailed and elaborate. They do not                  

reflect the problems within the specific steps, such as the reproducibility and traceability of the               

model and the fairness of the data. Therefore, in our systematic mapping research, we took this into                 

consideration when classifying the life cycle of the AI model. 

 

To ensure the mapping study would cover as much research on AI model life cycle management as                 

possible, based on the above discussion of AI model life cycle classification, we divided the life cycle                 

into two parts as follows (see Figure 1.1.5):  

 

● The workflow which has three categories:  

○ Code meets data 

○ Model-oriented works 

○ DevOps works  

● The technical debt of artificial intelligence which includes ​traceability​, ​reproducibility​, and           

verifiability​. 
 

       

                              Figure 1.1.1: Steps and components of machine learning lifecycle defined by DataRobot [18] 
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Figure 1.1.2: Steps and components of machine learning lifecycle defined by Google [19] 

 

 

            

Figure 1.1.3: Steps and components of machine learning 

lifecycle defined by Microsoft [20] 
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Figure 1.1.4: Steps and components of machine learning lifecycle  

defined by Microsoft [22] 

 

 

Figure 1.1.5: Keywords of AI model lifecycle  

 
 
1.3 Current AI-related systematic mapping studies 
Most of the systematic mapping studies in the field of AI focus on the applications of AI in various                   

fields, or the intersection between AI and these specific fields. For example, [18] reviewed the               

application of machine learning in various software engineering activities, such as how to use              

machine requirements to automate and simplify software inspection techniques. The systematic           

mapping study was conducted at the intersection between machine learning and software            

engineering detection technology. [19] studied 131 articles from the ACM Digital Library and IEEE              

Xplore related to AI, network security and used the systematic mapping method to draw a systematic                

map, which confirmed the effectiveness of AI methods in intrusion detection systems. Another area              

of artificial intelligence is decision support systems, which can help decision makers make better              

decisions when they need to consider factors in many scientific fields and face complex problems.               

[25] carried out a systematic mapping study of fisheries and aquaculture and decision support              

systems. 

 

None of the AI-related systematic mapping studies are about AI model life cycle management, and               

only fragmented work about the specific sub topic of AI lifecycle management. For instance, through               

systematic mapping research, [26] conceptualised and classified the ethics of AI, and found 37              

keywords related to the ethics of AI in 83 papers. [27] conducted a system mapping study on the                  

testing of machine learning systems. After researching 37 selected articles, they identified the trends              

in the field of machine learning testing and discovered research opportunities, such as testing              

machine learning programs using reinforcement learning. 

 

In the process of researching the literature on AI-related mapping studies, we found a literature               

review on the AI model life cycle [28]. In it, the authors discuss the challenge of AI applications from                   

the perspective of software engineering and provide a qualitative summary to answer two research              

questions: “(1) What software engineering challenges for machine learning applications have been            

discussed and potentially exist? (2) Which knowledge area is closely related to each of them?” The                

authors mapped the challenge of AI applications to software engineering topics based on the              

Software Engineering Body of Knowledge (SWEBOK), which is the guideline for classifying software             

engineering topics into knowledge areas. However, due to the nature of the study, it provides a                

qualitative summary and lacks a high level overview and classification. Therefore, we conducted             
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systematic mapping study, provided demographics and classifications to answer a wide range of             

research questions. 

 

1.4 Research questions 
Considering the background and research gaps described above, we conducted a systematic mapping             

study on artificial intelligence life cycle management, and defined our research questions as follows: 

 

● What Research exists in the field of AI model life cycle management? 

To make the research question achieve the purpose of constructing a knowledge system related to a                

specific topic [29,30,31], we also defined five sub-questions according to mapping study guidelines             

[29,30,31]. Each question has a clear goal related to the research topic and specifies which data will                 

be extracted from the selected paper. The five sub-questions are as follows: 

● RQ1: In what years, from which sources, countries, universities, and by which researchers             

were these research papers published? 

● RQ2: What research approaches do these studies apply?  

● RQ3: What most frequently applied research methods? 

● RQ4: Which subtopics of AI model life cycle management have already been investigated? 

● RQ5: What most investigated topics about AI model life cycle management, and how has this               

changed over time? 
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2. Methodology 

This chapter describes the methodology of the mapping study. The system mapping study is divided               

into five parts based on the guideline described in [29]:  

 

Defining the research questions: The main research questions and sub-questions are described in             

section 1.3. 

 

Conducting the search: This step consisted of two parts—identifying keywords and formulating            

search queries. Section 2.1.1 explains how we identified keywords related to the research question              

based on the PICO model to ensure the search covered as many papers as possible related to AI                  

model lifecycle management. Section 2.1.2 discusses why we choose DBLP and Scopus to conduct the               

search, as well as the syntax of each database. Section 2.1.3 describes how we defined the queries                 

based on syntax to remove papers that were out of the scope of this research. After completing this                  

step, we identified 3884 papers. 

 

Screening of papers: The screening of papers was completed by two researchers to ensure the               

objective and fairness of the screening process. We conducted three rounds of paper screening; this               

consisted of checking titles, abstracts, and assessing the content of the papers. In each step, we                

labelled the papers as “include”, “exclude” or “uncertain”. Based on the criteria, we filtered out the                

papers that were out of scope. A total of 264 of the 3884 papers were retained for the next step. 

 

Keywording: In this step, we thoroughly assessed the content of all 264 papers several times. For                

each paper, we selected keywords from the keywords sets. In the end, we classified all the                

publications into six major categories with 31 sub-categories. 

 

Data extraction: we listed the information that needed to be extracted to answer the research               

questions. 
 

 

2.1 Conducting the Search 
 

We used the PICO model to define keywords related to the research question. We formulated the                

search queries for each database based on the keywords and the syntax of the selected database. 

2.1.1 Defining the keywords based on PICO 

As described in section 1.4, our main research question was “What are the lifecycle management               

challenges/topics of AI?”. In this study, as shown in Table 1.1.1, we used the PICO (population,                

intervention, comparison and outcomes) model suggested by Kitchenham and Charters [29] to            

explain the research question: 
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      Table 1.2.1: Main component extracted based on PICO model 

 

Based on the PICO model, keywords were defined from two major aspects: artificial             

intelligence-related and lifecycle-related as shown in Table 1.1.2: 

 

● AI-related: ​Artificial Intelligence, AI, Machine Learning, ML, Deep Learning, DL, Neural           

Network 

● AI model lifecycle-related (see Figure 1.1.5): 

 

I. From the perspective of the process of AI life cycle management,we divided            

artificial intelligence life cycle into three stages to extract keywords.  

A. Code meets data: Including ​data management, data fairness ​and         

source code management​. 
B. Model-oriented works include ​model training and evaluation, model        

transparency ​and​ model/pipeline management. 

C. DevOps works consist of ​model deployment, model monitoring,        

model maintenance ​and​ model testing. 

II. From the perspective of the main technical debt of artificial intelligence:           

traceability, reproducibility and verifiability. 

III. Other keywords related to standards: ​standard, guideline, best practice,         

lifecycle and platform. 
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Population 
In our context, the population is a specific part and category of AI,             
for instance, machine learning, deep learning etc. 

Intervention 
(Phenomenon of  
Interest) 

In our context, interventions are the specific aspects of lifecycle          
management. As described in section1.2 and shown in Figure 1.1.5,          
in our mapping study we roughly classified the topics related to AI            
model lifecycle management into four categories: code meets data,         
model-oriented work, DevOps-related work, and technical debts. The        
subtopics in each category are the phenomenon of interest. 

Comparison 
Comparison is what the intervention is being compared with [29]. No           
empirical comparison was made. 

Outcomes No measurable outcomes were considered. 

Population, 
AI-related  

Artificial Intelligence, AI, Machine Learning, ML, Deep Learning,        
DL, Neural Network 

Phenomenon of  
Interest, AI model   
lifecycle-related 

data management, data fairness, source code management,       
model training and evaluation, model transparency,      
model/pipeline management, model deployment, model     
monitoring, model maintenance, model testing, traceability,      
reproducibility and verifiability, standard, guideline, best practice,       
lifecycle, platform 

Comparison No comparison was considered. 

Outcomes No measurable outcomes were considered. 



Table 1.2.2: Keywords extracted based on PICO model 

 

The relation among the keywords in one group should be Boolean “or”, and the search query should                 

contain at least one keyword from each group, which means the relationship between two groups               

should be Boolean “and”. 

 

2.1.2 Database 

2.1.2.1 Why Scopus and DBLP 

To ensure high-quality search results and wide coverage and to manage the workload of the mapping                

study, we chose two of many potential databases: Scopus and DBLP. The reasons for selecting these                

databases are as follows: 

 

DBLP offers bibliographic information, especially in the area of computer science. It has strict criteria               

regarding the venue, editors and authors, standards, and long-term availability to better index a              

journal article or conference to ensure high-quality references [32]. DBLP covers a significant portion              

of ACM, IEEE, Springer and some smaller digital libraries [33]. “Scopus is the largest abstract and                

citation database in peer-reviewed literature.[71]” ​It provides an overview of comprehensive           

research results in different fields, including computer science [34]. [35] Compared four databases             

including DBLP and Scopus; the results indicated that DBLP and Scopus had a greater number of                

unique articles indexed. The precision score of DBLP was 0.79 with a range from 0 to 1, while all of                    

the other database scores were less than 0.1. Compared with other databases that are not specific                

for computer science, Scopus had a better coverage than others for the field of computer science. 

2.1.2.2 Syntax 

Each database has its own syntax of query strings. Here, we only list those used in our mapping                  

study. 

For Scopus, the grammar used to formulate the query is as follows: 

 

1. Boolean and: separate the words with “AND" to find documents that contain all of the terms. 

2. Boolean or: separate the words with “OR” to find documents that contain any of the terms. 

3. Boolean and not: separate the words with “AND NOT"; this excludes documents that include the                

specified term. 

4. Asterisk (*): Replace multiple characters in a word to search keywords from the same root. 

5. Searches words from the title, abstract, and keywords: TITLE-ABS-KEY() 

6. Searches words from the title: TITLE () 

7. Preceding (Pre/n): For example, “machine Pre/2 learning” means that “machine” must be no more               

than two words apart from “learning”. 

8. Within (W/n): It does not matter which word comes first. For example, “model W/1 test” means                 

that phrases such as “test AI model” and “model test” will be found. 

 

For dblp, the grammar used to formulate the query is as follows: 

 

1. Boolean and: separate words by space. This finds documents that contain all of the terms. 

2. Boolean or: connect words by pipe symbol (|). This finds documents that contain any of the terms. 
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3. Prefix search is the default in dblp. This searches keywords from the same root. For example, the                  

keyword "sig" will identify "SIGIR" and "signal". 

 

As described in section 2.1.1, we defined our keywords as two groups: AI-related keywords and AI                

lifecycle-related keywords. The relation among the keywords in one group should be Boolean “or”,              

and the search query should contain at least one keyword from each group. This means the relation                 

between the two groups should be Boolean “and”.  

2.1.3 Defining the query strings 

2.1.3.1 DBLP  

For dblp, the phrase search operator (.) was disabled due to technical problems, and dblp does not                 

support brackets to indicate the order of precedence rules. For example, to express:  

 

“Artificial Intelligence” or AI 

 

we had to split the phrase “Artificial Intelligence”. This led to the search query:  

 

Artificial| AI Intelligence | AI 

 

Note that “|” means Boolean “or”, and space “ ” means Boolean “and”. This query identifies papers                 

that contain “Artificial Intelligence” or “AI”, as well as some noise papers that contain “Artificial AI”                

or “Intelligence AI”. If the wrong query is used, such as “Artificial Intelligence | AI”, only the noise                  

papers that contain “Artificial AI” or “Intelligence AI” will be identified instead of the desired papers                

containing “Artificial Intelligence” or “AI”.  

 

Taking the above into account, we defined our dblp search queries as shown below. To make it easy                  

to read, here we used separate lines to represent a space “ ” (which means Boolean “and”).  
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2.1.3.2 Scopus 

As mentioned above, Scopus accepts the Boolean “and not”; therefore, we also defined keywords to               

filter out papers that were out of our research scope to reduce the workload in the next step. We                   

named these as exclusive keywords. In this work, we only focused on AI model lifecycle management                

and not on the applications of AI, using AI to predict or forecast something, or using AI to detect                   

defects, etc. The exclusive keywords are as follows: 

 

predict, forecast, diagnosis, defect, fault, fpga, sensor application, AI method for, using PRE/2 AI, AI               

approach for, "Application of" PRE/2 "AI", by PRE/2 AI, "based on"  PRE/2 AI. 

 

where the keyword “AI” could be replaced by other keywords from the AI-related group in table                

1.2.2.  

 

The Scopus queries were formulated as follows: 
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2.1.4 Search results 

We only considered papers published in English from 2005 to 2020. After this step, we found 3884                 

papers in total; among them, 2127 publications were from DBLP and 1757 publications were from               

Scopus. 

 
 

2.2 Screening Papers 
In this step, we conducted three rounds of screening based on defined criteria to exclude papers that                 

were out of scope. The details and results of each round can be checked in Figure 1.2.1 
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Figure 1.2.1: Three rounds of paper screening 

 

 

2.2.1 Criteria  

We applied the following criteria to remove papers that were outside the scope of our study: 

● Studies not presented in English 

● Duplicates 

● Studies not accessible in full-text 

● Books and grey literature 

● Studies that discussed applications of AI or the design of new AI algorithms unrelated to AI                

model lifecycle management 

 

In the first two rounds, two researchers checked all the publications identified in the previous steps                

and marked them as “include”, “exclude” or “uncertain”. Type F papers (see Figure 1.2.3), i.e., those                

that both researchers marked as “exclude”, were not carried forward.  
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 Table 1.2.3: Labels of the papers 

2.2.2 First round 

Two researchers checked the title of all 3884 papers identified in the “conduct search” step and                

labelled the papers as either “include”, “exclude” or “uncertain”. Papers that both researchers             

labelled as “exclude” were removed from further consideration. In the end, 1036 papers remained,              

among which 464 were from Scopus and 572 were from DBLP. Table 1.2.4 and 1.2.5 show the results                  

after the first round.  
 

 

  

      Table 1.2.4: Numbers of each labels of Scopus papers  

      after checking the titles 

 

  

        Table 1.2.5: Numbers of each labels of DBLP papers 

         after checking the titles 

 

 

 

 

 

2.2.3 Second round 

Two researchers checked the abstracts of all 1036 papers identified in the first round and again                

labelled them as “include”, “exclude” or “uncertain”. Table 1.2.6 and Table 1.2.7 show the results               

after this step.  
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Label Researcher 1 

Researcher 2 

 Include Uncertain Exclude 

Include A B1 D1 

Uncertain B2 C E1 

Exclude D2 E2 F 

Scopus Research 1 

Research 2 

 Include Uncertain Exclude 

Include A:100 B1:22 D1:22 

Uncertain B2:63 C:44 E1:89 

Exclude D2:35 D2:89 F:1293 

DBLP Researcher 1 

Researcher 
2 

 Include Uncertain Exclude 

Include A: 95 B1:45 D1:49 

Uncertain B2:66 C:41 E2:123 

Exclude D2:84 D2:69 F:1555 



 

  

                    Table 1.2.6: Numbers of each labels of Scopus papers  

         after checking the abstracts 

 

 

  

           ​Table 1.2.7: Numbers of each labels of Scopus papers  

         after checking the abstracts 

 

 

 

Papers that one of the researchers labelled as “uncertain” but the other labelled as “include” or                

“exclude” were relabelled: Type B1 and B2 were merged as type A, and E1 and E2 were merged as                   

type F.  

 

Next, we rechecked all the papers that were labelled as type C. In the end, 27 of these papers were                    

relabelled as A and the rest were classified as F 

 

All type F papers were removed. There were 326 papers left among which 162 were from Scopus and                  

164 were from DBLP. After merging these papers from the two databases, we found 34 duplicate                

articles. All duplicates were removed, and the remaining 292 papers proceeded to the third round of                

screening. 

 

2.2.4 Third round 

In this step, one researcher went through the contents of the 292 papers from the second round to                  

further remove articles that were out of scope. This researcher also defined keywords for the next                

step, known as “keywording”. A total of 29 papers were removed in the third round. Therefore, after                 

the “Screening papers” step, 264 papers remained. 
 

2.3 Keywording 
 

We performed the first classification assessment of papers during the third round of screening by               

going through the contents of all the papers. In that step, we listed as many keywords as possible for                   

 

25 

Scopus Researcher 1 

Researcher 
2 

 Include Uncertain Exclude 

Include A:127 B1:3 D1:2 

Uncertain B2:16 C:18 E1:1 

Exclude D2:31 E2:7 F:257 

DBLP Researcher 1 

Researcher 
2 

 Include Uncertain Exclude 

Include A:126 B1:3 D1:36 

Uncertain B2:15 C:3 E1:5 

Exclude D2:26 E2:5 F:353 



each paper to form a collection of keywords. Because new keywords become apparent when reading               

different papers, the papers read in the beginning are not well classified. Therefore, in the               

keywording step, we went through all 264 articles repeatedly. When reading papers, we selected              

suitable keywords from the keywords that were stated in the paper, and each paper was labelled                

with multiple keyword tags. As shown in Figure to1.2.2, we classified all of the papers into six major                  

categories:  

 

● Trustworthy 

● Lifecycle management (from an overall perspective) 

● Data management 

● Model management 

● Production 

● Computing System/Architecture 

  

 

Figure 1.2.2: Topics of the AI lifecycle management 

 

For each category, there are several subtopics. Computing system/architecture is a separate group             

because those papers mainly discussed the operating system or involved hardware. Such papers             

could also be defined as out of scope. However, these concepts are tangentially related to AI model                 

lifecycle management, so we retained this category but listed it separately. 

 

Except for the computing system/architecture and trustworthy categories, the remaining four           

categories all have the including and included implication. The entire field of artificial intelligence              

development can be divided into three stages/parts, namely, data management, model management            

and production. Hence, we defined these three keywords as topics. Publications discussing lifecycle             

management from a holistic perspective or involving two or more stages were classified in the               

lifecycle management category. The trustworthy category contained papers that discussed the           

indicated trustworthy-related topics. Importantly, each category also includes itself as a subset. For             
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example, articles that discussed multiple topics related to trustworthy were classified as trustworthy.             

To classify articles more clearly, each article only appears once in the major category. Articles               

involving multiple main categories were classified according to the main topic of the article. To               

describe the classification in more detail, the article can appear in multiple different subcategories.              

For a related discussion, please refer to section 3.3. 

 

2.4 Data Extraction 
 

● RQ1: In which year and from what sources, countries, universities, and researchers were             

these studies published?  

Data to be extracted: The countries, universities, researchers, publishers, conferences, and journals. 

● RQ2: What research approaches did these studies apply?  

Data to be extracted: Research type used 

● RQ3: What were the most frequently applied research methods? 

Data to be extracted: The number of articles of each research type 

● RQ4: What subtopics of AI model lifecycle management have already been investigated? 

Data to be extracted: Classification of all the publications 

● RQ5: What are the most investigated topics about AI model lifecycle management, and how              

have these changed over time? 

Data to be extracted: The number of articles in each category; publications of each category vs. year 
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3 Result and Discussion 

3.1 RQ1: In what years, from which sources, countries, universities, and by which             
researchers were these research papers published? 
 

The first article on the life cycle of AI models was published in 2009 (Section 3.4). This article is about                    

model management. From 2017, publications on this topic began to grow rapidly. The research is               

conducted in many countries. Among them, the United States produces the most publications,             

accounting for about 35–44% of the total, (the count depends on whether only the first author is                 

considered). Publications from the IEEE and ACM accounted for 58% of the total. 69% of the research                 

on artificial intelligence lifecycle management is in the form of conference papers. The largest              

number of these were presented at the International Conference on Management of Data, with 10               

papers in total. Among universities and companies, IBM produced the most publications (22), half of               

which discuss trustworthiness in AI model lifecycle management. Most authors have written only one              

publication; the papers by authors with two to three publications tend to be interrelated, such as                

updates of previous research. 

 

3.1.1 Country  

The country is determined according to the institution where each author is located. There are two                

points to note: First, since most papers are multiply authored, we have made two different               

classifications by country. The first of these assigns authorship on the basis of the first author only;                 

the second classification accounts for all of the authors. This latter classification is essential when all                

authors have contributed equally so, to be fair, all countries that appear are counted. However,               

countries that appear multiple times in one paper are counted only once.  

 

As shown in Figure 1.3.1 and Figure 1.3.2, despite the changes to the country’s accounting method,                

the top five countries remain unchanged, namely the United States, Germany, China, the United              

Kingdom, and Canada. The United States in particular accounts for a large proportion of all               

publications, about 40%, while countries other than these ‘big five’ each accounted for less than 3%. 
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Figure 1.3.1: Statistics about the country, ​considering only the first author 

 

 

 

 

 

   Figure 1.3.2: Statistics about the country, ​considering all authors 

 

 

3.1.2 Citation 

Since the number of citations recorded by different platforms/databases is different, the citation             

counts used here come from Google scholar. 
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Table 1.3.1 lists the 20 most-cited publications, as well as their publication types, publishers, and               

authors. Each of the top five publications has been cited more than 200 times. 

Nine publications discuss trustworthiness topics, five discuss fairness, three focus on security, and             

one discusses ethics.  

Among the top 20 publications in terms of citation, eleven articles discussed a topic in model                

management and/or model production. No publication focused on data management (such as data             

preparation, data cleaning, etc.). The ranking of citations shows that fairness is more popular than               

other topics. 

Another point to note is that most of the heavily-cited publications appeared before 2019, and only                

one paper on AI ethics was published in 2019. Older publications have had more time to be cited, so                   

we also calculated the average number of citations per year since publication. For example, for the                

most-cited paper, "DeepXplore: Automated Whitebox Testing of Deep Learning Systems", the           

average number of citations per year is 467/(2020-2017)=156. We take the difference of three years               

(2020–2017) instead of four years because the data was collected in the middle of 2020, and the                 

article’s publication month is unknown. 

 

 

 

Table 1.3.1:  ​20 most-cited publications, publication types, publishers, and authors 

 

 

3.1.3 Publisher 

Most of the research was published by IEEE and ACM (77 and 61 articles respectively), together                

accounting for about 58% of the total. Springer published 28 articles accounting for 11.8%. Each of                

the remaining publishers’ publications accounted for less than 5% of the total. 
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Figure 1.3.3: Statistics about the publisher 

 

3.1.4 Conference  

Conference papers are presented at many types of conferences. Table 1.3.2 lists eight conferences              

that featured more than two articles. Among them, the International Conference on Management of              

Data featured a total of 10 related articles. There was no paper about trustworthiness, though other                

topics were covered. Three papers discussed model management-related issues. Eight papers were            

presented at the AAAI/ACM Conference on Artificial Intelligence, Ethics, and Society; 6 of these are               

classified as addressing ‘trustworthiness’ in this mapping. 

 

 

 

Table 1.3.2: All of the conference ​which published more than two papers 

 

 

3.1.5 Publication type 

68.8% of all publications are conference papers, 19.4% are journal articles, 9.5% are informative and               

other publications, and the remaining six publications are parts in books or collections. 
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  Figure 1.3.4: Statistics about the type of the publications 

3.1.6 Company, University, or Organization 

197 different companies, universities or organizations have published research on the life cycle             

management of artificial intelligence models. Four of the universities/companies produced more           

than five publications. As shown in Table 1.3.3, IBM has produced 23 articles, Google produced 8                

articles, Carnegie Mellon University and the University of Maryland each produced 5 related             

publications. 

 

 

  ​Table 1.3.3: All of the universities/companies ​who published  

                 more than five papers 

 

Among IBM’s 23 related papers, 11 are on trustworthiness topics including security, model             

transparency, and fairness. 

 

3.2 Research Type (RQ2 and RQ3 ) 
RQ2: What research approaches do these studies apply? RQ3: What most frequently applied             

research methods? 

 

A: 38.4% of the articles proposed a solution for a topic related to life-cycle management of AI                 

models. Solution paper 25.5% of the articles are evaluation papers. Philosophical and Validation             

papers each account for about 16%. The most frequently applied research methods are solution              

proposals. However, in general, the proportion of the above four categories is relatively even. 
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3.2.1 Research type 

There are six research types. They are solution paper, validation paper, evaluation paper,             

philosophical paper, opinion paper, and experience paper. The definition of research refers to the              

following documents: 

It should be noted articles may range widely, and hence be classified into multiple types. For clarity,                 

we sort publications according to the following rules. 

 

The main difference between solution papers and evaluation papers is: if the publication lacks a clear                

and complete description of the implementation and its results, or is not a real-world case study, the                 

paper is deemed a solution paper. 

 

The difference between solution papers and validation papers is: the validation paper has a clear               

experimental setup, discussion about the results, and plots. If the publication contains only the              

proposed solution without clear and sufficient validation, it is deemed a solution paper. 

 

As for evaluation and validation, many publications do not fall cleanly one way or the other. But, if                  

the solution is implemented in the real world, tested, and confirmed, then the publication is deemed                

an evaluation paper. Validation papers, in contrast, discuss validation/testing of projects only in the              

laboratory or in the non-real world. 

 

Philosophical papers are those that suggest classification of fields, or review of some topics. If a                

publication discusses and structures the current challenges for certain topics, but also proposes each              

subtopic a solution, then it is deemed a solution paper rather than a philosophical paper. 

 

It can be seen from Table 1.3.4 that solution papers are the most numerous, constituting 38.4% of                 

the dataset. Next are the evaluation papers, accounting for 25.5%. Both philosophical papers and              

validation papers account for about 16%. There are ten Opinion papers, constituting 3.8%. There are               

only two experience papers.  

 

 

Table 1.3.4: Statistics for research type 

 

3.3 Topic (RQ4 and RQ5) 
RQ4: Which subtopics of AI model life cycle management have already been investigated? RQ5: What               

most investigated topics about AI model life cycle management? 

 

A: According to the description in section 2.3, all of the papers are classified into 6 categories: 

● Trustworthiness 

● Lifecycle management (from an overall perspective) 
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● Data management 

● Model management 

● Production 

● Computing System/Architecture 

and 31 sub-categories. 

 

Among them, the total number of papers related to “trustworthiness” and “model management” is              

relatively large, with 83 articles on trustworthiness and 66 articles on model management. For all               

sub-topics, the proportion of papers about deployment, lifecycle management (from an overall            

perspective), security, and fairness is slightly higher than other topics, all at around 10%. 

 

 

3.3.1 Main topics 

As mentioned in section 2.3, we classified all the 264 papers into six primary categories/topics, and                

each category has subcategories/topics. For primary classification, all articles are counted only once,             

and cross-topic articles are classified according to the main topic. For example, if the article proposes                

a model management (model visualization, model versioning/traceability) method, which also          

involves trustworthiness (reproducibility), that method helps to improve trustworthiness. In this           

case, this article will be classified as model management at the first level. For the secondary                

classification, that is, the subtopics of the primary classification. Articles that discuss multiple             

subtopics will be counted multiple times. The article in the above article is hence counted in the                 

‘model versioning/traceability’ classification, and also in ‘model visualization’. 

 

We can see from table 1.3.5 that up to 63.5% of the publications are about lifecycle management                 

(both as a whole or discussing a single part of it). Among these, data management-related articles are                 

the scarcest, with only 13 articles, accounting for 5%. The most discussed topic is model               

management. This topic accounts for 25% of all publications. There are 66 of these articles, not                

counting publications on model management in “lifecycle management as a whole”. Trustworthiness            

articles account for one-third of all papers. There are only 15 publications related to Computing               

System/Architecture. This is because such articles are not very relevant to the topic of this paper, so                 

the criteria are not clear. Therefore, papers related to this topic are most likely to be excluded. 

 

 

Table 1.3.5: Statistics for six main topics 

 

3.3.2 Data management 

There are 15 publications about data management. Two of these include two subtopics, leading to 17                

counts in total. Most of the publications under this category are mainly on data              

preprocessing/preparation. The rest of the topics all only have one or two publications.  
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Table 1.3.6: Statistics for the subtopics under the category: data management 

  

 

Table 1.3.6 classifies according to secondary topics. Articles with multiple topics are counted             

repeatedly. We can see that, in all secondary categories, deployment-related articles are the most              

numerous: 26 articles discuss lifecycle management from an overall perspective, and there are             

articles addressing security and fairness. The fifth topic is explanation/interpretation, with 23 articles. 

 

3.3.3 Model management  

The “model management” category has a total of ten subcategories, namely Development,            

Explainability/Interpretation, Visualization, Interpretation, AutoML, Evaluation, Experiment      

Management, Traceability/Versioning, Hyperparameter Optimization, Training Management,      

Sharing. A total of 66 articles discuss model management. Eight of these discuss two subtopics, so                

there are 74 counts in total. More than 10 publications discuss model development, model              

explanation/Interpretation, and visualization. In contrast, there are relatively few discussions about,           

for example, training management and hyperparameter optimization. These two subtopics may be            

more involved in algorithm/model development than in life cycle management. In addition, and             

more remarkably, most of the publications in the visualization category discuss deep learning/neural             

network visualization. 

 

More publications discussed about model management can be found in the “lifecycle management”             

category. 

 

 

Table 1.3.7: Statistics for the subtopics under the category: model management 
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There are usually two kinds of papers about explanation: using mathematical models to explain ML               

models, and explaining model features. In the process of reading the literature, we found that many                

documents confuse explainability and interpretability. Explainability refers to the explanation of           

internal mechanics, while interpretability focuses more on human understanding and          

causality[36],such as what causes the model to choose to make a specific prediction. 

 

Among the visualization-related papers , [82] [81] [83] [84] proposed visualization solutions for             

model components (such as neural networks and neuron layers), and others for example [85],              

provided visualization of data flow. The solutions proposed mainly focus on the simple interpretation              

of ML algorithms through some interactive tools, and/or the visual abstraction of complex             

processes/components. However, in the latter case, visualizations that are too abstract are usually             

counterproductive.  

 

3.3.4 Production  

A total of 45 articles discuss production, and no articles are counted more than once. Most articles                 

on production discuss deployment, though six articles discuss guidelines for AI applications. Among             

the 30 articles on deployment, 11 articles are about distributed deployment, and 13 articles address               

cloud-related topics such as cloud storage, cloud computing, etc. From this we can see that               

distributed systems and cloud computing are closely related to the deployment of artificial             

intelligence. For the topic “testing”, two publications discuss verification, and three are about             

validation. 

 

More publications about production can be found in the “lifecycle management” category. 

 

 
Table 1.3.8: Statistics for the subtopics under the category: production 

 

3.3.5 Lifecycle Management 

There are 43 articles classified in this category. No articles in this category are counted multiple                

times. 

Lifecycle Management has four sub-categories. If it includes data management, model management,            

production two or more are in this category. Lifecycle management is also a subcategory of its own,                 

containing all articles discussing artificial intelligence management from a holistic perspective. 

 

 

Table 1.3.9: Statistics for the subtopics under the category:  

Lifecycle management 
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3.3.6 Trustworthy  

Trustworthiness has seven subtopics, namely Security Fairness Transparency Reproducibility Privacy          

Ethics Trustworthiness. Trustworthiness is also listed as its own subtopic because there are articles              

discussing multiple related topics. There are a total of 83 trustworthiness articles, all of which are                

counted once. Among them, the most publications discuss security and fairness, each with 26              

articles, each accounting for 31%. Transparency has 12 articles accounting for 15%. The remaining              

topics are reproducibility, privacy and ethics, each of which accounts for less than 10%. 

 

 

    Table 1.3.10: Statistics for the subtopics under the category: Trustworthy 

 

In machine learning, the purpose of fairness usually refers to design algorithms to make fair               

predictions across various demographic groups [42]. According to different classification methods, 26            

fairness related publications can be divided into: fairness in results, and fairness in process (fairness               

in process can be further divided into fairness in data and other resources, fairness in algorithms);                

static fairness, and dynamic fairness. The fairness of the algorithm is often related to interpretability.               

For example, improving the interpretability of the black box can improve the fairness of the               

algorithm.  

 

We also found that although topic transparency has not received as much attention as the topics                

security and commonality, many articles related to other topics are related to transparency, for              

example explanation/interpretability, ethics, visualization and fairness. For details on related paper,           

please check section 1.2 in Part 2 

 

3.3.7 Subtopics 

We split the main category and count articles related to subtopics. For subtopics with only one                

article, we classify it as others. As shown in Table 1.3.11, deployment, lifecycle management,              

security, and fairness are the most discussed topics. 
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Table 1.3.11: Statistics for all subtopics  

 

3.4 Year & Trend (RQ5) 
RQ5: How have the topics about AI model lifecycle management changed over time? 

 

A: The number of studies on the life cycle management of AI models has increased over time.                 

Especially from 2016 to 2019, the number of publications each year is double that of the previous                 

year. The data for 2020 is not complete. The specific main topic and subtopic fluctuate slightly                

depending on the year, but the growth trend can still be seen. 

 

The publication information mentioned in this mapping study was collected in the first half of 2020,                

so the 2020 publication information is not complete. But, from the data covering 2005 to 2019, we                 

can see that the research on artificial intelligence life cycle management has been growing. From               

2005 to 2008, there were no publications on this topic. In 2009, there was one article on “model                  

management”. Beginning in 2017, the number of papers began to grow rapidly, reaching 138 in 2019.                

However, the total number of articles on artificial intelligence life cycle management is still relatively               

small.  

 

From Figure 1.3.6 and Figure 1.3.7, we can see that the total number of articles related to all topics is                    

increasing over time. 
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Figure 1.3.5: Number of publications each year from 2005 to 2020 

 

 

 

 
Figure 1.3.6: Number of publications of sub topics under “trustworthy” each year from             

2005 to 2020 

 

39 



 
 

Figure 1.3.7: Number of publications of sub topics under “lifecycle” each year from 2005 to               

2020 

3.5 Research Type vs Topic 
 

Figure 1.3.8 shows that, in the cross-correlation of topic with research type, the trustworthiness and               

model management solution papers appear the most, with 33 and 31 papers respectively.             

Trustworthiness is the most frequent topic among opinion papers, philosophical papers, solution            

papers and verification papers. No matter what kind of article, there are very few discussions on data                 

management, only 5 or fewer. The only two experience papers discuss the life cycle management of                

AI models from a holistic perspective. Except for data management and computer            

system/architecture, the number of occurrences of other topics in the evaluation paper is basically              

the same. 

 

 

 

Figure 1.3.8: Bubble plot of research type vs Topic 
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4. Conclusion 

Through this systematic mapping study, we found that, although the total number of publications is               

still small, research on artificial intelligence lifecycle management has shown a rapid upward trend              

since 2017. Various universities, companies, and other organizations from all over the world have              

participated in the research related to this topic, and related papers have been published in many                

different journals/conferences. Companies such as IBM have produced more publications than other            

organizations. Publications from the United States account for about half of the total. Many              

researchers have paid attention to this topic, but most of them only have one publication related to                 

this topic. 

 

About 40% of publications propose a solution related to AI model lifecycle management, and a               

quarter of the articles are evaluation papers.The proportion of conference papers in publishing is              

relatively high, though most of the conferences listed featured only one or two papers. 

 

We have categorized all articles into 6 main categories. Among these, the topics that have received                

the most attention are trustworthiness and model management, while data management has            

received less attention. Among the 31 sub-categories, model deployment, AI lifecycle management            

(overall perspective), security and fairness received the most attention. In addition, among all current              

publications, the three most-cited are all about production. To a certain extent, this also reflects the                

attention of production. For all sub-categories, except for deployment, the number of articles on              

other topics is less than 30, while there are only 10 topics with at least 10 articles. Almost every topic                    

has plenty of room to continue research. 

 

We also noticed that when referring to specific topics, many articles are confused about topics with                

similar meanings. This may be due to the lack of a clear and authoritative definition of those topics,                  

because the current research on the life cycle of artificial intelligence is still in its infancy. 

 

For the classification of articles, we aimed to cover every step and problem of the artificial                

intelligence life cycle as much as possible; the overall level of understanding is retained. In order to                 

achieve this goal, we need to make the classification as fine as possible, but also to avoid double                  

counting as much as possible. Therefore, for example, the main category, AI lifecycle management,              

contains three other main categories: data management, model management, and production. This            

category was devised to minimize the double counting of articles discussing multiple topics.             

Moreover, we also say that each main category recurs as its own subcategory. In addition, we only                 

repeat the count when discussing the subcategories under the specific main category. 
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III.  Solution for AI Democratization and Transparency 

1. Introduction  

In this chapter, we first introduce the motivation of the research. Because we only classify articles                

based on the main topics discussed, some potential topics are not included in the classification of                

systematic maps, such as AI democratisation. In addition, we learned from the results of the mapping                

study that transparency, visualisation, and documentation can democratise artificial intelligence.          

Transparency is an abstract and broad concept, and the other two themes can be considered               

subcategories of transparency. In addition, there is significant research on visualisation, but few             

articles are related to AI documents. Combined with the current trend of democratisation of AI, we                

decided to conduct research on this potential topic and contribute to it practically. In other words,                

we decided to design a tool to automatically generate model documents to improve the              

transparency of the model. The artificial intelligence documentation tool aims to help non-artificial             

intelligence experts quickly understand and use artificial intelligence models, thereby promoting its            

democratisation. In section 1.2, we discuss the three main themes related to model democratisation,              

namely transparency, visualisation, and AI documentation. In section 1.6, we clarify the AI             

stakeholder. Finally, we formulate the research questions.  

 

 

1.1 Motivation 

Due to the fast, efficient, and accurate problem-solving ability of artificial intelligence, AI models are               

widely used in different domains. Many domain users who are not AI experts use machine learning.                

However, for most AI development, usage, and deployment, there is still a need for experienced               

experts like machine learning engineers and data scientists. The democratisation of artificial            

intelligence, that is, the process of enabling other stakeholders, including domain users, to             

understand and use artificial intelligence models, has become an important issue in life cycle              

management. As we mentioned in the systematic mapping study on AI model lifecycle management,              

there is less attention paid to the life cycle management of artificial intelligence. Moreover, in the                

limited research, there are fewer direct discussions about the democratisation of artificial            

intelligence. However, in our previous research on the artificial intelligence life cycle, we structured              

and categorised AI model lifecycle management into 6 categories with 31 subtopics. We found that               

some papers mentioned AI democratisation, but they mainly discussed the topics as follows: 

● Transparency: the interpretation of the model itself, the interpretation of its           

results/decision, and the transparency of the design process.  

● Visualisation: A common example is the visualisation of the machine learning process            

[43]. 

● AI documentation is a summary of useful AI model information. 

● Other topics related to AI democratisation, such as increasing the participation of            

domain users in the design process by having domain users and ML experts collaborate              

closely in applying ML to practical problems, for example [43]. 

 

 

1.2 Transparency  
From the results of the mapping study, we found that in the trustworthy category, there are few                 

papers that directly discuss transparency, but papers in many other subcategories address the issue              

 

42 



of transparency. Furthermore, their proposed solutions, such as model interpretability, model           

visualisation, and ethics guidelines, can help improve transparency. 

 

By reading the transparency-related papers obtained during the mapping study, we also found that              

the current research attaches great importance to domain users and non-AI experts in AI              

transparency. We obtained insight into the different factors of model transparency and their             

classifications. We also learned the basic method of solving the problem of transparency, that is,               

through the model explanation/interpretation and model description (AI documentation). A          

description of the related publications follows. 

 

Transparency is the interpretation of the model, results/decision, and design process. We found 12              

papers from the mapping study: [44] provided a comparative analysis of current transparency             

solutions, finding that the current transparency solutions lack “user cognitive response           

communication” and “domain knowledge”. They proposed a solution to incorporate domain experts            

into the development process to increase model transparency. The article emphasises the            

importance of domain users in the development and use of AI. [45] clarified the definition of                

transparency, which can be used as more than a deontological framework. The paper also reiterated               

the importance of transparency. It clarifies the five components of transparency evaluation: a             

complete description of the purpose, the scope of application, data source, human interpretability,             

and monitoring of adverse events and emergency plans. [47] is a short article about artificial               

intelligence (AI) systems and autonomous systems (AS). It offers an overview of transparency, trust,              

and liability issues. [46] proposed a framework containing two documents (AI Validation Document,             

Deployment Disclosure Document) to structure the scope and requirements of the decision-making            

system to ensure its transparency. [48] focused on cognitive systems engineering. In the paper, the               

issue of transparency in automation equipped with machine learning is discussed. [49] and [50]              

improved transparency through documentation. In [51], the authors enhanced the transparency of            

deep learning by explaining its features. [50] and [52] proposed or discussed the interaction method               

to explain and interpret machine learning models to improve transparency. In [80], the author              

proposed a solution to explain the ‘black box’ by collecting real-time internal status. 

 

1.3 Visualisation 
Generally, the visualisation of AI models mainly focuses on the simple interpretation of ML              

algorithms through some interactive tools and the visual abstraction of complex processes. In the              

latter case, visualisations that are too abstract are usually counterproductive. Among the papers             

obtained from the mapping study, [37], [38], [39], and [40] proposed visualisation solutions for              

model components (such as neural networks and neuron layers) and others, for example [41],              

provided visualisation of data flow. 

 

As a method of describing the model, visualisation can help model users and developers understand               

the model, thereby contributing to the transparency and democratisation of the model. 

 

1.4 AI Documentation 
Documentation is not a new topic for software engineering. There has been a lot of research on                 

traditional software documentation. Developers regard documentation as an essential part of           

completing software engineering well [54], [55]. At the same time, there are also explorations for the                
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automation of traditional software documentation [56]. However, we found that there is little             

research on the documentation of artificial intelligence models. 

 

[57] describes standardised documentation for the data in AI projects that includes the information              

contained within the data, data collection, intended use, and other concerns, for example, fairness              

and privacy. 

 

Fact sheets [56, 58] propose a guideline to generate the documents to help increase trust in AI                 

services. Their target group is model consumers. Fact sheets are created by AI providers/developers              

for examination by AI consumers. The content of the fact sheets focuses on topics like fairness,                

privacy, and safety. 

 

[57] divided documents into internal and external categories. The external document mainly helps to              

win trust for the model, reduce abuse, and help users refer to the ethics level. It is a reference when                    

allocating resources for the model. Compared to an internal document that contains a lot of details,                

an external document is more like a summary. External documents are more helpful to domain users                

and end users. The improvement of the documentation norms and processes will help improve AI               

transparency [36], [57], thereby solving the problem of democratisation of artificial intelligence.  

 

A previous publication of AFR [59] mentioned an article on AI documentation that was published by                

Google in 2019 and defines the concept of the model card [60], which is a document that contains a                   

brief description of the machine learning model/project. That article also describes the most basic              

component of the model card: model details, expected use cases, data, metrics, performance results,              

etc. The model card is a solution to the transparency of machine learning. Developers can use it to                  

emphasise the advantages of the model and inform the end user of disadvantages to avoid               

inappropriate usage. For ordinary users, the model card provides simple explanations of complex             

technologies. It can help them quickly understand the model. 

 

1.5 AI Stakeholder 
Stakeholders can be roughly divided into three categories [61]:  

● AI experts such as machine engineers and computer vision engineers 

● Domain experts. They work in various fields and need to use artificial intelligence             

models to solve work or scientific research problems in this field.  

● End users. Their work is related to AI. There is no need to use or train the model in                   

their work. It is enough to have a basic understanding of the model.  

Compared with AI experts, end users and domain experts may have more demand for AI               

documentation tools. This was confirmed in the following user study. 

 

 

1.6  Research Question 
Among the above three themes, transparency is relatively abstract and broad. The other two themes,               

visualisation and AI documents, can also be regarded as subcategories of transparency. In the              

research related to the life cycle management of AI models, model visualisation has attracted more               

attention, while AI documents, which are traditional SE topics and common tools in the development               

of traditional software, have received little attention in the AI field. In addition, in ING, attention has                 

been paid to related research. Therefore, the goal of our research is to improve the democratisation                
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of AI by automatically generating AI documentation. Taking all the above into consideration, we              

defined our research questions: 

 

How can the democratisation of AI be increased by automatically generating AI documents? 

The sub-questions are as follows: 

● RQ1: What content should be included in the AI document so that model users have               

the most basic understanding of the model? 

● RQ2: Which information can be used to generate AI documents automatically? Which            

resource does this information come from? 

● RQ3: How to design the tool to generate AI documents? 

● RQ4: How to design a user learning assessment tool? 
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2. Component of the AI documents (RQ1) 

By analysing and comparing the existing AI document solutions and guidelines in section 3.2, we               

chose to include project information, developer information, model information, data information,           

artifacts information, and version information in the automatic documents. The reasons are as             

follows: 

 

In the paper [58], the author proposed a guide for establishing AI documents, namely the fact sheet.                 

In interviews with AI developers, they summarised and screened 10 basic questions(see Table 2.2.1)              

that need to be answered when establishing a fact sheet. Summarising these ten questions, we found                

that their corresponding topics are models (uses, factors), data, artifacts (evaluation indicators and             

hyperparameters), and the interpretability of the model. The concept of model card proposed in the               

literature [60] also includes the content of model, data, and artifacts. The concept of the model card                 

is more biased towards ordinary users, so unlike the fact sheet, it hides the interpretability of the                 

model. The model card also describes the detailed information that needs to be included in each                

category: 

 

● Model: Including developer information, model generation time, model version, model          

type, parameters, fairness conditions, reference information, licenses, etc. 

● Intended use: Including main intended use, main intended user, and out-of-scope use            

cases 

● Factors: Including relevant factors and evaluation factors 

● Metrics: Including model performance evaluation, decision thresholds, and mutation         

methods 

● Data: Including data set, motivation, preprocessing, and training data description 

 

In addition to these topics, the model card also includes quantitative analysis and ethical              

considerations. 

 

Due to the diversity of artificial intelligence projects, we expanded the content of the fact sheet and                 

reduced the content of model reports to limit the content of manual input. In addition, considering                

the actual problems of the ING project stored in the GitLab private library, we also included the                 

project information in the AI document. 

 

Machine learning is different from traditional software development. The entire development           

process requires a lot of training. After repeated hyperparameter adjustments, a model with better              

performance will be gradually obtained, but how to compare with the previous model. How to record                

the pre-trained models. Take this into consideration, we also included model version information. 

 

So, to sum up, we can already answer the research question： “What content should be included in                 

the AI document so that model users have the most basic understanding of the model?”  

 

A: Our AI documents contain the following information:  

 

● Intended use: Main intended use, intended users, and out-of-scope use cases 

● Factors and subgroups: Instrumentation, environment, group, and attributes 

● Metrics: Metrics and their values 
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● Data: A short description and source, its categories and basic statistics​​ information 

● Developer: Name, contact email, and number of commits 

● Project: Project name, ID, URL, and where to find the original document provided by              

the developer 

● Versioning information: Model and its corresponding generation time, metrics,         

hyperparameters, and developers 

 

 

 

 

Table 2.2.1: ​Summarized and screened questions that need to be answered when establishing             

FactSheet[58], and their corresponding topics  
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3. Information and Sources (QR2) 

All components of the AI document can be divided into two categories, which are automatically               

generated content: 

● Metrics: Metrics and their value 

● Data: A short description, source, its categories and basic statistics​​ information 

● Developer information: Name, contact email, number of commits 

● Project: Project Name, ID, URL, where to find the original document provided by the              

developer 

● Versioning information: Model, and its corresponding generation time, metrics,         

hyperparameters, developers 

And what needs to be entered manually: 

● Intended use: Main intended use, intended users, out-of-scope use cases 

● Factors and subgroups: Instrumentation, environment, group, attributes 

 

This section describes the sources for automatic generation, and why they were selected. 

 

3.1  Versioning Information 

Version control records a certain file at a specific time so that after the system is changed, the                  

previous specific version can be called. Ad hoc data processing and pretraining are the fastest ways                

to get some ideas during machine learning projects, and the process of developing and using the                

model requires a lot of training. However, these pre-trained models, model modification, pipelines,             

data, and metrics will become complicated over time. Furthermore, when a problem arises, the              

machine learning engineer may need to go back and check the earlier version of the model, data, etc.                  

Therefore, version control of models, data, and metrics is an important part of the AI model                

development. Currently, most developers manually record documents for version control. The           

disadvantage of this method is that it may cause confusion and retraining if it cannot be updated in                  

time, even if there is a record. Therefore, we incorporate version control into our solution.  

 

There are different types of version control, including source code version, data version, and model               

version. In the previous systematic mapping study of AI ​​model lifecycle management, we found five               

studies on the topic of traceability/version control. Among them, the tool proposed by Vartak et al.,                

ModelDB, is one of the earliest tools to solve the problem of model version control. It helps users to                   

record the hyperparameters, metrics, and dataset information during training and can automatically            

track and index the model through SQL and visualisation methods. However, ModelDB is a              

management tool specifically for models built in scikit-learn and spark.ml [61]. Different from             

ModelDB, DisDAT [62] is a tool for data version control. It abstracts data into bundles, which are                 

versioned, immutable collections of data, and then manages the bundles to achieve data version              

control. The entire artificial intelligence model development life cycle is about converting the raw              

data into a well-trained model. This complex process contains multiple steps including data             

processing, storing, and transformation. It may involve stand-alone servers, clouds or HPC clusters.             

[63] proposed a solution of tracking data during the entire life cycle while keeping the execution                

overhead low. [64] mainly discussed the reproducibility and traceability of deep neural network             

(DNN)–based multimedia analysis. In [65], the authors discussed the challenges of the trainability,             

providing a brief introduction of tracking the artifact, which includes source code, test results, and               

development plans in general. However, it only offers rough ideas rather than solutions or structured               

philosophical discussion.  
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Our AI model documentation solution aims to provide users and especially non-AI experts with an               

initial understanding of the basic AI model or project rather than focus on the internal structure of                 

the model, source code, and other details of the model. Therefore, we choose to provide model                

versioning information in the document, as well as model-related hyperparameters and metrics            

information instead of source code or data versioning information. In the above literature, the              

solution provided by ModelDB is more suitable as a reference for our research. In this section, we                 

compared existing model versioning tools similar to ModelDB. Finally, MLflow was selected as an              

auxiliary tool to generate versioning information in AI model documents. 

 

The existing version control tools include DVC, Pachyderm, Sacred, Neptune, MLflow, Amazon            

SageMaker, Polyaxon, SigOpt, Cortex, Wandb, Come, etc. 

 

DVC is a data pipeline building tool instead of only data versioning like its name. It is closely related                   

to Git. Many developers currently use Git+GNU Make instead of DVC because DVC is more               

complicated than Make, and the advantage of DVC is not apparent. This may be an obstacle to the                  

spread of DVC. Also, DVC sets each experiment as a branch, which may cause trouble for a large                  

number of experiments. For our documentation tool, DVC can provide useful information, such as              

hyperparameter tracking in its 0.93 version [65], but this is not the main function of DVC. The primary                  

understanding of AI projects or models does not require most of the information provided by DVC,                

such as the information of reproducible pipelines. This tool can ensure that sources like data,               

configuration, and code are in sync among the team members. It is more useful for the development                 

team’s work than as an auxiliary tool to our documentation tools.  

 

MLflow [67] is a management tool for machine learning lifecycle management. Its function includes              

recording training artifacts, such as parameters, tags, metrics, etc.; recording conda or docker             

environments; and storing models in a unified format. All information will be stored in the current                

training document and can also be stored in databases such as MySQL, SQLite, etc. The use of MLflow                  

is simple: Select a paragraph in the source, set the range with mlflow.start_run() and              

mlflow.end_run(), and use, for example, mlflow.log_param() or mlflow in the circled           

range.log_metric() and so on to record artifacts. The user can choose whether to set the argument of                 

start_run(): experiment_id and run_name, and record the artifacts under the specified experiment.            

mlflow.log_model() can be used to store the model. Unlike ModelDB, which integrates tightly with              

SparkML and scikit-learn, MLflow is lightweight and compatible with many additional tools,            

platforms, and frameworks. Compared with other versioning tools, it provided limited information,            

but that information is exactly what we need in the AI documentation. Therefore, MLflow is a good                 

choice as an auxiliary tool for our solution. 

 

Sacred [68] is also a tool for configuring and logging ML experiments. It is relatively difficult to                 

integrate. Compared with MLflow, it is not that lightweight. It offers source code versioning              

information, but it is unnecessary for our current AI documentation solution. Furthermore, to choose              

a tool that is not entirely popularised as the source of our solution, MLflow is more suitable since it                   

has higher popularity and activity than Sacred [69]. 
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Pachyderm, Neptune, Come, and Sagemaker are not open source, and Polyaxon is an             

enterprise-grade platform for large-scale deep learning applications. The popularity of the remaining            

tools is much lower than that of MLflow.  

 

Since this project is being carried out at ING, we also consider the opinions of ING employees.                 

Combining the above comparison and analysis, we decided to use MLflow as an auxiliary tool for our                 

solution as AI documents to provide information about the model version. 

 

 

3.2 Project Information 
Git is a popular distributed version control system (VCS) that helps developers track source code by                

recording source code changes. Developers can easily call the code of the previous version. It can                

also ensure that code is in sync among team members. GitHub is a version control               

platform/repository with Git as the core that is used to store and review source code as well as                  

manage and share projects. Similarly, GitLab is also a web repository based on Git. The main                

difference between the two is that GitHub has private repositories and shared repositories with              

private repositories of more than three people being charged; GitLab focuses on building private              

warehouses for free and can be deployed on their own servers. 

 

’ ’The initial version of our tool is suitable for GitLab projects because this project was conducted                 

through ING Bank, and ING’s projects are stored and shared through GitLab. Information about the               

project in the AI document, such as project ID, creation date, URL, contributors, etc., is obtained                

through the GitLab API. 

 

 

3.3 Model Information  
Model details include model developer, date, model version, citation/reference information,          

parameters, license, where to send questions or comments about the model, and more.  

 

As described in section 2.2, GitLab projects are our target projects. Information such as date,               

contributor/developer information, contact email address, etc., are obtained through GitLab API. The            

citation/reference information, as well as the license information, is obtained by searching keywords             

on the files in the Gitlab repository. While the model information and artifacts, as described in                

section 2.1, are obtained through the version control tool MLflow.  

 

 

3.4 Data Information 
The data used for training is stored locally or online. Usually, fixed functions are called in the source                  

code to access the data. You can use the Python standard library, pandas or NumPy. Therefore, we                 

can automatically obtain data information by analysing the source code, and after obtaining the data,               

generate statistical information of the data through different functions. 

 

In summary, we use the source code, markdown file, MLflow log information, Git information, and               

the content manually entered by the developer to create the model document 
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3.5 Intended Use and Factors 
In addition to the above, according to the recommendations of [70], the model documentation also               

includes the intended use and factors. The content of these two parts is manually entered by the                 

author. Through the description of "intended use", "intended user" and "out of scope" provided by               

the developer, the model document enables readers to quickly understand the purpose of the model               

and the application scenarios and methods of the non-model. "Factors" refer to all factors that may                

affect the performance of the model. The information in this section is the fairness factor that needs                 

to be considered during model evaluation. This section includes four aspects: “groups,            

“inducements”, “environment”, and “attributes”. Among them, “groups” refers to data with the            

same characteristics, including but not limited to demographics and phenotype category, etc. For             

example, data annotation is done by those people. Regarding the “instrument”, for example, which              

camera was used to collect the image data, and what is its hardware indicator. An example of                 

"environment" in computer vision is the light conditions in the surrounding environment during.             

“Factors” also include other technical attributes that lead to different model performance. 

 

 

4. Implementation details (RQ3) 

Figure 2.4.1 shows the main functions other than the GUI. "model_info()" first finds whether the               

specified model file exists in the git tree. If so, it will find the creation date and last modification date,                    

author, and other information and store them. Then find the license document in the git tree, call the                  

internal function "__check_if_file_contains_certain_strings()" to search for the document and check          

whether it contains "GPL", "BSD", "MIT", "Mozilla", "Apache" " , "LGPL" . model_info() returns the               

basic information about the model and the type of license. data_and_algorithm_info() searches the             

git tree to find if there is a source code file containing how to access the dataset. Through the                   

analysis of the source code, check whether it contains "csv.reader", "loadtxt(",           

".read_csv(""http://"".csv" and other patterns to know whether the data is stored online or locally.              

And use pandas to generate statistical information. citation_info() searches markdown documents in            

the repository and then checks whether there is a fixed regular expression to extract citation               

information. read_model() loads the checkpoint and reads the variables in it. The result will not be                

reflected in the model document, but saved in a separate document. extract_info_from_mlflow()            

searches and organizes Mlflow log files. Search for metrics, parameters, and models in the Git tree,                

extract their information, including generation date, quantity, value, etc. The information about            

models and related artifacts from one experiment will be saved together (see Figure 2.4.4).              

list_contributors() and list_projectInfo() extracted "contributors_username", "contributors_email",      

"number of submissions", "project", "project id", "created in", "web_url", "readme_url", and other            

information via Git API(). 
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 Figure 2.4.1: ​Workflow  
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The tool is packaged in a Python library that can be accessed at [70]. To use this tool, users need to                     

install the library and run the script “example.py” under the repository where the model              

documentation is to be generated (please check the GitLab link above). In the first GUI, as a model                  

developer, the user is asked to fill in relevant information about the intended use, factors, and                

subgroups. At the same time, users need to enter GitLab access information, such as project name,                

URL, and token, to access the private library on GitLab. If they have a specific checkpoint to check,                  

the user can also provide the model name. After clicking the “Save” button, the tool will save the                  

manually filled parts. After clicking the confirmation button in the “Access Information” section, the              

tool will analyse resources such as MLflow log information, Git information, source code, and called               

libraries, and will generate the following in the GUI: 

● Intended use: Main intended use, intended users, and out-of-scope use cases 

● Factors and subgroups: Instrumentation, environment, group, and attributes 

● Metrics: Metrics and their values 

● Data: A short description and source, its categories and basic statistics​​ information 

● Developer: Name, contact email, and number of commits 

● Project: Project name, ID, URL, where to find the original document provided by the              

developer 

● Versioning information: Model and its corresponding generation time, metrics,         

hyperparameters, and developers 

 

 

 
Figure 2.4.2: The GUI for manual input 
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Figure 2.4.3: Generated document 

 

 

55 



 

Figure 2.4.4: Versioning Information  
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5. User Study (RQ4) 

5.1 Interviewee 
We conducted user research to evaluate our prototype. Participants come from different industries,             

work in different positions, and have different AI knowledge levels. Since the interview involves the               

background investigation of the participants, to protect the privacy of the participants, we only list               

the overall statistical information of the company/school and industry where the interviewee is             

located. We follow the ’interviewee’s wishes and hide the names of certain companies. Of the 14                

interviewees, 6 were graduate students, PhDs, and research assistants from Delft University of             

Technology, Reno University of Nevada, ETH Zurich, and York University. The other six are from NXP,                

ING, Heineken, a semiconductor company, and a medical device company. Respondents’ industries            

include electrical engineering, semiconductor, medicine, embedded system, materials science,         

banking, FMCG, and astronomy. Their positions include graduate student, doctor, research assistant,            

software engineer, data engineer, IC designer, algorithm engineer, and market analyst. 

 

 

5.2 Interview and Questionnaire 

5.2.1 Design 

The whole interview is divided into four parts: pre-questions, Introduction and tool presentation,             

post-questions. Questions include single choice, multiple choice, quantitative scoring,         

description/short answer questions.  

 

The first part is not an introduction to our tools and research, but directly asks interviewees about                 

personal information, and AI-related experience, background and opinions. This is to prevent unfair             

guidance due to introduction of the background information. After completing the questionnaire            

survey, we introduced the motivation and the purpose of this project , that is, we completed the                 

mapping study on artificial intelligence life cycle management, and carried out classification and             

theoretical research on the entire topic. Now, we would like to contribute from a practical               

perspective. In the mapping study, we classified the papers according to the main topics discussed,               

therefore, some potential topics are not included in the classification map, such as the              

democratization of AI. In addition, we learned from the results of cartographic research that              

visualization, transparency, and documentation can promote the democratization of artificial          

intelligence. Among them, transparency is an abstract and broad concept, and the other two themes               

can be used as subcategories of transparency. In addition, there are many researches on              

visualization, but few related to AI documents, so we decided to take AI documents as the direction                 

of this research. We proposed a solution to automatically generate model documentation to improve              

the clarity of the model. The artificial intelligence documentation tool aims to help non-specialist              

quickly understand and use AI models, thereby promoting democratization. In the second part, in              

addition to the background introduction, we also introduced the content and usage of the model               

document. Finally, we present and test our tool in the same case project. After the demonstration is                 

complete, in the third part, we will ask some questions that echo the previous questions and get                 

feedback about the tool. 

 

5.2.2 Pre-questionaire 

1. How do you understand and use AI? 

a. I studied in school and used it at work. 

 

57 



b. I studied at school, but I have not used it at work. 

c. Did not study in school, but used in work. 

d. Never studied in school, not used for work, personal hobbies. 

 

2. .What kind of data do you use AI to process? 

a. Numbers 

b. Image 

c. Both 

 

3. How does your work relate to AI? 

a. Currently engaged in development work/research related to AI 

b. Sometimes used in current work/study 

c. No AI-related technology is currently used, but have plan to use 

d. No AI-related technology is currently used, the current work has nothing to do             

with AI, and there are no plans to use this AI 

 

4. How long has the AI ​​model/algorithm been used recently? 

a. Months ago 

b. Over a year ago 

c. Is using 

5. Please describe in as much detail as possible the model you have used recently, or the                

most impressive model. 

 

6. For the above models, do you think that the introduction documents (like markdown             

files) provided by the developers are sufficient for you to understand the purpose of              

the model, factors that affect the results, model evaluation indicators, data set            

information, etc. ? Or you still need to gather information from other sources ( such as                

the source code) ? 

a. Yes, the documentation provides enough information 

b. No, I still need to find the information by myself 

c. No, since no documentation is provided 

 

7. The clarity of the above model documents: (The range is from 1 to 5, where 1 is                  

completely unclear and 5 is completely clear) 

 

8. What are your pain points in AI development or usage? 

a. I want to adjust the algorithm, but I don’t understand the algorithm 

b. Problems on training models and tuning parameters 

c. Version control: Lost model information, and its related artifact information  

d. Cannot find a suitable model to solve my problem 

e. They stated that the developer had provided insufficient information on          

considerations such as metadata, model use, and factors affecting         

performance 

f. Other pain poits. 
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9. 9. Do you think that a clearly described model document can solve the following              

problems? 

a. I want to adjust the algorithm, but I don’t understand the algorithm 

b. Problems on training models and tuning parameters 

c. Version control: Lost model information, its related artifact information  

d. Cannot find a suitable model to solve my problem 

e. The developer did not provide sufficient information, such as data information,           

model usage 

f. The introduction document is not helpful 

 

10. When sharing your well-trained/developed AI model with others, will you provide an            

introduction document? 

 

11. Does your document contain the following information? 

 

a. Model details 

b. Intended use 

c. Metrics 

d. Factors 

e. Data 

f. Ethics related tips 

g. Quantitative analysis: some test results 

12. As a developer, if there is a tool that can automatically generate documents for AI               

models, would you like to use it? 

a. Yes, Since it can help me record the model and share it with others to help                

them quickly understand my model 

b. Not sure, according to ease of use 

c. I don’t want to use, since I have my own habits and recording methods 

d. No, I don’t keep document for AI projects 

 

13. For the item in a given link, can you quickly understand its model information, data set,                

metrics, etc.? 

5.2.3 Post-questions 

14. Through the model documentation provided by this tool, can you now quickly            

understand the relevant information of the above model? (The range is from 1 to 5,               

where 1 is completely unclear and 5 is completely clear) 

15. Does the tool provide guidance on generating model documents? (The range is from 1              

to 5, where 1 is completely not agree and 5 is completely agree) 

16. Do you think this tool can solve the pain points you mentioned before? 

17. Is the tool easy to use?(The range is from 1 to 5, where 1 is completely easy to use                   

and 5 is very difficult to use) 

18. Are there too many parts of the tool that need to be added manually?  

19. As a developer, do you use this tool for your own use? 

20. When sharing a trained/developed AI model with others, do you use this tool to               

generate a model card? 

21. As a model user, do you want developers to provide such model cards? 
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6. Results and Discussion (checking done) 

6.1 Pre-questions 
All participants have used AI technology in their studies or work. 12 out of 14 participants' current                 

work or study are related to AI. 85.7 percent of participants learned AI technology at school, the rest                  

learned it during work. 6 out of 10 workers use AI as domain users and AI developers. 

 

28.6 percent of participants only use AI to process images, 35.7 percent use it to digitize data, and                  

the rest 35.7 percent use it for both kinds of data.  

 

6 out of 14 participants are currently using artificial intelligence models in their work or study, while                 

5 others have used artificial intelligence models a few months ago. As for the remaining 3                

participants, the last time they used the artificial intelligence model was at least a year ago. 

 

Their descriptions of the model were very brief, including only the intended use of the model. Only                 

one participant offered a brief description of the data. 

 

For the model they described, only 14.3 percent of developers provided sufficient documentation;             

the remaining 85.7 percent of the developers either provided incomplete documentation, from            

which an intuitive understanding of the model was impossible, or provided no documentation. In              

evaluating the clarity of the limited information provided by the document, however, six participants              

awarded four points or more on a scale of one to five, these two are exactly. Therefore, the evidence                   

we have obtained is that most documents provide incomplete information, but for limited             

information, its clarity is relatively high. 

 

Participants’ choice of pain points for model development and use covered all five options: (1) want                

to adjust the algorithm, but I don’t understand the algorithm; (2) problems on training models and                

tuning parameters; (3) version control: Lost model information, and its related artifact information;             

(4) they could find no suitable model to solve their own problems; and (5) they stated that the                  

developer had provided insufficient information on considerations such as metadata, model use, and             

factors affecting performance. One participant chose “other pain points” in answer to this question,              

listing resource issues such as training speed and computing power. 

 

When asked whether a clearly described document could help solve the above pain points, the               

participants selected all the same options. However, not all participants felt that documentation             

could solve the pain points of developers who provided insufficient information, while some felt that               

documentation could also help them understand algorithms. In the post-question discussion, we            

found that participants had different understandings of the content covered by the documentation.             

Half said that the document should include more information like training guidelines to help them               

train their own data. 

 

21.4 percent of the models provided to others included no documentation, The documents the other               

78.6 percent of the participants provided included the seven following types of information: model              

details, intended usage, influencing factors, metadata, evaluation metrics, some training results, and            

ethics-related information. No participant chose ethics-related information. Only one participant said           
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that the document he provided would include all types of information except ethics, while the rest                

stated that they would provide two to five types of information. Information on the model itself and                 

received more attention than information on the data set.  

 

78.6 percent of participants said they would be willing to use semi-automatic document generation              

tools. The remaining 21.4 percent said they were unsure, and that it depended on the ease of use of                   

the tool. 

 

Regarding the GitHub project that was shown to them without documentation, three participants             

said that the information about the project was basically clear from browsing the source code. Three                

participants said that they were not completely sure but had some understanding. The remaining 8               

participants either thought they could not understand the project at all, or could get very little                

understanding or were simply guessing from browsing other information. 

 

 

6.2 Post-questions 
After we presented our tool and had the participants try it out, all participants reported a better                 

understanding of the model than before. 11 participants gave an evaluation of "mostly understood"              

or "completely understood.” Two stated that they were not completely sure but had some              

understanding. One participant said it is still largely incomprehensible. In the post-question            

discussion, we asked that participant's opinion in detail, which will be explained later. 

 

All participants agreed that the tool supplied guidance on generating AI model/project introduction             

documents. Seven participants awarded three points (“mostly clear guidance”) or four points            

(“totally clear guidance”). 

 

Regarding the AI-development or use-process pain points that the tool solved, 11 of the 14               

participants felt that this tool could solve the problem of insufficient information, 10 of the 14                

participants participants felt that it could solve the problem of version control, and 6 of the 14                 

participants felt that the tool could help them find a model to suit their own problems. 

 

Half of the participants thought the tool was easy to use, while the others held the opposite opinion.                  

Three participants believed that the reason for the difficulty of use was too much manual input, and                 

they don't really understand the item like instrumentation and groups. From the perspective of the               

model developer, some complaints are about version control, which requires calling the mlflow             

function in the source code. Although mlflow is easy to use, changing the source code is still                 

something that model developers want to avoid. 

 

11 of 14 participants expressed their willingness to use the tool when they need to share the model                  

with others. Participants who were unwilling to use the tool reported that there might be               

environmental compatibility issues, that they did not want to spend time on documentation, or that               

they are more accustomed to recording documents in their own way.  

 

There are also 11 participants who want model developers to provide such model documents when               

sharing models. 
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Suggestions for improving the tool itself included the following: (1) add the function of regular               

automatic saving and highlight the changed information; (2) add information such as GPU settings              

and training time to the original content; (3) add instructions for the tool itself; (4) improve the                 

limitations; (5) add the visualization; and (6) add citation information. 
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7. Conclusion 

In short, participants believe that model documentation tools can provide clear guidance for             

generating model documentation, and the generated model documentation can greatly improve           

their understanding of the model. This tool can solve the problem of insufficient model information,               

lack of or missing version information, and cannot quickly determine whether the model is suitable               

for their problems. Half of users think the tool is easy to use, while the rest think it is difficult to use.                      

The reason is due to the design of the GUI, the manual input section is too detailed, and the                   

participants have no relevant tools (such as Gitlab, Mlflow) experience. 

 

Participants engaged in materials research said that the automatic generation of model cards is of               

little help to their work. Because for this industry, their main job is to simulate various materials at                  

the atomic level to observe the stress response. As model users, the model they use is the most basic                   

model and they make changes on this basis. There is no special Sota model specifically for their                 

profession, and they do not use Sota's AI model during their work. In addition, as a developer, since                  

the core technology of the industry is simulation modeling of various materials, data processing and               

source code are rarely shared. Therefore, if it is only for own use, the advantages of this tool are not                    

great. Participants as domain users mentioned that the model is not easy to use, not because of the                  

lack of introduction documents, but as domain users, setting up the environment is a big problem,                

and training itself is very difficult for them. Issues such as the lack of guidelines and guidance for the                   

environment setup and parameters tuning have priority than the requirements of the model             

documentation. 

 

According to the opinions of the participants, the future improvement directions of the model              

document itself include increasing GPU settings and training time, adding regular automatic update             

functions, emphasizing the version control information of the document itself, and so on. The model               

documentation tool is a prototype to improve democratization and transparency. Due to time             

constraints, it only implements some main functions, and has only been tested in multiple case               

projects, but not in real word projects. These need to be improved in future work. 
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