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Summary

The Galerkin formulation of the finite element method (FEM) is known to perform poorly
when the advection or reaction terms of a partial differential equation (PDE) dominate
the problem [27]. Unstable behavior arises for such situations, .e.g, in the form of oscilla-
tory behavior of the solution. Many stabilized FEM formulations have been proposed over
the years in an attempt to correct this unstable behavior. The streamline upwind/Petrov-
Galerkin [12] (SUPG) method is an older popular approach for the stabilization of advec-
tion dominated problems. The variational multiscale [47] (VMS) stabilization method is
based on a more firm mathematical foundation, and employs a decomposition of the flow
field into large, resolvable scales, and small, unresolvable scales. In this thesis the objec-
tive is to improve the robustness of the Reynolds-averaged Navier-Stokes (RANS) based
Spalart-Allmaras (S-A) turbulence model [61], by implementing several stabilized formu-
lations and comparing their performance. From the literature review, Hauke’s multiscale
stabilization parameter [38] τ was found most promising and its definition is therefore
used for the multiscale stabilized formulation.

This thesis is carried at San Diego State University. We use the C++ FEM library
libMesh [53] for the numerical simulation of various problems. Hence, the implementation
in the code is started from an unstabilized, unsteady Navier-Stokes (N-S) routine. In
order to carry out interesting test cases on coarse and fine meshes the N-S equations are
first stabilized using the SUPG, pressure stabilizing/Petrov-Galerkin (PSPG) and least-
squares on incompressibility constraint (LSIC) stabilization terms. Several test cases are
performed in order to assess their proper implementation.

A new subroutine is then added to the code for solving the S-A model in a segregated
manner. Since the advection-diffusion-reaction (A-D-R) equation is a model problem for
RANS based turbulence models, we first implement its multiscale stabilized form and test
its correct implementation for several test cases. The multiscale stabilized A-D-R equation
using Hauke’s stabilization parameter shows to have superior accuracy and robustness on
a coarse mesh compared to the Galerkin and SUPG method.

By adding the turbulent viscosity to the kinematic viscosity in the N-S equation the
transition to RANS is made. The A-D-R coefficients are set such that the equation
represents the S-A turbulence model. A test case using the method of manufactured
solutions shows its correct implementation.
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vi Summary

Three stabilized formulations are proposed for the S-A turbulence model. One is
based on the work of Khurram et al. [52] in which the A-D-R equation is employed as a
linearized form of the S-A model. The multiscale method is then applied to the A-D-R
equation to obtain the stabilized formulation. The other proposed multiscale formulation
is based on a more traditional multiscale approach in which the splitting of scales is
applied directly to the S-A equation. The two formulations are compared and several
similarities and differences are pointed out, i.e., for both formulations the higher order
fine scale terms are ignored. The third and final proposed formulation is an SUPG type
stabilization of the S-A model. The SUPG stabilized S-A equation is obtained by only
using the advective stabilizing weighting term of the traditional multiscale formulation.

Two final test cases are run to determine the robustness of the Galerkin as well as
each of the proposed stabilized formulations. A turbulent channel flow problem is run at
a Reynolds number based on the friction velocity of Reτ = 550. The test case is run on
a fine mesh and validated using direction numerical simulation (DNS) results. The fine
mesh results are compared to coarse mesh results for each of the S-A model formulations.
The unstabilized S-A formulation shows to be very robust for this case and not require any
form of stabilization. The SUPG stabilized formulation does not affect the solution much,
but some differences are noted using both multiscale formulations. Using Khurram’s S-A
model formulation, worse results are obtained in terms of accuracy on all meshes. The
traditional multiscale method shows a deterioration of accuracy on medium coarse meshes
but improves in accuracy compared to the Galerkin formulation as the mesh is refined.

A backward facing step case is run at a Reynolds number based on the step height
H of ReH = 36, 000. A fine and coarse mesh is used in order to compare the coarse
mesh Galerkin and stabilized S-A formulation results to the fine mesh results. Again,
good results are obtained on the coarse mesh using the unstabilized S-A model, such as
a similar determination of the reattachment point of the flow compared to the fine mesh.
The SUPG and traditional multiscale method show very similar results, though the latter
is determined to behave slightly overly diffusive. Khurram’s multiscale model shows to
be very under diffusive, and its results are much worse than the other models.

A more careful examination of the results for this test case reveals oscillatory behavior
of the S-A model solution for the Galerkin and SUPG method in regions for which the
diffusion term equals zero. This is found to mainly be the case mid-channel upstream and
far downstream of the step, where the solution is constant or behaves linearly, and the
mesh is coarse. Both multiscale formulations suppress the wiggles and provide a smooth
solution. Therefore the multiscale formulations provide a more robust formulation in
the absence of diffusion. Only the traditional multiscale formulation for the S-A model
provides reasonably accurate results compared to the Galerkin and SUPG formulations.
In the presence of diffusion the latter two methods are robust and produce good results,
also on coarser meshes.

For the derived traditional multiscale formulation for the S-A model it is noted im-
provements can still be obtained as follows:

• Inclusion of higher order fine scale terms to improve coarse mesh accuracy.

• Inclusion of the fine scale velocity term in the S-A equation.

• Use of a nondiagonal τ to include the residual of each equation for each unknown
for the coupled system of equations.
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Chapter 1

Introduction

In the study of aerodynamics, one of the unsolved problems is a complete description of
turbulence. It is believed that the Navier-Stokes (N-S) equations can be used to describe
turbulence properly [54]. Computational fluid dynamics (CFD) play a great in role in
numerically approximating the solution to these equations. This has led to a reduction in
cost of product and process development and optimization activities, improved reliability
and reduced the need for physical experimentation. CFD is applied in many different in-
dustries, including aerospace, automotive and medical research to name a few. Numerical
solutions to the Navier-Stokes equations using CFD, however, are difficult to obtain. A
stable solution requires an extremely fine mesh to capture the smallest scale of eddies.
This results in an infeasible amount of computational work to be performed to solve them
using direct numerical simulation (DNS) . Several methods have been proposed in order to
approximate the solution of the Navier-Stokes equations at a much lower computational
cost, the most popular among them are large eddy simulation (LES) and the Reynolds-
averaged Navier-Stokes (RANS) equations. While in LES turbulence is still partly solved
for, using RANS, all turbulence is modeled using complex empirical models. It is there-
fore the cheaper and more feasible option with regard to computational cost, especially
for industrial cases.

The RANS equations contain the nonlinear Reynolds stress term that needs additional
modeling for closing the equations. Using the Boussinesq hypothesis for this term leads
to an eddy viscosity model. For this purpose, many turbulence models, in which the
unknown is the eddy viscosity, have been developed. Some popular turbulence models
are the Spalart-Allmaras [61] (S-A), k − ε [25], k − ω [65] and Menter’s Shear Stress
Transport [57] (SST) model. Each method has its advantages and disadvantages in terms
of accuracy, stability and computational cost. Throughout this work, use will be made
of the one-equation S-A turbulence model. The transport equation for the eddy viscosity
used by the S-A model is known to have competitive accuracy and a relatively low cost
[14].

Using the finite element method (FEM) as discretization approach to find a solution
to the RANS equations and turbulence models can be quite challenging. The standard
Galerkin formulation of the problem deals with potential sources of numerical instabilities.
This is, for example, the case when convection or reaction terms dominate the flow, see
e.g. [23, 37, 38, 52]. It is a challenge to find such a stabilization that makes solving the

1
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equations as robust as possible. A stabilized FEM formulation can be created by adding
mesh-dependent, consistent and numerically stabilizing terms to the standard Galerkin
method. Various stabilized formulations have been proposed, a lot of which are based on
the Petrov-Galerkin (PG) approach which uses a modification of the standard Galerkin
weighting term. Examples of popular PG methods are the streamline upwind/Petrov-
Galerkin [12] (SUPG) and pressure stabilizing/Petrov-Galerkin [44] (PSPG) scheme.

The SUPG method has successfully been applied to partial differential equations
(PDEs) containing convection and diffusion terms such as the Navier-Stokes equations.
This artificial diffusion based method prevents oscillatory behavior in the solution for con-
vection dominated flows. The idea stems from the finite difference method, where it was
already observed that adding artificial diffusion can prevent oscillatory behavior of the
solution. The added diffusion using the SUPG method is only added in the streamline di-
rection, otherwise overly diffusive behavior of the method ensues. To accomplish this the
weighting function of the standard Galerkin method is modified by adding a streamline
upwind perturbation. This is done such that the advective part of the PDE is multiplied
by the weight and added to the weighting function. The added term is weighted by the
stabilization parameter τ . Later it was found that this form of stabilization stems from
the variational multiscale concept, introduced below.

Turbulence models such as the S-A model also contain a reactive term, i.e., a zeroth
order spatial derivative term. This term plays an important role in boundary layer predic-
tion, where reaction-like effects dominate the flow behavior. Next to turbulence models,
reaction terms also arise in mechanical engineering problems related to turbomachinery,
e.g., in the modeling of Coriolis forces. Other examples are found in chemistry, heat trans-
fer with radiation, acoustics and overland flow applications. For reaction (production or
destruction) dominated flows artificial diffusion based methods are inadequate [52]. Hence
the interest arises for a robust stabilization scheme that can cope with reaction dominated
flow conditions. It is noted that the advection-diffusion-reaction (A-D-R) equation can
be used as a model problem for RANS-based turbulence models. Therefore, work that
has been performed on the stabilization of this equation can be used for the stabilization
of the S-A turbulence model as well.

An approach proposed by Hughes [47] in 1995 called the variational multiscale (VMS)
method, is based on a decomposition of the scalar field into coarse (resolved) and fine
(unresolved) scales. While applying VMS it is not desired to describe the unresolvable
scales in detail; instead, it is desired to compute their effect on the resolvable scales. This
stabilization method can deal much better with the reaction term in turbulence models,
though it was pointed out by Hauke [38] that VMS also needs some improvements in
the presence of high reaction rates. In order to see what the current state of research
is on this topic, the more recent papers on multiscale stabilization of turbulence models
and the A-D-R equation are discussed in section 1.1. Section 1.2 will then present the
objective of this thesis. The programming language and libraries used are introduced in
section 1.3. In the final section of the introduction a brief chapter by chapter overview
will be given of the topics discussed throughout this thesis.
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1.1 Current state of research

The variational multiscale method was introduced by Hughes [47] in 1995. The multiscale
interpretation amounts to assuming that unresolvable, small scale behavior exists within
each element of the domain, but not on element boundaries. The stabilization of equations
such as the advection-diffusion-reaction equation relies on the derivation of a stability
parameter τ , also called intrinsic time scale. In the paper by Hughes [47] the small scales
are solved for using a corresponding Green’s function problem, where it is shown that the
subgrid scales are driven by the residual of the resolved scales. It can be shown that τ
can be calculated using the element Green’s function g(x, y) as

τ =
1

meas(Ωe)

∫
Ωe

∫
Ωe
g(x, y)dΩxdΩy, (1.1)

with Ωe the domain elements. This shows that in this way τ is defined as the element
mean value of the Green’s function.

By representing the small scales using bubble functions, which vanish on element
boundaries, an approximate element Green’s function can also be generated. Although it
is admitted that the quality of the approximation is usually poor due to the incapability
of the bubbles to represent the subgrid scale phenomena. The idea of using bubble
functions was already used before with success, see e.g. [36]. However, Hughes showed in
his paper [47] that this stabilization could be derived from a firm theoretical foundation.
A definition of the stabilization parameter τ emerged, as shown in equation (1.1). A year
later Brezzi et al. [11] showed the equivalence between the residual-free bubbles method
and the variational multiscale method.

Franca and Valentin [37] derived a mesh dependent stabilization parameter for the
advection-diffusion-reaction equation from convergence and stability theory. Bubble func-
tions are used for the fine scales. The equation for τ is then derived by static condensa-
tion of the bubbles and subtracted from the standard Galerkin method. It includes two
switches for the asymptotic behavior of the advection, diffusion and reaction parameters.
These switches improve the accuracy of the solution compared to the initial stabilization
parameter presented in [36]. To give an idea of the improved stability achieved by sta-
bilized methods, figure 1.1 shows an improved stability using the Franca and Valentin
stability parameter. Here the standard Galerkin method is compared to the stabilized
method for a skew advection case.

Codina [17, 18, 19] also proposed a stabilization parameter derived from the maximum
principle. Both this and Franca and Valentin’s [37] parameter were originally valid for a
positive reaction term only. Hauke [38] extended both of these parameters by including
the negative reaction term. In this paper Hauke compares several stability parameters
including both of the extended stability parameters for the exponential (distinguishing
between positive and negative reaction term) and propagation regime. Using the results
of Hauke et al. [40] and references therein shows that the extension of the Franca and
Valentin [37] parameter is the most accurate.

Hulshoff et al. [50] used the research by Hauke [38] by using the stability parameter
that was deemed to perform best, the extension of the Franca and Valentin [37] parameter,
for multiple RANS based turbulence models. The VMS method was applied to both the
S-A [61] and Menter SST [57] turbulence model using this stability parameter. The work
however lacked testing for more difficult cases to make conclusions about the robustness
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Figure 1.1: Comparison between the Galerkin method and Franca and Valentin’s stabilized
method for a skew advection problem with positive reaction term (destruction
case). From [37].

of this approach for the S-A model.
Hauke et al. [40, 39, 41] presented several alternative stabilized subgrid scale (SGS)

methods. In [40] the exact VMS and SGS methods were developed for the advection-
diffusion-reaction equation. It is shown that the derived stabilization parameter τ is very
close to those proposed by Codina [17, 18, 19], and Franca and Valentin [37]. In [39] a
combined method is proposed which comprises the SGS and Gradient SGS (GSGS) meth-
ods yielding the SGS-GSGS method. It is noted that in the regime of strong advection
combined with a negative source term, the stability parameter proposed by Franca and
Valentin [37, 38] performs better. In [41] the SGS-GSGS is further investigated. The
two stability parameters are chosen to obtain nodally exact one-dimensional solutions for
zero forcing term problems. This method is extended to a multi-dimensional case and
improved results are obtained in comparison to the Galerkin and SGS methods.

Corsini et al. [23] introduced the variable-subgrid scale (V-SGS) method using the
variational multiscale approach. It is designed for quadratic elements with a variable
stabilization parameter dependent on space. The use of higher order finite element spaces
guarantees the best compromise between solution stability and accuracy, as shown in
Borello et al. [10]. The equation for the designed stability parameter is computed by
exact integration over each element of ge(x, y):

τV−SGS(y) =

∫
Ωe

ge(x, y)dΩx. (1.2)

A criticism that is noted on the use of an element-wise constant τ is that it is only capable
of controlling element-wise constant residuals, which are obtained on advective-diffusive
problems with linear elements [48]. The residual will be variable when reactive terms
and/or higher order elements are used, thus the need for a space-dependent τ such as
the proposed τV−SGS . It can be shown analytically that for a one-dimensional advection-
diffusion problem this parameter can be split up into exactly the SUPG stabilizing pa-
rameter (which is not space dependent) and a space dependent zero mean function. For a
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one-dimensional advection-diffusion-reaction problem it is shown that the V-SGS method
performs better than the SUPG method when using quadratic elements. The method is
also applied to the RANS equations with a k − ε− v2 − f turbulence model [29]. A test
is performed on a NACA airfoil and results show a better performance using the V-SGS
stabilization compared to a standard SUPG stabilization.

The V-SGS method was further investigated by Corsini et al. in [24, 22]. In [24],
an additional stabilization term is added to the V-SGS method. The additional term
is called diffusion for reaction-dominated with local variation jump (DRDJ) term. The
diffusion for reaction-dominated (DRD) term was introduced by Tezduyar and Park [63],
and adapted in [24] to account for local jumps. The DRDJ term is used as discontinuity-
capturing tool, such that diffusion is added only when reaction rates and solution gradients
are both high. Tests with this method shows how adding the DRDJ term improves the
solution compared to the SUPG method, and also compared to adding just the DRD
term. In [22] the V-SGS method with DRDJ term is applied to the RANS equations with
a k − ε turbulence model, for which three-dimensional flow computations are performed.
The robustness of the method is shown and improved results are obtained compared to
the SUPG method with DRDJ term.

Masud and Khurram [55] developed a multiscale stabilized finite element method for
the advection-diffusion equation. In this method, bubble shape functions are used to
represent the fine scale trial solutions and weighting functions. This method was then
extended to the A-D-R equation in [51] by Khurram and Habashi. The S-A turbulence
model is then applied to this method as the A-D-R equation is a model problem for it. Ex-
tending this line of work, Khurram et al. [52] then used the multiscale stabilized Spalart-
Allmaras turbulence model for a three-dimensional detached-eddy simulation (DES) test
case. The multiscale stabilized A-D-R equation is shown to have superior stabilization to
SUPG for reaction dominated flows. With the backward-facing step as model problem
the Spalart-Allmaras model for DES provides good results and is able to predict the main
features of turbulent flow. In a follow-up paper by Zhang et al. [66] the developed model
is used for test cases in computational wind engineering. The results show to be superior
to using unsteady RANS and compare well to wind tunnel experiment values. This shows
the robustness of the developed model.

1.2 Objective of the thesis

From the literature study it is noted that most research puts focus on comparing the
developed multiscale stabilization method to SUPG stabilization. Hence it is not imme-
diately straightforward which method produces the best results. Hauke [38] did compare
several multiscale stabilization parameters for the A-D-R equation, and Hulshoff et al.
[50] used this work in order to try to improve the robustness of the S-A turbulence model.
Since this work lacked proper testing it is interesting to follow up on this line of work.

To accomplish this we will make use of an SUPG type and two different multiscale
approaches for the S-A turbulence model. One multiscale approach will be based on
the work of Khurram et al. [52], for which their paper is used as a guideline. In this
method VMS is not applied to the S-A equation itself but the A-D-R equation, which is a
model problem for RANS based turbulence models. The advection, diffusion and reaction
coefficient are then defined such that they represent the S-A turbulence model. The second
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multiscale approach is based on a more traditional way of applying the multiscale method
as it is applied directly to the S-A equation. For both methods we will use the extended
stabilization parameter of Franca and Valentin [37] derived by Hauke [38]. From the
latter multiscale approach the SUPG formulation is derived by only using the advection
part of the weighting function in the stabilization term. The research objective is then
formulated as follows:

The objective of the research project is to improve the robustness and stability, compared to
other stabilization methods, of the RANS-based Spalart-Allmaras turbulence model in the
context of finite elements by deriving, testing and comparing several stabilized formulations
of the turbulence model for a challenging test case.

1.3 Programming language, libraries

The C++ language with the libMesh [53] library will be used throughout this thesis. This
library provides a finite element framework that can be used for the numerical simulation
of partial differential equations on serial and parallel platforms. The libMesh library is an
excellent tool for programming the finite element method and can be used for one-, two-,
and three-dimensional steady and transient simulations. We use the Portable, Extensible
Toolkit for Scientific Computation [7] (PETSc) library for the solution of linear systems,
both in serial and parallel. As some solvers and/or preconditioners are not supported in
parallel by PETSc, use is also made of the multifrontal massively parallel sparse direct
solver [3, 4] (MUMPS) library.

1.4 Carried out work

The libMesh library contains a series of examples, including a simple non-stabilized un-
steady nonlinear Navier-Stokes code which solves a lid-driven cavity flow problem. This
was the starting point of this thesis.

In order to properly test the stabilized S-A model, stabilization terms were first added
to the N-S code. A new subroutine for the S-A turbulence model was then added to solve
for the turbulent viscosity in a segregated manner. Segregated solving of the flow and
turbulence model equations will result in a high degree of modularity of the code. Other
turbulence models may be added to the code and be chosen to be used instead, depending
on the problem being solved. The multiscale stabilized A-D-R equation was first added
to this subroutine, using the extended stabilization parameter of Franca and Valentin
[38]. Several stabilized formulations of the S-A turbulence model were added by using
different definitions of the A-D-R coefficients. Finally, the change of Navier-Stokes to
RANS was made in the code. Each step has been accompanied by code verification using
the method of manufactured solutions (MMS). Next to this, test cases were performed to
check the stability of the stabilized formulation. For the final testing, a turbulent channel
flow problem as well as a backward facing step problem were analyzed.

1.5 Structure of the thesis

The thesis is structured as follows. Chapter 2 will introduce the governing equations used
throughout this thesis. The Navier-Stokes and RANS equations are addressed as well
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as the S-A turbulence model. Chapter 3 gives a step-by-step explanation of the finite
element method, applied to the N-S equations. Besides this discretization approach, we
also discuss Newton’s method as iterative solution procedure and the theta method for
the temporal discretization. The final section of this chapter introduces the stabilized N-S
formulation, including the discretization of these additional terms. In chapter 4 the weak
form of the RANS equations is given. Only the diffusion term is then discretized as it is
the only term different from the N-S equations. We then review the theory behind the
variational multiscale method, after which it is applied to the advection-diffusion-reaction
equation. This equation is put in such a form such that it represents the S-A turbulence
model. The definition of the stabilization parameter used is also provided. Two separate
multiscale stabilized formulations as well as an SUPG type stabilized formulation are
derived. The numerical results of the code verification and validation are discussed in
chapter 5. First the N-S and A-D-R equation results are presented, after which we show
and discuss the final test case results for the RANS equations with S-A model. These
are the turbulent channel flow problem and the backward facing step case. Finally, in
chapter 6 the conclusions of the test results are summarized and some recommendations
for future work are given.
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Chapter 2

Governing equations

In this chapter the partial differential equations used for the simulation of turbulent fluid
flow are presented. Since the simulation performed is two-dimensional, the equations pre-
sented here are in two-dimensional form. First the well-known Navier-Stokes equations are
introduced. Next, the Reynolds-averaged Navier-Stokes equations are shown to emerge
after Reynolds averaging of the Navier-Stokes equations. Finally, the Spalart-Allmaras
turbulence model is presented for the modeling of the Reynolds stress tensor.

2.1 Incompressible Navier-Stokes equations

Using the principle of mass conservation inside a fluid element the continuity equation can
be derived. For an incompressible fluid the density of the fluid is constant throughout the
flow. The continuity equation is then given by the divergence of the (unknown) velocity
vector u(x, t),

∇ · u = 0 in Ω×]0, T [ (2.1)

with u =
[
u v

]T
and Ω is the flow domain. Note that u and v are the velocities in x-

and y-direction, respectively.
From the conservation of momentum, using Newton’s second law, we can find that for

an incompressible Newtonian viscous fluid the momentum equation reads as,

ρ

(
∂u

∂t
+ (u · ∇) u

)
−∇ · σ = ρf in Ω×]0, T [ (2.2)

with the first left-hand-side term being the velocity time derivative, ∇u the velocity
gradient, ρ the fluid density, σ the stress tensor and f the external source term. The
stress tensor consists of normal and shear stresses,

σ = −pI + τ

= −pI + 2µε

= −pI + µ
(
∇u + (∇u)T

) (2.3)

with p(x, t) the (unknown) pressure, I the identity matrix, τ the shear stress tensor, µ
the dynamic viscosity and (∇u)T indicates the transpose of the velocity gradient. The

9
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strain rate tensor ε is defined as,

ε =
1

2

(
∇u + (∇u)T

)
(2.4)

and equals the symmetric part of the velocity gradient. Taking the divergence of the
stress tensor, the expression for ε can be simplified as,

∇ · σ = ∇ ·
(
−pI + µ

(
∇u + (∇u)T

))
= −∇p+ µ∇2u (2.5)

with ∇2 the Laplace operator. Here we used the vector identity ∇ · (∇u)T = ∇ (∇ · u).
Using the continuity equation (2.1) we can see this term equals zero. Implementing (2.5)
into (2.2) yields the convenient form of the momentum equation,

∂u

∂t
+ (u · ∇) u− ν∇2u +

1

ρ
∇p = f (2.6)

where ν = µ
ρ is the kinematic viscosity. Furthermore, for simplicity, let us assume uniform

density ρ = 1. Finally we have,

∂u

∂t
+ (u · ∇) u− ν∇2u +∇p = f (2.7)

From left to right in equation (2.7) we can identify the temporal, convection, diffusion,
pressure and external source term, respectively. Equation (2.7) and (2.1) constitute the
form of the Navier-Stokes equations for incompressible viscous fluid flow that will be used
throughout this work.

For a complete problem description a domain Ω ∈ R2 with proper boundary conditions
on the boundary Γ = ∂Ω must be prescribed. We introduce Dirichlet, ΓD, and Neumann,
ΓN , type boundary conditions, and assume ∂Ω = ΓD ∪ ΓN . This domain is portrayed in
figure 2.1. Typical boundary conditions consist of prescribing the value of the velocity on
ΓD, while prescribing the pseudo-traction boundary condition σ′ on ΓN , i.e.,

u(x, t) = uD(x, t) , x ∈ ΓD , t ∈]0, T [

σ′.n(x, t) = t′(x, t) , x ∈ ΓN , t ∈]0, T [
(2.8)

with the matrix-vector multiplication defined as (A.a)i = Aijaj , n the unit outward
normal and,

σ′.n = −pn + ν(n · ∇)u (2.9)

In some situations instead we may prescribe a force acting on ΓN . This is called the
traction boundary condition σ and is given as,

σ.n(x, t) = t(x, t) , x ∈ ΓN , t ∈]0, T [ (2.10)

with σ the shear stress tensor given by equation (2.3).
Next to the boundary condition, an initial condition for the velocity field must be

specified as well:
u(x, 0) = u0 , x ∈ Ω . (2.11)

The initial velocity field u0 must be divergence free in order to satisfy the continuity
equation. Next to this, no initial conditions are imposed on p since no time derivative
of p appears in the governing equations. It is noted that for purely Dirichlet boundary
conditions the pressure can only be determined up to an arbitrary constant, since only
its gradient is determined from the governing equations.
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Figure 2.1: Domain with Dirichlet and Neumann boundary condition, and the outward unit
normal n.

2.2 Reynolds-averaged Navier-Stokes equations

By decomposing the flow into a mean and fluctuating part, a time-average of the Navier-
Stokes equations can be derived. With this Reynolds decomposition the turbulent fluc-
tuations of the flow can be defined in a single tensor, called the Reynolds stress tensor.
The Reynolds decomposition for the velocity and pressure are defined as,

u(x, t) = ū(x, t) + ũ(x, t), p(x, t) = p̄(x, t) + p̃(x, t)

where ū and p̄ indicate the ensemble average (i.e., the mean flow is the result of the average
of many instances of the flow) at (x, t). ũ and p̃ indicate the turbulent fluctuations at
(x, t).

We now introduce the Reynolds average operator as 〈·〉. Taking the Reynolds average
we can compute the ensemble average of a variable at (x, t). The following identities hold
for the Reynolds average of a variable φ or ϕ:

•
〈
∂φ
∂x

〉
= ∂φ̄

∂x

• 〈φ̄〉 = φ̄

• 〈φ̃〉 = 0

• 〈φ̄ ϕ̄〉 = φ̄ ϕ̄

•
〈
∂φ
∂t

〉
= ∂φ̄

∂t

• 〈φ̄ ϕ̃〉 = 0

• 〈φ+ ϕ〉 = φ̄+ ϕ̄

It can be noted that the ensemble average of the turbulent fluctuating term equals
zero, since it is a zero average term around the mean.

By substituting the decomposed variables into the incompressible Navier-Stokes equa-
tions, (2.1) and (2.6), and computing the Reynolds average of this equation we can derive
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the Reynolds-averaged Navier-Stokes (RANS) equations. For the continuity equation we
have,

∇ · ū = 0 in Ω×]0, T [ (2.12)

and we thus also have that,

∇ · ũ = 0 . (2.13)

It can be seen that a linear term results in an averaged term, since the fluctuating term
equals zero when applying the Reynolds average operator. The momentum equation
contains the nonlinear convection term and hence will result in an additional term. When
applying the above operations, the Reynolds-averaged momentum equation can be written
as,

∂ū

∂t
+ (ū · ∇) ū + ũ · ∇ũ− ν∇2ū +

1

ρ
∇p̄ = f̄ (2.14)

where the additional term ũ · ∇ũ can be observed. Using equation (2.13) we can rewrite
this expression as,

ũ · ∇ũ = ∇ · ũũ .

Equation (2.14) can upon manipulation be written as,

ρ
∂ū

∂t
+ ρ (ū · ∇) ū = −∇p̄+∇ ·

(
τ̄ − ρũũ

)
+ ρf̄ (2.15)

with τ̄ = µ
(
∇ū + (∇ū)T

)
. This is the final form of the time-averaged momentum

equation, and together with (2.12) make up for the Reynolds-averaged Navier-Stokes
equations. The equations express the evolution of the mean solution. Note the similarity
to the equations for the instantaneous variables, the Navier-Stokes equations. The only
additional term, −ρũũ, can be seen to act as an apparent stress, and is thus termed the
Reynolds stress tensor. The term is however related to the behavior of turbulent velocity
fluctuations, and not to any viscous processes.

It can be observed that the RANS equations are not closed. The Reynolds stress tensor
would have to be expressed in terms of the problem parameters and the unknown mean
solution in order to solve the closure problem. The Reynolds stress tensor can however
be approximated by use of empirical turbulence models such as the Spalart-Allmaras
turbulence model. This model is discussed in the next section.

2.3 Spalart-Allmaras turbulence model

In this section the Spalart-Allmaras turbulence model will be discussed. First the Boussi-
nesq approximation for the Reynolds stress tensor will be addressed. Then the turbulence
model will be introduced, after which some modifications for the implementation of the
model will be presented.

2.3.1 Boussinesq approximation

To deal with the closure problem of the RANS equations, Boussinesq proposed relating
the Reynolds stress tensor to the mean flow. The Boussinesq approximation leads to
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linear eddy viscosity models and reads as,

−ρũũ = 2µtε̄−
2

3
ρkI

= µt

(
∇ū + (∇ū)T

)
− 2

3
ρkI

with µt the turbulent or eddy viscosity and k the the turbulent kinetic energy. Note
that the eddy viscosity is not a property of the fluid but is dependent on the turbulence
of the flow at (x, t). The closure problem is now solved if a solution for the turbulent
viscosity can be obtained. The linear eddy viscosity model used here is the one-equation
Spalart-Allmaras turbulence model. Since this model does not solve for k, the inclusion
of this term is not required. The Boussinesq approximation then becomes,

−ρũũ = µt

(
∇ū + (∇ū)T

)
.

Note that this expression for the turbulent viscosity is directly analogous to the relation
for the viscous stress in a Newtonian fluid. With this approximation for the Reynolds
stress tensor equation (2.15) can be written as,

∂ū

∂t
+ (ū · ∇) ū = −1

ρ
∇p̄+∇ ·

[
(ν + νt)

(
∇ū + (∇ū)T

)]
+ f̄ in Ω×]0, T [ . (2.16)

Again for a uniform density field ρ = 1 we have,

∂ū

∂t
+ (ū · ∇) ū = −∇p̄+∇ ·

[
(ν + νt)

(
∇ū + (∇ū)T

)]
+ f̄ in Ω×]0, T [ . (2.17)

2.3.2 The baseline model

The Spalart-Allmaras (S-A) turbulence model, introduced in [61], is a popular choice
for turbulence modeling due to its competitive accuracy and relatively low cost [13].
The model directly computes the evolution of νt and was designed from empiricism and
dimensional analysis. The equation has advection, diffusion and reaction terms, and it
can be noted that the advection-diffusion-reaction equation is a model problem for the
Spalart-Allmaras turbulence model [51]. This characteristic will be made use of in chapter
4 for applying multiscale stabilization to this equation.

The S-A turbulence model does not solve directly for the turbulent viscosity νt, but
rather for the modified turbulent viscosity νe. We introduce the von Kármán constant
κ and the friction velocity uτ . νe is scaled such that it equals κyuτ in the intermediate
layer as well as the buffer and viscous sublayer (refer to appendix A for an explanation
on boundary layer terminology). This is beneficial for numerical solutions, since νe varies
linearly with the distance from the wall. In this way its behavior can be captured on
relatively coarse meshes.

The S-A turbulence equation has different variants, among which models with and
without trip terms. Including the trip terms one can set where in the flow field the flow
should be tripped and become turbulent. For our application we do not need the use
of a trip term since we are examining fully turbulent flows, where the flow is turbulent
anywhere vorticity is present. Next to this we are not interested in the exact physical
behavior of the flow. We are rather interested in the stability of the derived formulation for



14 Governing equations

coarser grids while preserving accuracy. The fully turbulent model will thus be employed
for all cases. This model is given by the following equation,

∂νe
∂t

+ ū · ∇νe−cb1Seνe + cw1fw

(νe
d

)2

− 1

σ
[∇ · ((ν + νe)∇νe) + cb2∇νe · ∇νe] = 0 in Ω×]0, T [ .

(2.18)

We note the first two terms make up the material derivative of νe. The next two terms
are reaction terms and model production and destruction, respectively. Finally, the last
two terms model the conservative and non-conservative diffusion effects, respectively. The
turbulent kinematic viscosity can be obtained from,

νt = νefv1

with

fv1 =
χ3

χ3 + c3
v1

and χ =
νe
ν
.

The magnitude of vorticity S is modified to Se such that again the log-law behavior in the
intermediate layer extends all the way to the wall. It is argued by Spalart and Allmaras
that vorticity is used for the production term because turbulence is only present where
vorticity is. Both of them emanating from solid boundaries. The modified magnitude of
vorticity is defined as,

Se = S +
νe
κ2d2

fv2

with the magnitude of the vorticity,

S =
√

2Ω : Ω , Ω =
1

2

(
∇u− (∇u)T

)
.

Here Ω is the rotation rate tensor, d is the distance to the nearest wall and Ω : Ω = ΩijΩij

indicates the Frobenius inner product of two matrices. The function fv2 is defined as

fv2 = 1− χ

1 + χfv1
.

The function fw is used as a calibration for the destruction term since it was found to
decay too slow in the outer region of the boundary layer. It equals 1 in the intermediate
or log layer and decays towards the outer part of the boundary layer, this is shown in
figure 2.2. fw is given as,

fw = g

(
1 + c6

w3

g6 + c6
w3

) 1
6

with,

g = r + cw2

(
r6 − r

)
and r = min

[
νe

κ2d2Se
, 10

]
.

The closure coefficients of the model are:

cb1 = 0.1355 , cb2 = 0.622 , cv1 = 7.1 , σ =
2

3
,

cw1 =
cb1
κ2

+
1 + cb2
σ

, cw2 = 0.3 , cw3 = 2 , κ = 0.41 .
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Figure 2.2: fw plotted against r. APG: adverse pressure gradient; FPG: favorable pressure
gradient [2].

2.3.3 Modifications to the baseline model

Some modifications to the baseline S-A turbulence model are applied, and are taken from
[2]. These modifications are implemented in order to account for numerical problems
when dealing with under-resolved grids and non-physical transient states. Using these
modifications should result in negligible differences with the original model when using a
well resolved grid in most cases. Two modifications to the original model are used here:
the first one preventing negative values of the modified magnitude of vorticity Se, the
second one deals with negative values of the modified turbulent kinematic viscosity νe.

Preventing negative values of Se

A value of Se below 0.3S is non-physical, but due to the fact that fv2 is negative over a
range of χ it can reach lower values and even become negative. This can cause numerical
issues due to the disruption of other S-A correlation functions. The modified version of
Se is equal to the original for Se > 0.3S, but remains positive when S is nonzero. We
define S as,

S =
νe
κ2d2

fv2 .

The modified version of Se is then,

Se =

S + S for S ≥ −cv2S

S +
S(c2v2S+cv3S)
(cv3−2cv2)S−S for S < −cv2S
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with cv2 = 0.7 and cv3 = 0.9. This new function is plotted in figure 2.3 and compared
with the original definition of Se.

Figure 2.3: Modified magnitude of vorticity [2].

Negative S-A model

The solution of the baseline S-A model may be negative for coarse grids and certain
transient states. The original model is however only meant to admit non-negative solu-
tions, given non-negative boundary and initial conditions. A negative solution is often
encountered at the edge of boundary layers and wakes. For discretized domains the large
gradients in the solution here can cause undershoots. If these undershoots are below zero
some action is required to eliminate the negative solution.

The method proposed in [2] is a continuation of the S-A model for negative νe solutions
to deal with these undershoots. The primary purpose again is to deal with under-resolved
grids and non-physical transient states. When the solution is zero or positive, the original
model is used. If the solution is negative however, a different PDE is solved and the
turbulent viscosity νt is set to zero. νe thus becomes a passive scalar since it does not
influence the value of νt directly. The new PDE stems from the requirements of energy
stability and C1 continuity for the PDE terms at νe = 0. The negative S-A model reads
as,

∂νe
∂t

+ ū · ∇νe − cb1Sνe − cw1

(νe
d

)2
− 1

σ
[∇ · ((ν + νefn)∇νe) + cb2∇νe · ∇νe] = 0 (2.19)

with,

fn =
cn1 + χ3

cn1 − χ3
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and cn1 = 16. Note that the production term is now defined in terms of S instead of Se.
Next to this the destruction term now has the opposite sign compared to the baseline
model. Finally, fn(χ) modifies the diffusion coefficient to (ν + νefn). Dividing by ν the
non-dimensional diffusion coefficient (1 + χfn) can be plotted against χ. This is done in
figure 2.4 on the right, and it is shown the diffusion coefficient does not turn negative
anymore because of this modification. On the left side a plot of fn versus χ is provided.

Figure 2.4: fn and diffusion coefficient versus χ for negative S-A model [2].
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Chapter 3

Finite Element Method for the
Navier-Stokes equations

In the previous chapter the governing equations in their so-called strong form have been
presented. In this chapter the weak or variational form of the governing equations is first
derived, as part of the application of the finite element method to the problem. Some
spaces of functions will be introduced here too, as well as changes in the mathematical
notation. Note that for the formulation and mathematical notation of the problem we
mostly follow standard finite element books such as those by Donea and Huerta [27] and
Hughes [43].

Before the spatial domain is discretized first a temporal discretization is performed,
as well as an iterative solution procedure to solve the semi-discretized nonlinear problem.
For the discretization in time the theta method is used, while for the iterative solution
procedure Newton’s method is employed.

Focus will then be placed on the Galerkin method, which is used to convert the
continuous domain into a discrete domain. The approximations of the continuous spaces
are introduced and from there the problem can be derived in matrix form. The element-
wise contributions to the global matrix in normalized element coordinates are discussed
in the last part of this section.

Finally, attention is payed to the problems resulting from the Galerkin method.
Spurious oscillations in the solution can occur if convection dominates the problem.
Next to this, the saddle-point problem that arises from the weak formulation of the
Navier-Stokes equations can cause numerical difficulties. A properly stabilized finite
element formulation will reduce the likelihood of numerical instabilities. The stabi-
lization techniques that will be addressed and used are the least-squares on incom-
pressibility constraint (LSIC), streamline upwind/Petrov-Galerkin (SUPG) and pressure
stabilizing/Petrov-Galerkin (PSPG). Note that it can be shown mathematically that these
stabilization procedures stem from the variational multiscale concept, introduced in the
next chapter.

19



20 Finite Element Method for the Navier-Stokes equations

3.1 Weak form of the problem

To apply the finite element method (FEM) the problem needs to be put in the weak form
first. This can be done with the method of weighted residuals. We multiply the residual
of the N-S momentum equation by a weighting function w(x), integrate this equation over
the domain Ω, and require it to be zero for all suitable weighting functions. The same
is done for the continuity equation, but instead it is multiplied by the scalar weighting
function q(x). The weighting functions are also called test functions since they provide
a test for the local residual. By integrating over the domain the problem is relaxed, we
are only finding a solution that satisfies the strong form in a distributional sense. For the
Navier-Stokes equations (2.1) and (2.7) we have,

∫
Ω

w ·
(
∂u

∂t
+ (u · ∇) u− ν∇2u +∇p− f

)
dΩ = 0∫

Ω
q (∇ · u) dΩ = 0 .

(3.1)

We can now use integration by parts in order to reduce the continuity requirement of the
solution. Integration by parts can usefully be applied to the diffusion and pressure term
as follows.

−ν
∫

Ω
w · ∇2u dΩ = −ν

∫
Γ

(n · ∇) u ·w dΓ + ν

∫
Ω
∇w : ∇u dΩ (3.2)∫

Ω
w · ∇p dΩ =

∫
Γ

w · pn dΓ−
∫

Ω
∇ ·w p dΩ (3.3)

Before substituting, let us first introduce the following notation. We define the op-
eration (·, ·) as the L2-inner product over the domain Ω, i.e., for two vector functions w
and u we have,

(w,u) =

∫
Ω

w · u dΩ .

Notice that the arguments inside the brackets determine if the operation is either a scalar
product, a dot product or a Frobenius inner product. An integral over a different domain
than Ω can be indicated by a subscript.

Now substituting (3.2) and (3.3) into (3.1), and using the notation introduced yields,(
w,

∂u

∂t

)
+ (w, (u · ∇) u) + (∇w, ν∇u)− (∇ ·w, p)

= (w, f) + (w, (−pn + ν (n · ∇) u))Γ .

(3.4)

Notice that this formulation imposes weaker conditions on the smoothness of u and p
compared to the strong form (3.1).

Next, we can take a look at the boundary term. On the Dirichlet portion of the
boundary ΓD the solution is prescribed, hence it is not necessary to test the residual here
since the solution is known. We can thus take w = 0 on ΓD. The Neumann boundary
condition does not specify the solution for u, but its derivative. Hence we do need to
test the residual here. Note how the Neumann boundary condition naturally arises in
the formulation, it is therefore referred to as natural boundary condition. We can rewrite
equation (3.4) using the pseudo-traction t′ given in equation (2.9), and introduce the
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spaces of vector and scalar functions S, V and Q. The weak form problem statement
can be formulated as follows. Given uD, t′ and f , find u(x, t) ∈ S×]0, T [ and p(x, t) ∈
Q×]0, T [ such that,

(
w,

∂u

∂t

)
+ (w, (u · ∇) u) + (∇w, ν∇u)− (∇ ·w, p) = (w, f) +

(
w, t′

)
ΓN

(q,∇ · u) = 0

(3.5)

for all (w, q) ∈ V ×Q .

Let us describe the spaces of functions. S is the vector space of trial solutions and
contains functions of the velocity u. Since the Dirichlet boundary conditions are given
for a problem and we do not test the residual here, these functions must satisfy a priori
the boundary conditions on ΓD. The trial solution space is given as,

S :=
{
u ∈H1 |u = uD on ΓD

}
where H1 is a Sobolev space of order 1. It consists of all functions in the domain Ω for
which the functions itself, as well as its derivative are square integrable. It is important
that u belongs to this space such that the all the integrals, especially the one over the
diffusive term, in the N-S equations are well defined. The Sobolev space of order 1 for u
is defined as,

H1(Ω) = {u ∈ L2;∇u ∈ L2}

with

L2(Ω) ≡H0 =

{∫
Ω

u · u dΩ <∞
}
.

The vector space of weighting or test functions is termed by V . It has the same
characteristics as S, but, as explained before, the test functions equal 0 on the Dirichlet
portion of the boundary. Not that for uD = 0 the trial and test spaces are the same.
Symbolically the vector space V is defined by,

V :=
{
w ∈H1 |w = 0 on ΓD

}
The space of functions for the pressure is denoted by Q. It is only required to be

square integrable, since its spatial derivative does not appear in the weak form (3.5).
Moreover, since there are no boundary conditions on pressure, a single space suffices as
trial and weighting function space. Q is defined as,

Q := L2(Ω)

Now let us introduce the following bi- and trilinear forms:

a (w,u) =

∫
Ω
∇w : ν∇u dΩ ∀u,w ∈H1(Ω) (3.6)

b (u, q) =

∫
Ω
q∇ · u dΩ ∀u ∈H1(Ω) and q ∈ L2(Ω) (3.7)

c (v; w,u) =

∫
Ω

w · (v · ∇)u dΩ ∀u,v,w ∈H1(Ω) (3.8)
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We can write equation (3.5) with these new forms as,
(

w,
∂u

∂t

)
+ c (u; w,u) + a (w,u)− b (w, p) = (w, f) +

(
w, t′

)
ΓN

b (u, q) = 0 .

(3.9)

The proof of existence and uniqueness of weak solutions for (3.9) can be found in theo-
retical books on the Navier-Stokes equations such as [62].

3.2 Temporal discretization and iterative solution proce-
dure

Before continuing with a discretization of the spatial domain, let us apply a discretization
for the temporal term first. Then the solution procedure for solving the continuous
nonlinear problem is set up.

3.2.1 Theta method

For the temporal discretization of the problem the theta method is used. For a function
dy
dt = f(y) it has the general form of,

dy

dt
≈ y − ŷ

∆t
= θf(y) + (1− θ)f(ŷ)

with ∆t the time step and 0 ≤ θ ≤ 1 determines whether the method is explicit or
implicit. The term ŷ indicates the value of y at the previous time step, while y indicates
its value at the new time step.

It is noted that choosing θ 6= 0 yields an implicit method. Implicit methods usu-
ally allow for larger time steps. There is less restriction on the magnitude of the time
step compared to explicit methods in order to have a stable numerical solution. This is
especially the case for stiff equations such as the N-S equations.

For our range of problems we will limit ourselves to the use of θ = 1, hence obtaining
the backward Euler method. This method is only first order accurate in time, while the
Cranck-Nicolson method (θ = 1

2) has second-order accuracy. However, this last method
does not handle problems with discontinuous initial data well, and can have oscillatory
results. It is therefore preferred to sacrifice accuracy in time in favor of stability. It can
thus be stated that the backward Euler method is a simple yet robust method for solving
the N-S equations.

For the application of the theta method to equations (3.9) let us assume that the
external source term and the boundary conditions are independent of time. This yields,

(
w,

u− û

∆t

)
+ θ (c (u; w,u) + a (w,u)− b (w, p))

+(1− θ) (c (û; w, û) + a (w, û)− b (w, p̂))

= (w, f) +
(
w, t′

)
ΓN

b (u, q) = 0 .

(3.10)

Note that the theta method is not applied to the continuity equation since it does not
contain a time derivative. This will change however when stabilization is added to this
equation in section 3.4.
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3.2.2 Newton’s method

The nonlinear problem given by equations (3.10) can be solved using a nonlinear iteration
scheme such as Newton’s method. For each Newton iteration a linear system of equations
is solved, until the solution has converged. A characteristic of this method is that is has
quadratic convergence under the right circumstances, one of which is a close enough initial
guess (u0, p0) of the nonlinear solution. A bad initial guess can lead to the system not
converging at all. An often used method to ensure a close enough initial guess for the first
time step is to solve Stokes equations (i.e., the steady N-S equations without convective
term) for the problem first, and use its solution as initial guess [60]. If the Reynolds
number is too high the Stokes solution may not be close enough to the Navier-Stokes
solution. The Navier-Stokes equations can then be solved for a smaller Reynolds number
and use its solution as initial guess. Throughout this work this kind of solution procedure
will be used.

Newton’s method for (3.10) reads: given an initial guess U0 ∈ S ×Q, we seek δU ∈
S ×Q for k = 0, 1, . . . until convergence such that,

J
(
Uk
)
. δU = −R

(
Uk
)

(3.11)

and set Uk+1 = Uk + δU, with δU the difference in U between an iteration. Next to this

we have: U =
[
u p

]T
, k is the Newton iteration number, J

(
Uk
)

is the Jacobian matrix
with respect to Uk, and R

(
Uk
)

is the residual of equation (3.10) at Newton iteration k,
i.e.,

Rθ,m

(
uk, pk

)
=

(
w,

uk − û

∆t

)
+ θ

(
c
(
uk; w,uk

)
+ a

(
w,uk

)
− b

(
w, pk

))
+(1− θ) (c (û; w, û) + a (w, û)− b (w, p̂))

−(w, f)−
(
w, t′

)
ΓN

Rθ,c
(
uk, pk

)
= b

(
uk, q

)
.

(3.12)

with Rθ,m and Rθ,c the residual of the momentum and continuity equation after applica-
tion of the theta method, respectively. If convergence is achieved for some k, set Uk equal
to U at the new time step. A new nonlinear loop can then be started for this new time
step. Note that any terms containing an unknown (i.e., a variable at iteration k+ 1) will
be kept on the left-hand-side, whereas all other terms will be taken to the right-hand-side
vector. The system of equations that is solved each iteration is thus,

J
(
Uk
)
.Uk+1 = −R

(
Uk
)

+ J
(
Uk
)
.Uk (3.13)

For a vector-valued function A(U) = 0 the Jacobian matrix is defined as,

Jij(U) =
∂Ai
∂Uj

(U) . (3.14)

Note the application of the derivative to a continuous function, we thus have that the
Jacobian is the Fréchet derivative. The Fréchet derivative is defined as (see, e.g., [16]),

lim
δU→0

||A(U + δU)−A(U)− ∂A
∂U δU||

||δU||
= 0 . (3.15)
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Taking a look at Fréchet derivative applied to the nonlinear convective term (u · ∇)u at
the current time step we get the following. Find a linear operator B such that,

lim
δu→0

||
((

uk + δu
)
· ∇
) (

uk + δu
)
−
(
uk · ∇

)
uk −B δu||

||δu||
= 0

lim
δu→0

||
(
uk · ∇

)
δu + (δu · ∇) uk + (δu · ∇) δu−B δu||

||δu||
= 0 .

It can be observed that the linear operator B must be set such that,

B δu =
(
uk · ∇

)
δu + (δu · ∇) uk

where we have ignored the term O(δu). We call B the Fréchet derivative of the convective
term. Taking into account that δu = uk+1−uk, the contribution of the current time step
convective term to the left-hand-side of equation (3.11) can be seen to equal,

∂c(uk; w,uk)

∂uk

(
uk+1 − uk

)
=
(
c(uk+1; w,uk) + c(uk; w,uk+1)− 2 c(uk; w,uk)

)
where the last term is is known and stored in the right-hand-side vector. Since terms
from the previous time step are also known and thus deemed constant, their derivative is
zero and they only contribute through the residual vector.

Application of Newton’s method, (3.11), to the form of the N-S equations in (3.10)
yields,

(
w,

uk+1 − uk

∆t

)
+ θ

{
c
(
uk+1; w,uk

)
+ c
(
uk; w,uk+1

)
− 2 c

(
uk; w,uk

)
+a
(
w,uk+1 − uk

)
− b
(
w, pk+1 − pk

)}
= −Rθ,m

(
uk, pk

)
b
(
uk+1 − uk, q

)
= −Rθ,c

(
uk
)
.

(3.16)

Eliminating terms we obtain,

(
w,uk+1

)
+ ∆t θ

{
c
(
uk+1; w,uk

)
+ c
(
uk; w,uk+1

)
+ a
(
w,uk+1

)
−b
(
w, pk+1

)}
= (w, û) + ∆t

{
θ c
(
uk; w,uk

)
+ (1− θ)

(
− c (û; w, û)

−a (w, û) + b (w, p̂)
)

+ (w, f) +
(
w, t′

)
ΓN

}
b
(
uk+1, q

)
= 0 .

(3.17)

The momentum equation has been multiplied by ∆t and known terms (from the previous
time step and previous Newton iteration) have been collected on the right-hand-side.
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3.3 Galerkin and matrix formulation

In the finite element method the domain is discretized by approximating the infinite
dimensional spaces S, V and Q with finite dimensional subspaces denoted by Sh, Vh

and Qh, respectively. This leads to the so called Galerkin formulation of the problem.
The Galerkin formulation associated with the weak form of equation (3.17) leads to a
mixed finite element method, as local approximations for the velocity, pressure and their
weighing functions are introduced. The finite dimensional local approximations of the
known and unknown variables are denoted by the subscript h. Note that uh ∈ Sh ⊂ S,
wh ∈ Vh ⊂ V and (ph, qh) ∈ Qh ⊂ Q. It can be shown that the error due to these
approximations is orthogonal to the subspace, and that a near-best fit of the exact solution
is thus found. This is called Galerkin orthogonality and it is the key property of the
Galerkin approach.

The Galerkin formulation of the problem, equation (3.17), can now be obtained by
restricting the weak form to the finite dimensional interpolating spaces. It is given as: find
the velocity field uh ∈ Sh×]0, T [ and pressure ph ∈ Qh×]0, T [, for all (wh, qh) ∈ Vh×Qh,
such that,

(
wh,u

k+1
h

)
+ ∆t θ

{
c
(
uk+1
h ; wh,u

k
h

)
+ c
(
ukh; wh,u

k+1
h

)
+ a
(
wh,u

k+1
h

)
−b
(
wh, p

k+1
h

)}
= (wh, ûh) + ∆t

{
θ c
(
ukh; wh,u

k
h

)
+(1− θ)

(
− c (ûh; wh, ûh)− a (wh, ûh) + b (wh, p̂h)

)
+(wh, fh) +

(
wh, t

′
h

)
ΓN

}
b
(
uk+1
h , qh

)
= 0 .

(3.18)

The domain Ω now has to be viewed as discretized into elements Ωe, with 1 ≤ e ≤ nel
and nel the number of elements. These elements are non-overlapping, have a piecewise
smooth boundary Γe = ∂Ωe and h is their characteristic mesh size. Each element has
its own number of nodes depending on the type of element and its dimension. Let us
denote by η = {1, 2, . . . , nnp} the set of global velocity nodes in the finite element mesh,
and nnp the total number of velocity nodal points. Next to this, the subset of velocity
nodes on the Dirchlet portion of the boundary is denoted by ηDi ⊂ η, with i the velocity
component.

The finite element interpolating spaces contain piecewise polynomials which can be
linear, quadratic, etc. This depends on the choice of shape or basis functions. These
local functions take on the value 1 at their respective node, and are 0 for all other nodes.
An example is given in figure 3.1 for a 1-dimensional case with a piecewise linear basis
function. Here xA indicates global node A, and φA is the basis function for global node
A. The local velocity approximation can be expressed using basis functions as,

uhi(x) =
∑
A∈η

φA(x)uiA (3.19)

again with φA the basis function with respect to global velocity node number A, and uiA
the nodal velocity unknown with respect to spatial component i.
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Figure 3.1: Piecewise linear basis functions in 1-dimensional space.

Let us define the canonical basis in Rnsd , with the number of spatial dimension nsd = 2.
The canonical basis {e1, . . . , ensd} for two dimensions is defined as,

e1 = (1, 0)T , e2 = (0, 1)T . (3.20)

The array version of the velocity approximation is then,

uh(x, t) =

nsd∑
i=1

uhi(x)ei =

nsd∑
i=1

∑
A∈η

φA(x)uiAei (3.21)

The arbitrary weighting functions in the Galerkin formulation are defined such that,

whi ∈ Vhi := span
A∈η\ηDi

{φA} . (3.22)

The pressure field can possibly be approximated with a different set of nodes η̂ as,

ph(x, t) =
∑
Â∈η̂

ϕÂ(x)pÂ (3.23)

where ϕÂ is the basis function for the pressure with respect to global pressure node number

Â, and pÂ is the value of the pressure at this node. Finally, the pressure weighting function
qh is defined as,

qh ∈ Qh := span
Â∈η̂
{ϕÂ} .

The matrix problem can formulated by first substituting the above expressions for
the trial and weighting functions into the Navier-Stokes Galerkin form (3.18). To keep
notation slightly shorter and keeping the more trivial terms out of the matrix form, let
us assume θ = 1 to employ backward Euler for the time stepping. Note that uh has
not been split into an auxiliary velocity field and a variable containing the Dirichlet
boundary conditions, as is sometimes customary, thus uh ∈ Sh. However, application of
non-homogeneous Dirichlet boundary conditions in libMesh is done through use of the
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penalty method. This method is explained in appendix B. The following set of nodal
equations is obtained for the momentum equation: for every A ∈ η\ηDi and 1 ≤ i ≤ nsd,

nsd∑
j=1

{ ∑
B∈η\ηDj

[
(φAei, φBej) ujB + ∆t

(
c
(
φBei;φAei,u

k
h

)
+ c

(
ukh;φAei, φBej

)
+ a(φAei, φBej)

)
ujB

]}
−∆t

∑
B̂∈η̂

b(φAei, ϕB̂)pB̂ = (φAei, ûh)

+ ∆t
(
c
(
ukh;φAei,u

k
h

)
+ (φAei, fh) +

(
φAei, t

′
h

)
ΓN

)
(3.24)

Notice that the first convective term is non-zero also when the spatial components are
unequal, while the other terms are only non-zero for equal spatial components.

Next the nodal equations for the continuity equation can be obtained: for each Â ∈ η̂
and 1 ≤ i ≤ nsd, ∑

B∈η\ηDi

b(φBei, ϕÂ)uiB = 0 . (3.25)

The layout of the resulting matrix can be found from these equations and is as follows,(M + K + C)uu Cuv Gup

Cvu (M + K + C)vv Gvp

GT
pu GT

pv 0

uv
p

 =

bu
bv
0

 (3.26)

with M, K and C the mass, viscosity and convection matrix, respectively. Matrices G
and GT represent the discrete gradient and divergence operator, respectively. Right-
hand-side vector b contains the Neumann boundary condition, the external source term
and the terms known from the previous time step or Newton iteration. The left-hand-side
vector contains the nodal unknowns. Note that each matrix entry has two subscripts. The
first subscript denotes whether the term is used for the x- or y-momentum equation or
the continuity equation, while the second subscript denotes if it involves a u, v or p term.
It can be noted that the mass and viscosity matrix in the momentum equation are zero
for the off-diagonal terms, while the convection term does have a term in the uv- and
vu-coupling matrix. The matrices have contributions from the following terms:

Muu, Mvv →
(
wh,u

k+1
h

)
Gup, Gvp → −b

(
wh, p

k+1
h

)
Kuu, Kvv → a

(
wh,u

k+1
h

)
GT
pu, GT

pv → b
(
uk+1
h , qh

)
Cuv, Cvu → c

(
uk+1
h ; wh,u

k
h

)
Cuu, Cvv → c

(
uk+1
h ; wh,u

k
h

)
+ c
(
ukh; wh,u

k+1
h

)
(3.27)

Because of the locality of the basis functions it is clear that multiplication and integration
of two basis functions for different nodes will in general yield a zero result, unless the nodes
are in adjacent elements. Hence the global matrix will be very sparse, and it does not
make sense to evaluate the value for each position of this global matrix. It is much more
sensible to evaluate the contributions for each local element on Ωe separately. Let us
denote by small letters a and b the local element nodes, then as an example we take the
mass matrix term for the uu-coupling matrix (i.e., taking i = j = 1 in equation (3.24))
as,

(M e
ab)uu = (φa, φb)Ωe (3.28)
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for specific nodes a and b. As noted before, this element matrix only has entries in the
matrices with equal velocity components, i.e., the uu- and vv-coupling matrices.

Figure 3.2: Element transformation from the global domain to the normalized domain for a
four-node quadrilateral.

Because every element can have a different shape, the contribution of each element
can easily be compared by isoparametric transformation to a master element which has
normalized local coordinates. For a quadrilateral the normalized coordinates are (ξ, ζ) ∈
[−1, 1] × [−1, 1]. The transformation for a four-node quadrilateral element is shown in
figure 3.2. The equations for the local bilinear basis functions for node 1 through 4 are
then given as,

φ1 =
1

4
(1− ξ)(1− ζ) φ2 =

1

4
(1 + ξ)(1− ζ)

φ3 =
1

4
(1 + ξ)(1 + ζ) φ4 =

1

4
(1− ξ)(1 + ζ) .

(3.29)

Note that such an element is called a Q1Q1 element if both the velocity and pressure
are approximated by this bilinear element. The letter refers to the quadrilateral element
(in 2D) and the number refers to the degree of the polynomial appearing in the basis
functions.

Thus the global coordinates x and y need to be transformed to ξ and ζ, respectively.
We note that x and y are dependent on both normalized coordinates and thus it follows
that,

dx =
∂x

∂ξ
dξ +

∂x

∂ζ
dζ

dy =
∂y

∂ξ
dξ +

∂y

∂ζ
dζ

or

(
dx
dy

)
=

(
∂x
∂ξ

∂x
∂ζ

∂y
∂ξ

∂y
∂ζ

)(
dξ
dζ

)
(3.30)

where the matrix is the element Jacobian matrix (not to be confused with the system
Jacobian matrix). We are trying to find a factor the integrals should be multiplied with
to account for the change in surface area when going from the global to the master element.
The vector element area can be calculated in terms of the normalized coordinates using
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the cross product rule for parallelograms as follows,

dΩe = dx× dy

=

(
∂x

∂ξ
dξi +

∂x

∂ζ
dζj

)
×
(
∂y

∂ξ
dξi +

∂y

∂ζ
dζj

)
=

(
∂x

∂ξ

∂y

∂ζ
− ∂y

∂ξ

∂x

∂ζ

)
dξdζk

= Jdξdζk

(3.31)

where the determinant of the Jacobian matrix in equation 3.30 has been termed J . The
element area dΩe in the global domain is thus related to the element area in the isopara-
metric domain as,

dΩe = Jdξdζ (3.32)

Applying equation (3.32) to the mass matrix term (3.28) results in,

(M e
ab)uu =

∫ 1

−1

∫ 1

−1
Jφaφbdξdζ . (3.33)

The integrals are usually evaluated numerically using Gaussian quadrature. The integral
over the domain can be approximated for the mass matrix term using,

(M e
ab)uu =

nqp∑
g=1

W|gJ|gφa|gφb|g (3.34)

with nqp the number of quadrature points, W the weight for the current quadrature
point, and the subscript g indicating the term is evaluated at the coordinates (ξg, ζg) of
the current quadrature point. Finally, instead of using specific element nodes a and b,
a loop is performed over all element degrees of freedom to build the mass matrix. Note
that the mass matrix (Me

ab)uu has dimensions in each direction equal to the number of
element nodes. The mass matrix for the uu-coupling is then given by,

(Me
ab)uu =

nqp∑
g=1

nen∑
a=1

nen∑
b=1

W|gJ|gφa|gφb|g (3.35)

with nen the number of element nodes. An overview of all terms used for the implemen-
tation of the non-stabilized Navier-Stokes equations in libMesh are given in appendix C
in its final form such as equation (3.35).

The global matrix and right-hand-side vector then result from the topological assembly
of element contributions. In the code libMesh takes care of this as it has a built-in
assembly algorithm. In general one can say that assembly takes place such that a term
in equation (3.35) will be added to the row corresponding to node a and the column
corresponding to node b. More information on global matrix and vector assembly can be
found in elementary books on FEM such as [43].
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3.4 Stabilization of the Galerkin formulation

The Galerkin formulation derived in the previous section is known to suffer from two
main sources of instability. One of these occurs for high Reynolds number flows when
convection dominates the problem. An adequate stabilization for this may be achieved by
using the streamline upwind/Petrov-Galerkin (SUPG) method, in combination with the
the least-squares on the incompressibility constraint (LSIC) method. These techniques
will be addressed in section 3.4.1. The other source of instability is due to the mixed finite
element formulation that arises from the Navier-Stokes equations, and puts a restriction
on the type of interpolation spaces that can be used. This will be explained in section
3.4.2, where the pressure stabilizing/Petrov-Galerkin (PSPG) method is introduced. In
the final section 3.4.3 we show the choice of stabilization parameters that are used for the
stabilization terms.

The stabilization schemes introduced in this section were derived in the manner shown
below. Later in 1995, the introduction of the variational multiscale method by Hughes
[47] made it possible to derive all these terms naturally from a firm theoretical foundation.
Application of the variational multiscale method to the Navier-Stokes equations gives rise
to two additional stabilizing terms, next to the SUPG, PSPG, and LSIC terms. These
additional terms stem from the variational multiscale principle and will be neglected for
the stabilization of the Navier-Stokes equations here. See, e.g., [8] for more details.

3.4.1 SUPG and LSIC stabilization

From a simple one-dimensional convection-diffusion problem it can be shown analytically
that the Galerkin method solves a modified equation for convection dominated flow. This
modified equation has a reduced diffusion coefficient, which may become negative, there-
fore a stable solution cannot be guaranteed. This problem is seen to be similar to finite
difference methods, where a convection dominated flow will also cause spurious oscilla-
tions in the results. A solution for this method is the use of an upwind approximation of
the convective term, which induces numerical diffusion. Hence it is logical to look for a
similar solution in the framework of finite elements.

The key idea for such a solution is to add a weighted residual formulation in which
the weighting function is selected from a different class of functions than that of the
approximate solution. The most popular type of upwind schemes in the FEM framework
is called the streamline upwind/Petrov-Galerkin (SUPG) method. Using this method the
upwinding effect is, also in multiple dimensions, only felt along streamlines. Earlier types
of methods did not account for crosswind diffusion, leading to overly diffusive results.
A later model, the streamline upwind (SU) method, was termed inconsistent since the
modified weighting term was only multiplied with a part of the equation. A consistent
formulation is required in order for the solution of the problem to also be a solution of its
weak form. Hence the modified weighting function should be used for the whole equation,
such that the general form of a consistent stabilization term can be formulated as,(

P(w), τR(U)
)
∪Ωe

(3.36)

with P(w) an operator applied to the weighting function, τ is the stabilization parameter
and R(U) the residual of the Navier-Stokes equations in its form in equations (2.7) and
(2.1). Note that this term is already put in its weak form and that the integration
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is performed over the union of the element interiors, i.e., ∪Ωe =
∑nel

e=1 Ωe. The latter is
done because the modified weighting function causes the test functions to be discontinuous
across element edges.

The SUPG operator is defined by taking,

PSUPG(w) = (u · ∇) w (3.37)

and Rm(u, p) to indicate we take the residual of the momentum equation. Least-squares
methods instead are defined by requiring that the stabilization term is a weighted least-
squares formulation of the original problem. The least-squares stabilization on the incom-
pressibility constraint (LSIC) thus imposes a modified weighting function to the continuity
equation with,

PLSIC(w) = ∇ ·w (3.38)

and Rc(u) to indicate we take the residual of the continuity equation. As can be seen, it
uses the same operator on the weighting function as it does on the velocity.

Adding both the SUPG and LSIC stabilization terms to the momentum equation
yields additional stability for highly convective flows, i.e., flow at large Reynolds numbers.
Adding them to the momentum equation in (3.9) yields,(

w,
∂u

∂t

)
+ c (u; w,u) + a (w,u)− b (w, p)

+
(
(u · ∇)w, τmRm(u, p)

)
∪Ωe

+
(
∇ ·w, τcRc(u)

)
∪Ωe

= (w, f) +
(
w, t′

)
ΓN

.

(3.39)

where τm and τc are the stabilization parameters corresponding to the momentum and
continuity equation, respectively. Their definition is elaborated on in section 3.4.3.

The individual stabilization terms are now fully discretized, as was done in the previous
sections for the Galerkin terms of the Navier-Stokes equations. The SUPG stabilization
terms can be written and temporally discretized as,(

(u · ∇)w, τmRm(u, p)
)
∪Ωe

=

(
(u · ∇)w, τm

[
∂u

∂t
+ (u · ∇)u− ν∇2u +∇p− f

])
∪Ωe

θ-method−−−−−−→
(

(u · ∇)w, τm

[
u− û + ∆t

{
θ
(
(u · ∇)u− ν∇2u +∇p

)
(3.40)

+ (1− θ)
(
(û · ∇)û− ν∇2û +∇p̂

)
− f
}])

∪Ωe

where the multiplication by ∆t is consistent with the Galerkin discretization. Note that
almost every term is now nonlinear due to the the modified weighting function containing
the unknown velocity.

Now Newton’s method can be applied for equation (3.40), as done in section 3.2.2, by
using,

J(Uk).δU = −Rθ,m(uk, pk) (3.41)
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with J(Uk) the Jacobian of equation (3.40), and Rθ,m(uk, pk) its residual (i.e., the equa-
tion itself). After canceling out terms we get,

τm

[(
(uk+1 · ∇)w,uk

)
∪Ωe

+
(
(uk · ∇)w,uk+1

)
∪Ωe
−
(
(uk+1 · ∇)w, ûk

)
∪Ωe

+ ∆t

{
θ
[(

(uk+1 · ∇)w, (uk · ∇)uk
)
∪Ωe

+
(
(uk · ∇)w, (uk+1 · ∇)uk

)
∪Ωe

+
(
(uk · ∇)w, (uk · ∇)uk+1

)
∪Ωe
−
(
(uk+1 · ∇)w, ν∇2uk

)
∪Ωe

−
(
(uk · ∇)w, ν∇2uk+1

)
∪Ωe

+
(
(uk+1 · ∇)w,∇pk

)
∪Ωe

+
(
(uk · ∇)w,∇pk+1

)
∪Ωe

]
+ (1− θ)

(
(uk+1 · ∇)w, (û · ∇)û− ν∇2û +∇p̂

)
∪Ωe
−
(
(uk+1 · ∇)w, f

)
∪Ωe

}]
<=> τm

[(
(uk · ∇)w,uk + ∆t

{
θ
[
2(uk · ∇)uk − ν∇2uk +∇pk

]})
∪Ωe

]
(3.42)

where the <=>-sign indicates the left- and right-hand-side are additions to the Jacobian
matrix and right-hand-side vector, respectively. The application of Newton’s method to
the nonlinear terms can be seen to result in many additional terms, where again the
known terms have been moved to the right-hand-side. Note that second order derivatives
are present for the diffusion terms, these terms will vanish when using linear interpolation
spaces.

We then apply the Galerkin method through a spatial discretization of the domain.
By restricting the SUPG terms to the finite dimensional subspaces Sh, Vh and Qh such
that uh ∈ Sh ⊂ S, wh ∈ Vh ⊂ V and ph ∈ Qh ⊂ Q, we automatically compute each
term for the element interiors. Then replacing the unknowns by their basis functions
(equations (3.21) and (3.23)) for the domain-discretized SUPG stabilization terms, we
can find the expressions to be added to the element matrices. This process is equal to
that for the Galerkin terms, shown in section 3.3. Appendix D contains the additional
element-level equations that are added to the Galerkin terms for the stabilization of the
Navier-Stokes equations.

Similarly for the LSIC stabilization we perform the temporal discretization as follows.(
∇ ·w, τcRc(u)

)
∪Ωe

=
(
∇ ·w, τc∇ · u

)
∪Ωe

θ-method−−−−−−→
(
∇ ·w, τc∆t

[
θ∇ · u + (1− θ)∇ · û

])
∪Ωe

(3.43)

The LSIC stabilization term does not contain a temporal term, but has to be discretized
in time since it is part of the time-dependent equation (3.39). Note again the consistent
multiplication by ∆t. For Newton’s method the following equation can be used,

J(uk).δu = −Rθ,c(uk) (3.44)

with J(uk) the Jacobian of equation (3.43), and Rθ,c(uk) equal to equation (3.43). The
LSIC stabilization terms can then be found to be,

τc∆tθ
(
∇ ·w,∇ · uk+1

)
∪Ωe

<=> −τc∆t(1− θ)
(
∇ ·w,∇ · û

)
∪Ωe

(3.45)

Similarly as for the SUPG terms, the discretization in space can be performed such that
uh ∈ Sh ⊂ S and wh ∈ Vh ⊂ V . The LSIC stabilization terms to be added to the
element matrices can be derived from this, these are presented in appendix D.
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3.4.2 PSPG stabilization

Let us go back and take a look at the matrix given by equation (3.26). Note the zero
matrix on the bottom right, giving rise to a zero diagonal due to a pressure term missing
in the continuity equation. The constraint imposed by the continuity equation is that the
velocity field should be divergence free. The zero diagonal in the matrix can give problems
in terms of the solvability of the matrix, and in turn can be shown to put restrictions on
the type of interpolation spaces to be used in order for the matrix to be non-singular.
Noting that the matrix should have a full rank to ensure that the system has a unique
solution, a condition that can be derived is,

dim Qh ≤ dim Vh (3.46)

which shows that there is a necessary link between spaces, and they cannot be chosen ar-
bitrarily. The Ladyzhenskaya-Babuška-Brezzi (LBB) condition was derived for the steady
Stokes problem which has a similar matrix structure, and provides a sufficient condition
linking the pressure and velocity spaces. It states that: The existence of a stable finite
element approximate solution (uh,ph) to the steady Stokes problem depends on choosing
a pair of spaces Vh and Qh, such that the following inf-sup condition holds:

inf
qh∈Qh

sup
wh∈Vh

(qh,∇ ·wh)

||qh||0 ||wh||1
≥ α > 0 (3.47)

with α independent of mesh size h, and the norms defined as,

||q||0 =
√

(q, q)

||w||1 =
√

(w,w) + (∇w,∇w) .

If this condition is not satisfied then there exist q∗h ∈ Qh such that,

b
(
wh, q

∗
h

)
= 0 ∀wh ∈ Vh (3.48)

meaning the matrix is not full rank, and if (uh, ph) is a solution of the problem, then so
will be (uh, ph + q∗h). A unique solution is thus prevented by the functions q∗h, they are
referred to as spurious pressure modes.

The LBB-condition prevents the use of the popular equal order Q1Q1 element, and
renders one to use, e.g., Q2Q1 elements, which do satisfy the LBB-condition. The use
of biquadratic elements for the velocity however results in many additional degrees of
freedom. In several cases a biquadratic interpolation space is not necessary, and the
use of Q2Q1 elements thus results in unwanted additional computation time. An often
used option is to circumvent the LBB-condition by using the pressure stabilizing/Petrov-
Galerkin (PSPG) method. The stabilization term added using the PSPG method results
in a nonzero diagonal in the pp-coupling matrix. The idea of this method is thus to add
a stabilization term which enforces positive definiteness of the global matrix.

The PSPG operator is defined by taking,

P(q) = ∇q (3.49)

and Rm(u, p) the residual of the momentum equation. Adding the PSPG stabilization
term to the continuity equation in (3.9) yields,

b(u, q) +
(
∇q, τmRm(u, p)

)
∪Ωe

= 0 (3.50)
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The residual of the momentum equation contains the velocity time derivative and the
theta method is now thus also used for the continuity equation. Hence the Galerkin term
is rederived for the stabilized case. First using the theta method we obtain,

∆t
(
θb(u, q) + (1− θ)b(û, q)

)
+
(
∇q, τm

[
u− û + ∆t

{
θ
(
(u · ∇)u− ν∇2u +∇p

)
+ (1− θ)

(
(û · ∇)û− ν∇2û +∇p̂

)
− f
}])

∪Ωe
= 0

where the equation has been multiplied by the time step. Then Newton’s method can be
applied as before,

∆tθ b
(
uk+1, q

)
+ τm

(
∇q,uk+1

)
∪Ωe

+ τm∆tθ
(
∇q, (uk+1 · ∇)uk + (uk · ∇)uk+1 − ν∇2uk+1 +∇pk+1

)
∪Ωe

=−∆t(1− θ) b
(
û, q
)

+ τm
(
∇q, û

)
∪Ωe

+ τm∆t
(
∇q, θ(uk · ∇)uk + (1− θ)

[
− (û · ∇)û + ν∇2û−∇p̂

]
+ f
)
∪Ωe

(3.51)
Similarly as for the SUPG and LSIC terms, the discretization in space can be performed
such that uh ∈ Sh ⊂ S, wh ∈ Vh ⊂ V and ph ∈ Qh ⊂ Q. The PSPG stabilization
terms to be added to the element matrices can be derived from this, these are presented
in appendix D.

3.4.3 Choice of stabilization parameters

The definition of the stabilization parameters τm and τc determines how well the system
is stabilized. The design of a stability parameter is a whole study by itself, and can for
example be derived through linear error estimates, dimensional design, and convergence
and stability theory. Only for highly restricted problems, such as a one-dimensional
case, one can find an optimal definition of τ . Note that τ is in fact a stabilization
coefficient matrix for a system of equations. This can be seen as follows. We would like
to have optimal behavior with respect to each of the Navier-Stokes equation components.
Therefore if τ is the same for each of the components we might have τ too big for one
component, leading to overly diffusive results for this component. A particular component
having τ too small will lead to spurious oscillations for this component. We thus require
a distinct τ for each component, as mentioned by Hughes and Mallet [45].

Here we will follow the work of Bazilevs et al. [8] and use a separate τ for the
momentum and continuity equation, which have been shown to function well. These are
defined as,

τm =

(
4

(∆t)2
+ uh · (G.vh) + cIν

2G : G
)− 1

2

(3.52)

τc =
(
τm
√
G : G

)−1
(3.53)

with cI a positive constant, independent of mesh size h, which can be derived from a
so-called element-wise inverse estimate. Observe that τm is left a scalar since it is equal
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for both components of the momentum equation. G is the covariant metric tensor and is
defined as,

Gij =
∂ξ

∂xi

∂ξ

∂xj
+
∂ζ

∂xi

∂ζ

∂xj
(3.54)

and

G : G =
2∑

i,j=1

GijGij . (3.55)

It can be seen that the stability parameters are dependent on the time step. This has
the drawback that as ∆t → 0, then τm → 0 and τc → ∞, i.e., they become degenerate.
As long as the time step is of order ∆t = O(h/|uh|) though, it behaves properly. Hsu et
al. [42] mention that the above definition of τm may not be suitable for time-dependent
problems which have a steady solution. An option is to omit the dependence on ∆t by
dropping this term out of equation (3.52), thus,

τm =
(
uh · (G.uh) + cIν

2G : G
)− 1

2 (3.56)

where it is noted that mainly in problems which have a steady solution this could be
favorable.
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Chapter 4

Finite Element Method for RANS
and the S-A turbulence model

By decomposing the flow field into a mean and fluctuating part we can obtain the
Reynolds-averaged Navier-Stokes (RANS) equations from the Navier-Stokes (N-S) equa-
tions, as introduced in chapter 2. These allow us to fully model turbulence by estimating
the Reynolds stress tensor using a turbulence model such as the Spalart-Allmaras (S-A)
model. This chapter will deal with deriving the terms required for the implementation of
the RANS equations and the S-A turbulence model into libMesh using the finite element
method.

For the RANS equations the same stabilization techniques are used as for the N-
S equations, section 4.1 will deal with the derivation of the Galerkin and stabilization
terms. In section 4.2 the theory behind the variational multiscale (VMS) method is more
thoroughly explained. The analogy between the S-A model and the advection-diffusion-
reaction (A-D-R) equation is shown in section 4.3. Here the S-A model is substituted into
the A-D-R equation, after which VMS is employed on the A-D-R equation. In section 4.4
a different approach is taken to derive the multiscale stabilized S-A equation, as VMS is
directly applied to it. This results in a different stabilized formulation, as is shown in the
final section of this chapter in which a comparison of the two methods is performed.

4.1 Finite element method for the RANS equations

When comparing the incompressible N-S and RANS equations, (2.7) and (2.17), respec-
tively, two important differences can be noted. The first is that the variables for the RANS
equations have to be interpreted as ensemble average. The second is the additional eddy
viscosity in the diffusion term. Though the interpretation of the variables is different to
those of the N-S equations, all terms in the equation besides the diffusion term are still
equal. Hence the only term that needs to be reevaluated is the diffusion term, since the
other terms have been discretized for the N-S equations in chapter 3.

In this section the stabilized weak form of the RANS equations will first be presented,
accompanied by the corresponding spaces of functions. Then we will focus on the dis-
cretization of diffusion term, which leads to modified element-level equations compared

37
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to the N-S equations.

4.1.1 Weak form

Let us define the modified shear stress tensor τt for the RANS equations as,

τt = (ν + νt)
(
∇u + (∇u)T

)
. (4.1)

Note that the overlines indicating the ensemble average of the variables have been dropped
for convenience. We then multiply the diffusion term in equation (2.17) by the weighting
function w, and apply integration by parts as follows.

(w,∇ · τt) = (w, τt .n)Γ − (∇w, τt) (4.2)

Hence the weak form problem statement for the stabilized RANS equations can be for-
mulated as follows. Given uD, tt and f , find u(x, t) ∈ S×]0, T [ and p(x, t) ∈ Q×]0, T [
such that,

(
w,

∂u

∂t

)
+ c (u; w,u) + at (w,u)− b (w, p)− (w, f)− (w, tt)ΓN

+
(
(u · ∇)w, τmRm(u, p)

)
∪Ωe

+
(
∇ ·w, τcRc(u)

)
∪Ωe

= 0

b (u, q) +
(
∇q, τmRm(u, p)

)
∪Ωe

= 0

(4.3)

for all (w, q) ∈ V ×Q . Here the bi- and trilinear forms introduced in equations (3.7) and
(3.8) have been used. The bilinear form at (w,u) satisfies,

at (w,u) =

∫
Ω
∇w : (ν + νt)

(
∇u + (∇u)T

)
dΩ ∀u,w ∈H1(Ω) (4.4)

and the modified traction boundary condition tt is defined as,

tt = −pn + τt .n . (4.5)

The definition of the trial and weighting solution spaces S, V and Q are equal to those
for the N-S equations, i.e.,

S :=
{
u ∈H1 |u = uD on ΓD

}
V :=

{
w ∈H1 |w = 0 on ΓD

}
Q := L2(Ω) .

Finally, for the residual of the momentum equation we write for the diffusion term,

∇ ·
[
(ν + νt)

(
∇u + (∇u)T

)]
=
(
∇u + (∇u)T

)
.∇νt + (ν + νt)∇ ·

(
∇u + (∇u)T

)
=
(
∇u + (∇u)T

)
.∇νt + (ν + νt)∇2u (4.6)

where the vector identity ∇ · (∇u)T = ∇ (∇ · u) was used for the second term. Note that
due to the incompressibility constraint this terms equals zero.
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4.1.2 Discretization of the turbulent diffusion terms

Let us now focus on the diffusion terms in the stabilized RANS equations. Below we
first apply the theta method to the Galerkin, SUPG stabilization and PSPG stabilization
terms. Note that the terms are consistently multiplied by the time step, and equation
(4.6) is used for the residual of the diffusion term.

Galerkin diffusion term

at (w,u)
θ-method−−−−−−→ ∆tθ at (w,u) + ∆t(1− θ)at (w, û) (4.7)

SUPG stabilization diffusion term

−τm
(

(u · ∇)w,
(
∇u + (∇u)T

)
.∇νt + (ν + νt)∇2u

)
∪Ωe

θ-method−−−−−−→ − τm∆tθ
(

(u · ∇)w,∇νt
(
∇u + (∇u)T

)
+ (ν + νt)∇2u

)
∪Ωe

− τm∆t(1− θ)
(

(u · ∇)w,
(
∇û + (∇û)T

)
.∇νt + (ν + νt)∇2û

)
∪Ωe

(4.8)

PSPG stabilization diffusion term

−τm
(
∇q,∇νt

(
∇u + (∇u)T

)
+ (ν + νt)∇2u

)
∪Ωe

θ-method−−−−−−→ − τm∆tθ
(
∇q,

(
∇u + (∇u)T

)
.∇νt + (ν + νt)∇2u

)
∪Ωe

− τm∆t(1− θ)
(
∇q,

(
∇û + (∇û)T

)
.∇νt + (ν + νt)∇2û

)
∪Ωe

.

(4.9)

As for the N-S equations we now apply Newton’s method, equation (3.11), for the
RANS diffusion and stabilization diffusion terms. This results in the following contribu-
tions to the Jacobian matrix and right-hand-side vector.

Galerkin diffusion term

∆tθ at

(
w,uk+1

)
<=> −∆t(1− θ)at (w, û) (4.10)

SUPG stabilization diffusion term

−τm∆t

[
θ

(
(uk+1 · ∇)w,

(
∇uk +

(
∇uk

)T)
.∇νt + (ν + νt)∇2uk

)
∪Ωe

+ θ

(
(uk · ∇)w,

(
∇uk+1 +

(
∇uk+1

)T)
.∇νt + (ν + νt)∇2uk+1

)
∪Ωe

+ (1− θ)
(

(uk+1 · ∇)w,
(
∇û + (∇û)T

)
.∇νt + (ν + νt)∇2û

)
∪Ωe

]

<=>− τm∆tθ

(
(uk · ∇)w,

(
∇uk +

(
∇uk

)T)
.∇νt + (ν + νt)∇2uk

)
∪Ωe

(4.11)

PSPG stabilization diffusion term

−τm∆tθ

(
∇q,

(
∇uk+1 +

(
∇uk+1

)T)
.∇νt + (ν + νt)∇2uk+1

)
∪Ωe

<=> τm∆t(1− θ)
(
∇q,

(
∇û + (∇û)T

)
.∇νt + (ν + νt)∇2û

)
∪Ωe

(4.12)
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The <=>-sign again indicates the left- and right-hand-side are additions to the Jacobian
matrix and right-hand-side vector, respectively. We then apply the Galerkin method
through a spatial discretization of the domain. It is noted again that uh contains both
the auxiliary velocity field as well as the Dirichlet boundary nodes, and thus belongs to Sh.
In libMesh Dirichlet boundary conditions are enforced through use of the penalty method,
explained in appendix B. We thus restrict the diffusion terms to the finite dimensional
subspaces Sh, Vh and Qh such that uh ∈ Sh ⊂ S, wh ∈ Vh ⊂ V and ph ∈ Qh ⊂ Q. By
replacing the unknown terms (appended with ‘k+1’) with their basis functions (equations
(3.21) and (3.23)) for the domain-discretized terms, we can find the expressions to be
added to the element matrices. This process was shown in section 3.3. Appendix E
contains the element-level equations that replace the Navier-Stokes diffusion terms for
employing the RANS equations.

Finally, it is noted that the stabilization parameter used for the momentum equation
τm now has a changed definition. This can be observed through the change of the diffusion
term, which is now multiplied by (ν + νt). Hence when using the RANS equations the
stabilization parameter τm, given by equation (3.52) for the N-S equations, is calculated
using (ν + νt) for the diffusion term in the stabilization parameter instead of ν.

4.2 The variational multiscale method

The theoretical basis of the S-A model stabilization relies on the variational multiscale
(VMS) method framework using the finite element method. As mentioned in the literature
review part in the introduction, the VMS method was derived by Hughes [47] and relies
on a splitting of the unknowns into large, resolvable scales and small, unresolvable scales.
The small scale behavior exists within each element of the domain, but is neglected on
element boundaries. As presented in his paper the small scales can be solved for using
a corresponding Green’s function problem, where it is shown that the sub-grid scales are
driven by the residual of the resolved scales.

Mathematically this can be written down as follows for a 2D problem. Consider
a bounded domain Ω ⊂ R2 with boundary Γ. The domain has nel non-overlapping
subdomains Ωe (e = 1, 2, . . . , nel) with boundary Γe, as shown in figure 4.1.

Figure 4.1: Bounded domain discretized into element subdomains.
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Let

Ω =

nel⋃
e=1

Ωe (4.13)

where the overline indicates the union of the element interior and its boundary. Let Ω′

and Γ′ denote the union of element interiors and element boundaries, respectively,

Ω′ =

nel⋃
e=1

Ωe (element interiors) (4.14)

Γ′ =

nel⋃
e=1

Γe (element boundaries) . (4.15)

Now considering a homogeneous Dirichlet problem,

Lu = f in Ω (4.16)

u = 0 on Γ (4.17)

where L can be, for example, the advection-diffusion-reaction operator, u is an unknown
variable (not necessarily the velocity) and f is a smooth valued function.

As in section 3.1, the space of functions is now introduced. Let

V =
{

(u,w) ∈ H1 | (u,w) = 0 on Γ
}

with V the weighting function and trial solution space, and w the weighting function. We
also define the bilinear form,

a(w, u) = (w,Lu) = (L∗w, u) (4.18)

where L∗ is the adjoint operator of L. Also, recall that (·, ·) = (·, ·)Ω, the L2-inner product
over the domain Ω.

Now u and w are split into large, resolvable scales, and small, unresolvable scales, as
overlapping sum decomposition,

u = u+ u′

w = w + w′
(4.19)

with the overlines indicating the large scales and the apostrophe indicating the small
scales. The notation of the large scales u should not be confused with the notation of
the ensemble average ū used for the RANS equations. A visualization of the splitting is
shown in figure 4.2. This is accompanied by a splitting of the functional space by direct

Figure 4.2: Resolvable scales (left) and unresolvable, sub-grid scales (right).
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sum decomposition,

V = V ⊕ V ′ (4.20)

with
u′ = 0 on Γ′ ∀u′ ∈ V ′

w′ = 0 on Γ′ ∀w′ ∈ V ′ .
(4.21)

Here V represents the coarse scale finite dimensional subspace, while V ′ represents the fine
scale subspace and is necessarily infinite dimensional. As mentioned before, it is assumed
sub-grid scales vanish on element boundaries. Let us return to this assumption later on.

The variational form of the problem is then formulated as follows. Given f , find u ∈ V
such that ∀w ∈ V,

a(w, u) = (w, f) (4.22)

Substituting the splitting of u and w as given by equation (4.19), equation (4.22) becomes,

a(w + w′, u+ u′) = (w + w′, f) . (4.23)

The objective is now to find an equation governed only by u, such that it can be solved
for numerically. To do this we need to find an analytic expression for u′ in terms of u.
Equation (4.23) can be divided into a large and small scale problem by virtue of linear
independence of w and w′ as follows,{

a(w, u) + a(w, u′) = (w, f)

a(w, u) + (L∗w, u′) = (w, f)
∀w ∈ V (4.24){

a(w′, u) + a(w′, u′) = (w′, f)

(w′,Lu) + (w′,Lu′) = (w′, f)
∀w′ ∈ V ′ (4.25)

Note that neglecting u′ in equation (4.24) leads to finding the Galerkin equation again.

The small scales u′ can be written in terms of the coarse scale residual by introducing
the relevant Green’s function problem corresponding to the Euler-Lagrange equations
of equation (4.25). The Green’s function problem is not global but an element Green’s
function. From this it can be found that

u′(y) = −
∫

Ω′
g(x, y)(Lu− f)(x)dΩx, (4.26)

u′ = M(Lu− f), (4.27)

where Lu − f is the residual of the resolved scales, g(x, y) is the Green’s function, M is
an integral operator, and ∫

Ω′
=

nel∑
e=1

∫
Ωe

. (4.28)

It can be observed that the small scales are driven by the residual of the coarse scales.
The dependence on the small scales can now be eliminated by substituting (4.27) into
(4.24):

a(w, u) + (L∗w,M(Lu− f)) = (w, f) (4.29)
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where

(L∗w,M(Lu− f)) = −
∫

Ω′

∫
Ω′

(L∗w)(y)g(x, y)(Lu− f)(x)dΩxdΩy . (4.30)

Applying the Galerkin method yields

a(wh, uh) + (L∗wh, M̃(Luh − f)) = (wh, f) (4.31)

with wh and uh the finite dimensional approximations of w and u, respectively, and M̃ the
approximate integral operator M . By comparison with the standard form of stabilized
methods, equation (3.36), we can see that the stabilization parameter τ approximates the
exact integral operator M . Note that τ is an algebraic operator and we thus have that,

τ = −M̃ ≈ −M (4.32)

and
u′ = −τ(Luh − f)

= −τR
(4.33)

with R = Luh − f the residual of the equation for the coarse scales. We can rewrite
equation (4.31) as,

a(wh, uh)− (L∗wh, τ(Luh − f)) = (wh, f) (4.34)

with

−(L∗wh, τ(Luh − f)) = −
∫

Ω′
(L∗w)(x)τ(Lu− f)(x)dΩx . (4.35)

Note also that the modified weighting function for the variational multiscale stabilization
can be observed to be

PVMS(w) = −L∗w . (4.36)

From the definition of τ it can then be derived that it can be calculated using the element
Green’s function as

τ =
1

meas(Ωe)

∫
Ωe

∫
Ωe
g(x, y)dΩxdΩy (4.37)

which shows that in this way τ is defined as the element mean value of the Green’s
function.

The above discussion on VMS refers to Hughes’ initial paper on this topic [47], a more
thorough description of the method is however given in [48, 46]. Here the assumption of
the sub-grid scales vanishing on element boundaries, equation (4.21), is not made at first.
It is shown that for the discretized domain smoothness of the solution is only present
on element interiors, hence the integration-by-parts equations (4.24) and (4.25) give rise
to nonvanishing element boundary terms. Notably, the second derivative of a function,
using linear elements, gives rise to a Dirac delta function on the element boundary while
having a smooth function on the element interior. Therefore L∗w, Lu and Lu′ have to
be viewed as Dirac distributions defined on the entire domain Ω. The exact equation for
the fine scales u′ then also contains a boundary term. Note that this term is not present
in equation (4.26) because of assumption (4.21).

The global effect of the unresolved scales on the resolved scales can be stated explicitly
through the nonvanishing element boundary terms. For a practical numerical method to
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solve the exact problem the Green’s function will have to be approximated, and some form
of localization is required. As proposed by Hughes in [47], the idea is to employ an element
Green’s function instead of the global one, which amounts to the local approximation of
the Green’s function. The result of applying an element Green’s function is that the sub-
grid scales vanish on element boundaries, as assumed in equation (4.21). The non-local
effect of the small scales on the large scales is then confined within individual elements.
The initial paper on VMS by Hughes [47] thus gives a shorthand explanation of the
method, since it immediately takes on the assumption of vanishing sub-grid scales.

4.3 Multiscale finite element method applied to the S-A
turbulence model

Now that the variational multiscale method has been addressed, the multiscale stabilized
formulation for the A-D-R equation can be derived. Similarly to chapter 3, first the weak
form of the S-A model will be derived, after which the temporal discretization is performed
and an iterative solution procedure is set up. The A-D-R equation is then presented, and
its parameters are defined such that it represents the S-A turbulence model. The VMS
method is then applied to the A-D-R equation. After a discretization in space the element
matrices can be derived. Finally, the definition of the stabilization parameter is addressed,
as well as modifications to the baseline S-A model.

4.3.1 Weak form

For the derivation of the weak form of the S-A turbulence model, let us assume purely ho-
mogeneous Dirichlet boundary conditions. It is reiterated that nonhomogeneous Dirichlet
boundary conditions are enforced through use of the penalty method, which explained in
appendix B. In this case all boundary terms vanish in the formulation, and we can write
the weak form of equation 2.18 as,(

w,
∂νe
∂t

)
+ (w,u · ∇νe)− (w, cb1Seνe) +

(
w, cw1fw

(νe
d

)2
)

−
(
w,
cb2
σ
∇νe · ∇νe

)
+

(
∇w, 1

σ
(ν + νe)∇νe

)
= 0

(4.38)

with w the scalar weighting function, and integration by parts has been performed on the
last term. Note also that the line above u is dropped for convenience. We can introduce
the space of weighting functions and trial solutions as,

V :=
{

(w, νe) ∈ H1|(w, νe) = 0 on ΓD
}
. (4.39)

Finally, we note that we can write the term that models the conservative diffusion effects
in the original S-A equation (2.18) as,

− 1

σ
∇ · ((ν + νe)∇νe) = − 1

σ

(
∇νe · ∇νe + (ν + νe)∇2νe

)
. (4.40)
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4.3.2 Temporal discretization and iterative solution procedure

We again apply the theta method for the temporal discretization of the weak formulation.
Applied to equation (4.38) this yields,

(w, νe − ν̂e) + ∆t

{
θ

[
(w,u · ∇νe)− (w, cb1Seνe) +

(
w, cw1fw

(νe
d

)2
)

−
(
w,
cb2
σ
∇νe · ∇νe

)
+

(
∇w, 1

σ
(ν + νe)∇νe

)]
+(1− θ)

[
(w,u · ∇ν̂e)− (w, cb1Seν̂e) +

(
w, cw1fw

(
ν̂e
d

)2
)

−
(
w,
cb2
σ
∇ν̂e · ∇ν̂e

)
+

(
∇w, 1

σ
(ν + ν̂e)∇ν̂e

)]}
= 0

(4.41)

where the left-hand-side is defined as the residual. The nonlinear problem is then solved
using Newton’s method, explained in section 3.2.2. The linear system of equations that
is solved iteratively is given as,

J
(
νke

)
δνe = −Rk (4.42)

with δνe = νk+1
e − νke , Rk the residual at Newton iteration k, and J the Jacobian, i.e.,

the derivative of equation (4.41) with respect to νe. Note that the derivative of functions
containing νe such as fw are not considered for convenience, they are thus considered
constant. Application of Newton’s method to equation (4.41) yields,

(w, δνe) + ∆tθ

[
(w,u · ∇(δνe))− (w, cb1Seδνe) + 2

(
w, cw1fw

νke
d2
δνe

)
(4.43)

− 2
(
w,
cb2
σ
∇νke · ∇(δνe)

)
+

(
∇w, ν + νke

σ
∇(δνe)

)]
= −∆tRk

where the derivative to the first νe in the term ∆tθ
(
∇w, 1

σ (ν + νe)∇νe
)

has been ignored
since it does not fit the advection-diffusion-reaction equation form, as in Khurram et al.
[52]. Bringing known terms to the right-hand-side and eliminating terms we obtain,

(w,νk+1
e ) + ∆tθ

[(
w,u · ∇νk+1

e

)
−
(
w, cb1Seν

k+1
e

)
+ 2

(
w, cw1fw

νke ν
k+1
e

d2

)
− 2

(
w,
cb2
σ
∇νke · ∇νk+1

e

)
+

(
∇w,

(
ν + νke

)
σ

∇νk+1
e

)]
(4.44)

=(w, ν̂e) + ∆t

{
θ

[(
w, cw1fw

(
νke
d

)2
)
−
(
w,
cb2
σ
∇νke · ∇νke

)]

− (1− θ)

[
(w,u · ∇ν̂e)− (w, cb1Seν̂e) +

(
w, cw1fw

(
ν̂e
d

)2
)

−
(
w,
cb2
σ
∇ν̂e · ∇ν̂e

)
+

(
∇w, 1

σ
(ν + ν̂e)∇ν̂e

)]}
.
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In order to obtain the correct form of this equation for the following section, we require
integration by parts on the last term of the last line of equation (4.44). This yields,

−
(
∇w, 1

σ
(ν + ν̂e)∇ν̂e

)
=

(
w,

1

σ
∇ν̂e · ∇ν̂e

)
+

(
w,

1

σ
(ν + ν̂e)∇2ν̂e

)
. (4.45)

Note that the last term on the right-hand-side will drop out when linear elements are
employed.

4.3.3 Analogy of the S-A model with the A-D-R equation

The advection-diffusion-reaction equation for the modified turbulent viscosity is given as,

a · ∇νe − κ∇2νe + sνe = f in Ω (4.46)

with a ∈ R2 the velocity field, κ ≥ 0 the diffusion coefficient, s the reaction coefficient,
and f the source term. For the reaction coefficient we have s > 0 for destruction and
s < 0 for production. For s = 0 the equation can be seen to take the form of the
advection-diffusion equation.

Taking into account the homogeneous Dirichlet boundary conditions we can put the A-
D-R equation in its weak form by multiplying with the weighting function w, integrating
over Ω, and performing integration by parts on the diffusion term as follows.

(w,a · ∇νe) + (∇w, κ∇νe) + (w, sνe) = (w, f) (4.47)

We can adjust this equation to a suitable form for equation (4.44) by noting that the
equation is linear:

(w,a · ∇νk+1
e ) + (∇w, κ∇νk+1

e ) + (w, sνk+1
e ) = (w, f) . (4.48)

The equivalence of equations (4.44) and (4.48), using equation (4.45), can be observed by
substituting the following terms for a, κ, s and f :

a =∆tθ

(
u− 2cb2

σ
∇νke

)
(4.49)

κ =∆tθ

(
ν + νke

)
σ

(4.50)

s =1 + ∆tθ

(
−cb1Se + 2cw1fw

νke
d2

)
(4.51)

f =ν̂e + ∆t

{
θ

[
cw1fw

(
νke
d

)2

− cb2
σ
∇νke · ∇νke

]

− (1− θ)

[
u · ∇ν̂e − cb1Seν̂e + cw1fw

(
ν̂e
d

)2

(4.52)

− 1

σ

(
(1 + cb2)∇ν̂e · ∇ν̂e + (ν + ν̂e)∇2ν̂e

)]}
.
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4.3.4 Variational multiscale method applied to the A-D-R equation

The variational multiscale method was addressed in section 4.2. We follow the approach
used as in this section, using the domain Ω represented by equations (4.13)−(4.15). We
can split w and νe by overlapping sum decomposition into coarse and fine scales,

w = w + w′ (4.53)

νe = νe + ν ′e . (4.54)

A direct sum decomposition is used for the space of functions V,

V = V ⊕ V ′ (4.55)

with
ν ′e = 0 on Γ′ ∀ν ′e ∈ V ′

w′ = 0 on Γ′ ∀w′ ∈ V ′
(4.56)

and
V :=

{
(νe, w) ∈ H1|(νe, w) = 0 on Γ

}
. (4.57)

Substituting the splitting of the trial solutions (4.54) and weighting functions (4.53)
in the variational form (4.48) yields,

(w+w′,a ·∇(νe+ν ′e)+(∇(w+w′), κ∇(νe+ν ′e))+(w+w′, s(νe+ν ′e)) = (w+w′, f) (4.58)

where the superscript ‘k + 1’ has been dropped for convenience. Because of linear inde-
pendence of the weighting function the problem can be split into a coarse and fine scale
problem. The coarse scale problem reads as,

(w,a · ∇(νe + ν ′e)) + (∇w, κ∇(νe + ν ′e)) + (w, s(νe + ν ′e)) = (w, f) . (4.59)

By employing linear independence of the solution slot we can write,

(w,a·∇νe)+(w,a·∇ν ′e)+(∇w, κ∇νe)+(∇w, κ∇ν ′e)+(w, sνe)+(w, sν ′e) = (w, f). (4.60)

The fine scale solution can be isolated by performing integration by parts on the second
and fourth term on the left-hand-side, and using the assumption stated in equation (4.56).
The problem then reads as,

(w,a · ∇νe) + (∇w, κ∇νe) + (w, sνe)− (a · ∇w + κ∇2w − sw, ν ′e) = (w, f) . (4.61)

Using the multiscale method we can approximate the fine scales ν ′e in terms of the
coarse scale residual and the stability parameter τ as shown in equation (4.33). Note
that the coarse scale residual in this definition is defined over the element interiors only.
Discretizing the domain into nel elements with characteristic mesh size h, we have the
finite dimensional subspace Vh ⊂ V. Substituting (4.33) into equation (4.61) we obtain
the following formulation: find νeh ∈ Vh, such that,

(wh,a · ∇νeh) + (∇wh, κ∇νeh) + (wh, sνeh)

+ (a · ∇wh + κ∇2wh − swh, τ(a · ∇νeh − κ∇2νeh + sνeh))∪Ωe

= (wh, f) + (a · ∇wh + κ∇2wh − swh, τf)∪Ωe

(4.62)
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for all wh ∈ Vh. The union over the element interiors is again defined as ∪Ωe =
∑nel

e=1 Ωe.
Note that this stabilized formulation could have also been found by using equation (4.34),
with the linear advection-diffusion-reaction operator L defined as,

Lνe = a · ∇νe − κ∇2νe + sνe (4.63)

and its adjoint for the weighting function,

L∗w = −a · ∇w − κ∇2w + sw . (4.64)

The multiscale stabilized form of the Spalart-Allmaras turbulence model is obtained by
substituting equations(4.49)−(4.52) in equation (4.62). As introduced in chapter 3, the
coarse scale weighting functions can be expressed in terms of their basis functions. The
coarse scale trial solutions can be expressed in terms of their basis functions and nodal
unknowns as,

νeh(x) =
∑
A∈ην

φA(x)νeA (4.65)

with ην the set of global modified turbulent viscosity nodes, φA the basis function for the
nodal unknown νeA with respect to the global node number A. As this is a scalar equation
the resulting element matrix contributions are straightforward, these are presented in
appendix F.

4.3.5 Choice of stabilization parameter

The definition of the stability parameter is taken from Hauke [38], who extended the
stability parameter derived by Franca and Valentin [37] such that it is valid for negative
as well as positive reaction terms. The original stability parameter was derived from
convergence and stability theory, this was elaborated on in the introduction chapter 1.
This parameter is originally ment for the stabilization of the linear advection-diffusion-
reaction equation. Here we will test its usefulness in the case of the nonlinear Spalart-
Allmaras turbulence model equation.

The modified Franca and Valentin stability parameter for the advection-diffusion-
reaction equation is defined as,

τmfv =
1

2κ
mkh2

ζ(Pe2) + |s|ζ(Pe1)
(4.66)

with

ζ(Pex) =

{
1 if 0 ≤ Pex ≤ 1

Pex if Pex > 1
(4.67)

Pe1 =
2κ

mk|s|h2
(4.68)

Pe2 =
mk|a|h
κ

. (4.69)

Note that for a and s the absolute values are taken. The parameter mk equals 1
3 in

practice for bilinear elements. It is noted by Franca and Valentin [37] that under the
presence of advection, a 6= 0, the characteristic mesh size h that yields the best numerical
results can be determined using the element largest streamline distance. An illustration
of this is provided in figure 4.3.
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Figure 4.3: Computation of characteristic mesh size h.

4.3.6 Negative Spalart-Allmaras turbulence model

As introduced in section 2.3.3, some modifications to the baseline model are introduced in
order to account for numerical problems arising from the original model. If the solution
turns negative, the negative S-A turbulence model is solved instead. This PDE is given
in equation (2.19). The multiscale stabilized advection-diffusion-reaction equation terms
remain equal for this equation. However, changes in the definition of u, κ, s and f have
to be accounted for when solving the negative S-A turbulene model. The changes made in
the negative model are small. By comparison with the S-A model it can therefore easily
be observed that the definition of the parameters of the A-D-R equation for the negative
S-A model are defined as,

a =∆tθ

(
u− 2cb2

σ
∇νke

)
(4.70)

κ =∆tθ

(
ν + νke fn

)
σ

(4.71)

s =1 + ∆tθ

(
−cb1S − 2cw1

νke
d2

)
(4.72)

f =ν̂e + ∆t

{
θ

[
−cw1

(
νke
d

)2

− cb2
σ
∇νke · ∇νke

]

− (1− θ)

[
u · ∇ν̂e − cb1Sν̂e − cw1

(
ν̂e
d

)2

(4.73)

− 1

σ

(
(1 + cb2)∇ν̂e · ∇ν̂e + (ν + fnν̂e)∇2ν̂e

)]}
.
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4.4 Traditional multiscale finite element formulation for the
S-A turbulence model

In this section the multiscale method is directly applied to the S-A turbulence model. This
more traditional way of applying the multiscale method results in a different formulation
of the stabilization term. Below we first apply the multiscale method and address the fine
scale problem. From this a definition of the advection, diffusion and reaction coefficient
arises for the calculation of the stabilization parameter τ . Then the coarse scale problem is
tackled by introducing an approximation for the fine scale unknown based on the coarse
scale residual. The equations are then discretized in time and space and the iterative
solution procedure in the form of Newton’s method is applied. Finally, we sort the terms
based on their advection, diffusion or reaction character such that the A-D-R equation is
applicable to it.

4.4.1 Fine scale problem

As introduced in section 4.2, applying the multiscale method the weighting term and un-
known can be split into a fine and coarse scale term. The problem can then be decomposed
into a coarse and fine scale problem by virtue of linear independence of the coarse and
fine scale weighting term. Let us address the fine scale problem for the Spalart-Allmaras
equation in the strong form. We apply the overlapping sum decomposition to the mod-
ified turbulent viscosity νe = νe + ν ′e, and use the same space of functions splitting and
boundary conditions as described in section 4.3.4. The fine scale problem becomes,

∂(νe + ν ′e)

∂t
+u · ∇(νe + ν ′e)− cb1

(
Se + jν ′e

)
(νe + ν ′e) + cw1

(
fw + ην ′e

)(νe + ν ′e
d

)2

−cb2
σ
∇(νe + ν ′e) · ∇(νe + ν ′e)−

1

σ
∇ ·
((
ν + (νe + ν ′e)

)
∇(νe + ν ′e)

)
= 0 .

(4.74)
Here the multiscale method has also been applied to the terms fw and Se, as they contain
the unknown as well. This process, along with the definition of j and η, is presented in
appendix G.

The assumption of quasi-static subscales is made, i.e., ∂ν′e
∂t = 0. This assumption is

thus understood as the variation of the subscales in time being negligible [20]. Taking
the coarse scale terms to right-hand-side and ignoring higher-order fine scale terms for
simplicity we obtain,

u · ∇ν ′e − cb1
(
Se + jνe

)
ν ′e +

cw1

d2

(
2fwνe + ηνe

2
)
ν ′e

− 2cb2
σ

(
∇νe · ∇ν ′e

)
− 1

σ
∇ ·
(
(ν + νe)∇ν ′e + ν ′e∇νe

)
= −

(
∂νe
∂t

+ u · ∇νe − cb1Seνe + cw1fw

(
νe
d

)2

− 1

σ
[∇ · ((ν + νe)∇νe) + cb2∇νe · ∇νe]

)
︸ ︷︷ ︸

=R(νe)

(4.75)
Observe the right-hand-side can be identified as minus the coarse scale residual. Assuming
the coarse scale terms are known, the fine scale problem can be written as,

Lν ′e = −R(νe) (4.76)
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with L a linear operator. As described in section 4.2, the operator L can be inverted
in order to obtain the fine scale unknown in terms of the coarse scale residual and an
element Green’s function. Hence the problem is localized. We approximate the Green’s
function by the stabilization parameter τ , which is defined by equations (4.66)−(4.69),
such that ν ′e = −τR(νe).

In order to identify the advection, diffusion and reaction terms used for the calculation
of τ , let us return to equation (4.75). After temporal discretization of the coarse scale
time derivative term using the backward Euler method and ignoring nonlinear fine scale
terms equation (4.75) becomes,

∆t

(
u · ∇ν ′e − cb1

(
Se + jνe

)
ν ′e +

cw1

d2

(
2fwνe + ηνe

2
)
ν ′e

− 2cb2
σ

(
∇νe · ∇ν ′e

)
− 1

σ
∇ ·
(
(ν + νe)∇ν ′e + ν ′e∇νe

))
= −

(
νe − ν̂e + ∆t

(
u · ∇νe − cb1Seνe + cw1fw

(
νe
d

)2

− 1

σ
[∇ · ((ν + νe)∇νe) + cb2∇νe · ∇νe]

))
.

(4.77)

The linear operator that has been inverted can be observed to have the following advec-
tion, diffusion and reaction terms with respect to the A-D-R equation (4.46):

aτ = ∆t

(
u− 2(cb2 + 1)

σ
νe

)
(4.78)

κτ = ∆t
ν + νe
σ

(4.79)

sτ = ∆t

(
−cb1(Se + j) +

cw1

d2

(
2fwνe + ηνe

2
)
− 1

σ
∇2νe

)
. (4.80)

Here the subscript τ has been added to indicate the use of this parameter for calculation
of the stabilization parameter τ .

4.4.2 Coarse scale problem

Let us now put our focus towards the coarse scale problem. The weak form of the coarse
scale problem reads as,

(
w,

∂(νe+ν′e)

∂t

)
+(w,u·∇(νe+ν′e))−

(
w, cb1

(
Se+jν′e

)
(νe+ν′e)

)
+

(
w, cw1

(
fw+ην′e

)(νe+ν′e
d

)2
)

−
(
w,

cb2
σ
∇(νe + ν′e) · ∇(νe + ν′e)

)
+

(
∇w, 1

σ
(ν + νe + ν′e)∇(νe + ν′e)

)
= 0

(4.81)

where integration by parts has been performed on the last term assuming purely Dirichlet
boundary conditions. The equation can then be expanded as follows splitting coarse and
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fine scale terms and ignoring higher-order fine scale terms,(
w,
∂νe
∂t

)
+ (w,u · ∇νe)−

(
w, cb1Seνe

)
+

(
w, cw1fw

(
νe
d

)2
)

−
(
w,
cb2
σ
∇νe · ∇νe

)
+

(
∇w, 1

σ
(ν + νe)∇νe

)
(4.82)

+
(
w,u · ∇ν ′e

)
−
(
w, cb1

(
Se + jνe

)
ν ′e
)

+
(
w,
cw1

d2

(
2fwνe + ηνe

2
)
ν ′e

)
−
(
w,

2cb2
σ
∇νe · ∇ν ′e

)
+

(
∇w, 1

σ

(
(ν + νe)∇ν ′e + ν ′e∇νe

))
= 0

where the quasi-static subscales assumption has again been made. The top two lines
contain the coarse scale terms, while the bottom two lines of the equation represent the
fine scale (cross-)terms. Higher-order fine scale terms are assumed small and have been
neglected. Note that for coarser grids the coarse scale residual becomes larger and this
assumption then does not completely hold anymore.

We would now like to have the fine scale terms only contain ν ′e in the solution slot,
while bringing the other terms to the weighting slot. For example, for the advection term
this can be done noting that, (

w,u · ∇ν ′e
)

=
(
uw,∇ν ′e

)
. (4.83)

Then integration by parts yields,(
uw,∇ν ′e

)
= −

(
∇ · (uw) , ν ′e

)
+
(
uw, ν ′en

)
Γ

= −
(
w∇ · u + u · ∇w, ν ′e

)
(4.84)

where the integral over the boundary equals zero for the assumed Dirichlet boundary
conditions. Similarly for the first term on the last row of equation (4.82) we have,

−
(
w,
cb2
σ

2∇νe · ∇ν ′e
)

= −
(

2
cb2
σ
∇νew,∇ν ′e

)
. (4.85)

Application of integration by parts yields,

−
(

2
cb2
σ
∇νew,∇ν ′e

)
=
(

2
cb2
σ

(
∇2νew +∇w · ∇νe

)
, ν ′e

)
(4.86)

for Dirichlet boundary conditions. Treating each fine scale term in this way the following
equation results for the coarse scale problem:(

w,
∂νe
∂t

)
+ (w,u · ∇νe)−

(
w, cb1Seνe

)
+

(
w, cw1fw

(
νe
d

)2
)

−
(
w,
cb2
σ
∇νe · ∇νe

)
+

(
∇w, 1

σ
(ν + νe)∇νe

)
+

(
− w∇ · u− u · ∇w − cb1

(
Se + jνe

)
w +

cw1

d2

(
2fwνe + ηνe

2
)
w

+ 2
cb2
σ

(
∇2νew +∇w · ∇νe

)
+

1

σ
∇w · ∇νe −

1

σ
∇ · ((ν + νe)∇w) , ν ′e

)
= 0 .

(4.87)
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The first two lines present the coarse scale terms. On the third and fourth line the fine
scale terms have been collected in one term. Note that not taking the fine scales into
account results in obtaining the unstabilized Galerkin equation.

As mentioned in the previous section, we now use an approximation for the fine
scales ν ′e = −τR(νe), with R(νe) defined in equation 4.75. The multiscale stabilized S-A
equation then becomes,(
w,

∂νe
∂t

)
+ (w,u · ∇νe)−

(
w, cb1Seνe

)
+

(
w, cw1fw

(
νe
d

)2
)
−
(
w,

cb2
σ
∇νe · ∇νe

)
+

(
∇w, (ν + νe)

σ
∇νe

)
+

(
w∇ · u + u · ∇w + cb1

(
Se + jνe

)
w

− cw1

d2

(
2fwνe + ηνe

2
)
w − 2

cb2
σ

(
∇2νe w +∇νe · ∇w

)
+

(ν + νe)

σ
∇2w,

τ

(
∂νe
∂t

+ u · ∇νe − cb1Seνe + cw1fw

(
νe
d

)2

− 1

σ
[∇ · ((ν + νe)∇νe) + cb2∇νe · ∇νe]

))
∪Ωe

= 0 .

(4.88)

4.4.3 Discretization and iterative solution procedure

First the temporal discretization is applied. To keep things more clear, let us apply the
backward Euler method instead of the theta method. Reordering terms and dropping the
overlines for convenience this results in equation (4.88) to become,(
w,
(
u− cb2

σ
∇νe

)
·∇νe

)
+

(
∇w, ν + νe

σ
∇νe

)
+

(
w,

(
1

∆t
− cb1Se + cw1fw

νe
d2

)
νe

)
+

((
u− 2cb2

σ
∇νe

)
·∇w+

ν+νe
σ
∇2w−

(
−∇·u−cb1(Se+jνe)+

cw1νe
d2

(2fw + ηνe)+
2cb2
σ
∇2νe

)
w,

τ

((
u− (cb2 + 1)

σ
∇νe

)
· ∇νe −

ν + νe
σ
∇2νe +

(
1

∆t
− cb1Se + cw1fw

νe
d2

)
νe

))
∪Ωe

=

(
w,

ν̂e
∆t

)
+

((
u−2cb2

σ
∇νe
)
·∇w+

ν+νe
σ
∇2w−

(
−∇·u−cb1(Se+jνe)+

cw1νe
d2

(2fw+ηνe)+
2cb2
σ
∇2νe

)
w,τ

ν̂e
∆t

)
∪Ωe

.

(4.89)

The first row and first term on the right-hand-side present the terms that would be
obtained if the fine scales were ignored. We note that these terms are equal to those
obtained by the multiscale method for the S-A model that was previously discussed in
section 4.3. Hence the terms obtained after applying Newton’s method will be the same
for these Galerkin terms. After multiplication by ∆t, and for the case of θ = 1, the
Galerkin terms are thus given by the A-D-R coefficients ag, κg, sg and fg as,

ag =∆t

(
u− 2cb2

σ
∇νke

)
(4.90)

κg =∆t

(
ν + νke

)
σ

(4.91)

sg =1 + ∆t

(
−cb1Se + 2cw1fw

νke
d2

)
(4.92)

fg =ν̂e + ∆t

(
cw1fw

(
νke
d

)2

− cb2
σ
∇νke · ∇νke

)
. (4.93)
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Application of Newton’s method to the multiscale stabilization terms is done through use
of equation (4.42), where the residual is made up of the stabilization term itself at Newton
iteration k. To keep things clear and allow for a more easy implementation of terms the
derivative with respect to νe is only applied to the solution slot of the stabilization term.
The weighting function slot is then only considered at Newton iteration k. Using this
strategy the following equation is obtained for the multiscale stabilizing terms of equation
(4.89):((

u− 2cb2
σ
∇νke

)
·∇w+

ν+νke
σ
∇2w−

(
−∇·u−cb1(Se+jνke )+

cw1ν
k
e

d2

(
2fw + ηνke

)
+

2cb2
σ
∇2νke

)
w,

τ

((
u−2

(cb2+1)

σ
∇νke

)
·∇νk+1

e − ν + νke
σ
∇2νk+1

e +

(
1

∆t
− cb1Se + 2cw1fw

νke
d2

)
νk+1
e

))
∪Ωe

<=>

((
u− 2cb2

σ
∇νke

)
· ∇w +

ν + νke
σ
∇2w −

(
−∇ · u− cb1(Se + jνke )

+
cw1ν

k
e

d2

(
2fw + ηνke

)
+

2cb2
σ
∇2νke

)
w, τ

(
ν̂e
∆t
− (cb2 + 1)

σ
∇νke · ∇νke + cw1fw

(
νke
d

)2
))

∪Ωe

(4.94)

where the <=> again indicates the addition of the right- and left-hand-side to the Jaco-
bian and right-hand-side vector, respectively. Multiplication by ∆t results in the following
A-D-R coefficients aw, κw and sw for the weighting function slot of the multiscale stabi-
lization term:

aw =∆t

(
u− 2cb2

σ
∇νke

)
(4.95)

κw =∆t

(
ν + νke

)
σ

(4.96)

sw =∆t

(
−∇ · u− cb1(Se + jνke ) +

cw1ν
k
e

d2

(
2fw + ηνke

)
+

2cb2
σ
∇2νke

)
. (4.97)

Similarly, for the solution slot the coefficients as, κs, ss and fs can be defined as,

as =∆t

(
u− 2

(cb2 + 1)

σ
∇νke

)
(4.98)

κs =∆t

(
ν + νke

)
σ

(4.99)

ss =1 + ∆t

(
−cb1Se + 2cw1fw

νke
d2

)
(4.100)

fs =ν̂e + ∆t

(
cw1fw

(
νke
d

)2

− (cb2 + 1)

σ
∇νke · ∇νke

)
. (4.101)

By comparison with equation (4.62) it can be observed the multiscale stabilized for-
mulation written in the form of the A-D-R equation is given as,

(w,ag · ∇νe) + (∇w, κg∇νe) + (w, sgνe)

+ (aw · ∇w + κw∇2w − sww, τ(as · ∇νe − κs∇2νe + ssνe))∪Ωe

= (w, fg) + (aw · ∇w + κw∇2w − sww, τfs)∪Ωe

(4.102)
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with ag, κg, sg and fg given by equations (4.90)−(4.93), aw, κw and sw given by equations
(4.95)−(4.97) and as, κs, ss and fs given by equations (4.98)−(4.101). The stabilization
parameter τ is given by equations (4.66)−(4.69), in which a, κ and s are defined by
equations (4.78)−(4.80).

4.4.4 SUPG type stabilization for the S-A turbulence model

It is interesting to obtain an SUPG stabilized formulation for the S-A model in order to
compare its performance to the multiscale stabilized formulation. Characteristic of an
SUPG type stabilization is the weighting function containing only the advection term.
Hence from the multiscale formulation defined in the previous subsection we can obtain
the SUPG stabilized formulation by simply neglecting the weighting function terms other
than the advection term. Therefore the SUPG stabilized S-A model formulation can be
defined as,

(w,ag · ∇νe) + (∇w, κg∇νe) + (w, sgνe)

+ (aw · ∇w, τ(as · ∇νe − κs∇2νe + ssνe))∪Ωe = (w, fg) + (aw · ∇w, τfs)∪Ωe
(4.103)

with ag, κg, sg and fg given by equations (4.90)−(4.93), aw given by equation (4.95), and
as, κs, ss and fs given by equations (4.98)−(4.101). For the stabilization parameter the
same definition is used as for the SUPG stabilizing term in the RANS equations, since
using Franca and Valentin’s multiscale stabilization parameter would be inappropriate
as it contains a reaction term. The definition of the SUPG stabilization parameter is
repeated here for convenience:

τm =

(
4

(∆t)2
+ vh · (G.vh) + cI(ν + νt)

2G : G
)− 1

2

. (4.104)

4.5 Comparison of two different multiscale approaches

Sections 4.3 and 4.4 describe two different approaches to obtain a multiscale stabilized
formulation for the S-A turbulence model. The first one was inspired by the paper of
Khurram et al. [52], while the second approach is the more traditional approach of
applying the variational multiscale method. In this section the two methods are compared.
Note that Khurram’s approach results in one definition for a, κ, s and f , while for the
traditional multiscale approach we find separate definitions for the Galerkin, weighting,
solution and stabilizing terms.

Let us first focus on the definition of the stabilization parameter coefficients, resulting
from the fine scale problem. Khurram’s approach uses application of Newton’s method
to the weak form of the S-A equation to determine these coefficients, which is a type of
linearization. For the application of the traditional multiscale method a linearization is
used as well for the fine scales. Hence both approaches lead to similar results, as can be
observed by comparing equations (4.49)−(4.51) with equations (4.78)−(4.80). The change
in definition of a results from the application of integration by parts in the weak form using
Khurram’s approach. The different definition of s however results from the assumption of
the terms fw and Se to be constants, while these are actually highly nonlinear functions
of νe. In the traditional multiscale approach these terms are treated as such, resulting in
extra terms of which the derivation is shown in appendix G.
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Next to this, a temporal term can be noted in the reaction term for the Khurram
method, which is not present in the traditional multiscale formulation. The reason it is
not present in the latter is the assumption of quasi-static subscales. When this assumption

is not made, indeed the temporal term ∂ν′e
∂t will be present. However, when applying

temporal discretization to the time derivative of the fine scale unknown the fine scale
term ν̂ ′e arises that needs to be evaluated at the previous time step. In the fine scale
problem this term needs to be brought to the right-hand-side and then becomes part of
the coarse scale residual. As Khurram’s approach does not consider this, the presence of
the temporal term in the reaction term for the stabilization parameter is questionable.

The comparison of the coarse scale equations is performed on the level before Newton’s
method is applied to see what equation is actually solved. The first method is described
by equation (4.62) with its parameters given by equations (4.49)−(4.52). Let us revert
the Newton’s method used by setting δνe equal to zero, i.e., νk+1

e = νke . In this way the
equation that is converged towards is obtained. Equally setting θ = 1 to obtain backward
Euler and setting δνe = 0 results in the following equation:(
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(4.105)

Again the overlines indicating the coarse scales have been dropped for convenience. For
the traditional multiscale approach equation (4.89) is written in the proper form, before
application of Newton’s method. As noted in the previous section, the Galerkin terms in
equations (4.105) and (4.89) can be observed to be equal, which is not surprising.

Focusing on the differences in the multiscale stabilization term, the largest difference
can be noted in the reaction term of the weighting function. The application of the tradi-
tional multiscale method gives rise to additional reaction terms, compared to Khurram’s
approach, in the form of the divergence of the velocity field and the Laplacian of νe.
Similar to the fine scale problem, we again find the extra reaction terms arising from
application of the multiscale method to the nonlinear functions fw and Se, which are not
considered in Khurram’s approach. Finally, the temporal reaction term in the weighting
function of the method by Khurram can be noted, which is not present in the formulation
of the traditional multiscale approach. The same difference was found for the reaction
term arising from the fine scale problem. The reason it is not present in the traditional
multiscale formulation is again the assumption of quasi-static subscales. As noted pre-
viously, since Khurram’s approach does not consider the fine scales at the previous time
step the use of this term in the weighting function reaction term is questionable.



Chapter 5

Numerical Results

In this chapter the results will be presented of the equations and code that were de-
rived in the previous chapters and implemented into libMesh [53]. We first show code
verification results for the SUPG, PSPG and LSIC stabilized Navier-Stokes equations in
section 5.1. In the following section 5.2 the verification results for the multiscale stabi-
lized advection-diffusion-reaction equation are presented. In the final section verification
as well as validation is performed for the Reynolds-averaged Navier-Stokes equations with
the Spalart-Allmaras turbulence model. It is noted that the validation part is not of high
importance, as it is well known the Spalart-Almaras turbulence model comes with certain
modeling errors. Here we are interested in the robustness of the SUPG and multiscale
finite element formulations for the Spalart-Allmaras turbulence model compared to the
standard Galerkin method. This will be addressed in the final section 5.3.

5.1 Navier-Stokes test cases

In this section the correct implementation of the stabilized Navier-Stokes equations will
be evaluated by means of verification methods. First the implementation of the Galerkin
terms will be checked by means of the method of manufactured solutions (MMS). The
stabilization of the formulation is then tested using a lid-driven cavity flow problem at a
Reynolds number of 5200. Finally a simple laminar channel flow problem for which an
exact analytic solution is known is analyzed.

5.1.1 Manufactured solution

A useful method for code verification is the method of manufactured solutions [58, 59].
The idea is that one can assume an exact distribution of the unknowns for a PDE on
any domain, this is the manufactured solution. This solution can be substituted into
the PDE to be solved, and the resulting equation can be used as source term for the
original problem. Solving this new problem results in finding the original manufactured
solution. One can see that this problem is solved in a reversed order compared to the
normal order of operations. Instead of finding the solution to a problem which results
from the choice boundary conditions and source terms, one assumes the solution and
finds the corresponding problem. Of course the manufactured solution needs to satisfy

57
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certain conditions so that it is able to test the code correctly. Some of these conditions
the manufactured solution should comply with are: it should be composed of smooth
functions, it should be general enough to exercise every term in the equation, and it
should have a sufficient amount of non-trivial derivatives.

For verifying the libMesh code for the incompressible N-S equations, the following
manufactured solution is taken from Donea and Huerta [27] on a square domain Ω =
]0, 1[x]0, 1[:

u(x, y) = x2(1− x)2
(
2y − 6y2 + 4y3

)
v(x, y) = −y2(1− y)2

(
2x− 6x2 + 4x3

)
p(x, y) = x(1− x) .

(5.1)

For this manufactured solution the conservation of mass is satisfied, i.e., the velocity field
is divergence free [34] and hence the contribution to the continuity equation will equal zero.
The magnitude of the velocity equals zero on the boundary of the domain Ω =]0, 1[x]0, 1[.
The Dirichlet boundary conditions for the velocity and pressure are imposed by use of
the penalty method (see appendix B).

Substituting the above exact solutions into the N-S equations (2.7) and (2.1) we can
get the expression for the source term with help of a symbolic manipulation program.
The following source terms are obtained setting ν = 1:

fx(x, y) = 1− 2x− 2(1−x)2(2y − 6y2 + 4y3) + 8x(1− x)(2y − 6y2 + 4y3)− 2x2(2y − 6y2 + 4y3)

− x2(1− x)2(−12 + 24y) + x2(1− x)2(2y − 6y2 + 4y3)(2x(1− x)2(2y − 6y2 + 4y3)

− 2x2(1− x)(2y − 6y2 + 4y3))− y2(1− y)2(2x− 6x2 + 4x3)x2(1− x)2(2− 12y + 12y2)

fy(x, y) = y2(1− y)2(−12 + 24x) + 2(1− y)2(2x− 6x2 + 4x3)− 8y(1− y)(2x− 6x2 + 4x3)

+ 2y2(2x− 6x2 + 4x3)− x2(1− x)2(2y − 6y2 + 4y3)y2(1− y)2(2− 12x+ 12x2)

− y2(1−y)2(2x− 6x2 + 4x3)(−2y(1− y)2(2x− 6x2 + 4x3) + 2y2(1−y)(2x−6x2 + 4x3))

fp(x, y) = 0 .

Here, fx, fy and fp are the source terms corresponding to the x-momentum, y-momentum
and continuity equation, respectively. The source terms are substituted in the N-S equa-
tions. These equations are solved on several uniform meshes ranging from coarse to fine
with Q1Q1 elements. A 9-point quadrature rule is used for numerical integration. The
solution is compared to the exact solution by taking the L2 norm of the error with respect
to the mesh size. For example, for the velocity in x-direction the L2 norm can be written
as,

||u|| =

(
nel∑
i=1

h2 (ui,exact − ui)2

) 1
2

. (5.2)

with h the mesh size (in one direction) and nel the number of elements. Here the velocity
is taken at the corresponding cell center.

While refining the mesh, the error of the manufactured solution should converge,
since the discretization error becomes smaller. In figure 5.1 the convergence of this error
is shown. It can be observed the error of the pressure converges with order 1, while the
error of the velocity in both directions converges with order 2. Figure 5.2 presents the
computed pressure distribution on a 32x32 uniform element mesh. In figure 5.3 the error
distribution for this case is shown.
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Figure 5.1: Convergence of L2 error for the N-S equation unknowns with refining mesh size.

Figure 5.2: Computed pressure distribution
for pexact = x(1−x) on a 32x32
uniform element mesh.

Figure 5.3: Error distribution of the
pressure, pexact−p, for
a 32x32 uniform ele-
ment mesh.

5.1.2 Lid-driven cavity flow

The lid-driven cavity flow problem is a standard benchmark problem for the incompress-
ible Navier-Stokes equations. Figure 5.4 shows the problem description. Here it will be
used to test the code at a Reynolds number which requires some form of stabilization. A
main vortex will develop in the middle of the cavity, while secondary vortices can develop
in the corners of the cavity, depending on the Reynolds number used. Overly diffusive
behavior caused by a stabilization method may result in the secondary vortices not being
captured. Hence this problem is a good test case for making sure the stabilized formula-
tion does not cause numerical diffusion to deteriorate the results. We will use the form
of the Navier-Stokes equations with the SUPG, LSIC and PSPG stabilization terms, for
which the finite element formulation was derived in chapter 3.
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Figure 5.4: Lid-driven cavity flow test case

Here we will test a lid-driven cavity flow problem at Re = 5200. This test case has
also been performed for two-level and multiscale finite element methods [35, 56]. In figure
5.5 the streamlines and velocity magnitude are presented for this case. A uniform 80x80
element mesh was used with first order Lagrange elements. In total we can identify four
seperate vortices. Equal results are observed compared to those found for the multiscale
finite element method [56].

Figure 5.5: Streamlines and velocity magnitude for lid-driven cavity flow on an 80x80 4-node
element mesh.
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5.1.3 Laminar channel flow

The two-dimensional channel flow test case is shown in figure 5.6. For this case periodic
boundary conditions are used. Therefore this case serves well for the purpose of testing
the usage of periodic boundary conditions in libMesh, since this test case will also be
used for the turbulent case with the RANS equations and turbulence model employed.

The Reynolds number for channel flow based on the diameter D of the channel is
defined as,

ReD =
umaxD

ν
(5.3)

with ν the kinematic viscosity of the fluid. For laminar flow conditions (ReD < ∼2040[5])
this problem results in a parabolic velocity profile for u. This can be shown through a
force equilibrium of the channel. The resulting analytic equation for the velocity profile
in the flow direction can be shown to be,

u(y) =
1

2µ

∂p

∂x

(
R2 − r2

)
(5.4)

with µ the dynamic viscosity of the fluid, ∂p
∂x the pressure gradient in the flow direction,

R the pipe radius and r = y − R the distance in y-direction from the center-line of the
pipe.

Figure 5.6: Channel flow test case.

Taking ρ = R = ∂p
∂x = 1 the velocity profile and maximum velocity become,

u(y) =
2y − y2

2ν
, umax =

1

2ν
, (5.5)

and in return the Reynolds number becomes,

ReD =
1

ν2
. (5.6)

Note that the pressure gradient is added through use of a unit source term for the x-
momentum equation. Taking the pressure term to the right-hand-side in the N-S equations
we obtain −1

ρ
∂p
∂x = fx = 1. The remainder of the pressure gradient term then only

describes the fluctuations.
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Figure 5.7 shows the computed velocity profile compared to the exact solution. Here
we have set the kinematic viscosity ν = 1

25 , i.e., ReD = 625. Note from the analytic
equation that this results in a maximum velocity in x-direction u of 12.5. It can be
observed that the two velocity profiles agree well. This solution is computed on a Q1Q1
uniform mesh with 16 elements in y-direction and 2 elements in the direction of flow.

Figure 5.7: Laminar channel flow solution for ν = 1
25 compared to exact solution at x

L = 0.5.

5.2 Advection-diffusion-reaction test cases

Before continuing with the RANS equations and S-A turbulence model, the correctness
of implementation of the stabilized advection-diffusion-reaction equation has to be tested.
We will again use the method of manufactured solutions, as well as a skew advection case
which checks the correct working of the stabilization parameter. These test cases are
taken from Khurram et al. [52], though the skew advection case is a common benchmark
problem for the stabilized A-D-R equation.

5.2.1 Manufactured solution

We use the following manufactured solution for the A-D-R equation (4.46) on the square
domain Ω =]0, 1[x]0, 1[:

νe(x, y) = sin (2πx) sin (2πy) (5.7)

with

νe = 0 on Γ . (5.8)

Substitution of the manufactured solution into the A-D-R equation results in the following
source term:

f = 2π
{
ax cos (2πx) sin (2πy) + ay sin (2πx) cos (2πy)

}
+
(
8π2κ+ s

)
sin (2πx) sin (2πy)
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with ax and ay the advection in corresponding directions.

A study is performed on the convergence of the L2 norm of the error while refining the
mesh. The convergence rate for uniform meshes consisting of 4-noded quadrilaterals is
shown in figure 5.8. For these cases the coefficients κ and s are taken 1 and 10, respectively,
while the advection a is taken 10 in each spatial direction. The L2 norm of the error can
be seen to converge with an order of two.

Figure 5.8: Convergence of L2 error for the A-D-R equation unknown with refining mesh
size.

Figure 5.9: Problem description for the skew advection case.
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5.2.2 Skew advection case

The skew advection case is useful for testing the proper working of the multiscale stabi-
lization terms with the Franca and Valentin [37] stabilization parameter. The problem
description is given in figure 5.9. This problem is solved for several element Péclet (α)
and Damköhler (σ) numbers on a 10x10 uniform 4-node quadrilateral element mesh. The
dimensionless numbers α and σ are defined for the A-D-R equations as,

α =
||a||h

2κ
(5.9)

σ =
sh

||a||
. (5.10)

On the 10x10 mesh we solve the problem with multiscale stabilization, SUPG stabi-
lization, as well as the Galerkin method. SUPG stabilization can be achieved by only
including the advective weighting term, as shown in section 4.4.4. The solutions are
compared to a fully resolved solution on an 80x80 mesh using the unstabilized Galerkin
formulation. This is shown in figure 5.10, where the results are presented for a production
case (s < 0) with α = 1.5 and σ = −0.5. Indeed, the multiscale stabilized method gives
improved results compared to the SUPG stabilized and Galerkin method.

(a) Fully resolved solution on an 80x80 mesh. (b) Multiscale stabilized method on a 10x10 mesh.

(c) SUPG stabilized method on a 10x10 mesh. (d) Galerkin method on a 10x10 mesh.

Figure 5.10: Various solutions for production case: α = 1.5, s = −0.5.
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A better view of this is obtained by creating a line plot across the diagonal of the
domain. Figure 5.11 shows the solution in the form of such a line plot for three different
production cases, including the one in figure 5.10. The multiscale method can be seen
to cope well with the production cases as it is closest to the fully resolved solution. The
Galerkin method has no form of stabilization and therefore lacks some form of stabilization
for the advection and reaction terms. As mentioned in [52], the SUPG method serves well
for providing stabilization to convection dominated flow, but can be seen to be inadequate
for reaction dominated flow. This results in a phase error, as shown in figure 5.11d.
Compared to the findings in [52], equal results are achieved for the multiscale case using
the Franca and Valentin [37] stabilization parameter.

In figures 5.12 and 5.13 the solution for two destruction cases are shown. Again the
fully resolved solution on an 80x80 mesh is presented, as well as the multiscale, SUPG

(a) Direction of line plot from a top view perspec-
tive. (b) α = 1.5, σ = −0.5.

(c) α = 1.5, σ = −0.6. (d) α = 1.5, σ = −0.7.

Figure 5.11: Diagonal line plots of fully resolved solution versus multiscale, SUPG and
Galerkin method for various production cases (s < 0).
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and Galerkin method on a 10x10 mesh. It can be observed the multiscale solution shows
the most correct behavior, and is in accordance with the results presented in [52]. The
observed wiggles in the solution in figure 5.13 for the Galerkin method can be attributed
to the high element Péclet number for this case.

(a) Fully resolved solution. (b) Multiscale method.

(c) SUPG method. (d) Galerkin method.

Figure 5.12: Fully resolved solution versus multiscale, SUPG and Galerkin method for de-
struction case (s > 0): α = 1.0, σ = 10.0.
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(a) Fully resolved solution. (b) Multiscale method.

(c) SUPG method. (d) Galerkin method.

Figure 5.13: Fully resolved solution versus multiscale, SUPG and Galerkin method for de-
struction case (s > 0): α = 10.0, σ = 0.1.

5.3 Reynolds-averaged Navier-Stokes test cases

In the final section of this chapter the implementation of the Reynolds-averaged Navier-
Stokes equations as well as the Spalart-Allmaras turbulence model will be verified through
the method of manufactured solutions. Then two more test cases are presented, one for
which DNS data is available and one for which experimental data is available. These are
a turbulent channel flow problem and a backward facing step problem, respectively. The
goal for these two cases is to determine the robustness and accuracy of the multiscale
stabilized formulations compared to the Galerkin method.

5.3.1 Manufactured solution

The manufactured solution for the RANS equations will be taken equal to those used
for the N-S equations, i.e., equations (5.1). However, the variables are now interpreted
as their ensemble average ū, v̄ and p̄. Note that we drop the bars in the notation from
this point for convenience. The variables are substituted into the RANS equations (2.12)
and (2.17). For the kinematic viscosity ν a constant such as ν = 1

5 can be taken, while
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the turbulent viscosity νt is a variable that is computed through the S-A model. The
diffusion term can be computed using the form given in equation (4.6). This way we
obtain a separate source term for the x- and y-momentum equation, while the source
term for the continuity equation again yields 0. The generated source terms are provided
in appendix H.

For the S-A model a manufactured solution for the modified kinematic viscosity νe is
used which is positive for the entire domain. Note that a negative νe would be nonphysical.
A manufactured solution need not be physical, but it does offer some advantages. For
example, as mentioned by Eça et al.[31], similar difficulties in the solution and error
estimation processes will arise by exercising the terms in the PDE in a comparable way
to a real problem. We employ the following manufactured solution for νe on the same
domain Ω =]0, 1[x]0, 1[:

νe = 0.05 sin(πx) sin(πy) . (5.11)

The solution is substituted into the S-A model equation (2.18) and all of its correspond-
ing parameters. The generated source term is presented in appendix H. Note that the
definition of the wall distance for the manufactured solution seems not to matter as long
as they are defined in the same manner for both the S-A model and the manufactured
solution.

A segregated setup is used for solving the problem. An initial solution is used for νe
which satisfies the boundary conditions and has a small initial value for non-boundary
nodes. The RANS equations are then first solved, after which the S-A equation is solved
using the updated solution for the velocity. This completes one pseudo time step. Solving
the manufactured solution problem in this manner the solution converges in a few pseudo
time steps.

In figure 5.14 the L2 error is presented for each of the unknowns on several meshes
ranging from coarse to fine. For the RANS equations we note the velocity unknowns
converge with optimal second order convergence, while the pressure converges with order
close to 2. For the S-A model unknown second order convergence is also observed.

Figure 5.14: Convergence of L2 error for the RANS equation unknowns as well as the S-A
turbulence model unknown with refining mesh size.
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5.3.2 Turbulent channel flow

In this section a turbulent channel flow test case will be examined using the RANS
equations with the S-A turbulence model, which are solved in a segregated manner. In
section 5.3.2.1 the test case setup is presented, along with the validation of the case using
DNS results. Then in section 5.3.2.2 a refinement study is performed, in which we test
the performance of several S-A formulations for the turbulent channel flow case on meshes
ranging from coarse to fine. Finally, in section 5.3.2.3 the magnitude of the different terms
of the S-A equation are analyzed for the turbulent channel flow problem. This is done
in order to see which terms govern the problem, and clarifies the results found in section
5.3.2.2.

5.3.2.1 Turbulent channel flow setup and validation

The turbulent flow channel test case has the same setup as the laminar case, as shown
in figure 5.15. Due to the turbulent nature of the flow however, the velocity profile is
not parabolic anymore. The mixing of the fluid in turbulent flow causes the velocity
distribution to be more flattened and uniform, as portrayed in the setup figure.

The wall distance for the turbulence model for this case can simply be computed using
the following equations:

d = yqp if yqp ≤ R
d = 2R− yqp if yqp ≥ R .

Here yqp represents the y-coordinate of the current quadrature point under consideration.
For the multiscale stabilization parameter the characteristic mesh size h has to be com-
puted. A simple algorithm is formulated to ensure a correct calculation of this parameter
according to figure 4.3. Note that the direction of the advection velocity a is not equal to
the direction of fluid velocity, as it is calculated using equation (4.49) or (4.78), depending
on the multiscale stabilization method used. Hence h is in general not simply equal to
the mesh width.

Figure 5.15: Turbulent channel flow test case.

Similar to the laminar channel flow case, we take ρ = R = ∂p̄
∂x = 1. Through a force

equilibrium it can be shown that this leads to the friction velocity uτ (see appendix A
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for the nomenclature of wall-bounded flows) being equal to 1. Hence for the Reynolds
number based on the friction velocity we have,

Reτ =
uτR

ν
=

1

ν
. (5.12)

Next to this the wall units now equal u+ = ū and y+ = y
ν . The pressure gradient is again

obtained by setting the source term on the right-hand-side of the RANS equations equal
to 1.

The turbulent channel flow is simulated at Reτ = 550. A direct numerical simulation
for this case has been performed by del Álamo and Jiménez [26]. Of course the S-A
model only models turbulence using, among other things, empiricism and arguments of
dimensional analysis. The use of a very fine mesh will therefore still result in modeling
error being present in the solution. This is shown in figure 5.16 where the solution
is presented on a semilog plot for a simulation run using 2048 uniform elements in y-
direction, while using only 2 elements in the direction of flow. We employ backward Euler
(θ = 1), linear elements, periodic boundary conditions, and use a time step of ∆t = 0.01.
Next to this the generalized minimal residual method (GMRES) linear system solver and
the incomplete LU (ILU) preconditioner from the PETSc library are used. The solution
is compared with the DNS results obtained in [26]. It can be observed the S-A model has
good correspondence with the DNS results, especially in the viscous sublayer.

Figure 5.16: Comparison of velocity profile using DNS (dashed line) and RANS with S-A
model (solid line) for turbulent channel flow simulated at Reτ = 550. For
RANS 2048 elements are used normal to the direction of flow.
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5.3.2.2 Refinement study for the turbulence channel flow test case

In order to see how well the multiscale finite element methods for the S-A model perform,
we compare the fine solution used for the validation to the solution obtained on several
coarser meshes using the Galerkin method and three stabilized formulations. These are
the multiscale method by Khurram et al. [52] derived in section 4.3, and the SUPG
and traditional multiscale method derived in section 4.4. The RANS equations remain
untouched and will retain its SUPG, PSPG and LSIC stabilization terms.

In figure 5.17 the computed solution for several coarser meshes is presented from 8
to 256 elements in the direction normal to the flow, and compared to the fine solution
using 2048 elements. The solution shown here is obtained using the unstabilized S-A
formulation. It can be observed the solution slowly converges to the fine mesh solution
as the mesh is refined. The error for the coarser meshes is however quite large. Before
looking at the stabilization of the S-A equation we note that the velocity solution on
coarser meshes could also still be improved by running a full multiscale model for the flow
equations.

Figure 5.17: Comparison of velocity profile on several meshes for turbulent channel flow
simulated at Reτ = 550 using the unstabilized S-A formulation.

From the νe distribution in figure 5.18 it can be observed the S-A model is quite robust
using only the Galerkin terms for the turbulent channel flow problem, as the solution on
the coarsest mesh using 8 elements does not show any sign of oscillatory or other improper
behavior. The solution is however slightly larger than the fine solution, leading to overly
diffusive results in the flow equations. In the same figure it can be observed that for 64
elements very good correspondence is reached already with the fine mesh solution. The
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reason for the good performance of the unstabilized S-A model will be discussed in the
following subsection.

Figure 5.18: Comparison of modified turbulent viscosity profile on several meshes for turbu-
lent channel flow simulated at Reτ = 550 using the unstabilized S-A formula-
tion.

The comparison between the different stabilization methods can be made most clear
by giving an overview of the norm of the velocity error for the different formulations on
several meshes. The norm of the error can again be calculated using equation 5.2, and
the difference is taken with fine mesh solution. The numbers are presented in table 5.1,
along with the maximum velocity umax obtained in the channel.

Galerkin Multiscale SUPG Khurram

# of

elem.

Norm
of error

umax
Norm
of error

umax
Norm
of error

umax
Norm
of error

umax

8 7.958 8.57 7.900 8.66 7.960 8.56 7.929 8.54
16 5.110 10.10 5.103 10.12 5.112 10.10 5.191 10.07
32 2.811 12.61 2.964 12.17 2.815 12.60 3.074 11.85
64 0.9117 17.00 1.117 16.18 0.9147 16.99 1.261 15.59
128 0.1401 19.88 0.1399 19.88 0.1397 19.88 0.1647 19.74
256 1.136e-02 20.59 0.9705e-02 20.60 1.130e-02 20.59 4.139e-02 20.36
512 9.255e-04 20.67 2.378e-04 20.68 8.817e-04 20.67 6.974e-03 20.61
2048 − 20.68 − − − − − −

Table 5.1: Comparison of coarse mesh solution to fine mesh solution using Galerkin, mul-
tiscale, SUPG and Khurram’s method. Results indicated for turbulent channel
flow simulated at Reτ = 550.

It can immediately be observed that Khurram’s method produces bad results com-
pared to the unstabilized S-A formulation. The traditional multiscale method shows to
not improve the solution by much and deteriorates for 32 and 64 elements used. As could
be observed from figure 5.18, at 64 elements the Galerkin method for the S-A model
already shows accurate results for the νe distribution and cannot be improved by much.
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We do note however that as the mesh gets refined the multiscale formulation converges
towards the fine solution faster than the unstabilized formulation. Finally, the SUPG
formulation shows to not change the solution by much, compared to the unstabilized S-A
model.

5.3.2.3 Magnitude of S-A equation terms for the channel flow problem

From the previous subsection it can be noted that the unstabilized S-A equation is quite
robust by itself and does not seem to require any form of stabilization. To see why this
is it is interesting to look at the individual terms of the equation and their magnitude. It
is especially interesting to look at the magnitude of the advection terms, in comparison
to the magnitude of the diffusion terms, as the Galerkin method works well for diffusion-
dominated problems. However, it is well known that the Galerkin method is not ideally
suited for advection-dominated problems. See, e.g., [27].

Let us repeat the strong form of the S-A model here for convenience. It is given as,

∂νe
∂t

+ u · ∇νe−cb1Seνe + cw1fw

(νe
d

)2

− 1

σ

[(
(ν + νe)∇2νe

)
+ (cb2 + 1)∇νe · ∇νe

]
= 0 in Ω×]0, T [ .

(5.13)

First off, for the converged solution the temporal term ∂νe
∂t equals zero. Then it can be

noted that the advective term u · ∇νe is identically zero as well for channel flow. This
can be seen as follows, we have that,

u · ∇νe = u
∂νe
∂x

+ v
∂νe
∂y

. (5.14)

In the direction of flow there is no gradient in νe, and the direction of flow is in x-direction.
Hence ∂νe

∂x and v equal zero for channel flow and this term thus equals zero.

The other term which has an advective character, − (cb2+1)
σ ∇νe · ∇νe, does not equal

zero as the product of the gradients in y-direction produces a nonzero value. The magni-
tude of this term for the case of 128 elements used is given in figure 5.19a. The advection
term becomes larger in magnitude near the wall. From figure 5.18 it can be noted that
indeed the gradient ∂νe

∂y , and thus the advection term, becomes larger near the wall.
Figures 5.19b, 5.19c and 5.19d contain the magnitude of the diffusion, production and

destruction term, respectively. The magnitude of the diffusion term can be noted to be
smaller compared to the other terms in the equation. The reaction terms show to be
growing in magnitude towards the wall, as expected, since reaction phenomena play an
important role in near-wall behavior of the flow.

Khurram’s multiscale method assumes, when applying their form of the multiscale
method, for the reaction terms the coefficients Se and fw constant. However, the highly
nonlinear behavior and large magnitude of the reaction terms near the wall are good argu-
ments to apply the multiscale method to these coefficients as well. Hence this application
was chosen for in the derivation of the traditional multiscale method. For the channel
flow case we note that the inclusion of the extra terms arising from this linearization of
Se and fw does not improve results for coarser meshes by much. For finer meshes of 128
elements and up though a slight improvement is observed, since the norm of the error of
the velocity distribution converges to the fine solution faster.
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(a) Advection term (b) Diffusion term

(c) Production term (d) Destruction term

Figure 5.19: Magnitude of the S-A equation terms that are nonzero for the turbulent channel
flow problem using 128 elements in y-direction.

From the above discussion it can be argued that for coarser meshes of 64 elements
and below the S-A equation is not in a range appropriate for linearization of the fine
scales. Especially in the near-wall region the sharp behavior of the separate terms make
it difficult to capture the solution here. Hence an inclusion of the nonlinear fine scale
terms could provide an improved νe distribution for coarser meshes, especially near the
wall. Another form of improvement could be sought in the splitting of u in the S-A
equation into coarse and fine scales, since currently only the coarse scales are computed.
However, for the turbulent channel flow case this will not provide any improved results as,
as explained before, the advection term containing the velocity equals zero for this case.
The same holds true for the term u′ ·∇νe in the case of turbulent channel flow. Finally, by
specifying off-diagonal terms in the stabilization parameter matrix improvements could
be found as well. By doing this the residual of each equation can be accounted for in
the small scale unknown of each equation. This makes sense since we are dealing with a
coupled system of equations.

The difficulty of exactly capturing the near wall behavior of νe is portrayed in figure
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5.20. Here the fine mesh solution for νe is subtracted from the solution on a 128 element
mesh using the unstabilized S-A formulation. This results in an error distribution for νe.
It can be observed that for the 128 element mesh the error near the wall is relatively up
to 10 times as large as mid-channel.

Figure 5.20: Error distribution of νe on a mesh of 128 elements using the unstabilized S-A
formulation, compared to the fine mesh solution.

To conclude the turbulent channel flow case a plot is presented in figure 5.21 of the
element Péclet number magnitude α throughout the interior of the channel. The element
Péclet number can again be calculated using equation (5.9). Here ||a|| can be calculated

using the active advection term for the channel flow problem − (cb2+1)
σ ∇νe. The diffusion

coefficient κ instead is given by ν+νe
σ . As noted before, the Galekin method is well known

to work well for diffusion dominated cases where α < 1. Indeed, it can be noted from the
figure that in the interior of the channel α is smaller than 1 for the coarse as well as finer
meshes. Hence the difficulty of improving results for the channel flow case can be argued
to stem from the diffusion dominating the advection in the S-A equation.

Figure 5.21: Péclet number distribution throughout the interior of the channel for 8, 64 and
2048 elements used in y-direction.
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5.3.3 Backward facing step

The backward facing step problem provides more challenging test case as it deals with
interesting flow phenomena such as separation and reattachment near the step. Many
experiments have been performed for this case with different measurements of the step
size and channel height. Here we will simulate the backward facing step problem for
which an experiment has been performed by Driver and Seegmiller [28]. In the section
below the test case setup is first discussed, including specifics on how the test case was
run and the mesh used. Then in section 5.3.3.2 the fine mesh solution is compared to
experimental results to validate the test case. Finally, in section 5.3.3.3 the fine mesh
solution is compared to the solution on a coarse mesh for the unstabilized, SUPG and
two multiscale stabilized S-A formulations.

5.3.3.1 Setup of the backward facing step test case

The layout of the test case including the boundary conditions are shown in figure 5.22. The
step height H equals 0.0127m. The experiment is performed at atmospheric conditions
with the temperature at the reference point (midway the channel at x = −4H) equal to
Tref = 300K. Hence the kinematic viscosity of the fluid used for the simulation will be
ν = 1.57 · 10−5m2/s, while the fluid density is taken to be ρ = 1.18kg/m3. To obtain
roughly the correct velocity of uref = 44.2m/s at the reference point, a uniform velocity
profile of uin = 41.5m/s is imposed at the inlet. After a short region of symmetry the
wall starts at x = −110H. The length of the channel prior to the step has been adjusted
to ensure the correct thickness of the boundary layer at the step (approximately equal to
the experiment). The inflow and symmetry boundary condition on the modified turbulent
viscosity νe ensures the flow conditions to be fully turbulent. On the wall the modified
turbulent viscosity equals zero. For the velocity we impose a no-slip condition on the
wall. Finally, we set the pressure equal to zero in the outflow region. Note that the
Reynolds number based on the step height ReH and reference velocity roughly equals
36, 000 for the above stated conditions. The Mach number using the reference velocity
equals Mref = 0.128. Hence the simulation is at essentially incompressible conditions,
though compressibility may have a very small influence on the results.

The coarsest mesh used for this case is taken from the excellent NASA Langley Re-
search Center website [15], which contains a wealth of knowledge and information on
RANS based turbulence models. The mesh is converted from plot3d to Exodus II format
using ParaView software [1], such that it is readable by libMesh. As the mesh is nondi-
mensionalized by H the mesh is scaled by the step height within libMesh (while retaining
connectivity) in order to perform the simulation at the correct Reynolds number. The
coarse mesh is visualized in figure 5.23. It is a two-dimensional structured mesh comprised
of four blocks. As the four blocks have overlapping nodes on their adjacent boundaries,
the mesh blocks need to be stitched together in order for the mesh to be usable. This is
also achieved within libMesh in such a way that the overlapping nodes are removed and
replaced by single nodes. After removal of the excess nodes this coarse grid consists of
5, 157 nodes. A close-up of the mesh near the region of interest is provided in figure 5.24.
It can be observed that the mesh becomes slightly skewed after the back step, such that
a more optimal placement of the nodes is achieved.

A refinement study is performed in the subsections below in order to assess how well
the Galerkin method and the other derived formulations for the S-A model perform on a
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Figure 5.22: Backward facing step geometry and boundary conditions with H = 0.0127m.

Figure 5.23: Coarsest mesh used for the backward facing step problem.

coarse mesh compared to a refined mesh. The idea is to solve the problem on the coarsest
mesh first. The problem can then be solved on a refined mesh by loading the coarse
solution onto the mesh and then uniformly refining the mesh within libMesh. This will
interpolate the coarse mesh solution and project it onto the refined mesh. Therefore the
refined mesh is started from an initial solution that should be close to the final solution,
requiring less pseudo time steps for the problem to converge. This process is performed
three times such that the problem is solved on four different meshes. Note that by
performing one uniform refinement the number of nodes increases by a factor of about
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Figure 5.24: Close-up of the coarsest backward facing step mesh at the region of interest
(x = −4H to x = 8H).

4 for the two-dimensional case. Hence the finest mesh we perform our calculations on
consists of roughly 3.2 · 105 nodes.

To solve the initial problem on the coarsest mesh we use a continuation method in
which the Reynolds number of the flow is gradually increased. This will ensure the initial
guess for the Newton iteration is not too far off, such that the iteration procedure does
not diverge. We again employ backward Euler (θ = 1) and use linear elements. After
some experimenting it is observed that a time step of ∆t = 1.0 ·10−4 is necessary in order
for the S-A model Newton iteration not to diverge.

The calculation of the wall distance for this case is a bit more involved than the simple
channel flow case. An illustration of the different regions to be distinguished is given in
figure 5.25. With regard to the figure, we note that regions 1, 2, 7 and 8 are indeed as
simple as the channel flow case. For regions 3 and 4 the closest wall is where the wall
starts, at x = −110H. Region 5 is closest to the vertical wall of the step, while region 6 is
closest to the edge of the step. After recognizing this a simple algorithm can be written in
order to ensure the proper calculation of the wall distance. In a similar way an algorithm
is written to ensure proper calculation of the characteristic mesh size h, with regard to
figure 4.3. As the mesh is now slightly skewed after the step this is a bit more involved
compared to a non-skew mesh.

For the initial coarse mesh case using the GMRES linear system solver with ILU
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Figure 5.25: Different regions to be distinguished for calculating the wall distance d (not
drawn to scale).

preconditioner is still viable. However, PETSc does not support the ILU preconditioner
in parallel, hence we employ the additive Schwarz method (ASM) preconditioner when
running in parallel. For the more fine cases we make the switch to the LU direct solver,
which takes some extra time but converges within a single iteration. As PETSc does not
have parallel support for LU either we employ the MUMPS library. In this way all cases
can smoothly be run in parallel to speed up the computations.

5.3.3.2 Validation of the backward facing step test case

The validation of the backward facing step case is important to show how well the S-A
equation can capture fundamental flow phenomena. For the backward facing step case
these are flow separation and reattachment near the step. Even though it is not the goal
of this thesis to show how well the S-A model performs compared to experiments, the
validation of the backward facing step case does demonstrate the engineering interest for
these kind of flows.

Figure 5.26: Streamlines and magnitude of velocity contours throughout the domain for the
fine mesh case.

Before showing the comparison of the numerical results to the experiment we first show
a plot of the streamlines and velocity magnitude throughout the channel in figure 5.26.
The result shown here is from the computation on the fine mesh. The imposed uniform
inflow velocity at x

H = −130 can be observed. On close examination the boundary layer
can be seen to grow from x

H = −110 where the wall starts, up to the step. After the
step the flow separates and a region of recirculating flow emerges. The flow separates and
reattaches in the region where the mesh is the finest, and can be seen to smoothly exit
the domain at x

H = 50.
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In figure 5.27 the fine mesh velocity profile results are plotted against experimental
data at several locations throughout the channel. The experimental data is taken from the
experiment performed by Driver and Seegmiller [28]. From the velocity profile upstream
of the step it can be observed that it comes across with the experimental data, though
the inlet velocity could be set roughly 1% higher such that uref comes across better
with its actualy value. Similarly in figures 5.27c and 5.27d good correspondence with the
experimental results can be observed. At x

H = 1 in figure 5.27b quite some modeling error
can be noted in the section below the step, as the flow velocity in negative y-direction in
the recirculating region is predicted too high.

(a) x/H = −4. (b) x/H = 1.

(c) x/H = 4. (d) x/H = 6.

Figure 5.27: u-velocity profile normalized by uref at several locations for fine mesh compu-
tation and experiment.

For the following graphs we define the skin friction coefficient as,

Cf =
τw

1
2ρu

2
ref

(5.15)

with τw the local wall shear stress defined in equation (A.1), ρ = ρref = 1.18kg/m3 and

uref = 44.2m/s. The calculation of the velocity derivative ∂u
∂y

∣∣∣
y=0

for the wall shear stress

is performed with respect to the first nodal value adjacent to the wall.
The pressure coefficient is defined as,

Cp =
p− pref

1
2ρrefu

2
ref

(5.16)
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with pref the value of the pressure at the reference point in the domain. The pressure
coefficient data found has been uniformly shifted such that Cp is zero at x

H = 37.5 for
both the experiment and the computed values, as performed by Eça et al. [32, 30, 33].

Plots of the lower wall skin friction coefficient and pressure coefficient are given in
figure 5.28. Again it can be noted that the error is largest in the region where the flow is
separated. The prediction of the flow reattachment is computed close to its experimental
value. For the experiment the location with zero skin friction is found to be x

H = 6.26±
0.10, while the numerically computed value of flow reattachment is at x

H = 6.05.

Finally, as a verification exercise, it is observed that these results correspond very well
to those found by three independent CFD codes when running the S-A model for this case
on an equally fine mesh. The results when using NASA’s CFL3D, FUN3D and WIND
code are also presented on the NASA Langley Research Center website [15].

Figure 5.28: Lower wall skin friction (left) and pressure coefficient (right), computed fine
mesh solution versus experiment.

5.3.3.3 Refinement study for the backward facing step test case

In this section the coarse mesh results using the Galerkin method as well as several
stabilized formulations for the S-A model will be compared to the fine mesh solution. As
the backward facing step provides a more challenging test case than the turbulent channel
flow problem it is interesting to see if the Galerkin method for the S-A model will still
work well on the coarse mesh.

In figure 5.29 the normalized velocity profile at x
H = −4 is given. This location is

upstream of the step and hence in a region of turbulent channel flow. We already saw for
the channel flow problem that the Galerkin method performs slightly better at medium-
coarse meshes compared to the traditional multiscale method, indicated by MS in the
figure. Since the results are very close some portions of the figure are magnified in order
to give a clearer picture of the differences. It can be observed the traditional multiscale
method is slightly over diffusive compared to the Galerkin method, but the differences
are small. The SUPG method is close to equal to the Galerkin method, while Khurram’s
method shows bad results due to an under-prediction of the modified turbulent viscosity.
For Khurram’s method this leads to under diffusive behavior of the velocity solution.

The velocity profile downstream of the step at x
H = 1 is given in figure 5.30. In

the region of recirculating flow close to the wall the traditional multiscale method shows
improved results compared to the Galerkin method, the same holds for the SUPG method.
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Further away from the wall the slightly over diffusive behavior of the multiscale method
is present again.

Figure 5.29: u-velocity profile normalized by uref upstream of the step at x/H = −4 on
fine and coarse mesh for several S-A formulations.

Figure 5.30: u-velocity profile normalized by uref downstream of the step at x/H = 1 on
fine and coarse mesh for several S-A formulations.

Figures 5.31 and 5.32 at locations x
H = 4 and x

H = 6, respectively, show similar results
as the previous figures. The results in the recirculating flow region are very close, while in
the region further away from the wall the multiscale method slightly over predicts the flow
velocity. The method by Khurram et al. [52] performs bad overall. From these figures it
can already be noted that the Galerkin method performs well for the S-A model and is
also robust on the coarse mesh for this more challenging test case.
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Figure 5.31: u-velocity profile normalized by uref downstream of the step at x/H = 4 on
fine and coarse mesh for several S-A formulations.

Figure 5.32: u-velocity profile normalized by uref downstream of the step at x/H = 6 on
fine and coarse mesh for several S-A formulations.

The coarse to fine mesh comparison for the lower wall skin friction coefficient is given
in figures 5.33. In the channel flow region upstream of the step an increased skin friction
coefficient for the traditional multiscale method is observed. Downstream of the step
the multiscale method shows a slightly improved skin friction coefficient compared to
the Galerkin and SUPG method. The reattachment point of the flow is computed to be
x
H = 6.08 for the Galerkin, multiscale and SUPG method, compared to x

H = 6.05 for
the fine mesh solution. Using Khurram’s method the reattachment point is predicted at
x
H = 7.31.

Figure 5.34 presents the lower wall pressure coefficient. The coarse mesh Galerkin,
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multiscale and SUPG method show very similar results. It can be observed none of the
stabilized formulations can provide an improved solution closer to the fine mesh solution.

Figure 5.33: Lower wall skin friction coefficient on fine and coarse mesh for several S-A
formulations.

Figure 5.34: Lower wall pressure coefficient on fine and coarse mesh for several S-A formu-
lations.

The modified turbulent viscosity profiles normalized by the kinematic viscosity are
presented in figures 5.35 and 5.36. νe can be seen to grow along the boundary of the
channel upstream of the step. After the step a peak is observed in the region with
separated flow. From figure 5.36d it can clearly be observed Khurram’s method under
predicts the magnitude of νe, resulting in the under diffusive behavior that was observed
in the figures above. The Galerkin, multiscale and SUPG method all show νe distributions
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fairly equal to those obtained on the fine mesh.

Figure 5.35: Modified turbulent viscosity field normalized by the kinematic viscosity for the
fine grid backward facing step case.

(a) Galerkin (b) Multiscale

(c) SUPG (d) Khurram

Figure 5.36: Modified turbulent viscosity field normalized by the kinematic viscosity for the
coarse grid backward facing step case using several S-A formulations.
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On closer inspection of figure 5.36 it can be observed the νe distribution for the
Galerkin and SUPG method is not as smooth as for the multiscale and Khurram’s method.
In fact, the solution is oscillatory at certain regions when using the Galerkin and SUPG
method for the S-A model. To show this, a line plot is presented in figure 5.37 of the
nodal values of νe normalized by ν midway the channel upstream of the step. The highly
oscillatory behavior of the solution for the Galerkin and SUPG method can be seen here.
It is noted that only after three uniform refinements of the mesh the oscillatory behavior of
the solution is resolved using the Galerkin method for the S-A model. Both the traditional
multiscale and Khurram’s method that have a form of stabilization for the reaction terms
show a smooth solution behavior for νe. The traditional multiscale method follows the
lower part of the oscillatory Galerkin solution quite precisely.

Figure 5.37: Line plot of the modified turbulent vicosity normalized by the kinematic vis-
cosity midway the channel (y/H = 5) upstream of the step. The results are
given on fine and coarse mesh for several S-A formulations.

The reason for the oscillatory behavior in the solution for νe using the Galerkin and
SUPG method can be argued to stem from the lack of diffusion in the region where no
gradient and second gradient of νe is present. The magnitude of the diffusion term in
the S-A equation upstream of the step if plotted in figure 5.38 at several locations. The
diffusion term can be seen to equal zero at the parts where the solution for νe is oscillatory
for the Galerkin and SUPG method on the coarse mesh. Due to a lack of diffusion we are
effectively solving the advection-reaction equation. The advection in the middle of the
channel upstream of the step is small but nonzero since there is a small linear gradient for
νe in the flow direction for the fine mesh case. The advection-reaction equation is known
to suffer from instabilities due to a lack of diffusion for large enough Damköhler numbers,
as shown by Hauke et al. [40]. Since the advection term is near zero the Damköhler
number can get very large for this case, as well as the turbulent channel flow case.
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Figure 5.38: Line plot of the magnitude of the diffusion term for the backward facing step
case at several locations upstream of the step for the fine mesh solution (values
have been interpolated).

From the above it can be concluded that the Galerkin and SUPG method do not
have a robust enough S-A model formulation to provide sufficient stabilization in the
absence of diffusion. The traditional multiscale and Khurram’s method both provide
formulations that are sufficiently robust to deal with a lack of diffusion in the domain on
coarser meshes. The reaction coefficient in the weighting function of the stabilizing term
is thus required to produce a more robust stabilized formulation. Only the traditional
multiscale formulation for the S-A model provides reasonably accurate results compared
to the Galerkin and SUPG formulations. In the presence of diffusion the latter two
methods are robust and produce good results, also on coarser meshes.
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Chapter 6

Conclusions & Recommendations

The present study was intended to find a more robust finite element formulation for the
S-A turbulence model. We have presented two seperate multiscale formulations, for which
the scalar field is decomposed into coarse and fine scales, and one SUPG type formulation,
using only the advective stabilizing weighting term of the traditional multiscale formula-
tion. One multiscale formulation is based on the work of Khurram et al. [52], in which the
multiscale approach is applied to the A-D-R equation instead. The other is based on a
more traditional variational multiscale approach applied directly to the Spalart-Allmaras
equation. The two approaches are compared and found partially equal in that they both
neglect fine scale products. A few distinct differences are however found in the weighting
function slot, as well as the solution slot of the multiscale stabilizing term. Next to this,
Khurram’s method ignores the highly nonlinear reaction term coefficients and assumes
them constant, while in the traditional multiscale the nonlinearity is taken into account.

After studying a turbulent channel flow problem we find the unstabilized S-A formula-
tion performs very well on coarse, medium, and fine meshes. A more careful examination
reveals that the element Péclet numbers for the channel flow problem are well below 1
due to the definition of the advection coefficient of the S-A model. It is well known that
the Galerkin method is stable for element Péclet number below 1. It can therefore be
argued no form of advection stabilization is required for this sort of problem. It is shown
the largest error in the solution can be found near the wall, resulting from the highly
nonlinear behavior of the reaction terms in this region.

When using the SUPG type stabilization, we thus note no improvement of the result.
The results differ very little from using only the Galerkin terms since the advection term
of the S-A model is found to be rather small for channel flow. Both multiscale methods for
the S-A model are observed to have deteriorated results for coarse meshes using 32 to 64
elements normal to the direction of flow. When using medium fine meshes of 128 elements
and above, both multiscale methods can be seen to improve again. While the Khurram
method does not improve compared to Galerkin, we observe a slightly improved result
using the traditional multiscale method for the fine meshes. Reasons for these results are
argued to be:

• The definition of the stabilization parameter used for the S-A turbulence model was
derived for the linear advection-diffusion-reaction equation. Hence when the mesh
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is too coarse we may not be in a range appropriate for linearization, since the S-A
equation is highly nonlinear.

• Higher-order fine scale terms have been neglected. For coarse meshes these are more
important as the coarse scale residual is much larger compared to the coarse scale
residual for fine meshes. This can be seen from the fact that as u′ becomes small,
using 128 elements and above, the traditional multiscale method starts improving
compared to the unstabilized S-A formulation.

• Another simplification stems from the assumption of a diagonal τ matrix for the
coupled system of equations. By specifying off-diagonal terms, the residual of all
equations are taken into account for each of the fine scale unknowns.

A backward facing step problem was also studied and again we find using only the
Galerkin terms on a coarse mesh for the S-A equation results in very good results compared
to the fine mesh reference solution. Equally good results are found using the traditional
multiscale method, while the results using Khurram’s multiscale method for the S-A
equation are found to be much worse. Hence it is argued that the method by Khurram et
al. [52] is neglecting stabilization terms compared to our derived formulation that should
not be neglected. Using the SUPG stabilized S-A model formulation again shows very
similar behavior compared to the Galerkin method.

Though the general results found from the unstabilized and SUPG formulation are
good – such as the determination of the reattachment point of the flow downstream
of the step – oscillatory behavior is observed for the modified turbulent viscosity field.
These oscillations are mainly present in the coarsest part of the mesh, such as mid-
channel upstream and far downstream of the step. It is noted that only after 3 uniform
mesh refinements of the coarsest mesh the oscillations are resolved using the unstabilized
formulation. The oscillatory behavior is argued to stem from the lack of diffusion in this
region of the flow, resulting in the advection-reaction equation effectively being solved.
Due to a very small amount of advection in the region mid-channel as well, the Damköhler
number in this region is high. It is known that for these kind of flows stability issues
ensue when using the Galerkin and SUPG method, as shown by Hauke et al. [40]. For the
backward facing step case though, these stability issues do not notably lead to deteriorated
results in the pressure and velocity field.

Both multiscale formulations obtain a smooth solution for νe on the coarsest mesh,
showing that these formulations possess additional robustness compared to the Galerkin
formulation. Therefore, the added reaction stabilization term notably contributes to
the additional robustness. Only the traditional multiscale method formulation for the
S-A model provides reasonably accurate results compared to the Galerkin and SUPG
formulations. Additional accuracy may be obtained, as noted above for the channel flow
case, by inclusion of the higher order fine scale terms. Inclusion of u′ in the S-A equation
should also improve results for this case in the regions where the advection term u · ∇νe
is nonzero.

In conclusion, the unstabilized S-A formulation is quite robust and accurate by itself
for the turbulent channel flow and backward facing step case. The SUPG method does
not provide any additional robustness and has equal accuracy. Using both multiscale
formulations for the S-A model provides additional robustness and stability in regions
lacking any form of diffusion, of which only the traditional multiscale method mainly
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preserves accuracy.
Finally, we note some improvements that can be done for future projects in this line

of work and for the developed code in general. These are listed as follows:

• Inclusion of higher order fine scale terms to improve coarse mesh accuracy.

• Inclusion of the fine scale velocity term in the S-A equation.

• Use of a nondiagonal τ to include the residual of each equation for each unknown
for the coupled system of equations.

• Perform tests for even more challenging test cases to find the limits of the robustness
of the unstabilized S-A formulation.

• Inclusion of additional stabilizing terms for the flow equations in order to run a true
multiscale model.

• Adapting the convective term in the flow equations to its divergence form.

• Inclusion of a third spatial dimension for a more general code to also be used for
other applications than RANS.
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condition: A stable petrov-galerkin formulation of the stokes problem accommodat-
ing equal-order interpolations. Computer Methods in Applied Mechanics and Engi-
neering, 59(1):85–99, 1986.

[45] Thomas J.R. Hughes and Michel Mallet. A new finite element formulation for com-
putational fluid dynamics: III. The generalized streamline operator for multidimen-
sional advective-diffusive systems. Computer Methods in Applied Mechanics and
Engineering, 58(3):305–328, 1986.

[46] Thomas J.R. Hughes, Guglielmo Scovazzi, and Leopoldo P. Franca. Multiscale and
stabilized methods. Wiley Online Library, 2004.

[47] T.J.R. Hughes. Multiscale phenomena: Greens functions, the Dirichlet-to-Neumann
formulation, subgrid scale models, bubbles and the origin of stabilized methods.
Comput. Methods Appl. Mech. Engrg., 127:387–401, 1995.
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Appendix A

Law of the wall

It has been shown experimentally that the flow near a wall behaves differently from the
flow farther away from the flow. A turbulent boundary layer is typically divided into two
parts: the inner layer and the outer layer. The outer layer makes up about 80 − 90% of
the boundary layer and consists of regions of intermittent laminar and turbulent flow. Its
edge is strongly rippled and mixes with the external laminar flow. The inner layer, closest
to the wall, makes up the remaining 10 − 20% of the boundary layer. This layer can be
further subdivided into the viscous sublayer and the buffer layer. An intermediate layer
can also be distinguished, making up for the part in between the inner and outer layer.
This subdivision is shown in figure A.1, where the velocity u is plotted against y+. The
definition of y+ is given in the next paragraph.

In order to compare different wall-bounded flows to each other, a self-similar solution
can be derived for the region close to the wall. This solution is expressed using non-
dimensional quantities for direct comparison. We define the friction velocity uτ and
viscous length lν scale as,

uτ =

√
τw
ρ

lν =

√√√√ ν

∂ū
∂y

∣∣∣
y=0

(A.1)

where τw is the wall shear stress, and is defined as,

τw = νρ
∂ū

∂y

∣∣∣∣
y=0

. (A.2)

The non-dimensionalized quantities are referred to as wall units and can be written in
terms of the above parameters as,

y+ =
y

lν
=
yuτ
ν

u+ =
ū

uτ
(A.3)

with y the dimensional distance from the wall.
Using suitable assumptions one can derive expressions for u+ as a function of y+ by

examining the flow in a channel. The first expression is valid for the viscous sublayer
region and one can note that velocities are low here. Viscous stresses thus dominate the
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100 Law of the wall

Figure A.1: Nomenclature for wall-bounded turbulent flows [49].

flow in this region. It can be derived that u+ and y+ are approximately equal in the
region below 5 wall units:

u+ = y+ for y+ < 5 . (A.4)

In the intermediate layer instead the flow is dominated by turbulent stresses and the
viscous stresses are negligible. Von Kármán was first to publish the so called log law for
this region, see [64]. The equation is valid for the region above 30 wall units and stretches
throughout the intermediate layer. It is given as,

u+ =
1

κ
ln y+ + β (A.5)

with κ and β experimentally obtained constants. κ is termed the von Kármán constant
and its value is about 0.41, β can range from 5 to 5.5. Note that in the buffer layer,
5 < y+ < 30, neither law holds.

In the outer layer one can obtain a velocity defect law by dimensional analysis and
for a zero pressure gradient:

ue − ū
uτ

= f
(y
δ

)
(A.6)

where ue is the external flow velocity and δ is the boundary layer thickness. A popular
defect law was introduced by Coles and is given in [21].



Appendix B

Penalty method

Application of the Dirichlet boundary conditions is done through use of the penalty
method. This method was put in a finite element context by Babuška [6]. See also
Becker et al. (pp 121-123) [9] for the treatment of implementation.

Using the penalty method for the N-S equations the Dirichlet boundary condition
given in equation (2.8) is replaced by a penalized Robin-type boundary condition. This
adjusted boundary conditions looks as follows,

t′(x) + βu(x) = βuD(x) , x ∈ ΓR (B.1)

where the boundary condition is assumed steady, ΓR refers to the penalized Robin portion
of the boundary, and β acts as a penalty constant. It can be seen that as β → ∞ the
boundary condition reduces to the Dirichlet boundary condition.

Taking a look at the boundary term in equation (3.4), we split the boundary into the
Neumann portion ΓN , and the penalized Robin portion ΓR. Since the velocity on ΓR is
now deemed unknown, because of the change made in equation (B.1), the test function
w is nonzero on this part of the boundary as well. The boundary term splits as follows,

(w, (−pn + ν (n · ∇) u))Γ =
(
w, t′

)
ΓN

+
(
w, t′

)
ΓR

=
(
w, t′

)
ΓN

+ (w, βuD − βu)ΓR

(B.2)

where equation (B.1) has been used. Therefore the momentum equation (3.9) changes as
follows using the penalty method,(

w,
∂u

∂t

)
+ c (u; w,u) + a (w,u)− b (w, p) + (w, βu)ΓR

= (w, f) +
(
w, t′

)
ΓN

+ (w, βuD)ΓR
.

(B.3)

Note that in the final discretized system of equations the penalty terms are not multiplied
by the time step in order to not make the penalty dependent on the time step size. Since
the penalty method is simply a mathematical trick this does not invalidate the method.

Because all variables are assumed unknown on the boundary, the Dirichlet boundary
nodes also makes up part of the left-hand-side vector of unknowns. Let us consider as
an example the matrix-vector system Ku = f , with K the Jacobian matrix, u the vector
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of nodal unknowns and f the right-hand-side vector. Using the penalty method we can
write,

Ku+ βK̃cu = f + βK̃cuD (B.4)

where K̃c is a diagonal constraint matrix which has unit entries only for the Dirichlet
boundary nodes. Looking at the equation for Dirichlet boundary node p we get,

nnp∑
j=1

Kpjuj + βup = fp + βuDp . (B.5)

Since β is very large the second term on the left- and right-hand-side will dominate this
equation, hence obtaining the correct Dirichlet boundary condition for node p.

The value of β is taken 1e10 in libMesh. A disadvantage of the penalty method can
be that large values of β can cause ill-conditioning of the matrix. However, this problem
is now largely alleviated by today’s use of preconditioners and linear system of equation
solvers. This method can thus be seen as an easy and robust approach for applying
Dirichlet boundary conditions.



Appendix C

FEM discretized Navier-Stokes
equations

In the following the Galerkin terms are presented for building the element matrices of
the Navier-Stokes equations resulting from applying the finite element method. The

summations signs,
nqp∑
g=1

nen∑
a=1

nen∑
b=1

, are omitted below to keep to keep the formulation more

clear. They should however be placed in front of every term (omit the summation over
b for the right-hand-side vector). For the pressure unknown one should loop over the
amount of pressure nodes n̂en instead, in case this differs from the amount of velocity
nodes. The terms below that contain the velocity and pressure at the current time step
are known from the previous Newton iteration. Finally, it is noted that the Galerkin term
for the continuity equation changes when PSPG stabilization is added to the equation
(i.e., it is multiplied by ∆t and the theta method is applied as well).

Right-hand-side vector

(bea)u = W|gJ|g

(
û|gφa|g + ∆t

{
(1− θ)

(
−
(
û|g · ∇û|g

)
φa|g + p̂|gφa,x|g −

(
∇û|g · ∇φa|g

)
ν
)

+ θ
(
u|g · ∇u|g

)
φa|g + φa|gfx|g +

[
φa|gt

′
x|g

]
ΓN

})
(C.1)

(bea)v = W|gJ|g

(
v̂|gφa|g + ∆t

{
(1− θ)

(
−
(
û|g · ∇v̂|g

)
φa|g + p̂|gφa,y|g −

(
∇v̂|g · ∇φa|g

)
ν
)

+ θ
(
u|g · ∇v|g

)
φa|g + φa|gfy|g +

[
φa|gt

′
y|g

]
ΓN

})
(C.2)
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uu-coupling

(Me
ab)uu = W|gJ|gφa|gφb|g (C.3)

(Ke
ab)uu = νθ∆tW|gJ|g

(
∇φa|g · ∇φb|g

)
(C.4)

(Ce
ab)uu = θ∆tW|gJ|g

(
φa|g

(
u|g · ∇φb|g

)
+ u,x|gφa|gφb|g

)
(C.5)

uv-coupling
(Ce

ab)uv = θ∆tW|gJ|gu,y|gφa|gφb|g (C.6)

vv-coupling

(Me
ab)vv = W|gJ|gφa|gφb|g (C.7)

(Ke
ab)vv = νθ∆tW|gJ|g

(
∇φa|g · ∇φb|g

)
(C.8)

(Ce
ab)vv = θ∆tW|gJ|g

(
φa|g

(
u|g · ∇φb|g

)
+ v,y|gφa|gφb|g

)
(C.9)

vu-coupling
(Ce

ab)vu = θ∆tW|gJ|gv,x|gφa|gφb|g (C.10)

up-coupling (
Ge
ab̂

)
up

= −θ∆tW|gJ|gφa,x|gϕb̂|g (C.11)

vp-coupling (
Ge
ab̂

)
vp

= −θ∆tW|gJ|gφa,y|gϕb̂|g (C.12)

pu-coupling (
GTe
âb

)
pu

= W|gJ|gϕâ|gφb,x|g (C.13)

pv-coupling (
GTe
âb

)
pv

= W|gJ|gϕâ|gφb,y|g (C.14)



Appendix D

FEM discretized Navier-Stokes
stabilization terms

In the following the Navier-Stokes stabilization terms are presented for building the el-
ement matrices. These are added to the Galerkin terms in appendix C to obtain the
stabilized formulation. The submatrices corresponding to the stabilization terms will be

referred to below as S. The summations signs,
nqp∑
g=1

nen∑
a=1

nen∑
b=1

, are again omitted below to keep

to keep the formulation more clear. They should however be placed in front of every term
(omit the summation over b for the right-hand-side vector). For the pressure unknown
one should loop over the amount of pressure nodes n̂en instead, in case this differs from
the amount of velocity nodes. The terms below that contain the velocity and pressure at
the current time step are known from the previous Newton iteration. Finally, since the
Galerkin terms for the continuity equation (GT matrix) changed, they will be restated
below as well.

Right-hand-side vector

(bea)u = W|gJ|g

(
− τc∆t(1− θ)φa,x|g∇ · û|g + τm

(
u|g · ∇φa|g

)
u|g

+ τmθ∆t
{(

u|g · ∇φa|g
) [

2
(
∇u|g · u|g

)
+ ν∇2u|g + p,x|g

]}) (D.1)

(bea)v = W|gJ|g

(
− τc∆t(1− θ)φa,y|g∇ · û|g + τm

(
u|g · ∇φa|g

)
v|g

+ τmθ∆t
{(

u|g · ∇φa|g
) [

2
(
∇v|g · u|g

)
+ ν∇2v|g + p,y|g

]}) (D.2)

(beâ)p = W|gJ|g

( Galerkin term︷ ︸︸ ︷
−∆t(1− θ)ϕâ|g∇ · û|g +τm

(
(û|g · ∇ϕâ|g) + ∆tθ

[
∇ϕâ|g(∇u|g .u|g)

])
+ τm∆t(1− θ)

{
∇ϕâ|g

(
− (∇û|g .û|g) + ν∇2û|g −∇p̂

)})
(D.3)
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uu-coupling

(Seab)uu = W|gJ|g

(
τc∆tθφa,x|gφb,x|g + τm

[
(u|g − û|g)φa,x|gφb|g + (u|g · ∇φa|g)φb|g

]
+ τm∆tθ

{
(∇u|g · u|g)φa,x|gφb|g + (u|g · ∇φa|g)

[
(u|g · ∇φb|g) + u,x|gφb|g

]
− ν
[
∇2u|gφa,x|gφb|g + (u|g · ∇φa|g)∇2φb|g

]
+ p,x|gφa,x|gφb|g

}
+ τm∆t(1− θ)φa,xφb|g

{
∇û|g · û|g − ν∇2û|g + p̂,x|g

}
− τm∆tφa,xφb|gfx|g

)
(D.4)

uv-coupling

(Seab)uv = W|gJ|g

(
τc∆tθφa,x|gφb,y|g + τm(u|g − û|g)φa,y|gφb|g

+ τm∆tθ
{

(∇u|g · u|g)φa,y|gφb|g + (u|g · ∇φa|g)u,y|gφb|g

− ν∇2u|gφa,y|gφb|g + p,x|gφa,y|gφb|g

}
+ τm∆t(1− θ)φa,yφb|g

{
∇û|g · û|g − ν∇2û|g + p̂,x|g

}
− τm∆tφa,yφb|gfx|g

)
(D.5)

vv-coupling

(Seab)vv = W|gJ|g

(
τc∆tθφa,y|gφb,y|g + τm

[
(v|g − v̂|g)φa,y|gφb|g + (u|g · ∇φa|g)φb|g

]
+ τm∆tθ

{
(∇v|g · u|g)φa,y|gφb|g + (u|g · ∇φa|g)

[
(u|g · ∇φb|g) + v,y|gφb|g

]
− ν
[
∇2v|gφa,y|gφb|g + (u|g · ∇φa|g)∇2φb|g

]
+ p,y|gφa,y|gφb|g

}
+ τm∆t(1− θ)φa,yφb|g

{
∇v̂|g · û|g − ν∇2v̂|g + p̂,y|g

}
− τm∆tφa,yφb|gfy|g

)
(D.6)

vu-coupling

(Seab)vu = W|gJ|g

(
τc∆tθφa,y|gφb,x|g + τm(v|g − v̂|g)φa,x|gφb|g

+ τm∆tθ
{

(∇v|g · u|g)φa,x|gφb|g + (u|g · ∇φa|g)v,x|gφb|g

− ν∇2v|gφa,x|gφb|g + p,y|gφa,x|gφb|g

}
+ τm∆t(1− θ)φa,xφb|g

{
∇v̂|g · û|g − ν∇2v̂|g + p̂,y|g

}
− τm∆tφa,xφb|gfy|g

)
(D.7)

up-coupling (
Se
ab̂

)
up

= θ∆tW|gJ|gτm(u|g · ∇φa|g)ϕb̂,x|g (D.8)

vp-coupling (
Se
ab̂

)
vp

= θ∆tW|gJ|gτm(u|g · ∇φa|g)ϕb̂,y|g (D.9)
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pu-coupling (
GTe
âb

)
pu

= W|gJ|g∆tθϕâ|gφb,x|g (D.10)

(Seâb)pu = W|gJ|gτm

(
ϕâ,x|gφb|g

+ ∆tθ
{

(u|g · ∇φb,g)ϕâ,x|g + (u,x|g∇ϕâ|gφb|g)− νϕâ,x|g∇2φb|g
}) (D.11)

pv-coupling (
GTe
âb

)
pv

= W|gJ|g∆tθϕâ|gφb,y|g (D.12)

(Seâb)pv = W|gJ|gτm

(
ϕâ,y|gφb|g

+ ∆tθ
{

(u|g · ∇φb,g)ϕâ,y|g + (u,y|g∇ϕâ|g)φb|g − νϕâ,y|g∇2φb|g
}) (D.13)

pp-coupling
(Se

âb̂
)pp = W|gJ|gτm∆tθ(∇ϕâ|g · ∇ϕb̂|g) (D.14)



108 FEM discretized Navier-Stokes stabilization terms



Appendix E

FEM discretized RANS diffusion
terms

In the following the RANS diffusion terms are presented for building the element matri-
ces. When replacing these Galerkin and stabilization terms by the Navier-Stokes diffusion
terms, presented in appendices C and D, we obtain the element level-equations for the
Reynolds-averaged Navier-Stokes equations. Similarly as for the Navier-Stokes element

matrices, the summations signs,
nqp∑
g=1

nen∑
a=1

nen∑
b=1

, are omitted below to keep to keep the for-

mulation more clear. They should however be placed in front of every term (omit the
summation over b for the right-hand-side vector). The terms below that contain the
velocity at the current time step are known from the previous Newton iteration.

Right-hand-side vector

(bea)u =W|gJ|g∆t

(
− (1− θ)(ν + νt|g)

[
∇φa|g · (∇û|g + û,x|g)

]
− τmθ

(
(u|g · ∇φa|g)

(
(ν + νt|g)∇2u|g +

[
∇νt|g · (∇u|g + u,x|g)

]))) (E.1)

(bea)v =W|gJ|g∆t

(
− (1− θ)(ν + νt|g)∇φa|g · (∇v̂|g + û,y|g)

− τmθ
(

(u|g · ∇φa|g)
(
(ν + νt|g)∇2v|g +

[
∇νt|g · (∇v|g + u,y|g)

]))) (E.2)

(beâ)p = W|gJ|g∆t(1− θ)τm
(
∇ϕâ|g ·

(
(ν + νt|g)∇2u|g +

[
∇u|g +

(
∇u|g

)T ]
.∇νt|g

))
(E.3)
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uu-coupling

(Ke
ab)uu =W|gJ|gθ∆t(ν + νt|g)

(
∇φa|g · ∇φb|g + φa,x|gφb,x|g

)
(E.4)

(Seab)uu =−W|gJ|g∆tτm
(
θ

[
φa,x|gφb|g

(
∇2u|g(ν + νt|g) +∇νt|g · (∇u|g + u,x|g)

)
+
[
u|g · ∇φa|g

](
∇2φb|g(ν + νt|g) +∇φb|g · ∇νt|g + φb,x|gνt,x|g

)]
+ (1− θ)φa,x|gφb|g

(
∇2û|g(ν + νt|g) +∇νt|g · (∇û|g + û,x|g)

)) (E.5)

uv-coupling

(Ke
ab)uv =W|gJ|gθ∆t(ν + νt|g)

(
φa,y|gφb,x|g

)
(E.6)

(Seab)uv =−W|gJ|g∆tτm
(
θ

[
φa,y|gφb|g

(
∇2u|g(ν + νt|g) +∇νt|g · (∇u|g + u,x|g)

)
+
[
u|g · ∇φa|g

](
φb,x|gνt,y|g

)]
+ (1− θ)φa,y|gφb|g

(
∇2û|g(ν + νt|g) +∇νt|g · (∇û|g + û,x|g)

)) (E.7)

vv-coupling

(Ke
ab)vv =W|gJ|gθ∆t(ν + νt|g)

(
∇φa|g · ∇φb|g + φa,y|gφb,y|g

)
(E.8)

(Seab)vv =−W|gJ|g∆tτm
(
θ

[
φa,y|gφb|g

(
∇2v|g(ν + νt|g) +∇νt|g · (∇v|g + u,y|g)

)
+
[
u|g · ∇φa|g

](
∇2φb|g(ν + νt|g) +∇φb|g · ∇νt|g + φb,y|gνt,y|g

)]
+ (1− θ)φa,y|gφb|g

(
∇2v̂|g(ν + νt|g) +∇νt|g · (∇v̂|g + û,y|g)

)) (E.9)

vu-coupling

(Ke
ab)vu =W|gJ|gθ∆t(ν + νt|g)

(
φa,x|gφb,y|g

)
(E.10)

(Seab)vu =−W|gJ|g∆tτm
(
θ

[
φa,x|gφb|g

(
∇2v|g(ν + νt|g) +∇νt|g · (∇v|g + u,y|g)

)
+
[
u|g · ∇φa|g

](
φb,y|gνt,x|g

)]
+ (1− θ)φa,x|gφb|g

(
∇2v̂|g(ν + νt|g) +∇νt|g · (∇v̂|g + û,y|g)

)) (E.11)
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pu-coupling

(Seâb)pu = −W|gJ|gθ∆tτm
(
ϕâ,x|g

(
(ν + νt|g)∇2φb|g +∇νt|g · ∇φb|g

)
+ νt,x|g

(
∇ϕâ|g · ∇φb|g

)) (E.12)

pv-coupling

(Seâb)pv = −W|gJ|gθ∆tτm
(
ϕâ,y|g

(
(ν + νt|g)∇2φb|g +∇νt|g · ∇φb|g

)
+ νt,y|g

(
∇ϕâ|g · ∇φb|g

)) (E.13)
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Appendix F

FEM discretized S-A turbulence
model

In the following the Galerkin and multiscale stabilizing terms are presented for building
the element matrices of the advection-diffusion-reaction equation, resulting from applying

the finite element method. The summations signs,
nqp∑
g=1

nen∑
a=1

nen∑
b=1

, are omitted below to keep

to keep the formulation more clear. They should however be placed in front of every term
(omit the summation over b for the right-hand-side vector). The terms below that contain
the modified turbulent viscosity at the current time step are known from the previous
Newton iteration. The parameters of the model are substituted such that they represent
the S-A turbulence model, these are given in equations (4.50)−(4.52) for the baseline
model, and equations (4.71)−(4.73) for the negative S-A model. Below the right-hand-
side element vector is termed bea, while the element matrix is termed Ke

ab.

Right-hand-side vector

bea = W|gJ|gf|g

(
φa|g + τmfv

[
a|g · ∇φa|g + κ|g∇2φa|g − s|gφa|g

])
(F.1)

Element matrix

Ke
ab =W|gJ|g

(
φa|g

(
a|g · ∇φb|g

)
+ κ|g

(
∇φa|g · ∇φb|g

)
+ s|gφa|gφb|g

+ τmfv
(
a|g · ∇φa|g + κ|g∇2φa|g − s|gφa|g

)(
a|g · ∇φb|g − κ∇2φb|g + s|gφb|g

)) (F.2)
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Appendix G

Multiscale method applied to
Spalart-Allmaras reaction terms

For the application of the multiscale method to the Spalart-Allmaras turbulence model
reaction terms use is made of the binomial theorem, where for x close to zero we have,

1

1 + x
≈ 1− x . (G.1)

Next to this all higher-order fine scale terms will be ignored below for convenience.

The Spalart-Allmaras baseline model and its coefficients are given in section 2.3.2.
Let us start with the term fv1:

fv1 =
ν3
e

ν3
e + ν3c3

v1

. (G.2)

Applying a splitting of the unknown into coarse and fine scales, νe = νe + ν ′e, we obtain,

fv1 =
(νe + ν ′e)

3

(νe + ν ′e)
3 + ν3c3

v1

(G.3)

≈ νe
3 + 3νe

2ν ′e
ν3c3

v1 + νe
3︸ ︷︷ ︸

= 1
a

+3νe2ν ′e
(G.4)

=
a
(
νe

3 + 3νe
2ν ′e
)

1 + 3aνe2ν ′e
(G.5)

≈
(
aνe

3 + 3aνe
2ν ′e
) (

1− 3aνe
2ν ′e
)

(G.6)

≈ aνe3 +
(

3aνe
2 − 3a2νe

5︸ ︷︷ ︸
=b

)
ν ′e (G.7)

= fv1 + bν ′e (G.8)

where fv1 is calculated using the coarse scale modified turbulent viscosity.
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The term fv2 is defined as,

fv2 = 1− νe
ν + νefv1

. (G.9)

Applying a splitting of the unknown into coarse and fine scales and inserting fv1 from
equation (G.8) we obtain,

fv2 = 1− νe + ν ′e
ν + (νe + ν ′e)

(
fv1 + bν ′e

) (G.10)

≈ 1− νe + ν ′e
ν + νefv1︸ ︷︷ ︸

= 1
c

+
(
fv1 + bνe

)
ν ′e

(G.11)

≈ 1− c
(
νe + ν ′e

) (
1− c

(
fv1 + bνe

)
ν ′e
)

(G.12)

≈ 1− cνe −
(
c− c2νe

(
fv1 + bνe

)︸ ︷︷ ︸
=h

)
ν ′e (G.13)

= fv2 − hν ′e (G.14)

where fv2 is calculated using the coarse scale modified turbulent viscosity.
The modified magnitude of vorticity is given by,

Se = S +
νe
κ2d2

fv2 . (G.15)

Applying a splitting of the unknown into coarse and fine scales and inserting fv2 from
equation (G.14) we obtain,

Se = S +
νe + ν ′e
κ2d2

(
fv2 − hν ′e

)
(G.16)

≈ S +
νe
κ2d2

fv2 +
fv2 − hνe
κ2d2︸ ︷︷ ︸
=j1

ν ′e (G.17)

= Se + j1ν
′
e . (G.18)

where Se is calculated using the coarse scale modified turbulent viscosity.
In section 2.3.3 modifications to the baseline S-A model were introduced. In case

νe
κ2d2

fv2 < cv2S we instead calculate Se as,

Se = S +
S
(
c2
v2S + cv3

νe
κ2d2

fv2

)
(cv3 − 2cv2)S − νe

κ2d2
fv2

. (G.19)

Using equation (G.18) we obtain,

Se = S +
S
(
c2
v2S + cv3

(
νe
κ2d2

fv2 + j1ν
′
e

))
(cv3 − 2cv2)S − νe

κ2d2
fv2︸ ︷︷ ︸

= 1
z

−j1ν ′e
(G.20)

≈ S + zS

(
c2
v2S + cv3

νe
κ2d2

fv2 + cv3j1ν
′
e

)(
1 + zj1ν

′
e

)
(G.21)
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≈ Se + zj1

(
S
(
c2
v2S + cv3

νe
κ2d2

fv2

)
(cv3 − 2cv2)S − νe

κ2d2
fv2

+ Scv3

)
︸ ︷︷ ︸

=j2

ν ′e (G.22)

= Se + j2ν
′
e (G.23)

The contribution of the reaction term −cb1Seνe through application of the multiscale
method can now be assessed to be,

−cb1Seνe = −cb1
(
νe + ν ′e

) (
Se + jν ′e

)
(G.24)

≈ −cb1
(
Seνe +

(
Se + jνe

)
ν ′e
)

(G.25)

with j equaling j1 or j2 depending on how Se is calculated.

Next, the term r is defined as,

r = min

[
νe

κ2d2Se
, 10

]
. (G.26)

Let us discuss the case where νe
κ2d2Se

< 10, in any other case r = 10 will be taken and no
splitting of scales is necessary. Applying a splitting of the unknown into coarse and fine
scales and inserting Se from equations (G.18) and (G.23) we obtain,

r =
νe + ν ′e

κ2d2Se︸ ︷︷ ︸
= 1
n

+κ2d2jν ′e
(G.27)

≈ n
(
νe + ν ′e

) (
1− nκ2d2jν ′e

)
(G.28)

≈ nνe +
(
n− n2κ2d2jνe︸ ︷︷ ︸

=m

)
ν ′e (G.29)

= r +mν ′e (G.30)

where r is calculated using νe. Continuing for the term g and inserting r from the equation
above:

g = r + cw2

(
r6 − r

)
(G.31)

= r +mν ′e + cw2

((
r +mν ′e

)6 − r −mν ′e) (G.32)

≈ r +mν ′e + cw2

(
r6 + 6r5mν ′e − r −mν ′e

)
(G.33)

= r + cw2

(
r6 − r

)
+
(
m+ 6cw2r

5m− cw2m︸ ︷︷ ︸
=q

)
ν ′e (G.34)

= g + qν ′e (G.35)

where g is calculated using r.

The wall function fw is defined as,

fw = g

(
1 + c6

w3

g6 + c6
w3

) 1
6

. (G.36)
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Focusing at the part between brackets first we obtain,

1 + c6
w3

g6 + c6
w3

=
1 + c6

w3

g6 + c6
w3︸ ︷︷ ︸

= 1
α

+6g5qν ′e
(G.37)

= α
(
1 + c6

w3

) (
1− 6αg5qν ′e

)
(G.38)

=
(
1 + c6

w3

)
α︸ ︷︷ ︸

=β

+
(
−6α2

(
1 + c6

w3

)
g5q︸ ︷︷ ︸

=γ

)
ν ′e (G.39)

= β + γν ′e . (G.40)

Therefore we have, (
1 + c6

w3

g6 + c6
w3

) 1
6

=
(
β + γν ′e

) 1
6 (G.41)

= β
1
6

(
1 +

γ

β
ν ′e

) 1
6

. (G.42)

Observe that for a function f(x) = x
1
6 with x = 1 + ε, ε being any small number, the

Taylor series around x = 1 is given as follows:

f(1 + ε) ≈ f(1) +
∂f

∂x

∣∣∣∣
1

ε+
∂2f

∂x2

∣∣∣∣
1

ε2

2
+ . . . (G.43)

= 1 +
ε

6
− 5ε2

72
. (G.44)

Applying this result to equation (G.42) with ε = γ
βν
′
e and again ignoring higher order

terms results in,

β
1
6

(
1 +

γ

β
ν ′e

) 1
6

≈ β
1
6

(
1 +

γ

6β
ν ′e

)
. (G.45)

Taking into account the definition of fw given in equation (G.36) we obtain,

fw ≈
(
g + qν ′e

)
β

1
6

(
1 +

γ

6β
ν ′e

)
(G.46)

≈ gβ
1
6 +

(
qβ

1
6 +

gγβ
1
6

6β︸ ︷︷ ︸
=η

)
ν ′e (G.47)

= fw + ην ′e (G.48)

where fw is calculated using g.

Finally, the contribution of the reaction term cw1fw
(
νe
d

)2
through application of the

multiscale method can now be determined to be,

cw1fw

(νe
d

)2
≈ cw1

d2

(
fw + ην ′e

) (
νe

2 + 2νeν
′
e

)
(G.49)

≈ cw1fw

(
νe
d

)2

+
cw1

d2

(
ηνe

2 + 2fwνe
)
ν ′e . (G.50)
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Note that in the negative S-A model introduced in section 2.3.3 the terms fw and Se are
not present in the reaction terms, hence no extra contribution from the multiscale method
needs to be determined from these.
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Appendix H

MMS source terms for RANS and
Spalart-Allmaras

Source terms for the Reynolds-averaged Navier-Stokes manufactured solution:

fx(x, y) =1− 2x− (ν + νt)
(

2 (1− x)
2 (

2 y − 6 y2 + 4 y3
)
− 8x (1− x)

(
2 y − 6 y2 + 4 y3

)
+ 2x2

(
2 y − 6 y2 + 4 y3

) )
− 2

∂νt
∂x

(
2x (1− x)

2 (
2 y − 6 y2 + 4 y3

)
− 2x2 (1− x)

(
2 y − 6 y2 + 4 y3

) )
− (ν + νt)x

2 (1− x)
2

(−12 + 24 y)

− ∂νt
∂y

(
x2 (1− x)

2 (
2− 12 y + 12 y2

)
− y2 (1− y)

2 (
2− 12x+ 12x2

))
+ x2 (1− x)

2 (
2 y − 6 y2 + 4 y3

) (
2x (1− x)

2 (
2 y − 6 y2 + 4 y3

)
− 2x2 (1− x)

(
2 y − 6 y2 + 4 y3

) )
− y2 (1− y)

2 (
2x− 6x2 + 4x3

)
x2 (1− x)

2 (
2− 12 y + 12 y2

)
,

fy(x, y) = (ν + νt) y
2 (1− y)

2
(−12 + 24x)− ∂νt

∂x

(
x2 (1− x)

2 (
2− 12 y + 12 y2

)
− y2 (1− y)

2 (
2− 12x+ 12x2

) )
− (ν + νt)

(
− 2 (1− y)

2 (
2x− 6x2 + 4x3

)
+ 8 y (1− y)

(
2x− 6x2 + 4x3

)
− 2 y2

(
2x− 6x2 + 4x3

) )
− 2

∂νt
∂y

(
−2 y (1− y)

2 (
2x− 6x2 + 4x3

)
+ 2 y2 (1− y)

(
2x− 6x2 + 4x3

))
− x2 (1− x)

2 (
2 y − 6 y2 + 4 y3

)
y2 (1− y)

2 (
2− 12x+ 12x2

)
− y2 (1− y)

2 (
2x− 6x2 + 4x3

) (
− 2 y (1− y)

2 (
2x− 6x2 + 4x3

)
+ 2 y2 (1− y)

(
2x− 6x2 + 4x3

) )
,

fp(x, y) = 0 .
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The following manufactured solution source term is added to the already existing
source given in equation (4.52) for the Spalart-Allmaras model:

f =∆t

(
0.05 cos (π x)π sin (π y)u+ 0.05 sin (π x) cos (π y)π v − 0.05 cb1 Se sin (π x) sin (π y)

+
0.0025 cw1

(
r + cw2

(
r6 − r

))
6

√
1+cw3

6

(r+cw2 (r6−r))6+cw3
6 (sin (π x))

2
(sin (π y))

2

d2

− 0.0025 (cos (π x))
2
π2 (sin (π y))

2 − 0.05 (ν + 0.05 sin (π x) sin (π y)) sin (π x)π2 sin (π y)

σ

− 0.0025 (sin (π x))
2

(cos (π y))
2
π2 − 0.05 (ν + 0.05 sin (π x) sin (π y)) sin (π x)π2 sin (π y)

σ

−
cb2

(
0.0025 (cos (π x))

2
π2 (sin (π y))

2
+ 0.0025 (sin (π x))

2
(cos (π y))

2
π2
)

σ

)
.

Note that the multiplication by the time step for this source term is consistent with the
multiplication by ∆t performed in equation (4.41). Furthermore we have,

Se = S + S ,

S =

0.05 sin (π x) sin (π y)

1− 0.05 sin(π x) sin(π y)

ν

(
1+0.00000625 (sin(π x))4(sin(π y))4

ν4
(
0.000125

(sin(π x))3(sin(π y))3

ν3
+357.911

)
)


κ2d2
,

and

r = min

[
0.05 sin(πx) sin(πy)

κ2d2Se
, 10

]
.
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