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Abstract

The increasing frequency and severity of disruptions in global supply chains have underscored
the need for resilient port operations. Ports represent critical nodes in the maritime—hinterland
interface. Systemic risks arising from disruptive events like droughts, labor strikes, or demand
fluctuations can propagate rapidly across interconnected transport networks. Existing research
on port resilience largely focuses on isolated components of port operations or infrastructure,
offering limited insights into systemic risks that span the entire system. As a result, the interplay
between strategies, the adaptive role of stakeholders, and their systemic impacts on the whole
supply chain remain insufficiently understood. This study addresses this gap by asking: How
can systemic risks in port operations be minimized through resilience-based strategies, identified
via a simulation of port disruptions and recovery?

To answer this question, a hybrid simulation approach is adopted, combining discrete event sim-
ulation (DES) and agent-based modeling (ABM) in the AnyLogic platform. DES captures port
and terminal operations, including queuing dynamics, capacity constraints and resource alloca-
tion. ABM represents the adaptive decision-making of inland transport actors such as barge,
truck, and rail operators. This integration allows for the simultaneous assessment of process-
level efficiency and actor-level adaptability. The Port of Rotterdam serves as the case study,
given its status as Europe’s largest multimodal hub and its relevance for resilience planning at
the sea—port—land interface. Three disruption scenarios, namely a labor strike, drought affect-
ing inland barge transport, and sea-side vessel demand fluctuations were modeled. Along with
these distinct systemic risks, five resilience strategies were evaluated. These include autonomous
facilities, dynamic rerouting, inland transshipment hub activation, capacity buffer expansion,
and a collaborative strategy combining automation with rerouting. Performance was assessed
using container throughput, delay costs, transport costs, delivery rate distributions, facility
utilization and recovery time.

The results demonstrate that no single strategy is universally effective across all disruption
types. Autonomous facilities enhanced throughput and reduced delays under capacity-limited
disruptions such as labor strikes, but offered diminishing returns in the demand fluctuation
scenario where a single transport mode becomes loaded too heavily. Dynamic rerouting and
hub activation proved most effective minimizing delays in external disruptions such as drought
and demand fluctuation, by enabling flows to bypass bottlenecks and stabilizing recovery times.
Buffer expansion provided cost-effective shock absorption for short, localized events but lacked
adaptability in more persistent disruptions. The collaborative strategy consistently outper-
formed individual measures, producing the lowest peak delays, fastest recovery times, and stable
delivery distributions. However, it also pushed the system closer to full utilization, implying
increased operational intensity and potential vulnerability under compounded shocks. These
findings align with resilience literature distinguishing between absorptive capacity (buffers) and
adaptive capacity (rerouting), while extending the discussion by showing that joint application
of measures can generate synergistic resilience effects.

From a practical perspective, the analysis suggests that port authorities should prioritize au-



tomation to enhance internal robustness, while logistics providers and carriers benefit more
from flexible routing options. The collaborative strategy demonstrates the value of coordinated
investment across stakeholders, yet also highlights the importance of governance mechanisms to
manage the risks of high-intensity operations. Cost reflections indicate that while automation
requires large upfront investments, rerouting-heavy strategies may impose higher variable trans-
port costs, making trade-offs between capital expenditure and operational flexibility central to
decision-making.

This study contributes to resilience research by conducting systemic risk analysis through a
hybrid ABM-DES model and by integrating both absorptive and adaptive strategies within a
comparative framework. While results are calibrated to the Port of Rotterdam, the methodolog-
ical approach and conceptual insights are generalizable to other large multimodal ports, albeit
with performance outcomes contingent on local infrastructural and regulatory conditions. Lim-
itations include simplified operational processes, underrepresentation of customs and scheduling
constraints, and the absence of a full cost—benefit model. Future research should extend the
simulation with predictive routing algorithms, incorporate detailed economic evaluation, and
integrate stakeholder-driven scenario weighting.

Overall, the findings show that resilience in port—hinterland systems is multi-faceted: infrastructure-
oriented measures provide robustness, routing measures deliver adaptability, and buffering of-
fers low-cost stability. The combination of strategies, particularly automation and rerouting,
can yield superior resilience outcomes but at the cost of higher operational intensity. These
insights provide both theoretical advancement and practical guidance for designing resilience
strategies that balance performance, cost-effectiveness, and systemic robustness in complex port
networks.
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Chapter 1

Introduction

When a single container ship ran aground in the Suez Canal in 2021, it froze 12% of global trade
and cost the European economy an estimated USD 73billion [1]. It was a vivid reminder that in
a world where over 90% of trade by volume moves by sea [2], a disruption at one chokepoint can
send shockwaves through supply chains worldwide. At the heart of Europe’s maritime network
lies the Port of Rotterdam; the continent’s largest seaport. The port handles more than 14
million TEUs and over 440 million tonnes of cargo annually. Its strategic location and extensive
hinterland connections via inland waterways, rail, and road make it a critical gateway for goods
entering and leaving Europe. Beyond its operational scale, the port is an economic powerhouse
for the Dutch economony, generating around 3.2% of the Netherlands’ GDP each year [3].
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Figure 1.1: Annual container throughput of the Port of Rotterdam [4].

Recent systemic shocks have exposed the vulnerability of this highly interconnected network.
The 2023 Red Sea crisis forced widespread vessel rerouting around the Cape of Good Hope,
tripling shipping costs in the Netherlands and threatening a GDP contraction of up to 0.9%
[5]. Low water levels on the Rhine caused by drought in 2022 reduced inland barge capacity
by as much as 75%, leading to severe congestion at critical ports and increased transport costs
[6]. Drought are becoming more frequent and the inland waterway transport sector is expected
to start facing insurmountable problems associated with low water levels before the end of this
century [7]. Recent disruptions in key maritime locations like the attacks on vessels in the Red
Sea, drought-induced restrictions in the Panama Canal, and the ongoing Black Sea conflict have



caused sharp drops in vessel transits. Suez Canal traffic has fallen by up to 67%, while Panama
Canal transits are down by 49%. These shocks not only disrupt global supply chains but also
force higher vessel speeds to maintain schedules, potentially increasing greenhouse gas emissions
on routes such as Singapore-Rotterdam by as much as 70% [8].

Moreover, recent crises such as the pandemic, raw material shortages, and disruptions like the
war in Ukraine have severely disrupted EU firms’ supply chains and exposed their dependence
on foreign imports. A study by the European Investment Bank found that 37% of EU firms
faced significant obstacles in accessing commodities and raw materials, while 34% were affected
by logistics and transport disruptions [9]. With geopolitical tensions and global shocks on the
rise, concerns over the security of Europe’s economy are growing. This highlights the need for
coordinated EU action to improve its resilience against global disruptions.

These events illustrate that ports are not isolated facilities but critical nodes in a complex,
interdependent system of sea, port, and hinterland transport. Disruptions at one point in
the chain can trigger cascading effects, also known as systemic risks, that propagate through
shipping schedules, terminal operations, and inland transport connections. These amplify delays
and economic losses far from the original point of failure [10, 11]. Despite growing recognition of
these effects, most resilience planning in ports still focuses on localized operational improvements
without fully addressing systemic vulnerabilities.

1.1 Problem Statement

The Port of Rotterdam, like other major ports, relies on tightly coupled systems. These in-
clude maritime access channels, terminal infrastructure, inland waterways, rail networks, road
corridors, and digital coordination platforms. Local disruptions such as labor strikes, infras-
tructure breakdowns, and climate-induced droughts, directly impact throughput performance
and service reliability. Global disruptions on the other hand, can rapidly shift cargo volumes,
alter arrival patterns, and overwhelm specific modes or facilities. When these shocks interact,
bottlenecks can escalate into widespread performance degradation across the port—hinterland
system. The port’s ability to withstand or recover from the impact of such disruptions can be
key to its competitive position in global trade.

Current research has primarily examined the technical performance of resilience measures in
isolated subsystems, such as berth scheduling or yard management. However, there remains a
significant gap in understanding how systemic risks emerge from in- and external disruptions,
how they propagate through interconnected sea, port, and land operations, and how different
resilience strategies influence overall recovery. This study addresses this gap, by evaluating
resilience strategies using a hybrid simulation approach that captures both process-level logistics
flows and actor-level adaptive decision-making across the full port—hinterland network.

1.2 Research Objective and Questions

The objective of this research is to identify and evaluate resilience strategies that can reduce
systemic risks in port operations. This is achieved through simulation modeling of the Port
of Rotterdam and its hinterland network under varied disruption scenarios, assessing both the
effectiveness and cost-efficiency of different strategies.

Main research question: How can systemic risks in port operations be minimized through
resilience-based strategies, identified via a simulation of port disruptions and recovery?

Sub research questions:

e What are the systemic risks and types of disruptions associated with port operations?




e What resilience strategies can mitigate systemic risks in ports, including their sea-, land-,
and port-side operations?

e How can simulation modeling be used to evaluate resilience improvement strategies and
the impact of disruptive scenarios in port operations?

e How can performance-based metrics from simulations be used to assess systemic resilience
in port operations?

e How can the cost-effectiveness of resilience strategies be assessed in terms of systemic risk
reduction and investment or operational costs?

Understanding how different resilience strategies influence systemic risk could help port author-
ities make informed decisions on infrastructure investments, operational changes, and policy
development. By identifying measures that limit disruption spillover effects, logistics opera-
tors can improve service continuity under stress. The results could also provide evidence-based
guidance for policymakers seeking to strengthen the resilience of Furope’s maritime gateways.

This research reflects the core of the Management of Technology discipline, where the integra-
tion of technological capabilities with strategic decision-making drives competitive advantage.
Seaports such as Rotterdam operate in an environment defined by high uncertainty, tight in-
terdependencies and intense global competition. In this context, the ability to leverage digital
tools like advanced simulation models becomes a strategic asset.

By using hybrid agent-based and discrete event simulations, this study demonstrates how tech-
nology can be applied not only to understand complex operational dynamics, but also to test
and refine resilience strategies before they are deployed in reality. These digital tools allow
decision-makers to anticipate cascading effects of disruptions, evaluate alternative investment
and operational scenarios, and choose solutions that balance efficiency, cost, and robustness.

For a port like Rotterdam, such capabilities can translate directly into improved competitive-
ness. Faster recovery from disruptions, optimized utilization of infrastructure and data-driven
coordination with stakeholders can strengthen its role as Europe’s primary logistics hub. This
aligns with the MoT vision of using technology as a corporate resource, and by linking tech-
nological innovation to strategic objectives, the research offers actionable insights not only for
port authorities, but also for the global supply chains that depend on them.




Chapter 2

Literature Review

This chapter reviews existing knowledge on disruptions in nautical supply chains, the resilience
strategies developed to address them, and the simulation-based methods used to evaluate per-
formance under systemic shocks. It first examines the types and characteristics of disruptions
affecting ports and how these propagate through interconnected maritime and hinterland net-
works. From there, it discusses resilience definitions and mitigation strategies identified in prior
studies.

The chapter then assesses simulation modeling as a decision-support tool for resilience evalua-
tion, comparing methodological approaches and their suitability for capturing complex, system-
wide interactions. This includes identifying how different methods vary in their ability to
represent both process-level logistics dynamics and actor-level adaptive behaviors.

Finally, the review identifies key gaps in the literature, including the tendency to focus on iso-
lated subsystems rather than the integrated sea—port—land network, and the limited application
of scenario-based, comparative assessments across multiple disruption types. These gaps form
the basis for the research objectives and questions guiding this study.

By establishing the conceptual and methodological context, this chapter positions the research
within the broader academic and practical discourse on port resilience. It connects theoretical
frameworks, empirical findings, and technological developments to the specific aim of evaluat-
ing resilience strategies through holistic, simulation-based analysis—bridging the gap between
abstract resilience concepts and actionable, system-wide interventions.

2.1 Disruptions in Nautical Supply Chains

The global container shipping network (GCSN) is a highly interconnected and complex sup-
ply chain, where local disruptions can trigger cascading effects across global trade routes and
hinterland connections [10, 12, 13]. When capacity at major ports is reduced, vessels may be
rerouted to alternative ports, causing congestion in multiple parts of the network and delays
that propagate both upstream and downstream [14-16]. These ripple effects and can result
in significant economic losses and systemic shocks, as demonstrated by the 2021 Suez Canal
blockage, which was estimated to have cost the European economy around USD 73 billion [1,
5]. Similar impacts have been observed in recent disruptions to shipping routes in the Red Sea,
which have caused large-scale shifts in global container flows [14, 17]. This highlights the impor-
tance of resilient port infrastructure and operations, as it can lead to an increased competitive
advantage in these circumstances over ports which are less prepared [18].

A wide range of external and internal disruptions relevant to port resilience are identified in



existing literature. Prolonged droughts and low water levels significantly reduce the capacity of
inland waterways [19], and their occurrence is expected to rise due to climate change [20-22].
Coastal flooding has been identified as the largest hazard to ports in north-western Europe [23],
while extreme weather events such as storm surges can disrupt yard operations, vessel access,
and quay handling [24]. Geophysical hazards, such as earthquakes or tsunamis, are rare but
can cause widespread damage to port infrastructure, leading to long recovery times [25].

Internal operational disruptions can arise from equipment breakdowns, infrastructure damage,
or workforce-related issues. Labor strikes are a prominent example, directly reducing quay crane
availability, gate processing speeds, and yard handling capacity [26]. Studies also highlight the
coupling between external shocks and internal failures: changes in the external environment
can trigger or exacerbate internal operational risks, creating complex propagation pathways
for disruption [27]. These internal risks, ranging from technical and facility failures to IT
disruptions, are direct threats to system stability. Cyberattacks, for instance, can disable routing
systems and halt terminal operations, while pandemics affect both capacity, through reduced
labor availability, and demand, through changes in trade flows [28-30].

In the literature, disruptions are often classified according to their origin, whether external or
internal, their primary effect on capacity or demand, and their scope and duration [31, 32].
External disruptions, such as droughts or route blockages, tend to constrain specific transport
modes or lead to periods of demand fluctuations. Internal disruptions, such as strikes or equip-
ment failures, directly reduce operational capacity at port facilities. The severity and frequency
of these events vary widely, from frequent, short-term incidents like crane breakdowns to rare
but high-impact events such as geopolitical conflicts or major infrastructure damage.

2.2 Port and Supply Chain Resilience

In order to measure and improve resilience, it must first be clearly defined within the port
and supply chain ecosystem. In the context of maritime logistics, resilience encompasses mul-
tiple dimensions, including the ability to absorb shocks, maintain essential functions, adapt to
changing conditions, and recover to a stable state [33] (Figure 2.1).

Capacity
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Figure 2.1: Different aspects of resilience in port systems [33].
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The way resilience is conceptualized in maritime logistics varies across studies [34]. Some works
define resilience through structured frameworks, such as the triplet approach of disruption,
functionality, and performance [35], while others classify it into dimensions such as robustness,
vulnerability, redundancy, and rapidity, supported by indicators including downtime duration,
flexibility, network connectivity, and congestion impacts [36].

Alongside conceptual definitions, a variety of methods are used to operationalize and measure
resilience. Probabilistic modelling, simulation-based analyses, and indicator-driven frameworks
are common approaches [35-38]. For example, [37] develop a hybrid multimodal simulation that
integrates AIS data with a VISSIM-based microscopic traffic model to monitor port throughput,
vessel queuing, and traffic flow resilience. Similarly, [38] present a simulation-based model for
LNG terminals using P-graph models, Markov chains, and PRF to analyse disruption impacts
and predict recovery times.

These studies highlight that resilience in maritime logistics can be assessed through various
dynamic performance indicators. Commonly used measures include queue lengths, delay du-
rations, and utilization rates of critical resources such as cranes, transport modes, and storage
facilities, tracked over time. These indicators capture a system’s capacity to absorb, respond to,
and recover from disruptions, while also reflecting changes in operational efficiency during both
disruption and recovery phases. Comparing such metrics across different disruption scenarios
and resilience strategies allows researchers to evaluate how effectively a port system maintains
functionality and adapts under stress.

Improving port resilience benefits a wide range of stakeholders within the port ecosystem. These
include transport firms, port labor, local manufacturing industries, end-users of port services,
environmental groups, residents, and various levels of government [39]. As the global shipping
network becomes more complex, the ability to absorb and recover from disruptions has become
increasingly critical [40]. Recent studies have identified several factors that heighten the risk of
system failure, including mismatches between technological innovation and system capacities,
shortages of warehouse or yard space, and equipment breakdowns [27]. These vulnerabilities
underscore the need for targeted strategies that either reduce the system’s vulnerability to
disruptions, enhance its capacity to adapt, or improve recovery after shocks.

Empirical and simulation-based studies show that enhancing port resilience requires coordi-
nated stakeholder action, proactive planning, resource readiness, and the flexibility to adapt
governance and operations during disruptions [40]. Integrated planning, digital transformation,
and strong stakeholder relationships enable swift and collective responses to both sudden shocks
and long-term changes [33]. These concepts define broader categories which encompass different
improvement strategies.

The development of transshipment hubs and hinterland terminals, including sea—rail intermodal
transportation systems (SRITS), is a widely discussed resilience strategy for ports. These fa-
cilities act as intermediate nodes where cargo can be stored or transferred between transport
modes, helping to maintain throughput during localized bottlenecks by redistributing flows
away from congested port areas [41, 42]. Examples such as the inland terminals in Alblasser-
dam [43] and Alphen aan den Rijn [44], as well as proposed projects like the Valburg rail
terminal on the Betuwe route [45], demonstrate their potential to relieve pressure on main
ports, enhance connectivity, and support modal shifts from road to rail. Effective implemen-
tation requires minimizing transshipment costs, selecting strategic locations, ensuring seamless
integration with other transport modes, and coordinating operations between ports, railways,
and logistics providers [46, 47]. Additional measures, such as reconfiguring terminal layouts, de-
veloping rail-connected dry ports, and implementing advanced information systems, can further
improve scheduling, equipment allocation, and cargo routing. While inland waterway trans-
port offers high efficiency and environmental benefits compared to road transport, it remains
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vulnerable to climate-induced hazards such as low water levels [19, 48].

For high-frequency events, possible measures include temporary capacity boosts and small-scale
rerouting [49]. Strategic buffering and yard capacity management have also proven important in
both empirical studies and simulation experiments. Creating buffer zones at critical nodes—such
as quay areas, inland terminals, or modal hubs—can absorb temporary surges in congestion and
prevent delays from propagating through the network. Such buffers can take the form of addi-
tional capital equipment (e.g., cranes, dredging equipment, forklifts, reach stackers), redundant
facilities (e.g., backup berths, gates, inland terminals with multi-carrier rail access), and en-
ergy infrastructure redundancy (e.g., backup generators, fuel storage). Preventive maintenance
programs and strong safety management procedures further strengthen absorptive capacity by
reducing the likelihood of operational breakdowns during disruptions. Simulation results in-
dicate that adequate yard capacity and container storage space significantly improve a port’s
resilience by reducing the likelihood that local disruptions escalate into systemic failures [50].

Operational flexibility can also be improved through dynamic rerouting, where cargo flows are
reallocated in real time to alternative routes or modes when the primary path is blocked or
congested. This may include alternate routing to other transport modes, such as rail if wa-
terways are blocked, or strategic alliances with nearby ports to allow vessel redirection during
disruptions. Simulation studies have shown that rerouting can balance loads across the hin-
terland network and maintain service levels, though its success depends on the availability of
alternative capacity and the speed of operational decision-making [50].

Some strategies involve capital-intensive infrastructure and vessel adaptations. Physical mod-
ifications such as waterway dredging, reduced vessel drafts, and expanded storage capacity
can help mitigate the impacts of extreme weather events, particularly prolonged droughts [7,
51]. These measures expand the operational envelope of inland waterway transport, though
their high cost and long lead times often necessitate integration with broader infrastructure
investment plans.

Finally, digital tools and automation have emerged as cross-cutting enablers of many resilience
measures. Technologies such as Vessel Traffic Systems (VTS) [52], Decision Support Systems
(DSS), and digital twins [53] provide real-time monitoring, predictive analytics, and coordina-
tion capabilities to support rerouting, buffer management, and slot allocation. Automation of
port facilities such as quay cranes and yard trucks can help maintain operations during labor
disruptions, though it may introduce new vulnerabilities towards cyberattacks [28, 29].

Overall, these strategies vary widely in investment or operational costs, implementation time,
and suitability for different disruption profiles. Their integration in this complex system, rather
than isolated application, offers the strongest potential for systemic resilience.

2.3 Simulation Modeling for Resilience Assessment

Simulation modeling is a key tool for evaluating how ports respond to disruption scenarios and
for testing the effectiveness of different resilience strategies before real-world implementation.
In recent years, the maritime resilience research landscape has expanded to include a wide
range of approaches, including multi-criteria decision-making (MCDM), mathematical model-
ing, simulation-based approaches, Bayesian methods, graph theory, and risk management tech-
niques [36, 54, 55]. Each of these methods offers distinct advantages depending on the research
focus: for instance, probabilistic models such as Bayesian networks are well-suited to estimating
the likelihood and consequences of disruptions [56], while network-based approaches using graph
theory are effective in mapping connectivity and identifying critical links in port—hinterland sys-
tems [57].
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Data-driven methods have also gained prominence, leveraging real-time and historical infor-
mation to assess system performance. For example, AIS data has been used to evaluate the
resilience of global liner shipping networks by examining how traffic flow disruptions and net-
work fragmentation affect overall system performance [58]. Hybrid approaches have emerged
that combine such data with microscopic traffic simulation to model congestion dynamics within
ports and their surrounding transport infrastructure [37]. At the operational level, digital deci-
sion support systems (DSS) and digital twins have been applied to enable real-time monitoring
and adaptive control of port operations [53], although some studies have shown that purely
deterministic models can overestimate resilience by failing to capture stochastic and behav-
ioral variability [50]. In parallel, more specialized simulation models—such as the agent-based
nautical traffic model for the Port of Rotterdam [59]—have been developed to represent the
interaction between operational actors (ships, pilots, tugboats, and port authorities) under
varying conditions.

When assessing port resilience, the choice of simulation method is crucial, as it shapes the level
of detail, the types of disruptions that can be modeled, and the ability to represent both system-
wide processes and the adaptive behavior of individual actors. Graph theory, one of the most
established approaches, models port and hinterland networks as nodes and edges, allowing
researchers to evaluate routing efficiency, redundancy, and vulnerability to link failures [57].
However, on its own it cannot capture dynamic operational processes or behavioral adaptations
without integration into other frameworks. Bayesian networks, by contrast, model probabilistic
dependencies among variables, making them valuable for decision-making under uncertainty
[50]. Yet, they lack spatial and behavioral representation, which limits their capacity to simulate
operational responses to disruptions.

Agent-Based Modeling (ABM) addresses this gap by explicitly representing heterogeneous and
autonomous actors, each with individual objectives, constraints, and adaptive behaviors [59, 60].
This makes ABM particularly suitable for resilience studies where emergent system behavior
arises from decentralized decision-making, such as rerouting in response to congestion or resource
shortages. It is often used to measure recovery and adaptation capacities of resilience, where
organizational components play a significant role [61]. Discrete Event Simulation (DES), one of
the most widely used methods in logistics and terminal operations, excels at modeling queues,
service processes, and shared resource utilization, but does not inherently capture the adaptive
decision-making of individual actors.

A recent study has compared mainstream modeling methods for maritime simuation models [62].
Monte Carlo models are often used to generate random traffic flows and evaluate maritime traffic
conditions, providing a baseline for traffic and navigation path generation. However, they are
rarely applied in isolation, as they lack detailed operational representation. Cellular automata
are well-suited for simulating nonlinear traffic phenomena with simple evolution rules. This
makes them easy to program and computationally efficient, but they often neglect navigational
elements and can suffer from inconsistent accuracy. Multi-agent models have been applied
to simulate global shipping networks and study the adaptability of individual actors, though
they can involve long computation times and complex programming. Finally, combinations of
system simulation and mathematical modeling allow the strengths of multiple approaches to be
leveraged, producing targeted solutions for specific problems, but at the cost of limited general
applicability.

Given these characteristics, recent literature increasingly supports the use of hybrid simulation
approaches for port resilience assessment [59, 62]. By combining ABM with DES, it is possible
to capture both the micro-level decision-making of individual actors and the macro-level process
flows and capacity constraints that shape system performance. ABM provides the flexibility to
model autonomous responses to disruptions, while DES ensures that operational bottlenecks,

13



queue dynamics, and resource availability are realistically represented. This integrated per-
spective is particularly valuable for analyzing systemic shock propagation and recovery across
complex port—hinterland networks.

2.4 Gaps in Existing Literature

While the literature on port resilience has grown substantially in recent years, several important
gaps remain. Many existing studies focus on individual components of the port—hinterland
system without fully capturing the interdependencies between sea, port, and land transport.
This fragmented perspective limits the ability to assess how disruptions propagate across the
entire logistical chain. As a result, cascading failures, where a disturbance in one subsystem
triggers performance losses in others, are often overlooked or only partially represented [33].

Another gap lies in the mismatch between the diversity of disruptions observed in reality and the
scope of scenarios modeled in research. Although the literature identifies a wide range of external
and internal hazards, which range from climate-induced water level changes to labor strikes
and cyberattacks [33, 35], most simulation-based studies examine a narrow subset of these.
They frequently focus on single-mode disruptions or short-term operational disturbances [50].
This narrow scope constrains the generalizability of findings and may underestimate systemic
vulnerability, especially when multiple hazards interact.

From a methodological perspective, the choice of modeling approach also introduces limitations.
While methods such as graph theory [63], Bayesian networks [50], and discrete event simulation
[64] provide valuable insights into specific aspects of port operations, they often lack the capacity
to integrate both process-level logistics dynamics and actor-level adaptive behaviors within the
same framework. Hybrid approaches that combine agent-based and process-based simulation
have been used in the past but remain underapplied in studies that evaluate resilience across
the full sea—port-land interface [36, 62].

Finally, although numerous resilience strategies have been proposed, which include modal di-
versification, buffer capacity, dynamic rerouting, and digital decision support [36, 38, 54], com-
parative assessments across multiple disruption types are scarce. Many strategies are evaluated
in isolation or under a single disruption scenario, making it difficult to determine how their ef-
fectiveness varies under different conditions. This lack of systematic, scenario-based comparison
limits the practical guidance that research can offer to policymakers and port authorities.

Addressing these gaps requires a holistic modeling approach that: (i) spans the full port—hinterland
chain to capture cascading effects; (ii) incorporates a diverse set of disruption scenarios that
reflect both external and internal risks; (iii) integrates actor-level decision-making with system-
level process flows; and (iv) systematically compares alternative resilience strategies across
different disruption contexts. The present study responds to this need by developing a hybrid
agent-based and discrete event simulation of the Port of Rotterdam, designed to evaluate the
performance of multiple resilience strategies under varied disruption conditions, with a focus on
minimizing systemic shocks and enhancing recovery capabilities.
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Chapter 3

Research methodology

This chapter outlines the methodological framework used to evaluate the resilience of the Port
of Rotterdam’s transport system under disruptive conditions. Building on the literature re-
view, the methodology combines a quantitative, simulation-based exploratory case study with
scenario-driven experimentation. This chapter starts by explaining the research design, followed
by a description of the simulation model flow and logic. The calibration and validation method
is then described followed by the data collection and model input calculation methods. This
will also cover the different disruptive scenarios and mitigation strategy settings. Lastly, this
chapter will conclude by outlining the performance analysis methods.

3.1 Research Design

Building on identified gaps in literature, this research adopts a quantitative, simulation-based
exploratory case study of the Port of Rotterdam. As Furope’s largest and most interconnected
seaport, Rotterdam provides both the scale and data availability needed to analyse how dis-
ruptions propagate across maritime, port, and hinterland transport systems. The quantitative
design enables the evaluation of resilience strategies against measurable performance indica-
tors, ensuring objective and comparable results across scenarios. A hybrid agent-based and
discrete event simulation is employed to capture both the adaptive behaviors of heterogeneous
actors and the process-level logistics flows that shape system performance. This combination
is well-suited to replicating the port’s complex and interdependent operations, while systemati-
cally testing alternative operational strategies under controlled and repeatable conditions. The
overall research design is illustrated in Figure 3.1.
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Figure 3.1: Overall Research Design: from Data Collection to Strategy Evaluation.

The scope of the study is defined by different disruptive events with varying durations. This
ensures that detailed operational analysis is possible on different timeframes, capturing the
real-life variability of disruptions to maritime supply chains. The unit of analysis is the flow
of containers across sea-side arrivals, port-side handling operations, and inland transportation
up to the national border. The geographical scope is restricted to the Netherlands to focus
on national strategic improvement, with international flows represented by aggregated nodes
at the network’s periphery. Within these boundaries, the model captures both the port’s in-
ternal handling operations and its dynamic interactions with road, rail, and inland waterway
infrastructure.

The research process begins with the development and calibration of a baseline simulation model
that reflects real-world operating conditions. Calibration is carried out using empirical data from
academic literature, port authority publications, industry reports, and public logistics datasets.
Where precise empirical values are not available, parameters are estimated using ranges derived
from comparable studies or sector benchmarks, ensuring that the model remains based on
realistic performance ranges. Once the baseline is established, three disruption scenarios are
implemented, each chosen for its operational relevance, diversity of impact mechanisms, and
feasibility of representation in the simulation environment. These include a drought scenario
affecting inland waterway capacity, a labor strike scenario reducing port handling capacity, and
a sea route change scenario producing demand fluctuations.

Each disruption scenario is paired with targeted mitigation strategies, namely dynamic rerout-
ing, inland transshipment hubs, storage capacity expansion, and autonomous facility upgrades.
Synergistic benefits are also explored by combining different strategies. These strategies are
built into the model as changes to operational logic, resource availability, or infrastructure ca-
pacity. This allows their performance to be evaluated under realistic stress conditions. The
effectiveness of these interventions is measured using a set of performance indicators, including
time to recovery, port delays, utilization rates of critical resources, and delivery rate distribu-
tions.

The model is implemented in AnyLogic, using a hybrid approach that combines agent-based
modeling to capture the autonomous behavior of transport actors and discrete-event modeling
to represent the sequential, resource-constrained processes of port operations. By combining
empirical calibration, scenario-based experimentation, and structured performance evaluation,
this research design provides a reproducible and transparent framework for identifying effective
resilience strategies in complex maritime logistics networks.
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3.2 Simulation Model

This section outlines the structure and functionality of the simulation model developed to ana-
lyze the resilience of the Port of Rotterdam’s transport system. The model integrates sea-side,
port-side, and hinterland operations within a single environment, enabling the study of disrup-
tion propagation and the evaluation of mitigation strategies. By implementing this in Any-
Logic using a hybrid agent-based and discrete-event approach, it captures both the autonomous
decision-making of transport actors and the sequential, resource-constrained processes of port
handling. The model is parameterized using empirical data from different sources, like port
authority records, industry reports, and academic literature. Assumptions are carefully applied
where direct measurements are unavailable. The following subsections describe the model’s
flow structure, operational logic, and transport network configuration. These together form the
foundation for the scenario experiments and performance evaluation.

3.2.1 Simulation Tool Selection

The literature review highlighted that no single simulation method can adequately capture both
the operational processes and the adaptive decision-making that drive resilience in port—hinterland
systems. Approaches such as discrete event simulation (DES) excel at modeling process flows,
capacity constraints, and queuing dynamics, while agent-based modeling (ABM) is better suited
to representing the autonomous, adaptive behaviors of individual actors. Given the need to as-
sess systemic risks across the entire sea—port—land interface, a hybrid ABM-DES approach
offers the most comprehensive framework. It enables the integration of macro-level operational
modeling with micro-level behavioral adaptation.

In this study, the ABM component represents decision-making by transport actors, including
inland barges, trucks, and freight trains, while the DES component models the flow of cargo
through port terminals and inland facilities, accounting for queues, processing times, and re-
source constraints. This combination enables a holistic assessment of both behavioral and
operational aspects of resilience.

To implement this, AnyLogic was selected as the most suitable modeling environment. First, it
supports hybrid simulation, allowing ABM and DES to run within a single simulation frame-
work, which is essential for capturing both system-level process flows and individual actor
behaviors. Second, it supports dynamic parameter changes during simulation runs, enabling
the modeling of disruption events and adaptive responses in real time. Third, AnyLogic’s visual
development tools and advanced animation capabilities facilitate efficient model construction
and produce clear, communicative simulation outputs. This makes it well-suited for decision-
support in complex domains such as maritime logistics and supply chain resilience.

3.2.2 Model Flow Structure
Vessel Generation

The model generates vessels according to a probabilistic distribution of ship classes, reflecting
realistic arrival patterns at the Port of Rotterdam. Each vessel’s capacity in TEU is sampled
based on its type, which also determines its handling time and arrival frequency. Arrival delays
are proportional to vessel size, ensuring that larger ships have longer intervals between arrivals.
Disruption events modify the scaling factor for arrival intervals, allowing simulation of reduced
or increased arrival rates during specific disruption periods. The detailed vessel generation
algorithm is provided in Appendix C1.

17



Port Operations Design

After generating the right amount and size of vessels, they need to be processed through the
port infrastructure. This infrastructure will first have to be set-up according to real-world
data. A study by [65] reported that the processes which different port actors carry out are
inter-dependent. The authors identified three types of inter-dependencies, which are serial
(precedence of a process), reciprocal (mutual resource exchange among processes) and pooled
inter-dependency (sharing a resource between processes). To capture these dependencies and
operational dynamics of a seaport within the simulation environment, the system was modeled
using a DES structure. This structure simplifies the system to a series of sequential and resource-
constrained port activities. Vessel agents entering the port engage in a series of queue-based
processes, where they must seize limited resources such as tug boats, quay cranes, yard trucks,
and storage space to complete their unloading, transshipment, and departure operations.
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Figure 3.2: Sea-side vessel stages. [66]

An example of the different stages a container ship goes through can be seen in figure 3.2
and 3.3, which were obtained from recent studies [66] [67]. Before berthing, container vessels
receive pilots and tugboats to assist them in entering the port area. It was found that tugboat
availability is the most critical at this stage [66]. When they are moored and secured to the
quay, cranes start unloading the ship. The cargo is transport to and from short-term buffer
storage at the terminal by overhead cranes or yard trucks. Cargo is further transported to the
gates which function as the gateway towards the hinterland transportation network.
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Figure 3.3: Port-side vessel stages. [67]

Each of these resources or facilities used within the port system introduce specific delay times
based on the size of the vessel and their accompanying cargo size, which reflects typical opera-
tional bottlenecks. The required amount of facilities, like cranes or yard trucks, is also decided
by the size of the arriving vessel. This design allows the simulation to account for congestion
and competition among vessels for shared facilities, and the analysis of the level of facility
utilization.

Hinterland Gate and Transport Network Design

After being unloaded from their vessels, containers are transferred to buffer storage areas before
being dispatched to their respective hinterland destinations. The hinterland transportation
network is modeled as a system with two primary capacity-limiting stages.
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Figure 3.4: Simplified overview of port and hinterland flow.

First, containers are assigned to a transport mode based on the modal split settings. From there,
they enter the network via dedicated terminals or gates, each modeled as a queuing system
with limited handling capacity. Before entry, the system checks whether sufficient capacity
is available at the selected hinterland gate and, if relevant, within the inland network. The
logic behind this can be seen in figure 3.5. When rerouting is disabled the check is mode-
specific: a shipment is blocked if the assigned mode’s terminal or its in-transit capacity is at the
limit. When rerouting is enabled, a shipment is only blocked if all modes and their in-transit
capacities are simultaneously at their limits. This distinction captures the operational flexibility
of multimodal routing while respecting network constraints. The detailed blocking conditions
are provided in Appendix C2.

Once a container has been granted access to the hinterland transport network, it enters a routing
sequence in a certain transport mode. This sequence includes decision points that determine
whether the container remains in its assigned mode queue, is rerouted to an alternative mode,
or waits until conditions improve. The process begins with an initial decision block, which
checks rerouting status and evaluates queue capacities and destination reachability for barges,
trucks, trains or, if activated, the inland hub. Containers are only rerouted if the primary
mode is congested and at least one alternative mode with available capacity can reach the same
destination. Containers unable to proceed are sent back to the initial decision step to await
improved conditions.
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Figure 3.5: Hinterland gate decision-making logic.

After selecting a mode and entering its network queue, containers undergo a final route avail-
ability check. Here the system checks if the routes to the specific destination of that transporter
are not blocked, and if so it queues the containers to await availability.

Once transporters are assigned and dispatched, they traverse the network by selecting the
shortest available route to their destination. Routing within the hinterland transport network is
performed using the findShortestPath() function from the AnyLogic Material Handling Library,
which applies a shortest-path search consistent with the Dijkstra algorithm [68]. The transport
agent then does does a series of checks and makes routing decisions depending on the conditions,
the logic for this can be seen in figure 3.6. If no viable route is available due to congestion in the
network or through the specific gate reaching its capacity limits, the transporter will block the
specific transport mode and destination combination. It will then return to the queue at the
network and wait for available routes. This means that the individual transport agents decide
on their own if the a route is available, and give a signal to the other transporters with the
same destination that there are no routes available. An agent unblocks its route after transport
has been completed, allowing new transporters to enter the network. This structure allows the

model to capture congestion at multiple levels: during modal allocation at the terminal and
within the transportation network itself.
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Figure 3.6: Transporter decision-making logic at network entry.

This structure enables the model to capture congestion effects at multiple levels: during modal
allocation at terminals and within the transportation network itself. This is important to
properly reflect real-world operations of port supply chains, where congestion can occur within
the port as well as on mode-specific routes after leaving the port infrastructure.

3.2.3 Transport Network Design

Now that the containers leave the port, they enter the Dutch hinterland transport network
through their respective transport modes. The hinterland transport network is modeled as a
spatial graph of nodes and edges, where nodes represent terminals or hinterland destinations and
edges represent modal connections (road, rail, or inland waterways). The spatial configuration
and connectivity are based on official Port of Rotterdam infrastructure data [69] to ensure
realism in network topology. This structure enables analysis of multimodal capacity constraints
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and congestion dynamics across the full hinterland interface. This gives the model a strong basis
of existing real-world infrastructure, which should contribute towards realistic performances.

Figure 3.7 presents the modeled hinterland transport network used in the simulation, based
on official infrastructure data visualized through the RoutePlanner platform of the Port of
Rotterdam. The network is designed to represent multimodal connectivity between the port
and inland destinations across the Netherlands.

The data contains two of the key transport modes, namely the waterway and rail paths. The
truck transport paths are not directly listed in the data, but its infrastructure can be seen
on the map. The road paths can be set-up by following large Dutch high- and motorways.
Each transport mode is represented through a graph-based structure of nodes (locations) and
edges (transport connections). The port itself is modeled as a single location node with in- and
outbound flows to the hinterland. In order to keep the analysis focused on national strategic
improvement, only connections within the Dutch territory are included. Locations around
the border of the Netherlands are used as representative entry and exit points, simulating
international trade inflows and outflows while keeping the model scope centered on domestic
infrastructure.

The simulation has three transport modes modeled with distinct operational characteristics to
reflect their real-world behavior in the hinterland network. For each mode, vehicle agents are
defined with specific load capacities and average speeds derived from reference values in port
logistics studies. Truck and barge movements follow continuous flow logic, where a minimum
distance between transporters is maintained based on predefined length settings and headway
rules. This ensures congestion effects are realistically captured. Train transport is modeled
using capacity densities extracted from the TEN-T rail network data. Fleet capacities for each
mode are calculated by aggregating the theoretical throughput of all relevant network paths,
based on the infrastructure length and capacity densities.
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Figure 3.7: Hinterland transportation network in AnyLogic, based on existing routes from PoR
Routeplanner.

The Port of Rotterdam is represented by the central terminal node T1, from which all inland
transportation flows originate. Surrounding this are nine destination nodes labeled N1 to N9,
which are strategically positioned along the national border to represent international and
domestic hinterland access points.

Three distinct transportation modes are visualized using color-coded dashed lines:

e Inland waterways (orange dashed lines): Represent navigable river and canal routes
used for barge transport.

e Rail infrastructure (green dashed lines): Show the rail corridors used for freight train
movements.

e Road connections (blue dashed lines): Indicate the national highway system used for
truck transport.

In addition, grey dashed and filled lines denote dummy paths used for the routing logic. These
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paths do not represent physical infrastructures but serve functional purposes within the sim-
ulation framework. Together, this network forms a spatially bounded, multimodal routing
environment through which transportation flows are modeled.

3.2.4 Limitations

The simulation model was developed using the Personal Learning Edition (PLE) of AnyLogic,
which imposes several technical constraints that influence the scale and complexity of the study.
Most notably, the PLE limits models to 50,000 dynamically generated agents and 200 building
blocks, restricting both the number of agents that can be represented and the modularity of
flows within the model. This required compact modeling structures and a minimization of
block usage, making the inclusion of more detailed internal port operations challenging. The
limit on dynamically generated agents also constrains how frequently the model can execute
routing decisions. Because the decision-making logic destroys the original agent and creates a
new one in the target mode when switching transport modes, excessive mode switching during
a simulation run could cause the agent cap to be reached before the experiment finishes. This
same restriction also limits the total container demand that can be generated during a run,
which in turn constrains the maximum severity of disruption scenarios that can be realistically
modelled without further simplification of volumes.

Routing capabilities are restricted to shortest-path algorithms, preventing the exploration of
more adaptive or probabilistic routing strategies that might lead to different congestion pat-
terns and resilience outcomes. In addition, the PLE version lacks database connectivity (e.g.,
SQL, Excel), does not support custom Java classes or external libraries, and omits advanced
GIS functionality such as shapefile integration. Models cannot be exported as standalone ap-
plications, run on more than one CPU core, or simulate more than five hours per run, which
meant that facility and transport speeds needed to be scaled to represent a simulation period
of 30 days. While these constraints do not prevent the model from generating meaningful in-
sights, they do set clear boundaries on the behaviours and scenarios that can be tested. A full
AnyLogic license would allow for more complex routing logic, dynamic data integration, and
expanded scenario capabilities.

3.2.5 Assumptions

To ensure the simulation remains tractable while focusing on key dynamics of port resilience,
several assumptions are made in the model. First, route selection for hinterland transport
is based on the shortest path among the available routes, without accounting for congestion-
aware rerouting or real-time optimization. This simplifies computational complexity but may
underestimate the benefits of more adaptive routing strategies in mitigating congestion effects.
The port itself is modeled as a sequence of queuing systems, where resources such as tugboats,
cranes, and yard trucks are allocated based on availability and capacity constraints. While this
captures bottlenecks effectively, it abstracts away from the finer operational details, meaning
results should be interpreted at a systems level rather than as predictions of precise operational
timings.

The geographic scope of the transport network is limited to the Netherlands, reflecting a
national-level focus on hinterland connectivity. Transporters operate in a queue-based sys-
tem, waiting for paths to become available when occupied, but path capacities remain fixed
and do not dynamically adjust to transporter speeds or other real-time variables. Containers
are assumed to follow a one-way transport flow; they do not require return trips after delivery.
While this reduces complexity, it also excludes the impact of backhaul demand on capacity
utilization and resilience outcomes. Port operations and the hinterland gates between sea and
land transport are simplified in the model to a sequence of queues and handling facilities. This
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abstraction was necessary to remain within the model’s block limits, but it omits several layers
of operational realism. In practice, container transfers between terminals involve complex inter-
actions such as inter-terminal transport, equipment scheduling, coordination between handling
agents, and variability in transfer times. By removing these processes, the model eliminates
potential delays and conflicts that could arise from real-world scheduling constraints or resource
interactions. While this ensures computational efficiency, it means the representation captures
high-level capacity constraints but not the finer operational dynamics. Finally, no additional
loading or unloading delays are modeled for hinterland transport modes (e.g., truck, train,
barge). This likely overestimates the responsiveness of the hinterland network under disrup-
tion scenarios, meaning the resilience benefits of certain strategies may appear slightly more
optimistic than in real-world conditions. In general, these simplifications enable a focused in-
vestigation of resilience dynamics while simplifying the system in such a way that it can be
based on real-world data.

3.3 Model Calibration and Validation

To ensure the representativeness of the simulation results, the model is first compared to real-
world port operations data. Calibration involves adjusting key parameters such as vessel arrival
patterns, container handling times, and facility capacities. These parameters are checked and
adjusted where necessary so that the model’s output aligns with observed performance metrics
from sources like the Port of Rotterdam and relevant transport studies. Plausibility validation is
conducted by comparing the simulated performance during different scenarios to empirical evi-
dence found in literature. The goal is to confirm that the model produces reasonable behavioral
outcomes that reflect real-life dynamics under different circumstances. This process enhances
confidence in the quality of the model and its ability to evaluate the impact of disruptions and
mitigation strategies. The results of the calibration experiment can be found at the start of
AppendixB.

3.4 Data Collection and Model Input

This section outlines the data sources and parameter inputs used to construct, calibrate, and run
the simulation model and experiments. The model relies on a combination of empirical data
from port authority publications, industry reports, academic literature, and public logistics
datasets. This ensures that its structure and performance reflect real-world operations of the
Port of Rotterdam and its hinterland network. Where direct measurements are unavailable,
parameter values are derived from comparable studies or calculated using available data, with
assumptions explicitly stated to maintain transparency. The following subsections detail the
datasets and estimation methods used for vessel arrivals, throughput volumes, infrastructure
capacities, and transport network characteristics, which together define the model’s baseline
and scenario-specific configurations.

3.4.1 Data Collection

To construct a simulation model which functions as realistically as possible, a combination of
commercial, academic and governmental data sources was used. Commercial sources provided
information on facility and resource capabilities. The Port of Rotterdam RoutePlanner was used
to lay out the core structure of the transport network. Yearly throughput data from the Port
Authority offered detailed figures on flow volumes, modal and import / export splits. Available
port facilities can also be found on the PoR website. Additionally, information from shipping
companies and equipment manufacturers, such as crane and yard truck suppliers, was used to
estimate operational delays and facility usage characteristics.

25



Academic sources supported the quantification of transport mode capabilities and cost struc-
tures. Capacity estimates for rail infrastructure were derived from the EU TEN-T network
specifications, while barge and truck density values were based on guidelines from TU Delft’s
traffic flow theory. Transport cost estimation was informed by sector-specific academic reports,
which helped benchmark the relative expense of each mode under various conditions.

Finally, both academic literature and governmental reports were reviewed to identify and char-
acterize plausible disruption scenarios and mitigation strategies. This helped ensure that the
simulated events align with real-world risks and emerging trends in port and logistics systems.
Collectively, these sources form the empirical foundation for the model’s inputs, assumptions,
and scenario definitions.

3.4.2 Vessel Arrival Pattern

Vessel arrivals at the port are governed by a stochastic generation function that assigns char-
acteristics such as size, cargo volume, and arrival frequency to each vessel. Once the vessel is
instantiated with its attributes and delay, it is then injected into the system. This initiates the
agent’s journey through the ports infrastructure.

To define the arrival rate of sea vessels in the simulation, throughput data from the Port of
Rotterdam was used as a basis. The total annual container throughput in 2024 was reported at
13.8 million TEU [4]. To translate this into an arrival rate, an average vessel capacity of 4,476
TEU was assumed based on data from the annual average sea vessel call size.

Using these values, the annual number of vessel arrivals was estimated by dividing total through-
put by vessel capacity. This was then converted into a weekly arrival rate, under the assumption
of uniform distribution throughout the year. The resulting estimate is approximately 59 fully
loaded container vessel arrivals per week.

To model sea vessel arrivals at the port, both the annual throughput and vessel size distribution
were considered. Since container vessels vary significantly in capacity, the arrival flow was
weighted according to the global distribution of vessel sizes.

The vessel classes and their typical TEU capacities are defined in Table 3.1, based on an industry
report [70]. The relative share of each class in the global fleet is shown in Figure 3.8.

Class TEU Capacity
Small <1,000
Feeder 1,000-3,000
Panamax 3,000-5,100

Post Panamax 5,100-10,000
New Panamax 10,000-15,500
ULCV >15,500

Table 3.1: Container vessel classification by TEU capacity [70].
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Figure 3.8: Percentage distribution of vessels types in service [70].

3.4.3 Container Throughput and Modal Split

According to the Port of Rotterdam throughput data for 2024 [4], the total container throughput
amounts to approximately 13.82 million TEU. This throughput is nearly evenly split between
import and export flows, with 52% being import and 48% being export.

In terms of hinterland transport modes, the modal split is distributed as follows:
e Truck: 58%
e Barge: 34%
e Rail: 8%

These shares reflect the relative reliance on road, inland waterway, and rail transport for the
movement of containers from and to the port.

3.4.4 Sea-side Capacities
Tugboats, Cranes, and Yard Truck Handling Parameters

To simulate vessel unloading operations at the Port of Rotterdam, handling durations were
disaggregated into three operational components: tugboat assistance, quay crane operation,
and yard truck transport. The modeling approach is based on throughput formulas using data
from [71, 72].

Handling times for each vessel class were computed using the following formulations:

1. Tugboat Handling Time:

Cvessel
Tinwg = ——
Vtug * Ntug
2. Crane Handling Time:
C'vessel
Tcrane =
TNcrane * Ucrane
3. Yard Truck Handling Time:
T o C1vessel
yard —

nyt . ’Uyt
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The resulting estimated handling times per vessel class are

summarized in Table 3.2.

Vessel Capacity | Tugboats | Tug Cranes Crane Yard YT Time
Class (TEU) Time (h) Time (h) | Trucks (h)

Small 750 1 0.22 2 12.52 18 1.68
Feeder 2000 1 0.60 2 33.32 18 4.52
Panamax 4050 2 1.22 3 45.00 27 6.08

Post- 7550 2 2.26 5 50.32 44 6.80
Panamax

New 12750 3 3.82 6 70.84 53 9.56
Panamax

ULCV 19750 3 5.92 8 82.28 71 11.12

Table 3.2: Simulated unloading times per vessel component (tug, crane, yard truck) by vessel

class (converted to hours).

Terminal Crane Capacity and Depot Storage Data

To parameterize the simulation model with realistic infrastructure data, terminal and depot
capacity values were extracted from official Port of Rotterdam documents [72]. The number of
quay cranes per terminal was counted by reviewing the listed container terminals and summing
their available crane equipment. Across fourteen terminals, a total of 137 cranes was identified.

The results are summarized in Table 3.3.

Similarly, depot storage capacity was obtained by summing the maximum TEU capacity listed
for twenty container depots. The total identified storage capacity across these sites amounts to

Terminal | Cranes | Terminal | Cranes
T1 16 | T8 3
T2 15 | T9 8
T3 16 | T10 2
T4 3| T11 3
T5 14 | T12 5
T6 2 | T13 14
T7 34 | T14 2
Total 137

Table 3.3: Total crane count per container terminal

130,100 TEU, as detailed in Table 3.4.

Depot | TEU Capacity | Depot | TEU Capacity
D1 3,000 | D11 22,000
D2 20,000 | D12 1,000
D3 12,000 | D13 1,500
D4 800 | D14 2,000
D5 3,500 | D15 4,000
D6 7,000 | D16 1,800
D7 15,000 | D17 8,000
D8 2,500 | D18 5,500
D9 9,000 | D19 2,100
D10 7,000 | D20 2,400
Total 130,100

Table 3.4: TEU storage capacity across container depots
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3.4.5 Port-side Capacities
Transport Terminal Types and Lane Capacity Estimation

The inland barge terminal capacity is calculated similarly as to the methods for the sea vessels,
but to prepare for the drought scenario a cargo-based throughput time will be required. This
will be based on a constant value per barge and a variable delay based on the loaded cargo. This
simulates the standard time required for procedures unrelated to loading and unloading, such
as mooring, vessel positioning, and waiting for available facilities. An estimation of the average
turnaround time of inland barge terminals can be found in a recent study [73]. By taking
the average number of cranes, Rotterdam inland vessel throughput and crane cargo handling
speeds the amount of inland terminals can be calculated [4]. The standard time for handling
a single barge can be calculated by comparing the throughput capacity against the measured
throughput by Wiegmans et al., and compensating that data for 24/7 operation. By doing this,
a fixed handling time of 1.3 hours per barge can be calculated and a 2.6 hours crane handling
time for an average load of 125 TEU.

According to RST Shortsea Terminal, the typical truck turnaround time is 23 minutes [74].
Along with the required TEU transport per truck per year, the total number of truck gates
can be calculated. The available number of terminal rail tracks and average turnaround time
of around five hours can be found in public documents, which can be found in [75] and [76].

This results in the following infrastructure estimates:
e Truck gates: ~ 179
e Barge terminals: ~ 27
e Train tracks: ~ 24

These figures were used in the model to parameterize maximum infrastructure capacity for each
transport mode.

3.4.6 Land-side Capacities
Path Density Estimation per Transport Mode

Truck Capacity Estimation To estimate the average truck density on hinterland road cor-
ridors, the spatial headway between vehicles was derived using the average time headway of
2.83 seconds observed on Dutch highways [77]. Assuming an average cruising speed of 80 km/h,
the spatial headway H was calculated as:

where:
e v = truck speed [m/s]
e ¢ = average time headway [s]

The total occupied space per truck was computed by summing the vehicle length L with the
headway:

Total spacing =L+ H

Truck density k in vehicles per kilometer was then calculated as:
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1000
truck — L+ H

Using this method with assumed values (v = 80km/h, ¢ = 2.83s, L = 16.5m), the resulting
density is approximately 12.6 trucks per kilometer.

Barge Capacity Estimation

Due to limited empirical data on vessel headways in inland navigation, the density of barges per
kilometer was estimated using an analogous spacing ratio observed in road freight transport.
Specifically, the ratio between spatial headway and vehicle length for trucks was applied to
barges. The average speed for loaded vessels on inland waterways was calculated to be around
8 km/h by [78].

Assuming a standard barge length of 105 meters and applying a headway-to-length ratio of 3.81
(based on truck spacing behavior), the estimated barge density is:

Eparge ~ 1.98 barges/km

This value was used to parameterize waterway throughput capacity in the simulation.

Rail Capacity Estimation

To estimate average freight train density on Dutch hinterland rail corridors, data from the
Trans-European Transport Network (TEN-T) GIS dataset was utilized [79]. The average speed
for international freight trains in Europe was found to be 18 km/h [80] . Key variables extracted
for selected high-traffic freight segments include:

e FRE_23_day: The average number of freight trains per day on a segment.
e Shape_Length: The length of the segment in meters.
e Train Speed: A representative average freight train speed of 18 km/h is assumed [80].

The average number of trains present on a track segment at any given time is estimated as:

FRE,day : tsegment
86400

Avg_trains_on_track = (3.1)

where tsegment = % is the travel time over the segment, L is segment length [m], and v is average
train speed [m/s].

Train density k;,j is then given by:

Avg_trains_on_track
L/1000

krail =
Based on this method, the estimated rail density is approximately:

Erail = 0.243 trains/km

By calculating the rail density using the same method as for barge and truck, a density of
0.281 trains/km is calculated. This a only 15% difference in comparison to the calculation
based on Ten-T data, meaning that the capacities are somewhat similar.
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3.5 Experiment Design

To systematically assess the performance and resilience of the port model, a structured exper-
imental procedure was followed. First, a baseline scenario was executed to establish reference
performance metrics under normal operating conditions. Subsequently, a range of disruption
scenarios was introduced to simulate adverse events affecting various parts of the port and its
transport network. To explore the effectiveness of potential interventions, each disruption sce-
nario was followed by one or more mitigation strategy simulations. This allowed for comparative
analysis of system behavior with and without resilience-enhancing measures.

3.5.1 Baseline Scenario

The baseline scenario serves as the reference point for evaluating the performance and resilience
of the port system under normal operating conditions. It is constructed using real-world data
wherever available to ensure realism and credibility.
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Figure 3.9: Road freight transport in [1000 tonne-km] per region and inhabitant in 2022 [81].

To estimate the distribution of cargo flows across the network in baseline operation, regional
demand weights were derived by combining freight transport intensity with population data.
Specifically, the Eurostat map on road freight transport in 2022 provided the freight transport
performance per region, expressed in thousand tonne-kilometres per inhabitant [81]. This map
can be seen in figure 3.9. To translate these relative values into regional demand, population
figures for the specific regions and year were used [82]. By multiplying the freight intensity per
inhabitant with the respective provincial population, a relative cargo demand was estimated for
each region. These demand weights were then used to approximate the share of cargo allocated
to each hinterland destination within the simulation, and applied to all three transport types.
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Table 3.5: Estimated cargo destination shares and their corresponding model nodes.

Destination Region | Demand Share (%) | Model Node
Antwerp 20% N2
Venlo 26% N4
Nijmegen 12% N5
Enschede 19% N6
Meppel 6% N7
Delfzijl % N8
Amsterdam 10% N9

3.5.2 Disruption Scenario Settings

This section outlines the specific settings and assumptions applied to each disruption scenario
used in the simulation. These settings define how disruptions are implemented within the
simulation model. Key parameters include their duration, affected components, and operational
impact. By clearly specifying these parameters, each scenario remains consistent, reproducible,
and aligned with real-world characteristics observed in literature.

3.5.3 Scenario Selection

From the different scenarios explained in Chapter 2, three representative scenarios were selected
for implementation in the simulation model: a prolonged drought, a labor strike, and a sudden
fluctuation in demand. This selection reflects a deliberate balance between capacity-driven and
demand-driven disruptions, and between internally and externally originating events.

The Drought scenario represents a long-duration, externally driven constraint on a single trans-
port mode—in this case, the inland waterway network. Its inclusion is motivated by increasing
climate-related variability in water levels [19] and the corresponding impact on barge transport
capacity. This type of disruption aligns well with the model’s capability to simulate mode-
specific capacity reductions and allows for detailed testing of mode-shift resilience strategies.

The Labor Strike scenario captures an internal disruption that directly reduces the operational
capacity of key port-side infrastructure, such as quay cranes and yard equipment [26]. This
scenario is particularly relevant for testing capacity-enhancing strategies in the model, as the
disruption primarily targets terminal-side operations while leaving demand and hinterland con-
nectivity unchanged.

The Demand Fluctuation scenario models the effects of a sudden surge in cargo arrivals caused
by changes in sea route availability, such as rerouting around blocked or unsafe regions [1, 5].
This represents a demand-driven, externally induced disruptive scenario that tests the system’s
ability to handle rapid throughput increases without degrading stability.

By combining these three disruption profiles, each varying in origin, duration, and affected
system components, the study ensures coverage of a broad range of operational challenges.
This diversity supports the objective described in Chapter 1, where each scenario is paired with
different resilience strategies to measure recovery speed, cost performance, systemic stability,
and shock propagation. The results of these experiments, presented in Chapter 4 allow for a
cross-scenario comparison of strategic effectiveness and trade-offs.

Drought Impact on Barge Speed and Load Capacity

Drought-induced low water depths have a notable impact on both the speed and container
carrying capacity of inland waterway vessels. Based on the DST study on ship efficiency, ship
speed is significantly influenced by the available water depth [83]. During drought conditions
waterlevels can drastically be reduced, which can be seen in a study where they explore the
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effects of the 2018 drought on Dutch inland waterways [84]. By looking at their results and
selecting the worst month in their data, an estimate for the drought water levels can be taken
to calculate new average vessel speeds. The water levels dropped from 6 meters to around 2.5
meters in the worst period of about a month. Using this change in depth, and assuming that
average speeds scale the same as the ship speeds from figure 3.10, the new average speed can
be calculated to be around 5 km/h.

2. Ship speed
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Figure 3.10: Relationship between water depth and ship speed [83].

In addition to speed, drought also impacts cargo capacity. Recent simulation studies into the
2018 Dutch section of the Rhine corridor indicate that for Class V vessels (approximately 105 m
in length), only 29% of the original container capacity can be utilized under extreme low water
scenarios [85]. This means that instead of a full capacity of 125 TEU per barge, the effective
load is reduced to around 36.3 TEU.

This reduced load factor is incorporated into the simulation to capture throughput impacts
during prolonged droughts.

Port worker strike impacting port operations

One of the modeled disruptions concerns the ongoing delays and congestion at the Port of
Rotterdam, triggered by unexpected labor strikes at the Hutchison Ports Delta II terminal.
These strikes have caused a 50% reduction in the terminal’s operational capacity, significantly
affecting the port’s ability to handle container throughput [86].

As a result of this disruption, vessel waiting times have increased sharply, with ocean-going
vessels experiencing delays of up to one week for berth allocation. Feeder vessels and barges
are also heavily affected, with delays averaging 72 and 76 hours respectively [87]. At the RWG
terminal, berth occupancy has reached 80%, with all berths occupied by mainline or feeder
vessels, forcing the terminal to reject the return of empty containers. This has resulted in
transshipment containers dwelling for up to 12 days. The strike-induced disruption has raised
average container dwell time at the port to 9.1 days, making Rotterdam the most congested
port in recent years.
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To simulate port strike effects like this, a phased disruption in operational capacity was modeled.
The disruption starts on day 5 and ends on the 15th day. During the first phase (days 5-10),
core terminal operations (e.g. tugboats, cranes, and yard trucks) operate at only 25% of their
normal capacity. In the second phase (days 10-15), capacity partially recovers to 50%, before
returning to full operational levels from day 15 onward. This progressive recovery reflects
realistic strike dynamics and allows analysis of system behavior under constrained conditions
and during post-disruption recovery.

Geopolitical Effects on Global Shipping Routes

Geopolitical events such as trade disputes, military conflicts, and accidents in critical maritime
chokepoints can exert considerable strain on the global shipping network. These disruptions
typically induce short-term volatility in cargo flows, characterized by sudden drops in vessel
arrivals followed by pronounced surges once trade routes are restored or diverted. For instance,
a 90-day suspension of U.S. tariffs during the trade conflict with China led to a post-delay
surge of up to 150% in cargo volumes following an initial dip in activity [88]. Similarly, un-
predictable tariff announcements contributed to congestion in major European ports such as
Rotterdam, where ship arrival delays of 66 to 77 hours and increased transshipment demand
strained available capacity [89] [90]. The 2021 Suez Canal blockage further demonstrated the
systemic repercussions of vessel accidents, leading to rerouting via the Cape of Good Hope, and
persistent delays in downstream ports such as Rotterdam and Antwerp [91].

Drawing on these real-world observations, this study simulates a geopolitical disruption scenario
using a three-phase demand fluctuation pattern:

e Phase 1 — Normal operations (Days 1-7): Normal load on the system

e Phase 2 — Shock (Days 8-14): A temporary surge in throughput to 300% of baseline
demand is introduced, representing the backlog of delayed shipments and diverted cargo
entering the system within a compressed period.

e Phase 3 — Stabilization (Day 15 onward): Demand normalizes to pre-disruption levels,
assuming that the disruption is temporary and corrective actions are taken to restore
standard flow.

This time-based disruption profile effectively captures both the suppressive and compensatory
dynamics of geopolitical shocks. Implementing this scenario within the simulation allows for a
robust assessment of port system resilience under volatile demand conditions.

3.5.4 Strategy Selection

To ensure a targeted and meaningful analysis, the mitigation strategies in this study are se-
lected for their relevance to the three identified disruption scenarios and their feasibility within
the simulation model. Each disruption scenario affects distinct components of the port and
hinterland network, and therefore requires strategies that address its specific vulnerabilities.

One such strategy is the activation of an inland transshipment hub, which enables the rerouting
of flows away from congested or failed rail or waterway links. This is particularly relevant under
drought conditions or infrastructure failures. The effectiveness of this strategy depends on
dynamic rerouting capabilities within the model, which allow adaptive switching between barge,
rail, and truck depending on network availability and congestion levels. dynamic rerouting is
also considered as a standalone strategy, as it can alleviate congestion even in the absence of a
Transshipment Hub.

Another strategy is the expansion of storage capacity buffers, which can absorb short-term
shocks caused by local throughput reductions or terminal congestion, such as those arising from
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labor strikes or infrastructure blockages. This approach delays the onset of cascading failures by
providing additional operational flexibility. In addition, the deployment of autonomous facilities
and digital decision-support tools, such as autonomous quay cranes, yard trucks, and virtual
ship pilots, is considered. These technologies can mitigate the effects of labor shortages while
enhancing real-time coordination across the network.

Finally, a collaborative strategy is included, combining autonomous facilities with dynamic
rerouting in a single configuration. This combined measure is tested under the demand fluctu-
ation scenario to examine the joint effects of improving both port-side processing capacity and
inland network flexibility. The demand fluctuation scenario was selected as this stresses the sys-
tem in the most severe way. The combination is designed to target both infrastructure-oriented
improvements, through the automation of key port facilities, operational enhancements, and
through the dynamic reallocation of flows based on real-time congestion levels. By simulta-
neously strengthening internal port operations and the external transport network, the col-
laborative strategy aims to generate synergetic benefits that exceed the sum of the individual
measures.

Each of these strategies is tested under the relevant disruption scenarios to assess their impact on
resilience metrics, including total throughput, average delays, queue lengths, and system recov-
ery times. This comparative analysis enables the identification of robust strategies that perform
well across multiple disruption contexts, as well as those tailored to specific disturbances.

3.5.5 Mitigation Strategy Settings

This subsection outlines the specific configurations and assumptions applied to each resilience
strategy tested within the simulation. These settings define how the strategies alter system
behavior and infrastructure in response to disruptions. Key parameters include infrastruc-
ture upgrades, routing adjustments, and throughput enhancements. By clearly defining these
settings, each strategy remains consistently implemented, reproducible across scenarios, and
aligned with plausible interventions found in academic and industry literature.

Dynamic Rerouting

To simulate dynamic rerouting of transport flows, the model continuously monitored both uti-
lization rates and queue levels at gates and terminals. Once a facility reached its capacity, it
would block further flow, preventing additional transport from entering. In cases where trans-
port was still directed toward a congested gate, based on its utilization, a secondary mechanism
relying on queue size triggered rerouting back to the original or alternative transport modes.
This approach ensured that congestion dynamically influenced routing decisions across the net-
work. Similarly, queues at hinterland terminals and gates were monitored using the same logic,
allowing the system to reroute transport when all available paths approached or exceeded their
maximum capacity. A more detailed description of the rerouting algorithm which injects new
transports in Anylogic can be found in Appendix C4.

Transshipment Hub

The inland transshipment hub strategy was implemented using the same dynamic rerouting
mechanisms described in the previous section. This is essential, as the model requires transport
flows to autonomously redirect based on real-time congestion levels. The distinguishing feature
of this strategy is the addition of extra gate capacity specifically for accessing an inland hub.

Rail was selected as the primary transport mode to the hub due to its relatively low disruption
risk and suitability for bulk inland movements. The hub was located at node N5, chosen for
its central position deep within the hinterland which ensures broad accessibility. To simulate a
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meaningful capacity increase, six additional rail tracks were added. This was selected to match
the existing infrastructure capacity reported by the RSC terminal [75].

Upon arrival at the inland hub, containers are transshipped to trucks for final delivery to their
destinations. Truck was selected due to it’s high transport speed and abundance of routes.
This indirect routing approach reduces congestion along direct paths by proactively shifting
flow upstream, thereby minimizing cumulative delay and enhancing network-wide resilience.

Storage capacity Buffer

The storage capacity buffer strategy was modeled by removing queue size restrictions at the
inland terminal gates, effectively allowing an infinite queue. This simulates an expansion of stor-
age and staging areas, enabling terminals to hold significantly more containers during periods
of disruption.

This implementation reflects the real-world effect of increased buffer capacity, where terminals
can temporarily absorb surges in cargo volumes without immediately rejecting or blocking
incoming transport flows. This strategy helps stabilize throughput under stress conditions, by
decoupling the transport flows to some extend at these buffer zones. It also reduces the need
for emergency rerouting or idle time, allowing for more gradual and coordinated recovery once
normal operations resume.

Autonomous Facilities

The autonomous facilities strategy was implemented by reducing the handling time of port
equipment like tugboats, cranes, and yard trucks and inland transporter gates by 23%. This
figure is based on reported efficiency improvements in automated port operations, as cited by
[92]. By accelerating key logistics processes within the port, this strategy aims to reduce delays
and improve responsiveness to disruptions. The reduction in delay time represents the oper-
ational gains from automation technologies such as autonomous vehicles, automated stacking
cranes, and smart yard management systems. These changes were applied uniformly across
all vessel classes to simulate a broad implementation of automation throughout the terminal
system.

Collaborative Strategy

The collaborative strategy integrates two measures within a single configuration, autonomous
facilities and dynamic rerouting. This combined setting is applied to the demand fluctuation
scenario to test the joint effects when both port-side processing capacity and inland flexibility are
improved. This combination is particularly interesting to experiment with as it brings together
both infrastructure-oriented improvements, through the automation of key port equipment and
gates, and operational enhancements, through the dynamic reallocation of flows based on real-
time congestion levels. By targeting both internal port operations and the external transport
network, the configuration has the potential to deliver synergetic benefits that exceed the sum of
the individual measures. Whereas the single strategies focus primarily on specific components,
such as the port handling chain in the case of automation, or the hinterland network in the case
of rerouting, this combined approach addresses capacity and adaptability in parallel.

3.6 Performance Analysis

This section outlines the framework used to evaluate the outcomes of the simulation experiments
and determine the relative effectiveness of the tested resilience strategies. The analysis is struc-
tured around four key aspects that are examined consistently across all disruption scenarios:
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container throughput, transport and delay costs, systemic shock propagation, and cross-scenario
evaluation. Together, these perspectives capture both the speed and extent of operational re-
covery as well as the stability and efficiency of the system during and after disruption events.

3.6.1 Container Throughput

Container throughput is assessed to determine how effectively the system maintains and re-
stores cargo flow under different disruption conditions. Time series outputs of delivery rates
are analyzed to identify the immediate impact of the disruption and the subsequent recovery
trajectory. Time to Recovery (TTR) is calculated using two complementary approaches to cap-
ture both the operational stabilization of the system and the post-disruption recovery phase. In
both cases, the TTR represents the elapsed time, in days, from a defined disturbance reference
point until the system returns to a stable operating condition.

In the first approach, TTR was measured relative to the end of the disruption. From this
point onward, the model checked consecutive time windows of 96 hours to determine when the
smoothed container count consistently remained within a fixed tolerance band of 410,000 TEU
around the post-recovery mean. The first time at which this stability criterion was met was
recorded as the recovery time, with the TTR being the difference between the two points. In
the second approach, the TTR is based on the transport and delay cost rates plotted over the
simulated time. This method reflects a delay-focused recovery measure, capturing how long it
takes for the system to mitigate delays after the disruption. Combining these two approaches
delivers a TTR analysis based on delay dynamics as well as throughput performances.

In addition to recovery speed, throughput patterns over the disruption period are examined to
reveal the system’s capacity to handle fluctuating demand and the extent to which each strategy
prevents prolonged underperformance.

3.6.2 Transport and Delay Costs per TEU

Transport and delay costs provide a monetary measure of disruption severity and the efficiency of
mitigation strategies. Delay costs are calculated by tracking the number of containers congested
within the port system over time and multiplying these volumes by standardized cost estimates
from industry benchmarks. This approach captures the cumulative impact of congestion on
stakeholders and highlights the scenarios where strategies most effectively reduce economic
losses. In parallel, transport cost changes are monitored to assess the effect of mode shifts and
rerouting on overall logistics expenses.

The total costs per TEU in the simulation are calculated for each strategy and scenario. The
underlying transport and delay costs are combined to obtain the overall cost per container
handled.

Delay Costs

Delay costs are calculated by first tracking the number of containers present in queues at each
time step of the simulation. These queues include both port-side facilities (e.g., quay cranes,
yard trucks) and hinterland bottlenecks (e.g., gates at inland terminals). For each time step,
the number of containers in the queues is accumulated and converted into container-days:
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where @y is the total number of containers in queues at time step ¢ (measured hourly), and T’
is the total number of time steps in the simulation.

The total delay cost Cgelay is then obtained by multiplying the accumulated container-days by
the delay cost rate pgelay, Which is set to 58.75€/TEU/day. This value is derived from the
average daily demurrage and storage fees for dry 20-foot containers as listed in the Port of
Rotterdam local charges [93].

Cdelay =CD x Pdelay (34)

Transport Costs

Transport costs are calculated separately for each transport mode based on the simulated trans-
port distances and mode-specific cost parameters. For each mode m, the transport cost per TEU
is given by:

D

TC'm == Tm x W x Cm (35)

L m

where:
e D,, is the total distance travelled by all vehicles of mode m,
e N, is the total number of TEUs delivered by mode m,
e L,, is the average load capacity (TEU) of a vehicle of mode m,
e W is the assumed average container weight,

® ¢, is the variable cost per tonne-kilometre for mode m, based on the modal cost figures
reported by KiM Netherlands Institute for Transport Policy Analysis [94].

The share of each mode in the total delivered containers is then computed:

N,
Sm =
Ntotal

(3.6)

where Niota1 18 the total number of TEUs delivered across all modes.

The average transport cost per TEU, Ciransport, is obtained by weighting the mode-specific costs
by their respective shares:

Ctransport = Z Sm - TCy, (3~7)

me{barge, train, truck}

Total Cost per TEU

Finally, the total cost per TEU, Cigtal, is obtained by summing the average transport cost per
TEU with the delay cost per TEU:

C ela;
delay (3.8)

Ototal = Ctransport +

This metric allows for direct comparison of strategies in terms of combined operational efficiency
and delay mitigation effectiveness.
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3.6.3 Systemic Shock Propagation

Systemic shock propagation is assessed by analysing delivery rate distributions and capacity
utilization patterns across the network. For each scenario and strategy, violin plots of delivery
rates are examined to capture both the central tendency and variability in system throughput
over time. Wider distributions and larger inter quartile values indicate greater volatility, which
can be a sign of instability and the spread of disruption effects beyond the initial impact area.

In addition, the frequency with which key system components—such as port terminals, hin-
terland gates, and transport modes—reach 100% capacity utilisation is recorded. Persistent or
repeated occurrences of full capacity suggest that congestion is propagating through the net-
work, potentially triggering secondary bottlenecks. This dual approach enables the detection
of both operational instability (via delivery rate variability) and spatial congestion spread (via
capacity saturation events). Together, these measures provide an indication of how effectively
each strategy contains or mitigates systemic disruption effects.

3.6.4 Cross-Scenario Evaluation

Finally, a cross-scenario evaluation compares the performance of each mitigation strategy across
all disruption types to identify patterns, trade-offs, and context-dependent effectiveness. This
approach enables the assessment of whether certain strategies provide consistently strong perfor-
mance or whether their benefits are contingent on the disruption’s nature. The comparison uses
a common set of performance indicators, including average delivery rates, time to recovery, de-
lay cost accumulation, delivery rate variability, and systemic shock occurrence, ensuring results
are directly comparable between scenarios. By examining differences in both central perfor-
mance metrics and stability-related measures, the analysis reveals the operational mechanisms
that drive strategy effectiveness. This method is particularly valuable for resilience planning,
as it highlights not only the best-performing strategy in a given context, but also the potential
synergies, trade-offs, and limitations when applied under different disruption conditions.
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Chapter 4

Simulation Results

This chapter presents the outcomes of the simulation experiments and directly addresses the
main research question: How can systemic risks in port operations be minimized through
resilience-based strategies, identified via a simulation of port disruptions and recovery? The
analysis also answers sub-questions 3-5 by evaluating the operational performance, cost impli-
cations, and systemic stability effects of the tested strategies.

The chapter begins by examining the outcomes of the experiments conducted for each disruption
scenario individually. For each scenario, trends and patterns specific to the given conditions
are highlighted to explain the underlying system mechanics. The performance of the different
resilience strategies is evaluated across four key dimensions. First, cargo throughput patterns
are analyzed to understand how delivery rates evolve during and after the disruption, providing
insight into processing capability under pressure. Next, recovery times are assessed to determine
how long the system takes to return to stable operating conditions following a disruption. Cost
performance is then examined by comparing transport and delay costs incurred per TEU, which
reflect the operational efficiency and the penalties arising from congestion. Finally, systemic
risk behavior is evaluated by analyzing the internal shocks experienced by the system, such
as component overloads and delivery volatility, which indicates the degree of resilience under
disruptive conditions.

Following the scenario-specific analyses, overarching trends that appear consistently across all
three scenarios are discussed. This structure provides a comprehensive view of each strategy’s
effectiveness under varying conditions and forms the basis for drawing conclusions about the
broader implications of the resilience strategies in this study.

4.1 Drought Scenario

The drought scenario simulates a prolonged period of low water levels, severely restricting barge-
based inland container transport. This disrupts the capacity of one of the primary transport
modes and creates systemic stress within the port system. The goal of this scenario is to
evaluate how different resilience strategies—such as rerouting, inland hubs, storage buffers,
and autonomous facilities—can maintain system performance when a critical transport mode
becomes unreliable.

First the container throughput is considered. The average throughput rates can be seen in
figure 4.1. It can be expected that the impact of the barge throughput capacity will have a
significant effect on the throughput results of the baseline scenario, and be lower in comparison
to the improvement strategies.
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However, the average delivery rates are relatively close across strategies, suggesting limited
impact of drought-specific interventions on overall throughput. This finding was somewhat
unexpected, as the implemented strategies were designed to overcome the limitations imposed
by barge constraints. There are some differences in performance, but they could also somewhat
be attributed towards run-to-run variability in total container generation, which is inherent
in the simulation model. The lack of significant differences in throughput performance across
different strategies might be caused by the fact that overloading the barge transports might
lead to very efficient use of their capacity, since there is always a queue of containers ready to
be transported. These mechanics might lead to higher delays but more efficient throughput,
which is the only thing measured by this metric.
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Figure 4.1: Average delivery rate (TEU /hour) of each resilience strategy under drought condi-
tions.

In contrast, when looking at the containers in the system over time, it can be seen that the
autonomous facility strategy keeps the lowest amount of containers circulating through the
system. It also has the most stable curve, showcasing low variability of the system’s throughput
performance. The containers in the system over time can be seen in figure 4.2 below.
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Containers in System Over Time
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Figure 4.2: Number of containers in the system over time for each strategy under drought,
illustrating backlog dynamics.

The figure illustrates that all strategies initially follow a similar trend: a sharp increase in
the number of containers in the system, followed by a more gradual plateau as containers are
delivered and new shipments are generated. However, the baseline and buffer storage scenarios
continue to show a persistent increase in container count throughout the entire simulation
period. This observation is supported by the average rate of change in the system from day 10
onward, as presented in table 4.1. The rerouting and inland hub strategies maintain near-zero
growth, indicating their ability to meet demand under current conditions. The autonomous
facilities strategy even reduces the container count over time, suggesting surplus capacity. In
contrast, the baseline and buffer storage strategies exhibit sustained growth, indicating that they
are unable to match the inflow of containers with sufficient throughput. This means that while
the average throughput rates are similar, the baseline and increased buffer storage scenarios
will lead to lower throughput rates across larger timeframes.

Table 4.1: Average change in smoothed containers in system (TEU/hour) from day 10 to 29
under drought conditions.

Strategy Average Change [TEU /hour]
Baseline (Drought) 1731.51
Storage Buffer 1267.59
Rerouting 195.58
Inland Hub 139.91
Autonomous Facilities -808.30

The delay cost rate over time, shown in Figure 4.3, reinforces this conclusion by illustrating
how delay costs in the Baseline and Storage Buffer scenarios continue to rise throughout the
simulation period. These costs are calculated based on the number of containers experienc-
ing congestion within the port infrastructure. The Autonomous Facilities strategy does also
experience small amounts of delays, but the increased port capacities lead to a more stable
performance and thus the costs do not increase significantly over time. In contrast, the Rerout-
ing and Inland Hub strategies generate almost no delay costs, as they effectively distribute
shipments across multiple transport modes and rapidly remove containers from the port area,
thereby minimizing internal delays.
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Delay Cost Rate Over Time (0—29 Days)
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Figure 4.3: Smoothed delay cost rate (€/hour) over time for each strategy in the drought
scenario.

By measuring the delay and transport costs between different strategies, insights into their cost
efficiency can be gained. The bar plot in figure 4.4 shows the different costs per TEU across the
different strategies. These highlight the fact that delays are reduced significantly by spreading
load across different transport modes. Not only that, the possible increase in transportation
costs caused by using different transport modes does not outweigh the extra distance costs that
would have to be covered by loading a single transport mode more extensively.

These findings confirm the expected benefits of dynamically switching resilience strategies. By
proactively spreading container flows across truck and rail, these strategies avoid overloading
any single transport mode and reduce queuing delays.
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Figure 4.4: Transport and delay costs per TEU for each strategy under drought conditions.

Now while it seems that the Inland Hub and Rerouting strategies are mostly outperforming
the others through costs, it is also important to consider their performance regarding systemic
shocks. In order to do this, first a violin plot is made of the delivery rates during the simulation
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runs, as shown in Figure 4.5. The plot shows that the performance of the Autonomous Facilities
strategy is the most stable, with the highest median and a narrow interquartile range. Inland
Hub follows with a similarly narrow IQR but a slightly lower median. The Rerouting strategy,
while achieving the second-highest median, displays a significantly larger IQR, indicating more
volatile performance.
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Figure 4.5: Distribution of delivery rates across strategies during the drought scenario.

In this context, stable performance refers to consistent delivery rates with limited fluctuation.
Strategies exhibiting this, such as Autonomous Facilities and Inland Hub, could be considered
more operationally resilient. The difference between the Rerouting and Inland Hub strategies
regarding this distribution could be caused by the tendency of the Inland Hub strategy to favor
the train transport mode. This transport mode has extra capacity for inland hub travel in this
strategy and thus allows more transports to be redirected to trains when deciding rerouting
options, while in the normal Rerouting strategy it might prefer trucks, which are highly volatile
due to their transport speeds and low queuing capacities.

This conclusion is further strengthened by considering the average acceleration of the delivery
rates of the different scenarios, shown in 4.2 below. Here it can be seen that there’s a significant
difference between the Rerouting and Inland Hub strategy in this regard, which supports the
different violin plot shapes.

Table 4.2: Average Acceleration of the Delivery Rates (Days 10-29)

Strategy Avg. Acceleration [TEU/h?|
Rerouting 82.9
Autonomous Facilities 78.2
Inland Hub 68.2
Baseline (Drought) 60.5
Storage Buffer 53.6

Furthermore, the number of times a system component reaches a 100% utilization from a lower
level indicates how often the maximum capacities were reached. This gives some form of mea-
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surement for the systemic shocks that propagate within the system. This was measured through-
out the simulation runs and can be seen in figure 4.6 below.

Frequent transitions to full capacity utilization can indicate that capacity limits are often passed
onto other components within the system. This is visible in the plot for the Rerouting and
Inland Hub strategies, which is to be expected as they reroute cargo across different transport
modes until the capacity limits are reached. This lead to a constant switching of transports
and frequently hitting capacity limits. On the other hand, the increased throughput speed of
the autonomous facilities can also lead to increased frequencies of full capacities being hit, as
the system responds more quickly to queues being filled leading to less congestion and more
dynamic behavior in the inland terminals.
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Figure 4.6: Number of full-capacity events per system component under drought conditions.

The stability of the system can further be investigated by looking at the transport mode uti-
lization across different strategies. In figure 4.7 the percentage of time each transport mode
was used above 60% capacity can be seen. This plot indicates the share of simulation time
during which each mode’s utilization exceeded 60% capacity, highlighting operational strain.
Rerouting and Inland Hub strategies effectively distribute load across rail, truck, and barge.
In contrast, Baseline and Storage Buffer remain highly reliant on barge transport, which is
persistently overutilized.

This observation aligns with the delay cost results. Scenarios like Baseline and Storage Buffer,
which rely almost exclusively on heavily utilized barge transport, experience persistent con-
gestion and rising delay costs, whereas Rerouting and Inland Hub mitigate these effects by
distributing load across multiple transport modes.
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90.0%

Transport Mode
83.4% ]
805% o truckTUsage
80 W bargeTUsage
m railTUsage
62.9%
60 56.1%
40 38.8% 37.5%
24.6%
o
2247 1 8.4% 20.0%
20 o
0 0.0% 0.0% 0.0% 0.0% I

€ aciitie®

Time Utilized > 60% [%]

sive © prove™ Reroui"d avane PP

e
stored gase

p\u\o“c’m

Figure 4.7: Proportion of simulation time each transport mode operated above 60% capacity
in the drought scenario.

4.2 Labor Strike Scenario

The labor strike scenario simulates a sudden and severe reduction in port terminal capacity,
caused by an unexpected port worker strike affecting key operations such as quay cranes, yard
trucks, and tugboats. The disruption is modeled in two distinct phases: a sharp reduction to
25% operational capacity from days 5 to 10, followed by a partial recovery to 50% capacity until
day 15. Normal operations resume from day 15 onward.

The goal of this scenario is to assess the resilience of different strategies under a time-bound
but intense internal disruption that affects all transport modes at the port interface. Unlike
the drought scenario—which limits a single mode (barge)—this scenario creates congestion and
queuing across the entire port system by throttling terminal throughput capacity directly.

First, the container throughput is considered to assess whether the labor strike has a lasting
impact on delivery performance. Figure 4.8 shows that all strategies experience a rapid buildup
of containers in the system once the strike begins on day 5, peaking during the most constrained
period of port operations. However, the Autonomous Facilities strategy stands out: it effectively
limits the container buildup and stabilizes the system more rapidly than any other strategy.
This outcome is expected, as Autonomous Facilities is the only strategy that directly addresses
the strike-induced disruption by increasing the capacity of affected port facilities. In contrast,
strategies like Rerouting and Inland Hub do not modify the disrupted components directly and
therefore cannot prevent the container backlog during the disruption period. This highlights the
unique effectiveness of capacity-enhancing interventions in scenarios where port infrastructure is
directly impaired. Overall, expect for the autonomous facilities which does not need to recover,
the times to recovery are similar across the different scenarios.
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Figure 4.8: Containers in system over time for each strategy during the labor strike scenario.

This is further highlighted by the average delivery rate over time, as shown in Figure 4.9. During
the most severe phase of the strike (days 5-10), all strategies experience a noticeable slowdown
in delivery rates due to restricted terminal operations. However, Autonomous Facilities shows
a clear advantage in recovery: it not only sustains higher throughput during the disruption but
also achieves a steeper recovery trajectory once capacity begins to return. Between day 5 to 10,
its delivery rate already surpasses that of all other strategies and remains consistently higher
for the remainder of the simulation. This performance reinforces the earlier observation that
Autonomous Facilities is uniquely positioned to absorb the operational shock of the strike. It
highlights the importance of direct capacity enhancement in critical system nodes, especially
under port-centric disruptions. The average delivery rates at the end reveal that performance
remains nearly identical across all strategies throughout the simulation period. This suggests

that the system, despite temporary disruption, is capable of recovering to normal operational
throughput levels over time.
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Figure 4.9: Average delivery rate (TEU/hour) over time for each strategy in the labor strike
scenario.

The delay cost rate over time plot (Figure 4.10) shows a sharp and simultaneous spike in
delay cost rates for all strategies during the first strike phase, highlighting that the system-
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wide disruption impacts each strategy with similar speed. However, the Autonomous Facilities
strategy maintains the lowest peak, confirming its effectiveness in directly mitigating port-side
congestion. Storage Buffer follows with a moderately lower peak compared to the others, while
Baseline, Rerouting, and Inland Hub exhibit similarly high cost peaks, indicating insufficient
mitigation of internal delays at the terminal level. The effectiveness of the Storage Buffer
strategy in limiting quickly rising costs could be caused by removing short congestion at the
storage point in the port flow, leading to more efficient flow in the port.
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Figure 4.10: Delay cost rate (€/hour) over time for each strategy during the labor strike
scenario.

After the initial spike, Baseline is the only strategy to display three additional delay cost peaks,
pointing to persistent congestion and delayed system recovery. Meanwhile, Autonomous Fa-
cilities and Storage Buffer continue to show some fluctuations above zero, suggesting ongoing
inefficiencies, albeit at a lower level. In contrast, Rerouting and Inland Hub maintain near-zero
delay costs after the disruption period, indicating their effectiveness in diverting flows away from
the strained terminal. However, their inability to reduce the initial peak shows that external
rerouting alone cannot fully mitigate an internally concentrated shock like a labor strike.

The total delay costs per TEU, shown in Figure 4.11, align with the patterns observed in the
delay cost rate plot. Scenarios that exhibited sharp spikes and prolonged delay cost activity,
like Baseline and Buffer Storage, also score high in total delay costs. In contrast, Rerouting
and Inland Hub strategies, which have high initial cost peaks nearly eliminate delay cost rates
after the disruption phase, achieve some of the lowest total delay costs (€13 and €11 per TEU
respectively). Although the Autonomous Facilities strategy shows some ongoing delay costs in
the rate plot, its proactive capacity increase keeps both peaks and cumulative delay cost impact
minimal, resulting in the most cost-effective outcome (€11 per TEU). This underscores how
short-term control of disruption-induced delays translates directly into better cost performance
across the entire simulation.
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Total Cost Composition per TEU by Strategy (Sorted by Total Cost)
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Figure 4.11: Total delay cost per TEU for each strategy in the labor strike scenario.

To better understand the origins of the observed cost differences, it is important to examine
how frequently system components were pushed to their operational limits. While the cost
analysis revealed meaningful differences in both transport and delay cost contributions, these
outcomes are often linked to how resilient each strategy is under pressure. Figure 4.12 shows
how often various critical components reached full capacity throughout the simulation. Here
it can be seen that there’s a relatively similar number of events in which system components
hit full capacity (ranging from 114 to 133 occurrences) across strategies. This gives evidence
towards the conclusion that the strike scenario is not severe enough to cause major differences
in stability or systemic shocks between the different strategies.
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Figure 4.12: Number of full-capacity events per component during the labor strike scenario.

49



4.3 Demand Fluctuation Scenario

The demand fluctuation scenario simulates a short-term but intense surge in container arrivals
resulting from a geopolitical disruption in global shipping routes. Following a short period of
normal operations, the system experiences a sudden influx of cargo. This scenario introduces
an entirely different type of disruption compared to the drought and labor strike cases: rather
than restricting infrastructure or transport capacity, it directly challenges the system’s ability
to absorb and process a massive influx of demand within a short time frame. Consequently,
all components of the port system are expected to experience temporary overload conditions.
Queuing, congestion, and delayed handling are likely outcomes during the surge, followed by a
recovery phase where the system works through accumulated backlogs.

In short, the scenario serves as a stress test for each strategy’s capacity to buffer, adapt, and
recover from an acute demand-side shock.

Figure 4.13 shows the number of containers in the system over time during the demand fluc-
tuation scenario. The plot also shows the calculated TTRs per scenario to further analyse
performances with the vertical dotted lines. The time to recovery is defined as the time it takes
for the number of containers in the system to return to a stable level. This stable level was
determined to require a 96-hour window with the amount of containers in the system within
a 10,000 TEU tolerance. As expected, all strategies experience a significant rise in system
load during the disruption period (days 7-14), when demand spikes to 300% of baseline levels.
Among the strategies, Autonomous Facilities is the most effective at containing the backlog
during the surge, reaching the lowest peak container count. This confirms its ability to absorb
excess demand through added capacity at critical nodes. It also shows the most immediate
response once the disruption ends, with a visibly sharper decline in container count starting
immediately after day 14.

Smoothed Containers in System Over Time with Disruption and TTR
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Figure 4.13: Containers in system over time with TTR annotations for each strategy under
demand surge conditions.

However, the Rerouting strategy recovers the fastest while being slightly ahead of Autonomous
Facilities strategy. While Autonomous Facilities reduces the container count more aggressively
after the disruption due to it’s increased throughput performance, it still develops delay issues
due to congestion at the barge gate. This can be seen in figure 4.13, where at around 18 days
the number of containers in the system starts to decrease less quickly. This is the point where
the throughput is limited by the barge performance, and the other transport modes throttle
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down due to the lack of demand. This is shows a clear vulnerability caused by the inability
to switch transport modes. In contrast, Rerouting achieves a steadier final state more quickly,
even if its overall peak backlog is higher and its initial response slower. The Inland Hub strategy
performs well in terms of TTRs but falls short compared to the Rerouting strategy. This is likely
because it relies more heavily on train transport, whereas the Rerouting strategy favors trucks.
The reason for this is that the additional hub capacity is located where train rerouting occurs,
thus the Inland Hub strategy sends more transport towards the train gate. This preference
is confirmed by looking at figure 4.14, which shows that the train utilization rates are higher
in the Inland Hub strategy than in the Rerouting strategy. Given that trains are slower than
trucks in this context, this reliance likely contributes to the reduced performance observed.
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Figure 4.14: Number of full-capacity events per component under the demand fluctuation sce-
nario.

To further investigate the system responses of the different strategies, the delay cost rate plot
(Figure 4.15) is examined alongside the containers-in-system curve. Here the TTR is shown
as the moment where the cost rate is zero for at least 96 hours, indicating that the system
might have reached stability. This figure reinforces the patterns observed earlier: Autonomous
Facilities achieves the lowest peak in system congestion and maintains relatively low delay
costs throughout the disruption. However, despite its strong overall performance, its Time
to Recovery (TTR) in terms of delay costs is slightly slower than that of the Rerouting and
Inland Hub strategies. This suggests that while the system increases its container flow relatively
quickly, it does face residual queues at the inland transport gates leading to higher delay costs.
Notably, the Inland Hub strategy outperforms the Autonomous Facilities strategy in this regard.
This is likely because, similar to the Rerouting strategy, it evenly distributes the load across
different transport types. This reduces internal delays in the port which has a greater impact on
the cost-based TTR than on the TTR based on container volumes, as the latter also considers the
time required to transport cargo to its final destinations. Nevertheless, both plots consistently
identify Rerouting, Inland Hub and Autonomous Facilities as the most effective strategies,
delivering faster stabilization, lower cumulative delay costs, and reduced systemic strain under
volatile demand conditions.
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166 Smoothed Delay Cost Rate Over Time with Disruption and TTR (from Day 14)
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Figure 4.15: Delay cost rate (€/hour) over time with TTR annotations in the demand fluctu-
ation scenario.

It is important to note the distinction between the Time to Recovery (TTR) based on delay costs
and that based on containers in the system. While delay costs reflect congestion and queuing
within the port infrastructure, they do not capture delays occurring during longer or slower
transport outside the port. As a result, delay costs may return to normal even though a backlog
of containers remains in transit or awaiting final delivery. This explains why some strategies
show a faster TTR in terms of delay costs, while still requiring more time to fully clear the system
and reduce the total container count. The two TTR measures therefore capture complementary
dimensions of recovery: operational efficiency versus complete throughput normalization.

To further analyze the different strategies, their costs must also be considered. Figure 4.16
presents the total cost composition per TEU across strategies, distinguishing between transport
and delay costs. Rerouting and Inland Hub clearly outperform the other strategies in terms of
delay cost efficiency. In contrast, Baseline and Storage Buffer accumulate significant delay costs
due to prolonged congestion and slower recovery. Additionally, transport costs are highest for
Baseline and Storage Buffer strategies. This is likely driven by the overuse of single transport
modes, resulting in longer average transport distances and reduced efficiency. This emphasizes
the benefit of flexible routing and diversified mode utilization in managing both disruption-
induced delays and transport overhead.
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Total Cost Composition per TEU by Strategy (Sorted by Total Cost)
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Figure 4.16: Total cost composition per TEU—transport vs. delay costs—for each strategy
during the demand surge.

Figure 4.17 compares the distribution of delivery rates across strategies, providing insight into
performance stability. Stability is assessed based on the compactness of the interquartile range
(IQR), the position of the lower quartile (Q1), and the extent of distribution tails.

The IQRs reveal meaningful differences in the consistency of delivery performance across strate-
gies. The Baseline scenario has the narrowest IQR, while Storage Buffer, Autonomous Facilities,
Rerouting, and Inland Hub show progressively wider spreads. Although the Baseline has the
most compact IQR, its pronounced lower tail suggests greater volatility and a higher likelihood
of systemic underperformance. In contrast, the Rerouting and Inland Hub strategies exhibit the
widest IQRs, implying more fluctuation in delivery rates and potentially less stable behavior
under varying conditions. This further confirms earlier results, highlighting that the dynamic
rerouting mechanisms of these strategies lead to more frequent performance fluctuations. In-
creased buffer capacities in the Storage Buffer strategy or more efficient facilities like in the
Autonomous Facilities strategies do the opposite.
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Sorted Violin Plot of Delivery Rate (0—29 Days)
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Figure 4.17: Distribution of delivery rates across strategies in the demand fluctuation scenario.

To further understand the underlying stability of the system performance, two aspects of trans-
port system utilization are evaluated: the number of full capacity events per component (Fig-
ure 4.18) and the percentage of time each transport mode operates above 60% capacity (Fig-
ure 4.19).

Figure 4.18 shows that the highest number of full capacity events occurs in the Autonomous
Facilities and Baseline (Demand) strategies, mainly due to repeated saturation of truck trans-
port capacity. Interestingly, strategies like Rerouting and Inland Hub, which showed the highest
number of full capacity events under the drought scenario, now exhibit fewer such events. This
contrast can be attributed to the way excess demand is handled. In strategies without rerout-
ing mechanisms, barge transport is frequently overloaded. Once barge capacity is reached, it
periodically releases and re-accumulates load, leading to repeated spikes in utilization. This
cycling behavior results in a high frequency of components hitting 100% utilization.

In contrast, rerouting strategies like Inland Hub and Rerouting can distribute excess demand
more evenly across available modes and infrastructure. This buffering effect prevents extreme
pressure on any single component.
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Figure 4.18: Frequency of full-capacity utilization events per component under the demand
fluctuation scenario.

Complementing this, Figure 4.19 shows the share of time transport modes operated above 60%
capacity. Storage Buffer and Baseline scenarios exhibit especially high utilization of barge
and truck transport, which aligns with the congestion levels observed in earlier cost and delay
analyses. Notably, strategies like Rerouting and Inland Hub display more balanced modal
utilization, spreading demand more effectively across rail, barge, and truck. The Autonomous
Facilities strategy shows relatively lower high-utilization time shares despite having the highest
number of full capacity events, suggesting that it experiences acute but short-lived spikes rather
than sustained overload.

Percentage of Time Each Transport Mode Was Used Above 60% Capacity (Sorted)
79.5%

80 Transport Mode 76.3%
mmm  truckTUsage
W bargeTUsage o,
mmm railTUsage i)
57.4%
51.6%
33.6%
12.8%
0.0% 0.0% .

jites and)
(onom s F2° aase\\“ek e s\ofagea et
A

~
o

63.7%

Time Utilized > 60% [%]
N w S a (o2}
(=] S o S S

N
o

o

o“\'\ng e 0d Huo

Figure 4.19: Share of time each transport mode operated above 60% capacity during the demand
fluctuation scenario.

Overall, these results highlight that not just throughput capacity but also how that capacity is
distributed and utilized across transport modes plays a key role in reducing systemic risk and
enhancing resilience under volatile conditions.
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4.3.1 Collaborative Strategy

While the previous analyses assessed each resilience strategy in isolation, real-world resilience
planning often involves coordinated interventions between multiple stakeholders. To explore
the potential benefits of such collaboration, an additional experiment was conducted combining
the Autonomous Facilities and Rerouting strategies. This setup simulates a scenario in which
port authorities invest in capacity-enhancing measures at critical terminals while simultaneously
coordinating with inland transport operators to dynamically reallocate flows across truck, rail,
and barge in response to congestion. The demand fluctuation scenario was selected for this
experiment, as it represents a challenging, high-intensity disruption in which both port-side
throughput and inland transport flexibility play critical roles in recovery.

In figure 4.20 the resulting amount of containers in the system over time can be seen, along
with the recovery time. This set-up is the same as in the demand scenario results, but with the
added collaborative strategy. The figure shows that the collaborative strategy achieves the low-
est peak container count of all tested approaches during the demand surge, indicating improved
absorption of the disruption through the combined effects of port-side capacity expansion and
adaptive inland routing. The approach also delivers the fastest time to recovery and steepest
post-disruption decline, suggesting that the strategy mitigates both port-side and inland trans-
port bottlenecks. This is reflected by the fact that the strategy doesn’t have a second slower
delivery rate like the Autonomous Facilities strategies, which was caused by the barge con-
gestion. By addressing capacity constraints in both sections simultaneously, the collaborative
strategy avoids the residual congestion observed when each measure is applied in isolation.

Smoothed Containers in System Over Time with Disruption and TTR

Disruption (Day 7-14)
—— Baseline (Demand) (TTR: -)
500000 Rerouting (TTR: 8.67 days)
—— Inland Hub (TTR: 9.5 days)
—— Storage Buffer (TTR: -)
—— Autonomous Facilities (TTR: 9.29 days)
400000 ~ —— Collaborative Strategy (TTR: 6.29 days)
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Figure 4.20: Container count in the system over time for all strategies under demand fluctuation.

Figure 77 further demonstrates the increase in performance, by highlighting that the Collab-
orative strategy maintains the lowest delay cost rates throughout the disruption and recovery
phases. It remains well below the peaks observed in all other strategies, showing almost zero
delay cost increases throughout the experiment. The Collaborative strategy not only minimizes
the magnitude of the cost peaks but also achieves the fastest cost-based recovery, with only one
small peak after the disruption.
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166 Smoothed Delay Cost Rate Over Time with Disruption and TTR (from Day 14)

Disruption (Day 7-14)
—— Baseline (Demand) (TTR: -)
—— Rerouting (TTR: 5.83 days)
—— Inland Hub (TTR: 7.42 days)
—— Storage Buffer (TTR: -)
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—— Collaborative Strategy (TTR: 2.33 days)
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Figure 4.21: Delay cost rate over time for all strategies.

To further evaluate the Collaborative strategy, its performance in terms of stability and systemic
shock mitigation is examined. The delivery rate distribution in Figure ?? shows that the strategy
achieves a competitive median delivery rate alongside a relatively narrow interquartile range,
indicating consistent throughput under fluctuating demand. This represents an improvement
over the underlying single strategies, which achieve higher medians but exhibit wider IQRs and
a pronounced two-tier distribution, indicating prolonged periods at fixed performance levels.
In the collaborative setup, this pattern is less prominent, suggesting that the combination of
increased throughput from Autonomous Facilities and adaptive load balancing from Rerouting
enables smoother transitions between operating states and greater overall stability.

2000 Sorted Violin Plot of Delivery Rate (0-29 Days)

6000

5000

4000

Q3=3844

Q3=3592
Q3=3274

3000 Nl

2000

Delivery Rate [TEU/hour]

1000

—-1000

mand\ puffe’ aet outing o nd b

< (atedy Gies
gaseine O sorad® oS us 72

putono™®

W\

colavo@
Strategy

Figure 4.22: Distribution of delivery rates (0-29 days).

In contrast to the findings in the violin plot regarding systemic shock behavior, figure 4.23
reveals that the collaborative strategy records the highest number of full-capacity events (137)
among all strategies. This indicates that while the strategy accelerates recovery and sustains
high throughput, it also drives the system to operate near its capacity limits more often. This
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is expected, as the increased processing speed from the Autonomous Facilities and the capacity-
triggered decision-making of the Rerouting strategy reinforce each other, enabling the system
to reach and utilize its maximum capacity more frequently. This in turn results in a higher
number of full-capacity events and suggests a trade-off: the collaborative approach effectively
clears backlogs and maintains performance, but does so by operating with high intensity across
transport modes, leading to short-lived yet frequent peaks in component load. Changing the sim-
ulation model to make decisions before hitting capacity limits could mitigate this phenomenon
and make the strategy the most stable and best performing set-up yet.
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Figure 4.23: Number of full-capacity events per system component.

4.4 Cross-Scenario Evaluation

The simulations across the scenarios reveal that strategy effectiveness is dependent on the nature
of the disruption, with each approach offering distinct advantages and trade-offs. While average
delivery rates across strategies during these experiments are often similar, the underlying system
dynamics concerning recovery speed, delay cost accumulation, variability in performance, and
systemic shocks vary considerably. Longer simulated runtimes or more severe disruption settings
might lead to larger differences in throughput performance, as some scenarios showed increasing
delays throughout the simulation for certain strategies.

The storage buffer strategy offers modest but reliable improvements across all scenarios by
smoothing flows at the port interface. In the drought scenario, the lack of extra gate speeds
or the inability to switch transport modes causes it to be unable to keep up with demand,
similar to the baseline scenario. It does, however, help contain delay costs in short disruptions,
such as the labor strike, and maintains relatively stable performance under demand surges.
Nevertheless, it lacks the throughput and recovery advantages of the more adaptive or capacity-
enhancing strategies, leading to its inability to recover from the drought and demand fluctuation
scenarios. Its relative improvement over the baseline also suggests that by moving more cargo
to the inland transport gates and maintaining higher queues there, the strategy enables more
consistent utilization of hinterland transport capacity.

The autonomous facilities strategy demonstrates consistently high delivery performance and
rapid backlog reduction, particularly when disruptions directly affect port infrastructure, as
in the labor strike scenario. This is to be expected, as the improvement directly targets the
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disrupted components. By increasing capacity at critical nodes, it minimizes peak congestion
and stabilizes throughput, achieving the lowest delay cost peaks in both the labor strike and
drought scenarios. Its delivery rate distributions are compact, indicating stable performance.
However, in the demand-side disruption it recovered slightly slower than the rerouting strategy
due to residual internal delays. In this scenario, it also reached full capacity more frequently,
which is in contrast to the other scenarios where it performed better regarding stability. The
slower recovery speed and increased instability in this scenario suggest that the demand-side
disruption overloads the system to such an extent that, without the ability to switch transport
modes, congestion persists even when throughput capacity at key components is increased.

The rerouting strategy excels in external disruptions, especially demand surges and drought
conditions. By dynamically shifting flows across transport modes, it achieves the fastest recov-
ery times in the demand fluctuation scenario and near-zero delay costs in drought conditions.
However, its high variability in delivery rates reflects greater operational volatility, and its per-
formance advantage diminishes in internal disruptions like the labor strike. This is likely caused
by rerouting delays and less efficient use of single transport modes, due to switching of cargo
and smaller queue sizes.

The inland hub strategy mirrors many of rerouting’s advantages, particularly in controlling
delay costs under external disruptions. It shows stable recovery in both drought and demand
surge scenarios, but its greater reliance on slower train transport and longer routes often results
in slightly longer recovery times compared to rerouting. Similar to rerouting, its impact during
internal disruptions is limited.

Across all scenarios, a clear trade-off emerges between stability and flexibility. Capacity-
enhancing strategies like autonomous facilities provide stability and strong performance un-
der infrastructure constraints but can be less agile in restoring full system equilibrium after
demand-side shocks. Flexible routing strategies like rerouting and inland hub recover faster
from demand surges but introduce greater operational variability. Cost performance was most
consistently strong in the Rerouting and Inland Hub strategies during external disruptions,
and in autonomous facilities during internal disruptions, with the baseline scenario and storage
buffer strategy incurring the highest cumulative delay costs.

The collaborative strategy, combining autonomous facilities and rerouting, demonstrates that
joint implementation of capacity expansion and flexible routing can outperform each measure in
isolation. It achieves the lowest peak container counts, fastest recovery times, and lowest delay
costs of all tested strategies, while maintaining a relatively narrow interquartile range in delivery
rates. This indicates improved stability compared to the single strategies. However, this comes
with a notable trade-off: the approach records the highest number of full-capacity events across
scenarios, reflecting a tendency to operate at or near system limits more frequently. While this
high-intensity utilization accelerates backlog clearance and sustains high throughput, it may
also require more robust operational coordination. These results suggest that the collaborative
strategy is particularly well-suited for severe disruptions where both port-side capacity and
inland transport flexibility are simultaneously stressed, though further model refinement could
improve its performance in stability-sensitive contexts.

These findings suggest that no single strategy is universally optimal. Effective resilience plan-
ning for the Port of Rotterdam, and similar large-scale multimodal hubs, requires a combination
of interventions that can be matched to the nature of the disruption. Infrastructure-focused
measures are best suited for internal capacity losses, flexible multi-modal routing is more ef-
fective for external transport bottlenecks or demand surges, and buffering capacity offers a
relatively simple yet effective means of enhancing performance. The results of the collabora-
tive strategy further highlight the potential of integrated multi-stakeholder approaches, showing
that combining complementary measures can yield superior recovery speeds, lower delay costs,
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and greater stability. But this might come with the need to manage the increased operational
complexity.
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Chapter 5

Discussion

This chapter reflects on the performance of the developed simulation model, the outcomes of the
evaluated resilience strategies, and their broader implications for port operations and resilience
planning. The discussion links the findings directly to specific results presented in Chapter 4,
considers stakeholder perspectives, and incorporates cost—benefit reflections. It concludes with
remarks on generalizability, relevance to literature, and future research directions.

The simulation results reveal several structural characteristics of the model that shape the
interpretation of strategy performance. Improvements in throughput capacity, most evident in
the autonomous facilities strategy, enhance not only operational efficiency but also the accuracy
of downstream routing logic. By processing the agents faster, downstream availability is updated
sooner, allowing more frequent routing decisions. This effect was particularly visible in the
drought scenario, where autonomous facilities could keep up with dynamic rerouting strategies
while being limited by a single transport mode. Conversely, the routing and blocking logic
depends on queue sizes and utilization thresholds, which in highly dynamic flow situations
can lead to premature unloading before downstream constraints are accounted for. In the
rerouting and inland hub strategies under the Labor Strike scenario, this contributed to short-
lived congestion spikes and slightly reduced throughput, highlighting the model’s sensitivity to
delayed capacity feedback.

Certain resources, notably tugboats and yard trucks, were rarely stressed across all scenarios,
suggesting a possible overestimation of their availability or underrepresentation of their handling
time variability. Inland terminal capacity consistently emerged as a major bottleneck, even in
the drought scenario where barge operations were directly impaired. Congestion concentrated
at inland terminals rather than along the waterway, whereas in reality, additional downstream
constraints—such as lock scheduling or regional infrastructure capacity limits—could further
exacerbate delays. These factors, combined with the idealized handling speeds and lack of
stochastic variability in operations, suggest that the model may slightly overestimate the real-
world throughput potential of the Port of Rotterdam. More granular calibration, disruption
case studies, and expert validation would enhance representativeness.

The comparative performance analysis underscores that no single strategy is universally opti-
mal. Effectiveness depends on the disruption type, with each approach offering distinct ad-
vantages and trade-offs. From a port authority perspective, infrastructure-focused measures
like autonomous facilities offer clear benefits under internal disruptions by directly addressing
port-side capacity limitations. However, these measures require significant capital investment
and show diminishing returns in demand-side disruptions where inland capacity becomes the
limiting factor. From the perspective of terminal operators, buffering measures such as storage
capacity buffer provide a relatively low-cost method to smooth flows and contain delay costs
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in short, sharp events. Yet, they lack the flexibility to handle prolonged or multi-modal dis-
ruptions. Logistics providers and carriers benefit more from flexible routing measures, such
as rerouting and inland hub, which proved most effective in external disruptions like demand
fluctuation and drought by bypassing bottlenecks and reducing recovery times. However, these
strategies can increase operational variability, and may in practice lead to higher transport
costs.

The collaborative strategy, combining autonomous facilities and rerouting, demonstrated that
joint implementation of capacity expansion and flexible routing can outperform each measure
in isolation. Across all strategies, it achieved the lowest peak delays, fastest recovery times,
and relatively stable delivery rate distributions. Yet, it also recorded the highest frequency of
full-capacity events, indicating that while backlogs were cleared rapidly, the system operated
closer to its limits. For stakeholders, this implies both faster recovery and a potential increase
in operational risk if disruptions escalate, underscoring the importance of robust coordination
mechanisms when deploying high-intensity strategies.

Although this study evaluates strategies based on operational performance, cost considerations
remain crucial for real-world decision-making. The autonomous facilities strategy involves sub-
stantial capital expenditure, potentially running into hundreds of millions of euros for full-scale
automation [92]. Recent studies have also shown that the costs of automated port equipment are
not necessarily well-covered by the performance improvements [95]. Dynamic rerouting requires
comparatively lower upfront investments but may lead to higher variable transport costs. These
differences are particularly relevant given that variable transport costs per mode, as reported in
[94], vary significantly and can influence the net benefits of rerouting-heavy strategies. Switch-
ing costs between transport modes have also been excluded in this analysis. It is notable to
mention that using the transport type with the lowest distance based cost might not necessarily
be the cheapest option, as increased network utilization might lead to longer routes. Delay costs
can offset higher transport costs in severe disruptions, but only when the avoided delays are
substantial. A full cost—benefit analysis would be needed to assess the economic feasibility of
each strategy in operational practice.

These findings are consistent with resilience literature that distinguishes between absorptive
capacity, such as buffering and storage, and adaptive capacity, such as rerouting, both of which
are essential for maintaining performance under disruption [36, 40]. The strong performance of
the collaborative strategy reflects the integrated approach to resilience described in [33], where
combining capacity expansion with flexible routing enhances both robustness and adaptability.
Nevertheless, the generalizability of these results is shaped by the model’s calibration to the
Dutch national territory and the specific operational and infrastructural characteristics of the
Port of Rotterdam. While the tested mechanisms are conceptually relevant to other large mul-
timodal ports, absolute performance outcomes will depend on local geographic, infrastructural,
and regulatory contexts.

The study’s main limitations stem from its simplified operational processes, the reactive nature
of routing logic, and the underrepresentation of certain constraints such as customs clearance,
scheduling or network path congestion at points further downstream. Furthermore, the absence
of an comprehensive cost—benefit model means that strategy prioritization remains focused on
operational resilience rather than full economic viability. Addressing these limitations would
involve integrating predictive routing algorithms, calibrating model parameters with historical
disruption data, and expanding the representation of hinterland transport constraints.

Future research could focus on incorporating a more comprehensive model for the port opera-
tions while retaining the holistic view of sea-, port and land aspects. Dynamically responsive
models which predict utilization levels before hitting capacity limits would also be beneficial.
Incorporating a more comprehensive economic evaluation into resilience strategy assessment,
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and exploring stakeholder-driven scenario weighting to align priorities with risk tolerance would
also improve the assessment of the strategy performances. By doing so, decision-making for
resilience planning could shift from purely operational optimisation towards strategies that bal-
ance performance, cost-effectiveness, and practical feasibility.

Overall, the results confirm that resilience in complex port—hinterland systems is multi-faceted.
Infrastructure measures provide stability during capacity-limited disruptions, routing measures
excel in demand-side shocks, and buffering offers low-cost baseline improvements. Combining
complementary strategies, particularly capacity enhancement and routing flexibility, can deliver
superior resilience outcomes, but also increases operational intensity. These trade-offs highlight
the need for integrated, stakeholder-informed, and economically grounded resilience planning
for large multimodal ports such as Rotterdam.
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Chapter 6

Conclusion

This research set out to determine how systemic risks in port operations can be minimized
through resilience-based strategies, identified via a simulation of port disruptions and recovery.
The study began by identifying key systemic risks and disruption types in port—hinterland
systems, including capacity constraints, demand surges, and infrastructure failures affecting
sea-, port-, and land-side operations. These risks were addressed through resilience strategies
derived from the literature, reflecting both absorptive measures, such as storage buffers, and
adaptive measures, such as dynamic rerouting and inland hub activation, alongside capacity-
enhancing measures like autonomous facilities.

To evaluate these strategies, a hybrid agent-based and discrete-event simulation model was de-
veloped, representing the operational flow of containers and the decision-making of transport
actors in a multimodal network. The model was used to simulate multiple disruption scenarios
and quantify their impact through performance-based metrics, including time to recovery, de-
livery rate stability, delay costs, and total costs per TEU. These metrics enabled a systematic
comparison of strategies and revealed how performance varied according to disruption type and
severity.

The results show that no single strategy is universally optimal. Autonomous facilities delivered
the greatest benefits when port-side capacity was the limiting factor, while routing-based mea-
sures performed best when inland bottlenecks or external shocks dominated. Storage capacity
buffers provided consistent but modest benefits in short disruptions, though they lacked adapt-
ability for longer or more complex events. The collaborative strategy—combining autonomous
facilities with dynamic rerouting—consistently outperformed individual measures, delivering
faster recovery, lower peak delays, and more stable throughput. However, this came at the
cost of operating closer to capacity limits, which may heighten vulnerability under extreme
conditions.

Finally, while the cost-effectiveness analysis in this study was indicative rather than comprehen-
sive, it highlighted the trade-offs between high-capital strategies with stable long-term benefits
and lower-investment measures with higher operational variability. Delay cost reductions can
offset increased transport costs in severe disruptions, but this depends on disruption character-
istics and the scale of avoided delays.

Overall, the study concludes that systemic risk reduction in port operations is best achieved
through a tailored mix of strategies matched to disruption type, supplemented by integrated
approaches that combine capacity expansion with operational flexibility. The simulation-based
framework developed here provides a transferable method for assessing such strategies, though
absolute performance outcomes will depend on local infrastructure, geography, and governance
contexts.
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Appendix A

Appendix A

A.1 Road Freight Calculation

Table A.1: Population of the Netherlands by Province as of 1 September 2022

Province Number of People
Groningen 595,011
Friesland 658,747
Drenthe?) 501,327
Overijssel 1,181,720
Flevoland 441,874
Gelderland 2,127,493
Utrecht 1,382,302
North Holland 2,941,163
South Holland 3,787,452
Zeeland 390,636
North Brabant 2,617,331
Limburg 1,124,206
Total Netherlands 17,749,262

Source: Statistics Netherlands (CBS).
) Legally established population for administrative purposes under the Provinces Act.
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Table A.2: Road Freight Transport per Dutch Province (in 1000 tonne-km)

Province 1000 tonne-km/inhabitant Inhabitants 1000 tonne*km % of Total
Groningen 4.8 595,011 2,856,053 3.8%
Drenthe 5.0 501,327 2,506,635 3.3%
Friesland 4.5 658,747 2,964,362 4.0%
Overijssel 4.4 1,181,720 5,199,568 6.9%
Flevoland 4.2 441,874 1,855,871 2.5%
Gelderland 4.6 2,127,493 9,786,468 13.1%
Utrecht 2.2 1,382,302 3,041,064 4.1%
Noord-Holland 2.7 2,941,163 7,941,140 10.6%
Zuid-Holland 4.3 3,787,452 16,286,044 21.7%
Zeeland 5.7 390,636 2,226,625 3.0%
Noord-Brabant 5.3 2,617,331 13,871,854 18.5%
Limburg 5.7 1,124,206 6,407,974 8.6%
Total 74,943,658 100.0%

Table A.3: Cargo Share Distribution per Node

Node Cargo Share (%)

N2 20%
N4 26%
N5 12%
N6 19%
N7 6%
N8 ™%
N9 10%
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Appendix B

Appendix B

B.1 Model Calibration and Validation

To ensure the model adequately reflects port operations, an initial calibration was performed
under baseline conditions. The first run produced an average truck terminal queue of 11,374
TEU per day (Figure B.1), combined with an average gate utilization of 85% (Figure B.2).
Considering that containers typically require three days to reach the truck terminal, this result
indicates that the modeled terminal capacity was underestimated. The aggregation of 100 trucks
into a single agent is a likely cause of this congestion effect, as it reduces the model’s ability to
distribute flows smoothly.
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Figure B.1: Baseline run: inland terminal queues.
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Truck Terminal Utilization
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Figure B.2: Baseline run: truck terminal gate utilization.

Increasing the number of truck agents would raise computational requirements and risk reaching
the AnyLogic dynamic agent limit. Therefore, the calibration strategy chosen was to increase
the modeled terminal capacity. Doubling truck terminal capacity reduced the average utilization
to 43% and decreased the average truck terminal queue to 1,189 TEU per day—around 10% of

the original baseline level (Figures B.3 and B.4).
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Figure B.3: Calibrated run: inland terminal queues.
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Truck Terminal Utilization
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Figure B.4: Calibrated run: truck terminal gate utilization.

The calibrated model delivered approximately 1.01 million TEU during the full simulation
horizon. Adjusting for the three-day start-up period required for the first vessels to reach
the inland network, this corresponds to an average throughput of about 1.11 million TEU per
month. This result is within 5% of the reported Port of Rotterdam monthly throughput of 1.15
million TEU [4], indicating a close match.

Validation statement. On this basis, the model can be considered adequately calibrated for
throughput and terminal utilization, providing a realistic foundation for strategy evaluation.
However, it must be noted that aggregation of truck agents introduces simplifications in queue
dynamics. While this does not significantly affect system-level throughput, it may smoothen
micro-level variations in waiting times.

Limitations. The calibration approach—scaling terminal capacity instead of disaggregating
truck agents—improves computational efficiency but may understate the fine-grained congestion
effects at truck gates. These limitations should be considered when interpreting results on queue
distributions, though overall throughput patterns remain robust.

B.2 Complete Experiment Results

This chapter presents the outcomes of the simulation experiments conducted to evaluate the
resilience of the Port of Rotterdam under different disruption scenarios and mitigation strategies.
Building on the methodology and model design described earlier, each subsection provides a
structured overview of the results for one scenario.

For every experiment, the figures are organized into four categories: (i) settings and flow
overview, which shows the configuration of the experiment and main container flows; (ii) network
metrics and throughput, capturing how disruptions and strategies influenced container move-
ment through the port—hinterland system; (iii) delays and general performance metrics, showing
systemic impacts on service levels; and (iv) facility utilization, highlighting how resources were
stressed or rebalanced during the disruption and recovery periods.

The results are grouped by disruption type: Drought, labor strike, and demand fluctuation.
Within each group, baseline performance under disruption is followed by strategy-specific re-
sults, including facility automation, hub activation, rerouting, storage buffers, and in the case of
demand fluctuations, a combined collaboration strategy. This structure enables both a scenario-
specific analysis and a cross-strategy comparison, showing how different measures alter system
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behavior under varying disruption conditions.

The following sections present these results in detail, supported by visualizations of key perfor-
mance indicators and system dynamics.
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Figure B.5: Drought — experiment settings and flow overview
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Port & Network Throughput
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Figure B.6: Drought — network metrics and container throughput
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Containers at Storage Depots
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Terminal and Network Delays and Utilization
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Figure B.7: Drought — delays in port system
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Figure B.8: Drought — utilization levels of facilities
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.
S o - o Day Hours 300.00min  01/01/2025 05:00
Model Animation Network Statistics Port Statistics 1 Port Statistics 2 Y
30 720 > >l
[k Inpart R I
Network Queue Transpor Ty Rerouing gnwmu:a:w,:w.ﬁm:,\z
TekEney 0"""5""“TW5R°'"““"9 Ot pareteTan | & W Q@ 83% @ | FlowsSerting: v
@ Qg bufferFactor bufferFactorTruck. E et Samaieiu. |
E—— i b
< - Gt Gganco O gumtve_BaroeToTan € Console vents
[ ek T aroLcaions o J
B oot Gigaecop Train Export: -1.00 days
Tofea | T 0 S s & antocatons  Gigincap P Y
g e S & eitscne = Barge Inport: -1.00 days
O3 T e 0 Y T Tk o“",’ww - Ggrdaplanmer umutain_ Tk T3 Barge Export: -1.00 days
0 T T N GgameTransporioeiay || O gumuatve_TranToTrck € # Times Max. Capacity Reached, from Hi
Bargo Import iy . Osplgrovmatrn - Groworay O gt Tk | i_wal2: 6977.00
0 /| fosga ey N Barge > Tain 0“335; I O gumaie_TuckToTrai_€ i_wa25: 6811.00
- o) O\m;r;ﬁﬂuenehmn Ogmm\znw,wua«oeﬂmj e_wal2: 6501.00
~% o‘ﬁﬁ’}mmwm O gumuative_TuckToparge_E e_wa25: 6401.00
Pt
o / Opagoton Ogaocrons i_wal4: 5951.00
" 7 Oiglont O juckcronas i_wa26: 5944.00
o Otaplost O jaincreated e_wald: 5894.00
o Path Capacity Settings e_wazl: 5428.00
iwaz1l: 5300.00
) 4 seteatniongins G iyyckDensiy ) i
@ swus Gisgoommty Disruptions e_wa26: 5210.00
Rl Import Offbrits  Grigipmesy [ e_waz: 4942.00
Network Queue Offeams O gomiongmareans s pert st g porz_sat i wa: 4843.00
e Ggsporison  Glsporeson i waz: 4682.00
s " is_ factor 6: 4135.00
O pelyeredbargeconaners O teySenerated oot tocer G ge_por focor L
149.2293 1130478474 i_walS: 3138.00
Ol bapasaruConanes 1y cerepipinen
O, BelveradrainContainars Bt e_wal5: 2903.00
O Belwerod rainCantainers Otoyrransportors 1.ro38: 1673.00
T AMOEES) 1_ro39: 1519.00
Truck Export i A — Ogogrers 1_ro9: 1488.00
Network Qi 4 e_ro38: 1445.00
" i_ro4: 1402.00
Transport Fleet Settings Q?:Emnn, roll: 1310.00
1: 1299.00
TrekContsl TrinCartrl fre— BargeFieet i_ro
- p oy Ggagetond Gageiengn e_ro39: 1280.00
- Zargho Qpugeconsiers G parespesd e_ro9: 1263.00
TrsinFisst i
ph G TrainLond Graniengn °-:°:1 113;“20
i v e_ro
Osggeristnise (G saorisicapacy JEH, Qimeapnes g bt iy
rainFleetinUse rainFleetCay i
Ojinostnvse G JranrioiCapaciy i Gpyans g i_ro6: 931.00
ruckFlestinUse ruckFleetCay o iners ickspee i-ro3: 855.00
Ogpirieeinse G JueireeCapacy T Do, Oggorend o
e_ro6: 781.00
e_ro3: 674.00
i_ros8: 634.00
Limit Checks @ pTerminaCapacty e_ros: 450.00
& i i O lotioyer i tuck N
J— o e Temingl Setings e iLrot: 302.00
@ worst_imireached QperaeTerminaiCapacity G TglaEUCapacty O fover i wan itr2: 294.00
(@ totalPatrCapReached O orgeTerminatntse g TEUCapaciysE ietover o tan i_rods: 285.00
eneciaids @ gireminaicaaciy O JggeeTevCapacy Oldgyr_base Sl st o
S & il lofiover_o barg e_tr2: 243.00
o Opinuse GgcapaciyP O pcapacity e_ro46: 235.00
7 Opanrair G gg;mwn Gerapescapaciy O grznescapaciy 1_ro30: 195.00
B ncvaun (ST g - pee——— @ nransiCapacty 5 i by s e_ro12: 165.00
AT @nmanst O targorime i_rosi: 131.00
Otsuntsen Otsuspern Oteunsousy O usisiorsge G itime Osmaie, O smaiCranes Osmanvt e_ro30: 130.00
L ey o S Gyt Ofeecerts O fpedercanes Ofgssentt e_roS1: 120.00
@gu#mw O?ummuTB Ogammncvunn Ogynumax\’r irol2: 114.00
o o Ope: e_ro43: 82.00
portnty Tug Boats Cranes Yard Trucks Ogewmnanaits  Qgewpsnamaicranes O pewpananaxt? i_rod2: 79.00
Sea 9 Berths. Quay Buffer Storage.
y g Oyore O govcranes Oyt e_rod2: 63.00
Ogggrosnamg Grgome Gggpann Oppmaime  Ogtoantive Osgpaprrins i_rod3: 54.00
Oshityee Gianshare fporshare O feetertaime O isederCranestime. O fesder¥Time e_ro23: 37.00
O sampeareu & O gponshare O gyoractor o o o
sanple o o, aramarTsiine panamesCranesime apamaxTime i_roz3: 25.00
[ —T— B Opgsgomamarteiine O posipanamascranestine. O pesgaramaxTime
VesselGensraton njctinPort i ] o o o
oct Gruporvenal Pome— iornrease Opeyganamaxtsime O peugapararcianesive O neyganamax(Time
S ) | Grisparosk O b O dievTmtime O siguCranestime © giewyTtme Omin/sec EPS:0 FPS:24 Step: 2,277,008
o e {emeDolay L5 (5 Eey
enerationDeiay (9 updateContainerinjsction_ Vessels Running: 694.01 sec ) 51% of 8,192M

Figure B.9: Drought—Facility — settings and flow overview
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Port & Network Throughput
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Figure B.10: Drought—Facility — network metrics and container throughput
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Figure B.11: Drought—Facility — delays in port system and general metrics
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Figure B.12: Drought—Facility — utilization levels of facilities
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B.2.3 Drought - Hub
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Figure B.13: Drought—-Hub — settings and flow overview
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Port & Network Throughput
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Figure B.14: Drought—Hub — network metrics and container throughput
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Figure B.15: Drought-Hub — delays in port system and general metrics
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Figure B.16: Drought—Hub — utilization levels of facilities
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B.2.4 Drought - Reroute
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Figure B.17: Drought—Reroute — settings and flow overview
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Figure B.18: Drought-Reroute — network metrics and container throughput
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Figure B.19: Drought—Reroute — delays in port system and general metrics
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Figure B.20: Drought—Reroute — utilization levels of facilities
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B.2.5 Drought - Storage
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Figure B.21: Drought—Storage — settings and flow overview
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Figure B.22: Drought—Storage — network metrics and container throughput
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Figure B.23: Drought—Storage — delays in port system and general metrics
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Figure B.24: Drought—Storage — utilization levels of facilities
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Figure B.25: Strike — experiment settings and flow overview
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Figure B.26: Strike — network metrics and container throughput
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Figure B.27: Strike — delays in port system and general metrics
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Figure B.28: Strike — utilization levels of facilities
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Figure B.30: Strike—Facility — network metrics and container throughput
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Figure B.31: Strike—Facility — delays in port system

and general metrics
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Figure B.33: Strike-Hub — settings and flow overview
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Figure B.34: Strike-Hub — network metrics and container throughput
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Figure B.35: Strike-Hub — delays in port system and general metrics
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Figure B.36: Strike-Hub — utilization levels of facilities
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Figure B.37: Strike—Reroute —

settings and flow overview
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Figure B.38: Strike—Reroute — network metrics and container throughput
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Figure B.39: Strike-Reroute — delays in port system and general metrics
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Figure B.40: Strike-Reroute — utilization levels of facilities
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Figure B.41: Strike—Storage — settings and flow overview
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Figure B.42: Strike-Storage — network metrics and container throughput
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Figure B.43: Strike-Storage — delays in port system and general metrics
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Figure B.44: Strike-Storage — utilization levels of facilities
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Figure B.45: Demand — experiment settings and flow overview
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Figure B.46: Demand —

network metrics and container throughput
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Figure B.47: Demand — delays in port system and general metrics
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Figure B.48: Demand — utilization levels of facilities
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Figure B.49: Demand—Facility — settings and flow overview
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Figure B.50: Demand—Facility — network metrics and container throughput
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Figure B.51: Demand—Facility — delays in port system and general metrics
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Figure B.52: Demand—Facility — utilization levels of facilities
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Figure B.53: Demand-Hub — settings and flow overview
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Figure B.54: Demand-Hub — network metrics and container throughput
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Figure B.58: Demand—Reroute — network metrics and container throughput
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Figure B.59: Demand—Reroute — delays in port system

and general metrics
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Figure B.60: Demand-Reroute — utilization levels of facilities
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Figure B.61: Demand—Storage — settings and flow overview
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Figure B.62: Demand—Storage — network metrics and container throughput
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Figure B.63: Demand—Storage — delays in port system and general metrics
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Appendix C

Appendix C

C.1 Vessel Generation

Algorithm 1 Vessel Generation Process

Sample random number r € [0, 1]

if » < 0.175 then Assign type = Small, TEU ~ U(500,999)

else if r < 0.557 then Assign type = Feeder, TEU ~ U (1000, 2999)

else if r < 0.715 then Assign type = Panamax, TEU ~ U(3000,5100)

else if r < 0.876 then Assign type = Post-Panamax, TEU ~ U (5101, 10000)
else if r < 0.966 then Assign type = New Panamax, TEU ~ U(10001, 15500)
elseAssign type = ULCV, TEU ~ U (15501, 24376)

end if

Calculate base delay = 15 Sor vevg‘;g‘;;‘;‘slsrsls Sorwoek X sampled TEU

Adjust delay using disruption scaling factor (if active)

: Inject vessel into simulation at port entry

_ =
_ O

C.2 Hinterland Connection Block

The hinterland connection block logic specifies how containers are managed when leaving the
port through truck, rail, or barge connections. It ensures that terminal and transit capacity
constraints are respected and determines under which conditions containers are blocked from
departure. When buffer expansion is enabled, blocking is bypassed to reflect additional resilience
capacity. Otherwise, the logic distinguishes between scenarios with and without rerouting:
without rerouting, blocking occurs if any single terminal reaches capacity, while with rerouting,
blocking only takes place if all available modes and transit options are saturated. Algorithm 2
summarizes this stepwise logic.
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Algorithm 2 Hinterland Gate Blocking Logic

10:
11:
12:
13:

1
2
3:
4
5

. if bufferIncrease = true then

Allow container to move (no blocking)
else
if not Rerouting active then
if truckTerminallnUse > truckTerminalCapacity OR railTerminallnUse > railTer-

minalCapacity OR bargeTerminallnUse > bargeTerminalCapacity OR inTransit > inTran-

sitCapacity then
Block container
end if
else
if truckTerminallnUse > truckTerminalCapacity AND railTerminallnUse > rail-
TerminalCapacity AND bargeTerminallnUse > bargeTerminalCapacity AND inTransit >
inTransitCapacity AND (if InlandHub active: hubTerminallnUse > hubTerminalCapacity)
then
Block container
end if
end if
end if

C.3 Barge Import Flow Logic

The barge import flow logic governs how containers arriving at the inland barge terminal are pro-
cessed within the simulation model. It determines whether containers remain in barge queues,
are rerouted to alternative modes, or are temporarily blocked due to limited capacity. This
decision-making process reflects the interplay between port infrastructure constraints, rerouting
strategies, and inland accessibility. Algorithm 3 outlines the stepwise decision logic implemented
in the model, which evaluates rerouting availability, capacity constraints, and route accessibility
before final dispatch.
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Algorithm 3 Barge Import Mode Flow

1: Step 1: Rerouting Decision
2: if ReroutePlanner = true then
3: Stay in barge queue if:
e Barge queue has space, OR
e No alternative modes available:
— Truck queues have space, OR
— Train queues have space & destination reachable by train, OR
— InlandHub active, has space, & destination reachable by train
else
Always stay in barge queue
end if

Step 2: Capacity Blocking
if ReroutePlanner = true then
10: Block container unless:
e Barge terminal has space, OR
e Truck queue has space, OR
e Train queue has space & destination reachable, OR
e InlandHub active, has space & destination reachable
11: else
12: Block container unless barge terminal has space
13: end if
14:
15: Step 3: Return to Initial Decision
16: if ReroutePlanner = true then
17: Stay in flow if barge queue & terminal have space
18: else
19: Always stay in flow
20: end if
21:
22: Step 4: Route Availability Check
23: if Destination route blocked for barge then
24: Block container
25: else
26: Dispatch via barge
27: end if

C.4 Rerouting and Load-Based Batching Logic

Algorithm 4 outlines the rerouting logic applied when barge containers are redirected to trucks
or trains. Unlike per-container dispatching, the model adopts a load-based batching mecha-
nism: containers contribute incrementally to cumulative loads per mode until the respective
capacity threshold is reached. Only then is a new transport agent (truck or train) instantiated
and dispatched, ensuring that vehicle utilization reflects realistic operational constraints. This
approach prevents excessive injection of underloaded vehicles and better captures the trade-off
between transport availability, cost efficiency, and system resilience under disruption.
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Algorithm 4 Rerouting with Load-Based Batching

1: Step 1: Container Arrival

2: if Container rerouted to Truck (Import) then

3 Add container load to cumulative Truck_I

4 Reduce barge import total

5: while cumulativeTruck_I > TruckCapacity do

6 Create new truck transport (capacity = TruckCapacity)
7 Assign origin, destination, and link to original barge

8 Decrease cumulative Truck_I by TruckCapacity

9 Update truck import total

10: end while

11: else if Container rerouted to Train (Import) then

12: Add container load to cumulative Train_I

13: Reduce barge import total

14: while cumulativeTrain I > TrainCapacity do

15: Create new train transport (capacity = TrainCapacity)
16: Assign origin, destination, and link to original barge
17: Decrease cumulative Train_I by TrainCapacity

18: Update train import total

19: end while

20: end if

21:

22: Step 2: Export Flow
23: if Container routed via Barge (Export) then

24: Dispatch container to destination terminal

25: Reduce barge export total

26: else if Container rerouted to Train (Export) then
27 Add container load to cumulative Train_E

28: Reduce barge export total

29: while cumulativeTrain E > TrainCapacity do
30: Create new train transport to destination

31: Decrease cumulative Train_E by TrainCapacity
32: Update train export total

33: end while

34: else if Container rerouted to Truck (Export) then
35: Add container load to cumulative Truck_E

36: Reduce barge export total
37: while cumulativeTruck_E > TruckCapacity do

38: Create new truck transport to destination

39: Decrease cumulative Truck_E by TruckCapacity
40: Update truck export total

41: end while

42: end if
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