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Preface

This Master Thesis is carried out as part of the Master thesis graduation requirements of Bio-Mechanical
Engineering at the Technical University of Delft. This thesis consists of a literature study and the
graduation, which took about 4 and 6 months, from September 2017 to the beginning of July 2018 to
complete. The project was initiated by Prof.Dr. Joris Dik in September 2017 with the idea to develop
a 3D high resolution scanner that could capture the colour and topography of a painting’s surface.

The subject of this Master thesis was formulated in collaboration with Prof.Dr.Ir. Jo Geraedts from
the faculty Industrial Design Engineering at the Technical University of Delft. The faculty was able
to provide essential hardware, from a previous project with Océ, a canon company, to develop the
3D high resolution scanner. Moreover, I would like to thank Prof.Dr.Ir. Jo Geraedts, Dr.ir Y. Song and
Ir. T.T.W. Essers for their weekly input and valuable feedback.

At the beginning of this thesis it became known that the Mauritshuis would initiate a thorough
research project on their famous painting “The girl with the pearl earring” in March 2018. The Mau-
ritshuis made it possible to use the scanning of the painting as a case study. I would like to thank
the Mauritshuis for giving us the opportunity to scan “The girl with the pearl earring” and Océ a canon
company for providing the required hardware for the high resolution scanner.

M.J.W. van Hengstum
Delft
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Abstract

Paper
We present a high resolution topography and colour scanner applied to the craquelure pattern of oil
paintings. Craquelure is a result of a highly complex process of ageing and environmental influences and
is therefore often used in research as a possibility to visualise and monitor the quality of a painting.
Historians and restorers are highly interested in using digitisation techniques to analyse craquelure
patterns in oil paintings to determine the painting’s quality. The scanner that we propose simultaneously
captures the colour and topography information of the oil painting with fringe encoded stereo imaging.
The scanner is capable of capturing a painting with a spatial resolution of 7 µm and a depth precision
of 34 µm. Moreover, the scanner is able to capture a painting of 1750 cmኼ within 2 hours with a tile
overlap of 25%. In addition, we were given the opportunity to scan ’The girl with the pearl earring’ to
capture the craquelure pattern. Preliminary analysis of the results show that the scanner can digitise
the craquelure in three-dimension, contributing to the exact measurement research on craquelure
patterns.

Literature study
The craquelure pattern is one of the main factors in determining the state of a painting. The state-
of-the-art devices either lack the ultra-high resolution or manoeuvrability to capture the craquelure
pattern of the entire painting. Few devices can accurately capture near-planar surface in 3D ultra-high
resolution, e.g., 2500 dpi, for the entire surface of paintings.

The literature study aims to analyse the current colour and topography capturing techniques that
could accurately capture the craquelure pattern. In addition, the associating issues of the technique are
examined. The study begins with a holistic view of techniques that can be used in capturing colour and
topographical information of the painting. The first step of the literature study concludes that the Fringe
encoded Stereo Imaging holds the most potential for painting scanning. However, the current resolution
is insufficient to capture craquelure. Further literature research indicated that fringe encoded stereo
imaging has multiple camera lens solutions to increase the resolution, from which extension tubes is
the most suited solution, from both theoretical and practical points of view. Increasing resolution is
always associated with a smaller Depth of Field, therefore the position and orientation of the cameras
have to be accurately positioned regarding the painting on the easel. Thus, another literature study on
techniques to accurately estimate the positioning of the device relative to the painting is conducted.
Sparse stereo image matching is the most promising technique both in simplicity and accuracy.

This literature concludes that it is feasible to accurately scan the craquelure pattern of the entire
painting with enhanced fringe encoded stereo imaging and accurate positioning.    

Instruction manual FAST
The FAST scanner focuses on ultra-high resolution colour and topography of the paintings, to digitally
visualise the craquelure pattern of painting. The instruction manual and some of the software were
based or copied from the Fine Art Scanner, which focuses at scanning the visual appearances (colour,
texture and gloss) of a painting and reproducing it with 3D printing. The FAST scanner does not scan
gloss, but there might be some software titles in the manual that still contain gloss, which is not part
of the actual software.

The manual explains in detail the work flow of the FAST scanning process. In seven chapter the
entire scanning for capturing a painting is explained. This manual includes an introduction to the
different processes, system requirements, the assembly of the scanner, acquiring data and image
processing.
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Development of a high resolution topography
and colour scanner, applied to the craquelure

pattern of paintings
M.J.W. van Hengstum, J.M.P. Geraedts, T.T.W. Essers, D. Dodou, Y. Song, and J. Dik

Abstract—We present a high resolution topography and colour scanner applied to the craquelure pattern of oil paintings. Craquelure is
a results of a complex process of ageing and environmental influences and is therefore often used in research as a possibility to
visualise and monitor the quality of a painting. Historians and restorers are highly interested in using digitisation techniques to analyse
craquelure patterns in oil paintings to determine the painting’s quality. The scanner that we propose simultaneously captures the colour
and topography information of the oil painting with fringe encoded stereo imaging. The scanner is capable of capturing a painting with a
spatial resolution of 7 µm and a depth precision of 34 µm. Moreover, the scanner is able to capture a painting of 1750 cm2 within 2
hours with a tile overlap of 25%. In addition, we were given the opportunity to scan ’The girl with the pearl earring’ to capture the
craquelure pattern. Preliminary analysis of the results show that the scanner can digitise the craquelure in three-dimensions,
contributing to the exact measurement research on craquelure patterns.

Index Terms—3D imaging, fringe encoded stereo imaging, craquelure, girl with a pearl earring, high resolution
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1 INTRODUCTION

THE advances in 3D scanning technologies have resulted
in a greater understanding of oil paintings. For exam-

ple, 3D scanning and printing techniques have enabled mu-
seums to preserve and provide physical access to 3D printed
reproductions of famous oil paintings [1] [2]. Furthermore,
digital 3D confocal microscopy has been applied to scan
small patches of a painting. The digital microscope assist art
conservationists with microscopical resolution 3D images
of textured samples, such as visualising unmounted paint
flakes or by revealing the boundaries between varnish and
paint with UV light [3] [4].

This paper investigates the feasibility of a high resolution
topography and colour scanner for oil paintings. High res-
olution topography and colour imaging enables capturing
of the fine brush strokes, which describes the colour usage,
style and work flow of the painter [5]. Apart from the brush
strokes, the high resolution also enables the registration of
the craquelure pattern of oil paintings.

1.1 Topography: Craquelure

Many paintings suffer from fractures in the paint, or var-
nish. These fracture patterns, called cracks, crackle, or
craquelure, can be caused by ageing, drying, and mechani-
cal factors. The craquelure pattern is one of the main factors
in determining the quality of a painting and is a broad
indicator of authorship [6] [7]. Moreover, delamination of
the paint from the canvas often takes place at the edge of
craquelure [8]. Therefore, being able to monitor the craque-
lure of the entire painting is a valuable tool for conservators
and restorers to determine the quality of the painting or
possible preserving procedure [9] [10].

The state of a painting is also used to determine the re-
sponse of the painting to environmental influences, like the
humidity, light and temperature [11] [12] [13]. An accurate

estimation of the craquelure would aid to objectively re-
search these environmental influences on the degradation of
a painting. Moreover, the finer craquelure is of great interest
with respect to the detection of transportation damages [14]
[15]. For example, a proprietor of a painting could register
the craquelure of the painting to safeguard the quality of the
painting. Even though craquelure is a useful property of the
painting, there is little literature on the exact dimensions of
the cracks. The craquelure literature is primarily about the
classification on type of craquelure and the type of patterns
they create [16].

1.2 Colour

The colour of a painting changes over time, depending on
the type of paint pigment [17] and environmental influences
[18] like microbes [19], light [20], temperature or humidity
[21]. Accurately capturing the colour of a painting enables
conservationists to further study the environmental impact
on specific paint pigments. Furthermore, combining the
colour with the topography information provides a more
complete understanding of the features in the paint [22].
For example, a sudden increase of paint height can easily be
clarified to be a drub of paint or excess dirt with the colour
information. The relation between topography and colour
assists restorers and conservationists in understanding, vi-
sualising and monitoring features in the painting [23].

Current state-of-the-art devices either lack the scanning
range or the resolution to capture the craquelure pattern
of the entire painting. In this paper, a novel high resolution
topography and colour scanner capable for capturing the
craquelure pattern of the entire painting is introduced.
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1.3 Design requirements: high resolution scanner

As mentioned, there is a sparsity in the literature on exact
dimensions of craquelure. Therefore, most concrete informa-
tion on craquelure was retrieved from research performed
on ’The girl with a pearl earring’ in 1994 [24]. Using high-
resolution images it was estimated that the width of craque-
lure varied from 50 to 100 µm, and the paint layer thickness
from 25 to 300 µm based on paint samples of the research.
The profile of ageing cracks, observed from an intersection
of the paint layer, often approximate a rectangular shape
[25].

To determine the spatial resolution and depth precision
required to register the finest craquelure, signal analysis
theorem was applied. To approximate a rectangular shape in
signal analysis, the sampling frequency has to be minimally
5 times higher than the signal frequency [26] [27]. Since
the width or wavelength of the signal is the inverse of the
frequency, the width of the sampling signal has to be 5
times smaller than the width of the craquelure to register the
shape. Applying this to describing the finest craquelure of 50
µm wide would require a spatial resolution of 10 µm (XY).
Similarly, a depth precision of 5 µm is required to describe
the depth of the shallowest crack.

These requirements are easily met with the capabilities
of 3D microscopes [28] and just beyond the capabilities of
most full painting scanners based on digital photography,
which can achieve a spatial resolution of 25 µm [29].

The available time of museums is often the limiting
factor in scanning entire paintings. In ideal cases a working
day of 8 hours is allocated to scan the art work. High
resolution scanning is generally accompanied with long
acquisition time since more information has to be captured
for the same area. Therefore, the acquisition time should
be reduced, while preserving a high resolution. The design
requirements of the high resolution scanner are set to scan
the painting within the 8 hours of a working day. The
acquisition time is difficult to determine since it varies with
the painting size, the type of device, the resolution and
device settings. In general, the high resolution scanners,
like 3D microscopes, require multiple days to scan an entire
painting. Techniques based on digital photography usually
have a lower resolution and are usually capable of scanning
a painting within the 8 hours [29], however this varies per
device.

Additionally, development and purchase are often lim-
ited by the price of the device. In summary, the aim is to
develop a quick 3D high resolution scanner capable of cap-
turing the craquelure pattern of paintings, while minimising
the costs.

Finally, as mentioned, it is important to reproduce the
colours accurately to analyse colour degradation. Guide-
lines set by the Federal Agencies Digital Guidelines Initia-
tive (FADGI) state that an accurate colour reproduction is
achieved when the average colour accuracy is lower than 3
∆E-2000 [30].

The design requirements for a scanner capable of captur-
ing the craquelure pattern of ’The girl with a pearl earring’
are summarised in table 1.

TABLE 1: Design requirements for an economical and quick
high resolution topography and colour scanner

Spatial resolution <10 µm
Depth precision <5 µm
Acquisition Time <8 hours
Colour Accuracy <3 ∆E-2000

1.4 Case: ’The girl with a pearl earring’
’The girl with a pearl earring’ was painted by Johannes
Vermeer in 1667. The painting has an area of about 1750 cm2

(44.5x39 cm) and the craquelure is very fine and rectangular
shaped as a result of ageing [24]. The fine cracks make the
painting a suitable subject to test the capability to capture
craquelure for the entire painting.

The Mauritshuis in the Hague initiated a research project
on their world famous painting ’The girl with a pearl
earring’. Several types of research were carried out from
February 26 to March 11, 2018. The research was conducted
in a glass enclosure, specially built to display the research
being done on the painting, while the public was visiting
the museum. The opportunity arose to scan ’The girl with a
pearl earring’ from 12 pm to 18 pm, on March 3, 2018. The
research project gained broad media attention [31] with, in
some cases, our scanner as centre point of attention [32].

2 LITERATURE

Literature shows several state-of-the-art colour and topog-
raphy capturing techniques with the potential to scan the
craquelure pattern of the entire painting. The four tech-
niques with the highest potential are discussed below. Since
there is no commercial image sensor that can capture the
entire painting at the required resolution, the painting is
divided in multiple smaller tiles to reach its maximum res-
olution. The tiles are stitched together to digitally construct
an image of the entire painting.

Digital 3D confocal microscopy can achieve a sub-micron
resolution, but it requires the depth of field to be as small as
possible to determine the depth accurately [28]. The depth
of field is the area parallel to the capturing device that is
perceived to be in focus. A small depth of field is achieved
by increasing the resolution, which increases the acquisition
time [33]. Moreover, until March this year (2018) there was
no confocal microscope with the range to scan the entire
painting [4]. Apart from a long acquisition time and limited
range, a confocal microscopy is an expensive technique.

Photogrammetry is widely used to determine the di-
mensions of 3D objects due to its user-friendliness [34].
The limitation is its dependence on having to match areas
to determine its position and orientation relative to the
previous location and then also reconstruct the 3D image
on these matched areas. Areas that do not have sufficient
features to match, like the background in a painting, can not
be reconstructed [35]. The technique is economical since it
only requires one camera, but the depth precision is limited
to 50 µm with the current technology [36].

Photometric stereo imaging estimates the depth from the
shadows and highlights created by varying the direction of
the indicent lights [37]. An algorithm extracts the shade and
highlights from the multiple images and estimates the depth
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from the shape. The angle of the indicent light determines
the trade-off between the depth precision and the depth
estimation of craquelure, since larger shadows increase the
depth precision, but decrease the ability to register in the
cracks [38]. The primary drawback is the depth precision,
since the shadow and highlights are difficult to extract and
do not always describe the topography of the painting accu-
rately [39]. Photometric stereo imaging needs a camera and
several light sources, making it an economical technique,
but the depth precision is limited.

Fringe encoded stereo imaging determines the depth
by using triangulation with two cameras. Fringe projec-
tion uniquely labels each position on the painting to aid
the triangulation and solve the correspondence problem in
photogrammetry. In contrast to confocal microscopy, the
technique requires a large depth of field to determine depth,
reducing the required spatial resolution and thus the ac-
quisition time. Fringe encoded stereo imaging requires two
cameras and is therefore less economical than other digital
camera techniques, but still affordable. Scanners based on
this technology are primarily used to produce a 3D printed
reproduction of a painting. Reproducing a painting, per-
ceptually equal for humans to the real painting, requires a
spatial resolution of ±50 µm [40]. Current scanners therefore
have specifications of a spatial resolution of 25 µm, a depth
precision of 10 µm and acquisition time of 4 minute per tile
[41], which do not meet the requirements to scan craquelure.
However, the technique has more potential when chang-
ing the hardware, which was provided by Océ a Canon
company. These low initial costs in combination with the
low acquisition time and high potential resolution is Fringe
encoded stereo imaging the best technique for our scanner.

3 MATERIALS AND METHODS

Scanning devices based on fringe encoded stereo imaging
devices currently lack the resolution required to capture
the craquelure pattern. To meet the requirements, changes
were made at both the hardware and the software. The
changes in the hardware were focused at increasing the
spatial resolution. The depth precision is disregarded since
it changes proportionally with the spatial resolution when
the camera angles relative to the painting’s normal vector
remain equal, based on the geometry in stereo imaging.
The existing software was adjusted to reduce the acquisition
time, keeping in mind that the acquisition time scales two-
dimensionally with the resolution.

3.1 Hardware

The hardware consists of two cameras, a projector and a
linear XY-stage that translates the device parallel to the
painting. Each component of the hardware of the original
design [2] was changed in order to primarily enhance the
spatial resolution, but also lower the acquisition time. The
hardware changes are summarised in table 2.

Camera and Lens
The key specifications of the camera and lens are the amount
of pixels of the camera sensor, the pixel pitch, and the
magnification of the lens. An increase in amount of pixels

Fig. 1: The setup of fringe encoded stereo imaging as seen from
above. The cameras are place 200 mm (l) from the painting
with 140 mm (B) spacing between the cameras. The angle of
the cameras relative to the painting’s normal vector β is 21.5◦.
The tilt-shift lens is tilted with the angle α of 8◦ to focus on the
painting’s surface.

increases the tile size, which determines the number of tiles
required to scan the painting and thus the acquisition time.
The pixel pitch is the distance from pixel centre to its neigh-
bour’s centre and thus proportional to the spatial resolution.
The magnification of the image is primarily determined by
the camera lens. Moreover, the camera angle relative to
the painting’s normal vector (β) and the spatial resolution
determine the depth precision. Increasing the camera angle
enhances the depth precision, but it makes the scanner more
prone to occlusions.

The two Nikon E800D cameras and Nikkor PC-E 85mm
lenses were replaced with two Canon EOS 5Ds cameras
combined with a 90mm TS-E f/2.8 tilt-shift lens, which
lowers the pitch from 4.87 µm to 4.1 µm and improves
the total amount of pixels from 36.3 megapixels to 50.6
megapixels, achieving a higher spatial resolution of 15.4
µm (-38%) and reducing the acquisition time respectively
(-38%). In addition, a 25 mm extension tube is placed
between the camera and the lens to theoretically achieve
a spatial resolution of 7 µm. An extension tube magnifies
the image by elongating the divergence of the light without
compromising on the quality, but the longer divergence
results in less light striking the sensor. A longer exposure
time is required to compensate the loss of light, increasing
the acquisition time (+20%) compared to no extension tube.
Moreover, the enhanced spatial resolution reduces the tile
size, also called the camera window, from 170x100 mm to
60x40 mm per tile and reduces the shared depth of field of
the cameras. A smaller shared depth of field increases the
difficulty to get the entire surface of the painting in focus
for the cameras. Furthermore, the camera angle is decreased
from 40◦ to 21.5◦ to decrease the susceptibility to occlusions,
worsening the depth precision from originally 10 µm to
17.5 µm as determined by geometry of stereo imaging1.
However, the depth precision enhances proportionally with
the spatial resolution with a factor 0.28 2 from the 17.5 µm
to about 5 µm.

1. (10· sin(40))/sin(21.5)
2. 7 µm/25 µm
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The magnification also results in a smaller camera work-
ing distance (l) compared to the original hardware, which
means that the cameras have to be placed closer to each
other, to keep the relative angles to the painting’s normal
vector (β) equal. The space between the cameras (B), where
the projector is positioned, becomes smaller.

Projector
The important specifications of a projector are the dimen-
sions, intensity and throw distance for the design require-
ments. The projector should fit between the cameras in order
to perpendicularly project the fringe pattern, which limit the
shape distortions from the projector lens and also reduce the
shading on the painting’s surface. The distance between the
cameras is about 140 mm for our hardware, but depends
on the camera dimensions, the working distance and the
camera angle. A high intensity projector reduces the influ-
ence of the environmental lighting and more importantly
reduces the required camera exposure time and thus the
acquisition time. The working distance depicts the required
throw distance of the projector, which is about 200 mm for
the selected hardware.

The Acer X113H 2800 Lumens Halogen projector was
replaced with the AXAA M6 1200 Lumens LED pico pro-
jector, to meet the short throw distance and the dimensions.
As the name suggests the pico projector is smaller, but it
still has to be rotated 90◦ to fit between the cameras.The
intensity of the projector was sacrificed to fit the projector
between the cameras and be able to focus at the working
distance, increasing the minimal shutterspeed from 0.5s to
0.6s and thus the minimal acquisition time (+20%). More-
over, polarisation filters are applied to the cameras and
projector, which is called cross polarisation to remove any
specularities introduced by the projector or the painting’s
surface.

XY-stage
The essential specifications of a XY-stage are precision,
range, rigidity and portability. The XY-stage needs to pre-
cisely translate the scanner parallel to the surface of the
painting, to ensure the overlap is consistent. The required
precision depends on the tile size and the minimal overlap.
The selected hardware results in a tile size of 60x40 mm
and a minimal overlap of 20% (8 mm) to stitch the images
together. This results in a minimal precision of 0.8 mm to
position the scanner with sufficient certainty. The range
of the XY-stage should enable the scanner to capture the
surface of most paintings, which is a range of about 1-by-
1 m for 90% of paintings [42]. The stage also has to be
rigid enough to minimise vibrations, while being portable
to transport to any museum. The vibrations influence the
quality and the consistency of the image. A rigid XY-stage
is therefore essential for accurate topography and colour
reproduction.

We used a high precision and rigid XY-stage developed
by Océ a Canon company, seen in Fig. 2, which can be fully
disassembled. Two linear drivers move the device vertically
and one linear driver horizontally for a range of 1 by 1 metre
with an effective precision of 0.01 mm. Moreover, the XY-
stage is designed with a wide base to enhance the stability
to minimise vibrations.

Fig. 2: The XY-stage translates the two cameras and projector
parallel to the painting. Two vertical linear drivers and a
horizontal linear driver provide the precise movement, while
minimising the vibrations with a rigid structure.

The specifications of the original and selected hardware are
summarised in table 2. The hardware changes result in an
estimated spatial resolution and depth precision of 7 µm
and 5 µm respectively, which is an increase of a factor 3.5
compared to the spatial resolution of the original design. As
mentioned, the acquisition time scales two-dimensionally
with the resolution. Therefore, the acquisition time increases
with a factor 12 (3.52). When taking the extension tube, pico
projector and camera sensor into account the acquisition
time is increased with a total factor of around 13. These
estimates are validated in practise to determine whether
the requirements are met, which is further explained in
validation methods.

TABLE 2: Comparison of the hardware differences between the
original hardware [41] and the hardware of our scanner.

Original hardware Our hardware
Camera Nikon E800D Canon EOS 5Ds
Cam Resolution 36.3 MP 50.3 MP
Pixel pitch 4.87 µm 4.14 µm
Cam. Angle 40 ◦ 21.5 ◦

Camera Lens Nikkor PC-E 85 mm Canon TS-E 90 mm
Spatial Resolution 25 µm 7 µm
Depth Precision 10µm 5µm
Tile size 170x100 mm 60x40 mm
Projector Acer X113H AXAA M6
Intensity 2800 Lumens 1200 Lumens
Resolution 800x600 px 1920x1080 px
xy-stage precision ±1 mm 0.01 mm
Automated Range 1.3x1.3 m 1x1 m
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Fig. 3: The work flow of our scanner when completely assembled. The camera settings are set and positioning is done at the
beginning. Next, the white balance is customised and the camera and colours are calibrated. The painting will be captured with
13 images per tile. After the scan the images are processed for each tile and finally stitched together into one image.

3.2 Work flow

Fig. 3 shows the overview of the entire work flow of scan-
ning a painting when the device is assembled. The work
flow starts with the camera settings, which determine the
quality and salience of the image. The aperture is set quite
small at f/16 to increase the depth of field, while minimising
the diffraction. The light sensitivity of the camera sensor,
ISO, introduces noise when the sensitivity is increased.
The ISO is therefore kept at the lowest value of 100 to
minimise sensor noise, requiring a longer exposure time
to compensate. The shutterspeed varies from 0.6s to 3.2s,
depending on the intensity of the painting and the available
scanning time. A lower intensity painting requires a longer
shutterspeed to capture a salient image.

When the resolution is increased the depth of field will
reduce, making it more difficult to focus the image of both
cameras for the entire painting [43]. The XY-stage has to
be positioned nearly parallel to the painting at the working
distance of the cameras and camera lens, which is 200 mm
(± 1 mm) for the Canon EOS 5Ds with the 25mm extension
tube and Canon TS-E 90mm lens .

After positioning the system, the cameras are calibrated
to determine the optical ray map per camera. Calibration is
done by having the cameras capture around 20 images of
an orientation changing checkerboard with a known square
size. Since the checkerboard is planar and lies in a fixed grid,
the intrinsic and extrinsic parameters of the cameras can be
determined. The intrinsic and extrinsic parameters generate
the optical ray map for each camera [44], which relates
the light ray that strikes a pixel back to the 3D position.
It takes about 3 minutes to capture the camera calibration
checkerboard in several orientations rotated about all axes.
The calibration results are used to estimate the depth in-
formation from stereo imaging and to correct for any lens
distortions. Usually, the projector’s position and orientation
are calibrated for fringe projection, however fringe encoded
stereo imaging bases its depth estimation on stereo imaging,
eliminating the need for projector calibration.

Customising the white balance and calibrating the colour
is the last step before the scan. An image of a grey chart
is used to customise the white balance with the built-in
software of the cameras. The customised white balance
correct the non-uniformity of the projector’s illumination
over the projection and the vignetting by the camera lenses.
The colour is calibrated with a micro colour reference chart
to automatically generate an ICC-profile for the cameras,
with the projector as the illuminant. The ICC-profile corrects
the colour information and converts the colour information

to a general colour space.

The capturing sequence, also called scanning, consists of
capturing the projected fringe patterns and moving to the
next tile. The fringe projection is projected horizontally and
vertically to label each area of the painting uniquely to help
solve the correspondence problem in stereo imaging. The
projected fringe pattern is a sinusoidal pattern in grey scale
that shifts with an off-set related to the amount of phases. A
fringe pattern with a wavelength of 12 pixels and 6 phases
obtained a more consistent result compared to the original 3
phases [45], but also doubles the total images and the total
acquisition time. Moreover, even the 6 phases fringe pattern
showed that the fringe pattern could not fully be removed
from the colour map. Therefore, the software was adjusted
to capture an extra image without the fringe pattern to
determine the colour map, increasing the acquisition time
(+8%).

To compensate the added acquisition time from the hard-
ware changes and the extra image, the capturing sequence
was optimised. The images were stored off-line instead of
real-time image downloading, reducing the acquisition time
with a factor of about 6, but eliminating the possibility to
monitor the image quality during the scanning sequence,
the capturing process therefore becomes ’blind’. The exact
acquisition time is validated during a pilot study explained
in validation methods.

After the fringes have been captured, they are wrapped
into a wrapped phase map. The phase map is unwrapped to
generate the continuous phase map, uniquely labelling each
position on the image. To correlate the cameras, about 1500
features from both unwrapped maps are matched with the
sparse matching algorithm SIFT [46]. The correlated phase
maps match each unique value of both cameras, enabling
the computation of the 3D position of each point. The 3D
position of each point can be computed through ray tracing
by taking in account the information from our camera cali-
bration. The construction of this 3D point cloud takes about
15-30 minutes per tile in our MATLAB implementation3.

The increased high resolution introduces issues in stitch-
ing and visualising the entire painting, because of the sheer
size of data. Therefore, image stitching and visualisation
requires specialised software and hardware, which is out-
sourced to prof. dr. R.G. Erdmann of the Rijksmuseum 4.

3. Developed by T. Zaman at the Technical University of Delft
4. Prof. at Faculty of Social and Behavioural Sciences at University of

Amsterdam
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Fig. 4: The Applied Image Inc. MT-11 MTF chart contains
several arrays and small patches of fine lines with varying
line densities. The long 2.5 line/mm MTF bars positioned as
a larger square, are used to determine the spatial resolution of
the scanner for different parts of the processed image.

3.3 Validation Methods
The requirements for a 3D scanner able to capture the
craquelure pattern of paintings are: spatial resolution, depth
precision, colour accuracy and acquisition time, as sum-
marised in table 1. Each of the four requirements is ex-
perimentally validated with a different method. Finally, the
craquelure from ’The girl with a pearl earring’ is analysed.
The fringe pattern is kept equal for the consistency among
all validation methods.

Spatial Resolution
The spatial resolution of any imaging system is defined as
its ability to distinguish two points as separate in space. In
fringe encoded stereo imaging, the spatial resolution is the
distance that neighbouring pixels capture of the real world
object. Commonly, to determine this real world distance, an
object with known spacing is captured and processed, like
a ruler. In this study a MTF chart was used to determine
the spatial resolution, which is an accepted tool in digital
photography [47]. A MTF chart contains several arrays of
fine bars, which are typically used to determine the qual-
ity of the camera lens. The chart is an effective method
to determine the spatial resolution, since the number of
pixels describing the known amount of bars per millimetre
determines the spatial resolution . Fig. 4 shows the Applied
Image Inc. MT-11 MTF chart used to determine the spatial
resolution. To determine the spatial resolution in horizontal
(X) and vertical (Y) direction of the entire processed image,
three horizontal and three vertical MTF bars with 2.5 lines
per millimetre equally spaced over the tile were captured.
The amount of pixels of the processed image describing the
distance between the lines depicts the spatial resolution of
the scanner and will be displayed in a boxplot.

Depth Precision
The depth precision is the ability to repeatably estimate the
depth within a range of certainty. The measured depth of
the painting is compared to the true depth information, to
compute the depth precision. In stereo imaging, the depth
precision depends on the spatial resolution and the camera
angle (β). As mentioned, with the hardware of our scanner
the estimated depth precision is about 5 µm, which is too
small for the common depth calibration plates.

Fig. 5: The paint sample with the three areas that both scanners
capture. The areas have a size of 6.5x4.8 mm. Area 1 is a bright
part of the vase with very fine craquelure. Area 2 and 3 are the
dark background with craquelure.

Therefore, the depth precision of the presented scanner
is determined by comparing the depth measurements of
our scanner to the more precise Bruker Nano Surfaces
Scanner, which has a depth precision of 1 nm [48]. The
large difference in depth precision makes the depth map
from the Bruker nano scanner approximate the true depth
value compared to our scanner. Both scanners capture the
exact same three areas of a specially created section of a
painting, shown in Fig. 5. This section was cut from an old
painting with fine craquelure and stuck to a wooden panel
to eliminate deformations of the canvas. When the section
of the painting is scanned, the resulting depth maps of the
three areas of our scanner are cropped to match the size
of the Bruker’s depth maps of 6.5x4.8 mm. The pixels not
registered from both scanners are removed from the depth
information. Next, the depth maps of these three areas are
digitally translated and rotated in the optimal orientation
to compute the difference in depth between the two depth
maps. For each of the three areas the depth difference will
be displayed in a boxplot, in which the standard deviation
depicts half the depth precision.

Colour Accuracy
The colour accuracy is the performance of an imaging
device to approach the true colour. The perception of colour
depends on multiple factors, like the illuminant, gamma,
and observer angle. To correct for these factors the colours
are calibrated with a colour gauge chart. Due to the small
camera window of the cameras a matte micro colour gauge
target from ISA was used to calibrate the colour, as shown in
Fig. 6. The calibration creates an ICC-profile by comparing
the captured colour patches to the true colour value of the
patches. The ICC-profile corrects the colour information and
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Fig. 6: The micro colour gauge chart with 30 colour patches
used to calibrate the colour information.

converts the colour information to a general colour space.
The colour accuracy is measured with the standardised ∆E-
2000 metric, which is the perceptual difference between two
colours as observed by the human eye. The colour values
are extracted from the colour corrected image of the micro
colour gauge and compared to the true colour value to
compute the ∆E-2000 for each colour patch [49]. The mean
∆E-2000 over all patches has to be lower than 3 to accurately
reproduce the colour of the painting according to the FADGI
guidelines [30].

Acquisition Time
The total acquisition time depends on the amount of images
per tile, the amount of tiles, the shutterspeed and the move-
ment time between the tiles. The aim is to determine the
average movement time between tiles and the average time
to capture an image without the shutterspeed. To determine
the movement time and time per image, the data of the two
full scans of ’The girl with a pearl earring’ are used. The
first scan captured the girl with a pearl earring with a 45 %
overlap and a shutterspeed of 0.6s, the second scan had a 25
% overlap and 3.2 second shutterspeed. The shutterspeed
and overlap differ, but the number of images per tile remain
equal at 13 images per tile.

The acquisition time is determined from the time stamp
stored when the image is captured. The acquisition time
per tile is computed by dividing the total acquisition with
the number of images. The time per image is the average
time between the first 13 images of each tile. Subtracting
the average time per image from the time between the 13th
image and 1st image of the next tile results in the movement
time to the next tile.

Case: Craquelure Analysis
’The girl with a pearl earring’ is used as case study to
determine the capability of our scanner to capture the
craquelure of the entire painting. The topographical and
colour maps are combined to analyse the profile of the
craquelure. 3D intersections of the craquelure are extracted
from the scanning data to determine the width and depth
of craquelure but also to visualise the profile of frequently
encountered cracks. The width and depth of craquelure are
determined to validate whether the design requirements
and current specifications are sufficient to accurately de-
scribe the craquelure pattern of a painting.

4 VALIDATION RESULTS

Spatial resolution
Fig. 7 shows the spatial resolution for horizontal (X) and ver-
tical (Y) MTF bars dispersed over the processed image. The
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Fig. 7: The spatial resolution in horizontal (X) and vertical (Y)
orientated MTF bars dispersed over the image.

spatial resolution in X and Y direction do not significantly
differ. Apart from the horizontal spatial resolution at the top
of the image, the spread of the spatial resolution is similar
for all areas of the image. The average spatial resolution
over all the areas of the image, shown on the right side of
the figure, is 7.03 µm (σ = 0.49, n = 640).

Depth precision
Fig. 8 shows examples of the depth maps of the presented
scanner and the Bruker nano surface scanner of the same
area of the sample of a painting. The height maps of both
devices shown in Fig. 8a and Fig. 8b show the topography
of the painting. Black depicts pixels from which the height
was not determined. The depth map from our scanner
is less complete than the Bruker scanner, especially the
performance of the depth estimation of the craquelure is
less. However, the depth information is sufficiently dense
to interpolate a complete depth map. Even the Bruker
nano surface scanner suffers from not determined depth
information. The depth difference between our scanner and
the Bruker is shown in Fig. 8c. The standard deviation
differs per area from 13 µm to 20 µm and over all areas the
standard deviation is 17 µm. The depth precision is double
the standard deviation, thus the average depth precision is
34 µm of the presented technique.

Colour accuracy
Table 3 shows the colour accuracy per colour patch in the
∆E-2000 metric for a shutterspeed of 3.2 seconds. Analysing
the table using the colour gauge as shown in Fig. 6 reveals
that the colours less accurately reproduced are white, light
grey, dark grey and black. The average ∆E-2000 over the 30
colour patches is 1.54 (σ = 2.32), which does not meet the
guidelines from FADGI due to the large standard deviation.

Acquisition time
Table 4 shows the average acquisition time per tile, the
time per image and movement time from both scans. The
difference in movement time was due to a faulty file naming
line, which was removed in the second scan. Moreover,
the robustness of image capturing was increased for the
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(a) Area 3 of our scanner (FAST) (b) Area 3 of the Bruker nano surface scanner
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(c) The depth difference of each of the four
area of the paint sample depicts the

Fig. 8: The height maps from our scanner and the Bruker nano surface scanner are compared with each other to determine the
depth difference. The depth difference depict the depth precision of our scanner.

TABLE 3: The colour accuracy expressed with the ∆E-2000
metric for each colour patch of the Colour Gauge Micro Target.

1.07 1.43 0.15 0.52 0.22 0.33

1.76 5.045.04 2.28 2.11 6.116.11 0.15

0.44 1.83 0.24 0.26 0.11 0.12

0.05 1.25 9.879.87 6.006.00 3.053.05 0.24

0.16 0.27 0.21 0.20 0.19 0.48

second scan, resulting in 0.6 s extra per image. The minimal
acquisition time per tile is reduced from 4 minutes per tile to
40 secondes per tile, which is a reduction of a factor 6. This
means that a painting of 1750 cm2 can be captured with a
shutterspeed of 2 seconds and a overlap of 25% in just under
2 hours.

TABLE 4: Acquisition time of the two scans of ’The girl with a
pearl earring’ with the shutterspeed taken apart.

Time/Tile Time/Image Movement time
Scan 1 39.2 s 1.66 s (+ 0.6 s) 9.34 s
Scan 2 74.3 s 2.26 s (+ 3.2 s) 3.39 s

Craquelure

Fig. 9 shows 3D examples of the frequently detected craque-
lure of ’The girl with the pearl earring’. The 3D sections are
enlarged and the height information is amplified to illustrate
the profile of the craquelure examples. The convergent
boundary like craquelure, shown in Fig. 9c, is the most
encountered type of craquelure. One side of the crack is
elevated and has a sharp decrease in height to the other
side. The expected rectangular shaped craquelure is rather
convex shaped as shown in Fig. 9d and is rarely detected in
the depth maps of the entire painting. To give an indication,
the width of the convex like craquelure is around 200 µm,
measured from the beginning of the convex. The depth of
the crack depends on when it is classified as a crack, but in
the example varies from 20 to 80 µm deep.

5 DISCUSSION

The results show that a 3D high resolution imaging device
based on fringe encoded stereo imaging is an effective
method to capture the surface of a painting in high reso-
lution, but an imperfect technique to register the depth of
craquelure. However, a primary estimation of most craque-
lure patterns and the beginning of cracks and thus the
delamination, are accurately registered. The depth precision
has shown to be 34 µm, which is worse than the estimated
5 µm based on the chosen hardware and the specifications
of the technique [41] [2]. The difference in depth precision
could be explained as result of a difference in validation
method compared to the original design [45]. The depth
precision could be increased with a larger camera angle (β).
Still, the depth precision is better than other camera based
scanning techniques mentioned in the literature. Moreover,
the spatial resolution is with 7 µm ± 0.49 µm well below the
required 10 µm. At this resolution, this scanner has a large
potential of research possibilities like the environmental
influences on the quality of a painting or the analysis of
brushstrokes as mentioned in the introduction.

The colour accuracy does not meet the FARGI guidelines,
because it is reduced by the projector’s LED light source.
The light spectrum of LED is less complete compared to
other light sources and therefore has shown to poorly
render colour [50]. The LED spectrum seems to primarily
reduce the colour accuracy of the darker tones, which is
compensated with a longer shutterspeed. However, the
longer shutterspeed overexposes the white tones, reducing
their colour accuracy. Even with the slight overexposure
the overall colour accuracy is still better than for shorter
shutterspeeds. To enhance the colour accuracy the light
source of the projector should be replaced with a fuller
spectrum light source.

The analysis of the 3D information of ’The girl with a
pearl earring’ showed that the presented scanner is capable
of capturing the craquelure pattern of the entire painting.
Moreover, the profile of craquelure is more frequently an
elevation resembling a convergent boundary. The elevation
can be clarified as dirt that piled up in the crack during
one of the restorations [51] or that the paint layers curve
upwards at crack edge due to delamination at the edges.
The craquelure that did have an inward profile rather ap-
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(a) Selected section of ’The girl with a pearl
earring’

(b) An interpolated section of the height map of the face is enlarged to indicate the
selected craquelure patterns for detailed visualisation.

(c) Convergent boundary like craquelure pattern (d) Convex like craquelure pattern

Fig. 9: High resolution topographical and colour maps of ’The girl with a pearl earring’ generate a 3D digitisation of the paintings
surface. A 3D intersection of the profile of 2 typically occurring craquelure patterns are visualised.

proximates a convex shape than the expected right angled
rectangular shape, which is the result of occlusions from
stereo imaging. Both cameras need to register the same area
to determine the depth and is therefore sensitive to occlu-
sions in craquelure, which make the profile more convex. It
requires more research to determine the exact measurement,
type and origin of the profile of the craquelure. The 3D
digitisation of a painting’s surface will aid the classification
of craquelure patterns in further research [16], in combina-
tion with new digital extraction and visualisation techniques
[52].

The main drawback of increasing the resolution is a
proportional reduction of the shared depth of field, increas-
ing the difficulty to focus the images of both cameras. The
images have to be focused sufficiently to be able to match
the features of both images and to accurately compute the
depth map. The minimal required amount of focus for fringe

encoded stereo imaging to compute the depth map should
be investigated in future research.

6 CONCLUSION

In this paper, we presented a high resolution colour and
topography scanner capable of capturing the craquelure
pattern of ’The girl with a pearl earring’. We replaced the
hardware and software of the latest scanner based on fringe
encoded stereo imaging to increase the spatial resolution,
the depth precision, and the acquisition speed. Experimental
validations show that the scanner reaches a spatial resolu-
tion of 7 µm ± 0.49 µm and a depth precision of 34 µm. The
performance of digitally reproducing the colour information
is just short of meeting the digitisation guidelines. The
colour accuracy can be increased by replacing the light
source of the projector with a light source with a more
complete spectrum than LED.
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The two scans of ’The girl with a pearl earring’ indicated
that a minimum acquisition time of 40 seconds per tile is
required, resulting in an acquisition time of 2 hours for
a painting of 1750 cm2 with a 25% overlap and 2 sec-
onds shutterspeed. The scans determined that the profile
of the craquelure rarely has the expected inward convex-
like shape. The profile of craquelure rather frequently has
an outward profile approximating a convergent boundary.
The origin and variation of craquelure profiles display an
interesting path for future research.
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1
Introduction

The interest in art research has intensified over the past two decades. The technical progress in
scanning technologies has enabled researchers to uncover new insights into the creative process of an
artist. Especially scanning technologies focused at the material aspects of oil paintings have resulted
in a deeper understanding of the painting, often extending into the understanding of our cultural
heritage. Advanced techniques like high-intensity X-ray fluorescence can observe the underlying layers
of a painting, which has lead to the discovery of a secondary oil painting underneath the surface
[1]. Or techniques, like photometric stereo imaging , which digitises the surface of oil painting in 3D
to increase the accessibility to the art work [2]. Other techniques are specialised on capturing the
painting to reproduce the painting with 3D printing [3]. All these techniques give a better insight in
the mind of the artist, which is important for study, restoration and conservation of the art work.

The state-of-the-art non-invasive 3D scanning techniques either capture a small area with ultra-high
resolution, like confocal microscopes [4], or the entire surface of the painting with a medium resolution
[3]. Few devices can accurately capture near-planar surface in 3D ultra-high resolution for the entire
surface of paintings.

The primary visualisation of the degradation of paintings is the fine cracks in the paint, which is
named craquelure. The craquelure pattern is one of the main factors in determining the state of a
painting and broad indicator of authorship [5]. It arises as part of natural ageing of the paint [6].
The paint molecules reorganise over time due to chemical reactions initiated by environmental factors,
like change in temperature, light or humidity [7]. The reorganisation results in surface tension in the
paint layer, which eventually results in a rupture. Moreover, at the edge of craquelure the paint can
delaminate and thus become detached from the canvas. Therefore, being able to track the craquelure
pattern of the entire painting in 3D, is extremely useful for conservationists to determine the restoration
process.

Environmental conditions
The environmental condition is one of the main causes of the degradation process. Currently, it is
difficult to determine the objective impact of the environment of the painting. The existing knowledge
is based on model and individual cases [8]. Being able to capture the craquelure pattern for the entire
painting would allow research of the environmental influence on the quality of the painting.

Baseline digitisation
Being able to digitise the colour and near-planar topography of the entire painting at ultra high resolu-
tion, will enable owners to digitise the state of the painting as a baseline for future reference. In the
case the painting gets damaged during a loan or storage period, the owner can compare the baseline
craquelure with the current state.

So state-of-the-art devices either lack the ultra-high resolution or the manoeuvrability to capture the
craquelure pattern of the entire painting. This literature study will aim at laying the foundation for the
design of a 3D scanner able to register the craquelure for the entire painting.
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Figure 1.1: An enlarged image of the lips and cheek of the girl with a pearl earring. The very fine craquelure is clearly visible
from this image [9].

The girl in the spotlight
The applied scientific research techniques have intensified over the past two decades. The impact of
research on the material aspects of the painting often extends into the understanding of our cultural
heritage. Therefore, after 24 years, the Mauritshuis in the Netherlands decided to allow state-of-the-art
techniques to research the world famous painting ’the girl with a pearl earring’ from Johannes Vermeer.
The Mauritshuis hopes to discover more secrets of Johannes Vermeer’s most famous painting [9]. The
research project took take place from end February until beginning of March 2018. Each research
technique is given a time slot. The Mauritshuis did not want to take the painting away from public
display, so all research will take place in open view of the museum visitors. For this reason a glass
enclosure will be build to protect and shield the painting, techniques and researchers from the public.

This unique research possibility became known in the beginning of my project (September 2017).
It is not only an ideal opportunity to scan a craquelure pattern of a famous painting, but especially this
painting makes it interesting because of its very fine craquelure, shown in figure 1.1 and relatively flat
surface. The scanner has to be functioning within 6 months, which gives a challenging time restraint.
The research also has to take into account the time slot of 15 hours, in which the complete painting (39
x 44.5 cm à 1750 cmኼ) must be captured. Obviously the safety of the painting should be guaranteed
in any situation.

Craquelure
In order to capture the craquelure pattern with sufficient detail, the requirements of the scanner should
be designed to the depth and width of an average rupture. However, the dimensions of craquelure are
dependent on several factors, like the thickness of the paint layer, the type of paint, the age of the
painting, or the underlying layers [10]. Therefore, a conclusive definition on the average dimensions
can not be given. As mentioned, ’the girl with a pearl earring’ is the ideal case to design the scanner
to, because of its fine craquelure. Being able to accurately scan very fine craquelure, confirms the
capability to capture the craquelure of most paintings.

In 1994 the Mauritshuis conducted the last research project on the girl with a pearl earring, during
which they took samples from the painting shown in figure 1.2. These samples show the thickness of
the top paint layer to be 25 up to 300 µm (h), which determines the height of the craquelure. The
width (w) of craquelure is determined with high resolution image and is measured at about 50 up to
100 µm [9].

Craquelure tends to rupture in smooth lines and patterns as can be seen in figure 1.1. The profile
of the craquelure rather approximates right angles than a convex shape, as a result of ageing [12].
In signal analysis a rectangle can be approximated with a sum of multiple sinusoids with a sampling
frequency of at least five times larger than the signal [13] as illustrated in figure 1.3. The figure shows
how a simplified profile of right angle shaped craquelure is estimated with a minimal of 5 samples. We
want to estimate the even the smallest craquelure of 25 µm depth and 50 µm wide. The dimensions
of such a crack can be related to signal analysis by imaging the width and depth as the wavelength
(𝜆) and amplitude (A) of the wave. The frequency on which the sampling frequency is based, can be
determined with equation (1.1). The highest frequency required to describe the craquelure profile is
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Figure 1.2: Samples of the paint layers taken from several areas of the ’the girl with a pearl earring’. The thickness of the top
layer can be determined from these samples, which gives insight of the craquelure depth [11].

Figure 1.3: Fourier analysis approximates a rectangle with multiple sinusoids. Based on the minimal sample frequency to
approximate the rectangle is the spatial resolution and depth precision determined [13].

20.000 Hz for a width of 50 µm. As mentioned, to describe the right angle profile in signal analysis,
the sampling frequency has to be at least 5 times larger than the frequency describing the wavelength
[13]. The sampling frequency should therefore be 100.00 Hz, which is converted to a wavelength of
the spatial resolution of 10 µm for a width of 50 µm. Simply put, there should be 5 measurement
points within the crack to give a basic description of the smallest crack. Applying the same reasoning
to the required depth precision gives a depth precision of 5 µm for the smallest depths of 25 µm. So
based on findings from ’the girl with a pearl earring’, the design requirements of a scanner capable of
scanning the craquelure pattern are a spatial resolution of 10 µm and a depth precision of 5 µm.

𝑓 = 1
𝜆 =

1
50 ⋅ 10ዅዀ𝑚 = 20.000 𝐻𝑧 (1.1)

The example of craquelure on the left in figure 1.3 also indicates one of the issues of scanning
craquelure, which are deep cracks. Most scanning techniques will have trouble registering depth when
the crack is small and deep, due to occlusions, loss of shading, or the depth becomes out-of-focus. In
the worst case a crack would be 50 µm wide and 300 µm deep (1:6), which is 3 times deeper than
displayed in figure 1.3. Any scanning device could register the depth of such an crack only with an
angle (𝜃) of smaller than 10°. However, the lack of literature on the exact dimensions of craquelure
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gives no clear picture on the profile of craquelure. The surface of ’the girl with a pearl earring’ is
relatively flat and thus deep crack are expected to rare. In the end, the subject is still an important
design requirement for the scanner.

Furthermore, oil paintings tend to sag in the middle of the painting as result of shrinking and
stretching of the canvas. Among other, the factors that also play a role in sagging are the size of
the painting, the type of listing and environmental influences [14]. Moreover, scanning the painting
horizontally might be more stable, but increases the sagging of the painting compared to vertical
scanning.

1.1. Literature goal
The goal of this report is to design a high resolution topography and colour scanner for the craquelure
pattern of paintings based on available literature. The requirements are set by the Mauritshuis and the
dimensions of the craquelure, which are:

Spatial resolution 10 µm
Depth precision 5 µm
Acquisition time <15 hours for 1750 cmኼ

Ability to register craquelure (1:6) [-+]

Table 1.1: The design requirements for a 3D high resolution scanner applied to the craquelure pattern of paintings.

1.2. Literature review outline
This literature study aims to analyse the current colour and topography capturing techniques that could
accurately capture the craquelure pattern. In chapter 2 the study begins with a holistic view of different
areas of techniques that can be used in capturing colour and topographical information of the painting.
A thorough review of the technique best suited to capture the craquelure pattern is given in chapter
3. In addition, the associating issues of the technique are examined. The final two chapters review
literature for methods to resolve theses issues.



2
Non-Invasive Topography Capturing

Techniques

The goal of this literature report is to develop a high resolution topography and colour scanner for
the craquelure pattern of paintings. This chapter discusses the-state-of-the-art techniques and devices
able to capture topography (i.e. texture) and/or colour information. Invasive techniques (i.e., based
on contact) are excluded from the discussion, since the painting’s surface cannot be touched. These
techniques are accessed on performance criteria and goals shortly mentioned in the previous chapter.
The (hybrid) device should be able to capture the topography and colour of the near-planar surface
of paintings. Adding to the spatial resolution and depth precision stated in the design requirements
(table 1.1), a fund of maximum 20.000 euros was assigned to the development of the device. The
device is required to capture the entire painting of 1750 cmኼ within 15 hours as discussed in 1, without
physical contact with the painting. Furthermore, the estimated costs to develop the device and provided
resources by external parties, reducing the costs, are determined and taken into account. Lastly, the
technique is graded at the ability to registering depth of (deep) craquelure, giving an indication of the
drawback of the techique.

This chapter gives an holistic view of different areas of techniques that can be used in capturing
colour and topographical information of the painting. Next, the currently existing devices that capture
topography and colour simultaneously are discussed. The section related techniques shortly discusses
considered techniques that are unsuitable as a solution. Finally, the devices are compared, and a
conclusion is made.

2.1. Topography Capturing Techniques
In this section a broad review is done on topographical capturing devices, which in combination with a
colour image would reproduce an accurate presentation of the painting’s surface. The working principle
of each topographical device is shortly explained, followed by an assessment on:

• The depth precision and spatial resolution estimation of the surface [µm]

• The acquisition speed of the depth registration [h]

• The cost estimation of the device [€]

• Ability to register (deep) craquelure

2.1.1. Ultrasound Imaging
Ultrasound imaging is a technology that uses high frequency sound waves. The ultrasound waves are
reflected on transition between layers based on density difference, the reflection is proportional to
the difference in impedance of these layers. In other words, if the difference in density decreases, the
reflected sound is also decreased, and thus transmitting sound waves are increased. With the reflected
light there are two different methods to determine the distance to the object: Time-Of-Flight (TOF)
and interferometry both are shown in figure 2.1.
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(a) Interferometry based on a light beam (b) Time Of Flight based on a light beam

Figure 2.1: Figure (a) displays interferometry, in which the source is split into two beams. One part is reflected by a mirror, the
other reflects on the object. Both beams are recombined causing interferometry, which contains the information of the distance.
The figure is adopted from [19]. Figure (b) displays a Time Of Flight (TOF) based devices, which determines the distance by the
time it takes for the emitted beam to return to device.

Time-Of-Flight
The emitted beam reflects on the surface of the object back to the source and observer. The time it
takes for the reflection to return is known as the TOF. Depending on the emitted source the time of
flight determines the distance to the object [15]. In ultrasound imaging, TOF is called echolocation.
Interferometry
In interferometry, light is split into two rays that travel different paths and are combined again to
determine interference. The interference gives information about the difference between the optical
paths [16] and is highly accurate. This technique, based on ultrasound is commonly used to determine
the thickness of thin plates [17] or for the detection and characterisation of thin layers between two
much thicker media [18].

This technique preferably uses a higher density liquid as medium between the device and the object,
but a painting can only use air as medium. Since, the difference in density between the painting and
air is enormous, roughly all sound waves are complete reflected on the surface. Thus less information
will be retrieved about the underlying layers and most information about the surface, which is exactly
the area of interest. However, to reach the best results, the device should be connected to the object,
but physical contact is excluded from the options for paintings.

Moreover, for TOF the depth precision depends on the distance to the object and the quality of the
device. For example a 10MHz soundwave, the receptor is required to measure with an accuracy of
tens of nanoseconds in order to measure with 8,5 µm depth precision [20]. Increasing the frequency
would increase the depth precision, however it also increases the attenuation and hence lowers the
signal-to-noise ratio at the receptor. On the other hand, the working distance, which is the distance
from the device to the object, limits the spatial resolution of TOF to about tenths of millimeters. The
depth precision of interferometry is limited by the precision of sound-waves and receptor. Moreover,
ultrasound interferometry is mainly used in thin plates, which can reach sub-micrometer depth precision
[21]. The spatial resolution of ultrasound interferometry is theoretically limited increments of the linear
stage moving the device, which could reach an accuracy of 0.1 µm [22]. In practise, the spatial
resolution is limited by the laser diameter and the working distance required for painting scanning to
estimated 4-10 µm [23].

The acquisition speed of interferometry based ultrasound is much lower than TOF based devices,
since the depth is computed for multiple points per second. TOF based ultrasound can register depth for
a line, increasing the acquisition speed relative to interferometry. Furthermore, increasing the spatial
resolution will drastically increase the acquisition time, which applies to both techniques. Moreover,
both ultrasound imaging based techniques require a hybrid solution with colour images of the painting
to reproduce a 3D image, which also increases the acquisition time.

The estimated cost of an ultrasound imagine device varies from 5.000 to >100.000 depending on
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the quality of the device [24]. Only the highest price segment of ultrasound TOF devices can reach
the required depth precision. Techniques based on interferometry are expensive and are estimated to
cost about a half ton per device, making ultrasound imaging a costly technology to suit our criteria.

The ability of ultrasound based devices to register the depth and profile of craquelure is primarily
limited to scan directly above the craquelure. As mentioned, the high density difference causes most
sound-wave to reflect on the surface, therefore scanning a crack at an angle will result in occlusions,
which depend on the indicent angle of the sound-wave. Ultrasound imaging is therefore less ideal, but
still a good option for craquelure registering.

2.1.2. Optical Coherence Tomography
Optical Coherence Tomography (OCT) determines the depth with interferometry, but it uses light-
waves instead of sound-waves. The technique uses low-coherence interferometry to determine a two
dimensional image of light reflected from up to 2 mm depth. Applying the technique to paintings has
been done successfully to determine the varnish (protection) layer of paintings [25].

The current OCT based painting scanner reaches a spatial resolution of 4-10 [22] [26] micron and up to
about 2 millimetres in depth [25]. However the spatial resolution is limited due to aberrations induced
by the imaging optics of the specimen [27]. In theory, light based interferometry is able to achieve
picometer accuracy with a moving light source [28]. Furthermore, the acquisition speed differs per
OCT device, in a ideal situation this technique stakes 6 point measurements per second [29]. Based
on the required spatial resolution of 10 µm, it would take about 100 hours to scan 1750 cmኼ. The
spatial resolution depends on the step size of the optical coherence tomography, and as mentioned,
the spatial resolution is proportional to the acquisition time. Thus in most cases the available scanning
time limits the spatial resolution. Moreover, like most techniques based on interferometry the cost is
quite high. An Optical Coherence Tomography device is estimated to cost about 40.000 euros [30].

The ability of OCT to register the craquelure isl similar to ultrasound imaging techniques, most of
the depth information is obtained from the surface. Therefore, OCT is also sensitive to occlusions when
the incident angle is not perpendicular. OCT often scans under a very small angle (< 5°) to reduce
reflections from the surface, but this also introduces occlusions. The indicent angle of the OCT scanner
is smaller than the angle stated in the introduction to register the depth of craquelure. Therefore,
OCT scanning is a good option for craquelure registering, but the colour and topography are captured
separately, which requires mutual information matching the colour image with the height map.

2.1.3. (Line) Laser Projection
This section discusses Line Laser projection based on Time Of Flight and triangulation. The depth from
triangulation method originates from the position of a single laser dot, which can be determined by
triangulation when the orientation and position of the laser source and observer is known[31], shown
in figure 2.2. This technique is also able to determine depth from multiple points in a line [32][33][34],
also called laser profilometry.

Laser projection can also estimate the depth based on Time OF Flight. Similar to ultrasound imaging
[35] the time the light takes to return determines the depth. For TOF, it is not possible to scan the
surface with a line at high spatial resolution and is therefore limited to point measurements.

The depth precision of laser scanning techniques based on TOF are limited due to the high speed of light.
Currently, this method can ideally reach sub-millimeters of depth precision. Similar to echolocation
the spatial resolution depends on the working distance and the minimum step size. Theoretically
the spatial resolution could reach sub-micrometer when combined with a high precision linear stage,
which cost about 500 euros [22] for smaller stages. Very little linear stages can cover the size of a
painting. However, the depth precision of TOF based technologies is insufficient for the sub-millimetre
measurements, where triangulation and other techniques are often used.

For triangulation, the depth precision depends on the accuracy of the estimated position and orien-
tation of the laser source and the observer. Similar to ultrasound imaging, a smaller working distance
increases the spatial resolution and depth precision. Moreover, the resolution of the laser source and
camera influence the accuracy of the depth registration. In theory, the depth precision for triangulation
based techniques could reach the 0.4 micrometer [36], since the wavelength is the limiting factor. The
spatial resolution is for such a line laser triangulation device is 10 µm [37] [38].
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Figure 2.2: Laser Triangulation: A laser point is projected at the object and the reflection is captured by the camera. The position
and orientation of the Laser Projector relative to the camera is used to determine the distance to the object with triangulation.

Figure 2.3: Stereo imaging captures the object with two cameras with a different viewpoint. The depth is determined by
triangulation with the relative position and orientation from both cameras.

The acquisition speed of laser projection depends on the technique. On a near-planar surface
multiple laser lines with triangulation speeds up the process. Using a single line to register the height of
the entire painting takes a considerable amount of time, mainly due to requested the spatial resolution.
For example, it would take a Line Laser triangulation scanner 50 hours to scan 1750 cmኼ (A.1.1).
Moreover, both triangulation and interferometry would require a hybrid solution with colour images,
resulting in a longer acquisition time [39]. In summary, Line Laser projection triangulation is a method
with the potential to scan the entire painting at the required depth precision and spatial resolution, but
is quite slow.

The laser triangulation and Time-Of-Flight are relatively economical techniques. Several start-ups
have developed affordable 3D scanners based on Line Laser projection, like Eora 3D or Altas 3D. Laser
Time-Of-Flight devices range from 100 to 1000 euro, depending on the depth precision and range. The
estimated costs for Line Laser triangulation devices are over 1000 euros a piece [40].

The ability of line lase projection to register the profile of craquelure decreases as the angle of the
line laser increases, as illustrated in figure 2.2 on the left. The depth of the deepest craquelure can
not be determined when the angle of the laser is larger than 10°, as mentioned in the introduction.
For laser line projection the ability to register craquelure is a trade-off with the acquisition time since
a wider line projection allows for more surface to be scanned. Line laser projection is, therefore, less
ideal to scan the deepest craquelure patterns.

2.1.4. Stereo Imaging
Stereo imaging constructs a three dimensional image by matching two images with a relative difference
viewpoint of the scene as shown in figure 2.3, which is similar to how the human eyes determine depth.
The relative distance and orientation between these viewpoints is essential to triangulate the position in
the three dimensional space. Moreover, the camera and lens determine the spatial resolution, because
they determine the magnification and pixel density of the camera sensor.

The depth is estimated by the difference in position of matching areas of each camera. The stereo
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image registration process matches areas in the images to generate the disparity map [41][42]. Image
matching can be either with sparse matching by matching features in the image [43] or with dense
matching [44] by computing the lowest entropy for the entire images. The disparity map contains
the difference in position between the stereo images, which is used to compute the absolute height
information of the scene [45].

The main drawback of stereo vision is that it can only triangulate positions where the data in the
image is salient and where there are features that can be matched with enough certainty. Where
there are good and identical features, stereo matching and triangulation can be highly accurate. The
background of paintings is often not salient and would thus cause errors in matching, making stereo
imaging not a suitable technique for a scanner. Moreover, stereo imaging is sensitive to occlusions,
shading and reflections of the surface, these artefacts create a mismatch between the cameras.

The depth precision of stereo imaging depends on the accuracy by which the position and orientation
to both cameras is known, since the relative positioning of both cameras is used to triangulate the
depth information. Furthermore, the depth precision and mainly the spatial resolution are limited by
the pixel size of the camera sensor and the magnification of the lens. A greater magnification lens will
result in more pixels capturing the same area, enabling a higher spatial depth resolution and depth
precision. However, there is a limit to the magnification of a lens, the best macro lenses theoretically
could reach the 1 µm per pixel spatial resolution and 0.5 µm depth precision (A.1.2).

Furthermore, the capturing speed and costs primarily depend on the camera and the lens. The
required image resolution and exposure time to capture the detail of the scene determine the acquisition
speed. Stereo imaging could scan the entire painting at the 1 µm per pixel spatial resolution with
specialised magnification lenses. A scan of 1750 cmኼ with this technique is estimated at 1 hours with
a full-frame camera, magnification lens and 30 % overlap in the images, since only 1 capture of each
camera is required for each position of the painting.

The camera and lens able to achieve the required resolution are quite expensive. The estimated
cost is about 5000 euro for the cameras and an additional 4000 euro for the lenses.

The ability of stereo imaging to determine the profile of craquelure is limited due to occlusions.
Both cameras need to capture the same area to triangulate the depth information. The indicent angle,
mentioned in the introduction, for both cameras becomes 5° instead of 10° to determine the depth
of deep craquelure with stereo imaging. However, the depth precision of stereo imaging depends on
a larger indicent angle. The ability of stereo imaging to register the profile of craquelure is a trade-
off with the depth precision. For example; stereo imaging with a common indicent angle (20°) can
register depths up to 70 µm for the narrowest cracks (50µm). Stereo imaging is therefore not the ideal
technique to register deep craquelure.

2.1.5. Shape from Focus and Defocus
Shape from focus and defocus determines depth by using different focus levels. The object is translated
in front of the camera and with the sum-modified-Laplacian operator local measures of image focus
are determined. The height map is generated by an ad-hoc interpolation strategy of the in-focus areas
from each focus level [46]. The shape from focus is improved by using the defocus bokeh (blur) of the
image data to retrieve an enhanced estimate of the structure [47][48][49].

The resolution of the colour image is limited by the resolution of the camera and lens. The depth
precision of shape from focus depends on the step size by which the linear stage with the object is
moved and the size of the Depth Of Field (DOF). The parallel area in front of the camera considered
to be in focus is called the DOF. For example, with a full-frame camera and high magnification lens,
the spatial resolution and a small depth of field is achieved. However, for this ideal situation the DOF
is still only 0.0463 millimetre (A.1.3). The depth precision is roughly assessed to be at the Depth OF
Field of about 50 µm, which is not sufficient for the depth requirement.

The acquisition speed is limited by the amount of images required for the height map. It becomes
a trade-off between capturing time and depth resolution. Imagining the technique could reach the
precision, it would take about 14 hours to get the depth increments for the entire painting. Shape from
focus and defocus is one of the most economical techniques. The technique only requires a camera
and a linear stage, costing an estimated 5000 euro for the camera and lens, and about 300 euro for
the linear stage [22]. However, vibrations can become an issue for the sharpness of the microscopic
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Figure 2.4: Shape from Focus: The object (or camera) is moved with small increments by a linear stage, while taking photographs.
Shape from Focus and Defocus determines depth from when the object is in focus and when it is out of focus.

(a) Birefringent crystal [51] (b) Conoscopic holography [52]

Figure 2.5: (a) The birefringent crystal refracts light ray depending on the direction of the light ray. (b) Light is directed to the
object with a dichroic mirror and the reflected light passes through the birefringent crystals. Light with a different direction is
refracted with a different angles. The combined light creates a inference pattern on the sensor take is translated to a distance
with frequency analysis.

resolution images. Having a translational table introduces another stage that generates vibrations that
need to be minimised. The shape from focus uses the captured colour images to determine the depth
information, which eliminates the need for a hybrid solution with a colour camera.

The ability of shape from focus and defocus to register the profile of craquelure depends on the
Depth Of Field and the lighting in the craquelure. The Depth Of Field is not small enough to determine
the depth of the shallow craquelure, but the deepest cracks could be registered when lighted well,
which in turn introduces shading. Moreover, some occlusions might occur at the edge of the camera
window, but this is limited since the indicent angle is still small. In summary, shape from focus and
defocus is not good for capturing the craquelure pattern of paintings.

2.1.6. Conoscopic Holography
Conoscopic Holography determines depth by frequency analysis of the diffraction pattern created by
the birefringent crystals. These differ in refractive index depending on the direction of the light ray as
shown in figure 2.5a. Similar to interferometry the light is projected onto the object with a dichroic
mirror. The reflected light is passed through the birefringent crystal, resulting in a interference pattern
that is used to compute the distance to the object by frequency analysis [50], shown in figure 2.5b.

In Conoscopic Holography, the frequency analysis and birefringent crystal determine the depth pre-
cision. Therefore, it is difficult to give an exact number on the techniques depth precision, but it is
comparable to OCT [53][54]. Like with OCT the spatial resolution is mainly limited by the translational
capabilities of the linear stage.

Furthermore, conoscopic holography can simultaneously capture the colour information and depth
estimation. This lowers the acquisition time, but is still limited to a point measurement. Thus like OCT is
acquisition time the limiting factor for scanning the entire painting. Moreover, Conoscopic holography is
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Figure 2.6: The refraction of the lens affect the longer wavelengths more, creating chromatic aberrations. Chromatic aberrations
is an undesired phenomenon in photography, because it separates the colours.

not a popular choice for companies to use for depth estimation, since most focus on confocal microscopy
mainly for its greater acquisition speed. Therefore, the price fairly difficult to determine, so based on
comparable techniques, like OCT and confocal microscopy, the price is estimated to be about 50.000
euro .

Cononscopic holography is good method to register the craquelure of paintings. This method uses
point measurements and perpendicular light source to determine the craquelure profile, which takes
more time to scan, but it eliminates occlusions. Moreover, the light source projects perpendicular,
minimising shading. Conocopic holography also allows for simultaneous capture of the depth and
colour information eliminating the need for a hybrid solution with a colour image.

2.1.7. Depth from Chromatic Aberration: Nano Point Scanner
The Nano Point Scanner (NPS) determines the height of a single point by using chromatic aberrations.
This is a lens phenomenon, in which refraction affects longer wavelengths more, as shown in figure 2.6.
Similar to OCT, light is directed to the object with a dichroic mirror. The lens refracts the light, forming
chromatic aberrations, which have a different focus distance at each wavelength used to determine the
depth [55] [56].

The strength chromatic aberrations determine the total measurable depth and the just notable differ-
ence. The accuracy depends on the algorithm that determines at what light wave the depth point is
in focus and the accuracy by which the aberrations are approximated. In theory depth from chromatic
aberrations can achieve high depth precision of sub-micrometers [57], because it only limited by the
wavelength of the light.

Furthermore, the nano point scanner can scan multiple points per second. Similar to OCT the depth
estimation is based on point measurements and thus also a similar acquisition time (100 h). The spatial
resolution and depth precision limit the acquisition speed. Theoretically the NPS can scan the entire
painting at the requested spatial resolution and depth precision, however the height deviation of an
average painting (>1mm) will go beyond the range of the NPS. The distance to the object would have
to be adjusted during scanning, which is possible with a linear stage, but will introduce new issues as
how to determine the required working distance. The price of the NPS is not yet known, but it can
be estimated by the costs of other devices with a similar build, which would set the estimated price at
about 50.000 euros.

Similar to conoscopic holography, the Nano Point Scanner uses point measurements to determine
the craquelure profile, which is ideal for eliminating occlusions, but requires a long acquisition time. In
summary, the device is not yet on the market, quite expensive, and requires a long acquisition time.
Moreover, only depth information is registered, introducing the need for a hybrid solution with a colour
camera. Therefore, the Nano Point Scanner is not ideal to use as depth estimation device for the
craquelure pattern of paintings.

2.1.8. Structured Light
Structured light is based on the disparity between the projector and the camera due to a different
viewpoint. The technique has similarities with laser scanning discussed in section 2.1.3, where the
position of a laser dot can be triangulated when the position and orientation of the source and observer
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Figure 2.7: Structured light: The projector projects multiple structured patterns (tᎳ, tᎴ, ... tᑟ,) on the object. A camera with a
different viewpoint captures the object with the projected structured pattern, which is perceived completely different due to the
topography. The changed structured light is used to extract the depth information of the object. [62]

are known. In turn, the dot was replaced by a line to accelerate depth acquisition. With structure light,
the laser line is replaced with coded structured light emitted by a projector [58][59][60]. Similar to
triangulation with Line Laser projection the depth is determined with the line created by the projection.
When viewed at a different angle, the topography changes the projected pattern, from which the depth
information can be determined. An example is given of typical structured light in figure 2.7, however
there is an abundance in varying coded structured light methods [61]. As can be seen by the multiple
start-ups that use some kind of structured light to determine depth like Artec Eva and Einscan.

The depth precision and spatial resolution are limited by the accuracy of the position and orientation es-
timation and the resolution of mainly the projector. A high accuracy position and orientation estimation
enables the device to reach the depth precision criteria. However, the spatial resolution is insufficient
to meet the requirements, because even high resolution projectors would only be able to reach 50 µm
(A.1.4). Furthermore, compared to laser line scanning technology, is the acquisition speed significantly
increased, since multiple line can be projected. However, for good depth registration multiple images
are required. In the end, the entire painting can be captured in 15 hours assuming 20 structured im-
ages are sufficient to reach the maximum depth precision. Moreover, structured light is an affordable
and accessible technology since only a projector and camera are required, estimated to cost about
2500 to 10000 [63], depending on the projector.

Structured light simultaneously captures the depth and colour of the image, eliminating the need
for a hybrid solution. However, the reconstruction of the colour image has a risk of slightly mismatching
the structured projections for the colour image. Furthermore, the colour image is also restricted by the
projector and camera resolution.

The ability of structured light to accurately determine craquelure is primarily limited by the shading
introduced by the projector. The occlusions are minimised when the camera captures the painting
perpendicularly,but that increases the shading from the projector. Moreover, the depth precision is
proportional to the disparity between the camera and projector. Similar to stereo imaging, structured
light has a trade-off between depth precision and registering craquelure due to shading. However,
structured light is not dependent on two cameras and can therefore register twice as much depth (140
µm) for the narrowest craquelure (50 µm) as stereo imaging. Structured light is therefore a better
option, but still not ideal to register the craquelure patterns of paintings.

2.1.9. Fringe Projection
Fringe projection uses phase shifting structured light and fringe pattern analysis to determine the
height of the object. Similar to structured light, the disparity between the projector and camera, due
to difference in viewpoint, is triangulated, as long as the location and orientation of the projector and
camera are known. Instead of changing the pattern of the structured light the phase of a sinusoidal
pattern is shifted [64][65][66], as can be seen in figure 2.8.

The phase shifting sinusoidal pattern projection is called stereo imaging. Structured light is base on
black and white and thus the projectors resolution depict the spatial resolution. A smooth sinusoidal
pattern has a unique value on each position, allowing for low sub-pixel resolution [67]. Analysing stereo
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Figure 2.8: Fringe Projection: Similar to structured light, the projected pattern enable the extraction of topographical information,
due to the disparity between the projector and camera. In stereo imaging, the projected pattern is a sinusoid, that is phase
shifted.

Figure 2.9: In Photometric stereo imaging, the direction of the light changes for each photograph. The shadows, highlights and
gradient are used to extract the topographical information of the object.

imaging generates a wrapped phase map with signal to noise selection for higher accuracy. The phase
map is then unwrapped into depth data to obtain the depth map of the object. All based on accurate
position and orientation information of the observer and projector.

Current devices based on stereo imaging can reach sub-pixel resolution of the projector, however it is
still limited by the resolution of the camera and the accuracy by which the orientation and position are
estimated. Current techniques with stereo imaging can reach sub projector pixel spatial resolution of
25 µm [68][69], which is still insufficient to reach the criteria. In theory, a spatial resolution of 1 µm
could be reached with a high-tier full-frame camera and high magnification lens.

The acquisition speed mainly depends on the required depth precision. A higher depth precision
would require more phases, which requires more images to be captured. It is a trade-off between
acquisition time and depth precision. Fringe projection requires roughly half the amount of images
to achieve the same depth precision as structured light, because a sinusoid can be used to extract
twice as much depth information. Moreover, the estimated costs of stereo imaging are lower compared
to structured light methods, because it doesn’t require a high resolution projector. Even for lower
resolution projectors there still is a difference in pricing, therefore are estimated to cost 2500 - 5000
euro for stereo imaging.

The ability of fringe projection to capture the profile of craquelure is, like with structured light,
limited by shading introduced by the projector. Equal to what is concluded in structured light, the
technique is less ideal to register the craquelure pattern of paintings, especially the fine deep cracks
are difficult.

2.1.10. Photometric stereo imaging
Photometric Stereo imaging determines the shape from shading by capturing multiple images with an
illumination that varies in direction and incident angle as shown in figure 2.9. Shading, highlights and
gradient hold information of the shape of the object [70][71]. Using these clues from a single image
to extract the height map is an ill-determined problem. Multiple images each with a varying direction
and/or indicent angle of the light source creates a solvable problem. From photometric stereo imaging
a surface orientation map is generated and by integration of the gradients the height map is estimated
[72].
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Figure 2.10: A Confocal Microscope directs the light at the object with a dichroic mirror. Two translatable confocal pinholes
determine the focal distance, enabling the in-focus plane to be at different distances [77].

The true colour accuracy depends on how well the photometric clues can be removed. The depth
precision is less than to stereo imaging. Stereo photometric imaging computes the height map with
integration, which is highly sensitive to occlusions, discontinuities and miscalibration [73]. Moreover,
the illuminate source is a point source and the surface a Lambetian surface, which is rarely the case
in reality. The depth precision could reach accuracy of a camera pixel [74], which is about 4µm for a
full-frame 50 MP camera.

Photometric stereo imaging is a quick technique. The acquisition time is similar to stereo imaging.
Where stereo imaging required several images with a phase shift, this technique requires several images
with a changing light direction. The requested depth resolution primarily depicts the amount of images,
limiting the acquisition time. A device based on photometric stereo imaging would need an estimated
15 hours for the required depth precision. On the other hand, the technique only requires a camera
and multiple lights, which makes it one of the cheapest techniques. A high resolution camera and
multiple light sources are estimated to cost about 5000 euro. The colour and topography images are
both captured with the stereo photometric imaging, eliminating the need for a hybrid solution.

The ability of photometric stereo imaging in registering the profile of craquelure is limited by the
introduced shading, which is the primary source for depth estimation of this technique. In order
determine the depth of the finest cracks, the angle of illumination sources has to be smaller than the
10° stated in the introduction. However, angle of illumination sources also depicts the depth precision
since larger shading is easier to determine the depth from. Similar to other techniques, registering
the craquelure is a trade-off with the depth precision. The ability of photometric stereo imaging to
register the craquelure pattern is not ideal, especially since the artefact shading is the source of the
depth estimation.

2.1.11. Confocal Microscopy
Commonly the working principle of a confocal microscope consists of capturing multiple images at
different focal distances by changing the pinhole position as shown in figure 2.10. An algorithm then
determines the areas in focus and uses those for the perpendicularly viewed colour map. The height
map is constructed by the known difference in focal length between those areas in focus. In other
words, a confocal microscope captures slices of the to be captured near-planar object [75][76].

The colour resolution is defined by the magnification of the lens attached to the confocal microscope.
The height map accuracy depends on the predetermined step size and range of focal distances. How-
ever, the surface of painting usually has propagating curvature exceeding most focal distance ranges.
Therefore, the relative height between painting surface and microscope needs to be controlled. Over-
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Figure 2.11: An example of photogrammetry used to create a 3D virtual scene of a construction site. The depth information is
extracted by matching pixel neighbourhoods in several images [81].

all the spatial resolution and depth precision are well within the confocal microscopic range [78]. In
essence, confocal microscopy computes depth similar to shape from focus and defocus, the technique
requires a small Depth Of Field to determine depth differences. For shape from focus and defocus the
depth of field was too large for the relatively flat surface of a painting, however a confocal microscope
can reach much higher magnification where the painting’s surface in relatively not flat. This also indi-
cates the issue with confocal microscopy, to have accurate depth information a high magnification is
required, which in turn results in a long acquisition time.

The acquisition time is determined by the amount of confocal images required to capture the height
of the painting. Assuming the minimum height difference of ’the girl with a pearl earring’ and the
specifications of a popular confocal microscope [56], the entire painting could be captured within
about 50 hours. At the beginning of this project there was no confocal microscope with a larger xy-
stage range than 300mm [22], and therefore not capable to capture the entire painting, but such a
xy-stage was developed for ’the girl with a pearl earring’ by Hirox Europe. A confocal microscope, like
all interferometry techniques, is quite expensive. For example a Hirox RH-2000 is estimated to cost
about 100.000 euro [79], but they are very private about their prices. That is without the varying prices
for microscope lenses.

The ability of a confocal microscope to register the profile of craquelure is good. The light source
is projected perpendicular to the painting, minimising shadow forming. It is not a point measurement
so occlusions might occur at the edges of the image, but these are minimal due to the small camera
window. As mentioned the image has to be magnified a lot to obtain depth information about the
craquelure profile, which results in a long acquisition time. In summary, the technique has enormous
potential for depth precision and spatial resolution, but requires a long acquisition time and is expensive.

2.1.12. Photogrammetry
Photogrammetry is based on Structure from Motion in which 3D structures are extracted from 2D image
sequences that are coupled with local motion signals. The matches of similar pixel neighbourhoods are
identified in multiple photos and create points in the sparse cloud. If matching pixel neighbourhoods
are found in two, or preferably more, photos, the areas occupied by the pixel neighbourhoods in the
respective photos are projected into the virtual 3D scene. The sparse cloud of points in the virtual
scene represents the real-world environment containing the imaging subject [80]. The technique is
similar to stereo imaging, but it calibrates the changing camera position with the images, which are
also used to determine the depth map with. An example of the technique is shown in figure 2.11.

Photogrammetry is great at digitising a solid 3D object, however it has issues with small depth details in
the surface of the object, especially with near-planar surfaces. There are multiple factors that influence
the depth from motion precision, like the algorithm tends to misread shadow of the object, intrinsic
camera calibration or the angle and redundancy of the images. So in an ideal situation, a full-frame
camera can reach depth precision of 50 µm at best [82]. On the other hand, the method is medium fast
and cheap to implement, since only one camera is required. As with previous techniques, the spatial
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Figure 2.12: Fringe encoded stereo imaging: The projector projects the fringes on the object. The Fringe Projection is captured
in stereo with the cameras. The Fringe Projection uniquely labels each position on the object, solving the correspondence
problem of stereo imaging.

resolution is tied to the camera and thus is sufficient.
The acquisition speed depends on the capturing time and the amount of images required for the

minimal resolution and accuracy of the 3D rendering. The technology is a very accessible to anyone
with a camera and has been applied to many platforms and devices like for pixelio and 123D catch.
To reach the theoretical depth precision of 50 µm it would take a very high overlap and thus in total
more images than techniques as stereo imaging. Roughly estimated it would take about double the
acquisition time of stereo imaging. On the positive side photogrammetry only requires a camera to
capture the object and a computer to compute the 3D image. A camera able to reach the spatial
resolution would be about 2500 euros.

The ability of photogrammetry to determine the craquelure profile is limited by shading and occlu-
sions. An additional illumination source is required to register the depth of the crack, which introduces
shading. Moreover, the difference in perpendicular position of the camera has to be much smaller than
5° to minimise occlusions, which is about 15 mm for a working distance of 200 mm. So to register the
depth of craquelure, the painting has to be captured from multiple positions within the 15 mm. How-
ever, apart from the image exactly above the crack, most of these images still contain some occlusions
reducing the accuracy of the craquelure profile. In summary, photogrammetry is a more economical
technique and medium fast, but it is not as accurate in surface and craquelure registering.

2.1.13. Fringe encoded stereo imaging
Fringe encoded stereo imaging is a hybrid solution, that uses fringe projection as encoder to solve
stereo imaging. The projector projects the fringe patterns onto the painting and two cameras capture
the pattern in stereo. Fringe Projection processing is done by sparse stereo matching to encode the
images. After correcting for the phase, the encoded images help solve the correspondence problem
in stereo matching. This results in an accurate topographical map and colour image. The technique is
primarily used to reproduce a painting with 3D printing [83][84].

Combining stereo imaging and Fringe Projection increases the accuracy of stereo imaging by using
the fringes to match and triangulate. Furthermore, the hybrid solution gives Fringe Projection another
viewpoint to estimate the distance with more certainty, resulting in a remarkable depth precision of
10 µm for existing devices [3]. The resolution of the colour and topography images is limited by the
lenses of the cameras. The greater the magnification ratio of the lenses the more detail the sensors will
capture. Furthermore, the spatial resolution in height map increases proportionally to the magnification,
but the height range decreases also proportionally. As long as the height of the near-planar surface
stays within the depth of fields of both cameras, the height can be determined. The current devices
based on this method can reach 25 µm spatial resolution and 10 µm depth precision [85], which is
insufficient. In theory, a full-frame camera and magnification lens would be able to capture the object
at about 1 µm spatial resolution and 0.5 µm depth precision (A.1.2).

As with Fringe Projection, the acquisition speed is limited by the depth precision, since it influences
the amount of images required. The device needs double the amount of time of Fringe Projection,
because it requires horizontal and vertical fringes to uniquely label every position on the object. There-
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fore it is estimated it would take 15 hours to scan 1750 cmኼ, based on capturing speed of the current
device [85]. Moreover, the hybrid solution requires two cameras and a projector making it less eco-
nomical than other camera based techniques. The estimated costs are 10.000-15.000 depending on
the cameras, lenses and projector quality. However, the technique was developed at the Technical
University of Delft and can therefore be provided without any costs.

The ability of fringe encoded stereo imaging to estimate the profile of craquelure is limited by
shading and occlusions. The depth is estimated with stereo imaging and thus, as mentioned, occlusions
occur and for finest craquelure a depth of 70 µm can be registered. The projector introduces shading
on the painting’s surface, but it is minimal since the projector projects perpendicular to the painting.
In summary, fringe encoded stereo imaging has a high depth precision, spatial resolution and is quite
quick, but the technique is sensitive to occlusions and thus less ideal to register the profile of craquelure.

2.2. Comparison
All techniques in this chapter are compared on the criteria mentioned in the beginning with some notes.
The main performance criteria are the depth accuracy and resolution of the technique, the acquisition
speed considering an entire painting and finally the cost of the technique. The metrics are defined as
their theoretical maximum potential.
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Ultrasound TOF 100 5 5 >100.000 -
Ultrasound interferometry 4-10 <1 100 50.000 -
OCT 4-10 <1 100 40.000 +
Line Laser TOF 100 100 100 500 -
Line Laser triangulation 10 0.4 50 >1000 -
Stereo Imaging 1 0.5 1 9.000 - - Available at TU Delft
Shape from Focus 1 50 14 5300 - -
Conoscopic Holography <1 <1 100 50.000 +
Depth from Chromatic Aberration <1 <1 100 50.000 +
Structured Light 1 50 15 8000 - Available at TU Delft
Fringe Projection 1 25 7.5 5000 - Available at TU Delft
Photometric Stereo 1 4 15 5000 - -
Confocal Microscopy <1 <1 50 100.000 +
Photogrammetry 1 50 30 2500 - -
Fringe encoded Stereo 1 0.5 15 12.000 - - Available at TU Delft

Table 2.1: A holistic view of different areas of techniques that can be used to capture topographical information. The techniques
are accessed on their their theoretical potential.

The techniques with a camera as observer have a maximum theoretical spatial resolution of 1 µm
with a small pixel size and highest magnification macro lens. Some of the techniques are available at
institutions, making the estimated costs for that technique an ignoreable criterion.

From table 2.1 can be deduced that the devices capable of sub-microscopical spatial resolution
and depth precision are very expensive and require a long acquisition time. Excluding the techniques
unable to reach the required spatial resolution and depth precision, leaves stereo imaging, photometric
stereo imaging and fringe encoded stereo imaging. Stereo imaging was argued to be unsuited for a
painting scanner, because of its sensitivity to oclussions and non-salient areas. From the remaining
two techniques the fringe encoded stereo imaging holds the most potential for resolution, acquisition
time, and requires no initial cost since the technique has been made available by the TU Delft and
Océ, a Canon company. The technique is expected to perform less ideal at registering the profile of
the deepest craquelure due to occlusions. However, as stated in the introduction, ’The girl with a pearl
earring’ is a relatively flat painting minimising the depth of craquelure. In addition, little research has
been done on the measurement of craquelure, it is difficult to estimate the exact performance of the
technique.
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2.3. Discussion
In the beginning of my previous project, the possibility arose to use one of the confocal microscopes
(Hirox RH-2000) from the Rijksmuseum in the Netherlands. I could use the microscope to test and
eventually build a frame that enabled the microscope to scan the entire painting. Since the microscope
can achieve much greater magnifications than photography based technologies, vibration would be my
main focus. The structure has to be very rigid and minimise self-induced vibrations.

However, about four months in the previous project, it came to our attention that Hirox, the confocal
microscope company, had been developing a very similar device as I had been working on. They had
already made a frame that would enable the microscope to scan a 1 by 1 meter area. Furthermore, as
mentioned in section 2.1.7, Hirox was developing a Nano Point Scanner (NPS) that would be able to
scan the curvature and depth of the painting’s surface. In summary, Hirox had already developed the
stage I was researching. Since there is no point in inventing the wheel twice, the focus was shifted to
a device that can capture the craquelure pattern.

The fringe encoded stereo imaging technique was developed by the Delft University of Technology.
Océ/ Canon developed a professional device based on the technique called Fine Arts Scanning Tech-
nologies (FAST). Océ donated one of their older FAST models to the Delft University of Technology for
further research. The current technique has been developed in order to reproduce paintings with a 3D
printer. Thus a spatial resolution of 50 µm is sufficient since the human eye [86] can not distinguish
higher resolution. So the potential of the technique is not yet unravelled.

2.4. Conclusion
This chapter researched a holistic view of different areas of techniques that can be used to capture
topographical information and accessed them on the criteria stated in the beginning. Based on the
comparison it can be concluded that the hybrid of fringe projection and stereo imaging holds the highest
potential. Apart from being able to reach an ultra-high spatial resolution and high depth precision, the
main advantages are the low acquisition time and having state of the art cameras and high tech frame
directly available at no initial cost. However, the potential needs to be unlocked. The next chapter
analyses the technologies in depth, to determine how best to meet the requirements to capture the
craquelure pattern of oil paintings.



3
Fringe encoded stereo imaging

Chapter 2 concluded that fringe encoded stereo imaging is the best technique to capture the craquelure
pattern of paintings. The aim of this chapter is to analyse the technology further in-depth, to determine
how the spatial resolution and depth precision of resp. 25 µm and 10 µm can be enhanced to reach at
least 10 µm and 5 µm to capture the craquelure pattern.

The first section reviews the settings and calibration, essential for stereo imaging and fringe projec-
tion. Followed by an in-depth review of both technique separately. Thirdly, both techniques combined
as fringe encoded stereo imaging is discussed. After which the hardware of the hybrid technique is
discussed.

3.1. The basics: Settings and Calibration
The camera settings are essential to capture in-focus and well-exposed images. A colour and camera
calibration is required to accurately reproduce the colour and topography of a painting. This section
discusses the settings and calibration before the capturing process starts.

3.1.1. Setup Fringe encoded Stereo Imaging
Figure 3.1 illustrates the setup of fringe encoded stereo imaging. The setup is a combination of stereo
imaging with 2 cameras and fringe projection with one camera and a projector. The tilt angle 𝛼, shown
in the figure, enables the camera to focus on flat objects at an inclined angle, which is discussed in
detail in section 3.5.3. The distance to the painting (L) depends on the working distance of the camera
lens. The distance between the cameras (B), also called the Baseline, depends on the camera angle
relative to the painting’s normal vector (𝛽), which is covered in the next section. The exact angles and
distances depend on the hardware that will be discussed in chapter 5.

3.1.2. Camera and Lens Settings
The cameras are positioned at the same height and directed at the same point on the object. The
painting is placed at the focal distance of both cameras to obtain the highest magnification. The
camera angles relative to the painting’s normal vector (𝛽) do not need to be exactly equal or known,
however the camera angles have influence on the accuracy of the depth registration. Larger camera
angles relative to the painting (𝛽) results in a more accurate the depth triangulation, however it also
increases the chance of occlusions [45], since there are more areas that are not registered by both
cameras. This trade-off between depth precision and occlusions is important for capturing craquelure
with fringe encoded stereo imaging and will be discussed further in chapter 5.

After positioning the cameras, the lens and camera settings need to be optimised to get the painting
in-focus. A MTF board, shown in figure 3.2, simplifies the focus calibration, but any high resolution
image could be used. The MTF board is placed at the minimum focus distance and the centre area
is brought in-focus [87]. Next, the tilt angles (explained in section 3.5.3) are adopted such that all
corners are in-focus.

35
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Figure 3.1: The setup of fringe encoded stereo imaging seen from above. The distance to the painting (l) and space between
the cameras (b). The angle of the cameras relative to the painting’s normal vector (ᎏ). The tilt-shift lens is tilted with the tilt
angle (ᎎ) to focus on the painting’s surface

Figure 3.2: MTF board is used to determine the spatial resolution for the entire image. It is a semi-standarised method to test
a camera and lens quality for the entire image [87]
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Figure 3.3: The diameter of the lens is defined with the aperture number. As illustrated the aperture is given by f/n, where n is
the aperture number and f the focal length [92].

The White Balance (WB) removes unrealistic colour casts, so that the perceived white is equally white
in the captured images. A camera White Balance takes the ’colour temperature’ of the light source
into account. Most digital cameras have basic ’warmth’ or ’coolness’ pre-settings for the White Balance
corrections. The most accurate digital White Balance is set with a customWhite Balance, because it sets
the White Balance to the current environmental lighting condition. At the beginning of the calibration
process, the custom White Balance is set by a capture of an optical whiteboard or grey chart, and then
manually selected on the cameras [88][89]. The light condition of the environment should be constant
to obtain a constant image quality and high colour accuracy.

After the sharp focus plane has been aligned with the painting and the White Balance is customised,
the correct exposure time has to be determined to get most information without overexposing the
photograph. Exposure is an interaction between the shutter speed, aperture and ISO.

The light intensity is called the ISO on cameras and is preferably kept low, since the higher the ISO
, the more noise is introduced [90]. Therefore, the aperture and shutter speed remain to determine
the exposure. The aperture number is inversely proportional to the diameter of the camera lens, as
illustrated in figure 3.3. In other words, a larger aperture reduces the amount of light striking the
camera sensor. A larger aperture number also increases the Depth Of Field (DOF) [90], but when the
aperture number becomes larger than 13 [91], diffraction can occur, because the diameter of the lens
becomes too small.

The shutterspeed can be adopted to still achieve the exposure time for a salient image. In the
case of a large aperture number the shutter speed is lowered to get sufficient exposure. Moreover, the
correct exposure differs per camera and lens, so it often is an iterative process to find the optimum of
aperture and shutterspeed.

3.1.3. Camera Calibration
Stereo imaging requires an accurate model of each the camera and the relative position and orientation
to each other, to triangulate the depth of the painting. The values required to generate the camera
model are called intrinsic and extrinsic parameters.

The intrinsic parameters describe the focal length (f), scale factors (k።), the skewness (𝜏), and the
optical centre (o።) of the camera with a pinhole model shown in equation 3.1. The pinhole model
describes every point on the sensor to a location in the real world. Furthermore, the pinhole model can
then be used to correct the radial lens distortions. However, when a tilt-shift lens is used, the pinhole
model does not define the system perfectly [93][94].

[
𝑥
𝑦
1
] = [

𝑓𝑘፱ 𝜏 𝑜፱
0 𝑓𝑘፲ 𝑜፲
0 0 1

] [
𝑋
𝑌
𝑍
] (3.1)

The extrinsic values describe the position and orientation of the camera in a 3D space. They can be
defined in a rotation matrix (R(3x3)) and a translational matrix (T(3x1)). With both the intrinsic and
extrinsic values accurately determined by camera calibration, each pixel from the camera sensor be
related to the beam of light it was struck by.

There are several photogrammetric calibration methods to estimate the camera parameters [95]. Cur-
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Figure 3.4: Camera calibration: An example of the photographs of the left and right camera during the camera calibration. The
orientation of the checkerboard is changed and thus every image will be different. During the calibration the four corners are
selected from which the orientation and position are determined.

rently, a flexible closed-form solution is used with a nonlinear refinement based on likelihood criterion
[96], based on the intersections of checkerboard’s squares. The size of the squares of the checker-
board are used to determine the intrinsic and extrinsic parameters of the cameras. Multiple images with
altering orientation of the checkerboard will increase the accuracy of the calibration of the cameras.
An example of stereo capture of the checkerboard is given in figure 3.4. The corners of the checker-
board are selected by hand, but recent techniques automated the checkerboard calibration [97]. As
mentioned, the flexible closed-form solution does not yet include the tilt-shift lens, which is possible
with current technology [94][93].

3.1.4. Projector Calibration
The phase shifting sinusoidal fringe pattern allows an exact geometric reconstruction of the surface
shape, when the position and orientation from the projector relative to the camera are known. There-
fore, an accurate calibration of the projector is essential for fringe projection.
The position and orientation of the projector relative to the camera is inversely computed compared
to the camera calibration. A checkerboard is projected onto a flat surface like a small white board.
Like in camera calibration the orientation of the board is changed for each image. To increase the
accuracy of the coordinates of the projector relative to the camera. The projected checkerboard can be
combined with the camera calibration, to create an quick calibration method. Nowadays there are many
similar methods that achieve higher accuracy calibration, like sub-pixel edge detection method [98] or
accurately determination of marker points of a calibration target in terms of projection transformation
[99][100].

For the fringe encoded stereo imaging, the fringe projection is used as encoder and not as technique
to determine depth. Therefore, is the projector calibration irrelevant for fringe encoded stereo imaging.
However, the projector could used to determine the distance and orientation of the painting relative to
the scanner, which will be discussed in chapter 5.2.5.

3.1.5. Colour Calibration
Reproducing objective colour information is essential for an accurate digitisation of art work. However,
colour reproduction depends on various factors like the illumination source, the colour space, or the
display of the device. For example, a RGB image is going to look different from one display device to
another. The RGB colour space is a device-dependent colour space and thus less ideal, but is still often
resorted to due to its ease in comprehension. This selection discusses some common colour spaces
and ICC profiling as general colour space.

Colour Space
There are multiple colour spaces, each developed with a different goal in mind. RGB colour model is
a linear combination of the red, green and blue primaries, which is usually displayed as a cube. As
mentioned, it is the most comprehensive colour space, but device dependent [101]. Almost all cameras
capture their photographs in the RGB colour space or a similar version of the RGB space. Therefore,
the photographs are often converted into another colour space to better fit its purpose. For example,
when the colour scans are used to (3D) print the painting, the colour images need to be converted
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Figure 3.5: The CIE chromaticity diagram with all visible chromaticities. Several colour spaces are marked in the horse shoe
shaped CIE region to indicate their colour space. In the CIE chromaticity diagram is D65 marked, which is one of the white
point.

to the CMYK colour space. The CMY(K) colour system is used in printers, in which the abbreviations
stand for black (K), cyan (C), yellow (Y), and magenta (M). The manner in which the inks creates
colour is called subtractive colour mixing. The inks selectively absorb wavelengths of incident light and
reflect the remainder [102][103]. HSV colour model can be divided in three independent dimensions
corresponding to hue (H), saturation (S), and value (V) [104][101] This colour model is commonly used
in image processing and editing software. This colour model has two visualisation representations. One
is a cylinder with black at the bottom and full-intensity colours on the top. The other is a representation
by a cone, with black at the peak and white at the base. Since this colour space focuses on image
processing, it fits well with the image processing part of the device, but the final goal is to digitally
visualise the painting on a a computer monitor. Other common colour systems are sRGB, developed for
monitors, printers and the internet, or Adobe RGB which improves the gamut of sRBG in cyan-green.
Adobe RGB is also primarily used for monitor display [105][101]. Therefore, would these colour spaces
better fit the end goal of this literature report.

The International Commission on Illumination or abbreviated CIE (Commission International de L’Eclairage)
is responsible for standardisation of data in colour space. They created device-independent colour mod-
els like the CIEXYZ, CIELAB , and CIELUV [106]. CIE-XYZ colour model of colorimetry is created based
on visual experiments of colour matching. The colorimetry values depend on the observer’s field of
view. Therefore, the CIE defined a standard observer and a set of three colour-matching functions,
called X, Y, and Z [107]. CIELAB colour system is designed to approach a perceptually uniform colour
space in terms of colorimetry values of XYZ. The CIELAB space is believed to be useful for evaluating
perceptual error [108].

In the end, can the digital reproduction of the painting be used for varying purposes, like 3D printed
reproductions, image processing, image analysis, or digital display on a monitor. The goal of the scanner
is to capture and digitally visualise the craquelure pattern of paintings. The preferred colour space to
digitally visualise the data on a monitor is sRGB or adobeRGB. The input colour space of the cameras
is raw RGB thus the colour information often requires a colour convertion. Therefore, has the colour
information be able to convert to any colour space, which brings us to the colour management system.
We chose for the most popular colour management system for converting colours: the ICC-profile
[109], which is widely used for printing and colour visualisation on monitors.
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Figure 3.6: Examples of colour checker charts to calibrate colour used to create an ICC profile. The images of the colour checker
chart determine the difference to the true colour. The small colour chart on the right is ideal for fine art scanning, since the
camera window is too small for the larger colour charts.

ICC Profile
Depending on the application, colour spaces have their individual optimised uses. However, to ob-
jectively capture the colour information of the paintings, independent of the environmental lighting
conditions, the colour information should be transferable to any colour space. The International Colour
Consortium (ICC ) has been successful in standardising device independent colour spaces between
displays, printers, and capture devices [110]. ICC profiles store colour transformation profiles to and
from different colour devices [111]. The current technologies uses the IIC profile to convert the colour
images in to the CMYK colour space for 3D printing [112]. The ICC profile is determined by capturing
a colour chart, from which the difference between the known colour value of the colour chart, and the
captured colour value is computed.

There are several colour checker charts that are used to determine an ICC profile, shown in figure 3.6.
Each chart differs in purpose or focus of colour system. The colour chart on the right in figure 3.6, is
a small colour chart for fine art scanning that uses higher magnification photography, since the larger
colour chart do not fit within one photograph when in focus. The colour checker chart is captured and
the colorimetry values of each colour patch is extracted. From the extracted colour values the colour
transformation profiles are constructed as ICC -profile.
To obtain higher colour accuracy, the conditions should remain constant during the entire capturing
process. Therefore, a dark room is preferred to retrieve accurate colour information. The colour
accuracy is measured with the distance metric ΔE, which is computed by the average difference of the
captured CIELAB values compared to the reference values [113]. However, the transformation of the
RGB to CIELAB with ICC profiling is complicated since it depends on various factors like the illuminate,
gamma and observer angle. To make colour calibration and its performance measurements even more
complicated, the ΔE metric knows different methods of computation that result in significantly different
values. The way of computation has changed over the decades due to the fact that the lab colour space
turned out to be not as perceptually uniform as intended, which modern ∆E computations account for.
Most common and simple is the ‘1976’ method, which is just the Euclidean distance between two lab
values. In the end, we chose a more accurate and complex colour accuracy metric the ΔE ‘2000’ version
of the metric [114][115], which is also more perceptually uniform. To make a clear distinction, values
obtained with the latter computation will be referred to as Δ-2000.

3.2. Stereo imaging
After the basic settings and an accurate camera and colour calibration, image capturing process of
stereo imaging can be initiated. The stereo images are matched by their corresponding areas. Matching
the areas can be done with two types of matching algorithms; sparse or dense matching. From the
location differences of the matching areas, the disparity map is generated. The disparity map is used
to determine the depth map of the painting. Each component of stereo imaging is discussed in the
following sections.
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3.2.1. Dense Stereo Matching
Dense image matching aims at computing the best match for each and every pixel of an image [44].
This facilitates the generation of an accurate and highly detailed digital surface model. There are
several variations in dense stereo matching algorithms like difference in cost functions [116], locally or
globally minimisation, or window size [117]. However, most dense algorithms come down to optimising
cost computation.

The performance of dense stereo matching methods is highly dependent on the captured images.
Dense matching will attempt to match each area of both images, but will fail when the images differ,
are not salient enough, or have repetitive areas. Inevitably differences occur in stereo imaging due to
occlusions, slight colour differences or spectral reflection. Furthermore, most paintings contain areas
with little salient information, like the background. So just matching the entire images to one another
is not ideal for painting scanning.

3.2.2. Sparse Stereo Matching
Sparse stereo matching obtains and matches features (keypoints) in both images [43]. Features can be
edges, corners or gradients in the images. From all tentative keypoint matches only the valid matches
are selected based on geometry.

The performance of sparse matching depends on the amount of features. Similar to dense matching
if areas do not have salient information the match and thus the height can not be determined. The
speed and accuracy of sparse stereo matching is high [118]. Furthermore, sparse matching is more
resilient to mismatches due to occlusions, colour differences and irregularities. Therefore, spare stereo
matching is more suitable for processing images of paintings. In the end, we decided to used the
speed of sparse stereo matching to retrieve initial matching areas. These matching area are used to
speed up dense stereo matching and obtain a dense and accurate disparity map.

3.2.3. Disparity Map
Figure 3.7 shows the working principle of the disparity map to the depth information. Disparity is the
difference in location of an object in the image [41][42]. Objects closer to the observers have larger
location differences than objects in the background. You can measure the apparent motion in pixels
for every point and make an intensity image out of the measurements. In figure 3.7a the objects in
the foreground are brighter, denoting greater location difference.

Figure 3.7b illustrates the ray tracking of a matched pixel or area. The camera calibration determined
the position and orientation (extrinsic) of the cameras relative to each other, and the lens behaviour
(intrinsic) of each camera lens, which construct the ray tracking map. The matching area or pixel
is triangulated with the ray tracking map by both cameras into a point in space. Doing this for all
pixels results in a depth map of the painting’s surface. So simply put, the depth position (Z) can be
determined with equation (3.2) from the disparity map (d in pixels), when the focus length (f) and
baseline (B) are known [119][45].

𝑍 = 𝐵 ⋅ 𝑓/𝑑 (3.2)

3.2.4. Discussion stereo imaging
Stereo imaging computes depth by triangulation of the matching features in both images, but when
the object does not contain salient information, no features will be found. A painting contains multiple
areas where there is insufficient information for features, like the background in paintings. One could
increase the visibility of available features by increasing the exposure time of the cameras or by creating
new features to match by using a projector to encode the painting.

3.3. Fringe Projection
As discussed in chapter 2, fringe projection is similar to the structured light method. Fringe projection
is faster and more accurate than typical structured light and is less limited by the resolution of the
projector. Moreover, instead of projecting beams of black and white, fringe projection uses a shifting
sinusoidal pattern called fringes. Since fringe projection uses phase shifting sinusoid to measure the
topography or profile of the surface [64][65][66], is it also called phase shifting profilometry.
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(a) Digital example of Stereo vision [119] (b) Disparity geometrics [120]

Figure 3.7: (a) The top figures (1,2) show a simulated stereo pair and the bottom figures the exacted disparity map (3) and the
computed disparity map (4). Similar to how human eyes determine depth, a larger difference in position in the images, means
it is closer to the cameras. (b) The depth information is generated when the focal length (f), baseline (b) of both cameras and
the disparity/distance between corresponding points (Uᑃ and Uᑉ) are known.

There is a large variety in fringe patterns each with different results. This section first discusses
the parameters creating a fringe pattern, the influence of the parameter and the chosen pattern. The
second part reviews the fringe processing, which can be summed up as exacting the wrapped phase
map from the captured images and unwrapping the wrapped phase map.

3.3.1. Fringe pattern
The amount of fringes and the fringe parameters; amplitude (modulation), wavelength (frequency),
and off-set defining the sinusoid, influence the digitisation of the painting. In practise, fringes are not a
continuous sinusoid due to among others the non-linearity between the cameras and projector, which
is partially corrected by the gamma correction. Furthermore, multiple fringe projection can also be
used to enhance the accuracy of the depth estimation.

Modulation
In theory, the modulation of a 8-bit sinusoidal fringe can vary from minimal 0 (black) to maximal 255 in
grey-scale, since 8-bits has 2ዂ = 256 unique values. In practise, this is rarely achieved due to; display
settings, GPU conversion of the projector, or inaccurate dynamic ranging of the camera, resulting in
flattening of the peaks of the sinusoidal. Therefore, the modulation is kept within a safety margin of
about 20 to 230 to ensure a smooth sinusoid, but a lower modulation gives a lower signal-to-noise
ratio (SNR ) in wrapping algorithm.

Gamma Correction
The GPU conversion of the projector and inaccurate dynamic ranging of the camera can also result
in non-linearity of the fringes [121]. For example, a projector can have a larger amount of different
darker colours than lighter colour, to enhance the experience of movies with a darker theme. This
results in over representation of darker colours and thus a deformed sinusoid. The gamma correction
counters the non-linearities with a non-linear response in the other direction. The effect of the gamma
correction on the input and the resulting sinusoid is illustrated in figure 3.8.

The required gamma correction is accurately determined by analysing the wrapped phase map, from
which the deviations can be used to correct future wrapped phase maps. If the gamma is incorrectly
applied, it causes banding in the RGB image [122]. Another option is to convert the raw un-demosaiced
image into a RGB profile that has a linear gamma [123]. However, the projector and GPU contribution
would still need be estimated from the fringe images. Therefore, the gamma correction is determined
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Figure 3.8: The gamma correction on the input signal, resulting in a non-linear output. The effect of the gamma correction is
shown in the figure below the correction. The gamma correction counters the non-linearities due to the conversion of the Gpu
and the projector or inaccurate dynamic range of the cameras. The figure is adopted from [3]

from the wrapped phase map. We determined that a gamma correction of 1/1.3 gave the best wrapped
phase map and depth estimations.

Wavelength
The wavelength determines the distance between each fringe. A smaller wavelength results in an
increased spatial resolution and the signal-to-noise ratio of the depth registration. A larger signal-to-
noise ratio will distinguish subtle depth differences from the larger error deviation. fringe projection
assumes the projected pattern is a continuous sinusoid, which can’t be achieved for small wavelengths
due to the limited resolution of projectors. In the end, a wavelength of 12 pixels was chosen since it
was the smallest wavelength that still gave good results, even independent of the projector.

Amount of fringes
The off-set of the sinusoid is related the amount fringes, since more fringes equals more sinusoids
within one wavelength requiring a smaller off-set. A larger amount of fringes lowers the dependency
on a continuous sinusoid, but will introduce corresponding harmonics. The number of fringes is propor-
tionate to the acquisition time, since each fringe need to be captured. Reducing the number of fringe
will lower the acquisition time, but at least three phases are required to solve the wrapping algorithm
[124].

Double step
The double three phase fringe projection method averages the result of two three phase fringe pat-
terns. One of the fringe patterns has a off-set of one-sixth of a phase (𝜋/6). The double three phase
method performs well in practise and also reduces harmonics [125]. The study found that the double
three phase method without correcting for the gamma performed better than the single-three step
method with different accurately modelled gamma corrections. The three phases fringe pattern did
not consistently produce a dense depth map even with the double step. Therefore the 6 phases fringe
pattern was chosen for its more consistent results, but without a double step to reduce scanning time.

3.3.2. Fringe projection processing
Fringe projection, or phase shifting profilometry, is a less comprehensible depth perception technique
than stereo imaging. Therefore, figure 3.9 shows a simplified side view of the working principle, to
make the technique more understandable. The fringes are wrapped together into the wrapped phase
map, containing the depth information of the painting. The depth is determined from the change in the
fringe pattern due to the topography, when observed from a varying viewpoint. The wrapped phase
map is still unrecognisable due to the arc-tangent operation (eq. (3.4)), which is used to compute the
wrapped phase map [126]. Finally, the wrapped phase map is unwrapped and the carrier-component
is removed to create the depth map, as illustrated in figure 3.10 with a simulated example.



44 3. Fringe encoded stereo imaging

Figure 3.9: A side view of the working principle of a three phases fringe projection. The phases are wrapped together, creating
the wrapped phase map. An unwrapping algorithm removes the arc-tangent operation, resulting in the unwrapped phase map.
The bottom figure shows the wrapped (blue) and the unwrapped maps (orange) with the carrier-component.

Figure 3.10: The entire fringe projection process shown with a simulated example. Firstly, the object with the fringe projections
captured. Secondly, the three or more photographs of the fringes are wrapped together into the wrapped phase map. Lastly,
the arc-tangent operation and carier-component are removed with an unwrapping algorithm, resulting in the depth map. The
figures are adopted from [126].
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The phase shifting profilometry algorithm is experimentally complex, but requires little processing
time. When compared to other techniques like Fourier transform profilometry[127][128], continu-
ous wavelet transform [129] or short-time fourier transform [67]. In phase shifting profilometry, the
intensity-profile fringe pattern captured by the camera is defined with the following equation

𝐼፧(𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝐵(𝑥, 𝑦) ⋅ 𝑐𝑜𝑠(𝜙(𝑥, 𝑦) − 2𝜋𝑛/𝑁) (3.3)

where A ( x, y) is the average intensity and the background illumination. B (x,y ) is the intensity
amplitude of the pattern contrast. The phase-shift index is defined ed as n = 0, 1, 2, ... , N-1,
and 𝜙(𝑥, 𝑦) is the corresponding wrapped phase map which can be extracted [130] by the following
equation

𝜙(𝑥, 𝑦) = tanዅኻ (
∑ፍዅኻ፧዆ኺ 𝐼፧(𝑥, 𝑦) ⋅ 𝑠𝑖𝑛(2𝜋𝑛/𝑁)
∑ፍዅኻ፧዆ኺ 𝐼፧(𝑥, 𝑦) ⋅ 𝑐𝑜𝑠(2𝜋𝑛/𝑁)

) (3.4)

As mentioned, since there are three unknowns in the wrapping algorithm, at least three phases are
required to solve equations (3.3) and (3.4). As illustrated in figure 3.9, the wrapped phase map ranges
from −𝜋 to 𝜋 due to the arc-tangent operation. There are several phase unwrapping approaches
as multifrequency (hierarchical)[131][132], multi-wavelength (heterodyne) [133][134] and number-
theoretical [135][136], of which multifrequency is the most reliable unwrapping approach [137]. Phase
unwrapping is in essence a process concerned with traversing through the wrapped phase vector
sequentially in the x direction and adding or subtracting multiples of 2𝜋. This results in an unwrapped
phase map which is given by (3.5), where 𝜙 (x y, ) is the unwrapped phase and k (x ,y ) is the integer
number to represent fringe orders.

Φ = 𝜙(𝑥, 𝑦) + 2𝜋𝑘(𝑥, 𝑦) (3.5)

Finally, the carrier-components need to be removed from the unwrapped phase map. As seen in figure
3.9, the carrier keeps increasing the unwrapped phase. The carrier component is removed by fitting a
plane to the wrapped phase map.

3.3.3. Discussion Fringe Projection
Fringe projection requires a continuous projected sinusoid, but the resolution of the projector causes
the sinusoid to discretise, especially for smaller wavelength fringe patterns. To solve this the projector
is set just a bit out of focus, which is similar to applying a Gaussian blur. The projected fringes approach
a near continuous sinusoid, but some modulation is lost.

Furthermore, fringe projection is usually done with a projector and a camera. Increasing the number
of cameras with different viewpoints will enhance the accuracy and reduce the occlusions. Similar to
double step, for multiple cameras the depth and colour maps are constructed and averaged together
into one more accurate image. However, non-linearities from the projector will persist in the final result.

The phase information from fringe projection can be used to encode the image. In the case of
multiple cameras a matching area is required in all images from which the carrier removal begins.
That way the absolute unwrapped phase map is generated from equal location for all cameras, but
the algorithms should be able to handle the non-linearity due to difference in viewpoint [138]. If the
fringe projection is used as encoder, each spatial location has a unique value, which could also solve
the correspondence problem in stereo imaging. In practise, horizontal and vertical fringes are required
to give each pixel a unique value. This hybrid solution of stereo imaging aided by fringe encoding
eliminates the need for projector calibration and gamma correction, since the depth estimation is
based on stereo imaging. The next section will review the hybrid solution in depth.

3.4. Fringe encoded stereo imaging
Combining stereo imaging and fringe projection solves the primary limitation of each technique. Stereo
imaging reaches the required depth precision and spatial resolution, that fringe projection can not
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Figure 3.11: Both cameras photograph the object with the projected fringes and are then separately wrapped. The wrapped
phase maps are unwrapped with multifrequency. The unwrapped phase maps are matched with sparse matching, from which
the carrier component removal is initiated. Finally, the disparity map is generated by dense matching both unwrapped phase
maps, from which the topographical and colour maps are computed. Adopted from [85]

achieve. Fringe projection solves the correspondence problem by encoding the surface of the painting,
but this does require horizontal and vertical fringes.

The basic settings and calibration for the hybrid method are equal to the calibration explained in
section 3.1. Apart from the projector calibration, which has become unnecessary, because the depth
estimation is not dependent on the projector’s 3D location.

After the cameras are calibrated and positioned well, the phase shifting fringes are projected and
captured in stereo. The amount of fringes increase the depth precision and spatial resolution, but also
doubles the acquisition time. As mentioned, the fringe encoded stereo imaging requires horizontal
and vertical fringes to uniquely label each spatial location in the image. Thus the total amount of
images is doubled when the amount for every added phase. Therefore, it is a trade-off of accuracy
and acquisition time.

3.4.1. Combined Image Processing
The combined image processing uses the fringe projection as encoder to aid the stereo imaging. Figure
3.11 gives a broad overview of the entire image processing. After camera and colour calibration are
set, the phase shifting fringe pattern is captured for with a minimal of three phases. The captured
images are wrapped with the fringe projection algorithm discussed in section 3.3.1. The wrapped
phase maps are unwrapped with multifrequency. The unwrapped phase maps are matched with with
sparse matching, from which the carrier component removal is initiated. Finally, the disparity map is
generated by dense matching both unwrapped phase maps, from which the topographical and colour
maps are computed [85][3].

3.4.2. Discussion Fringe encoded stereo imaging
The fringe encoded stereo imaging has the potential to capture the craquelure pattern of paintings.
Stereo imaging determines the topography and colour images. In stereo imaging, the depth precision
is proportional to the spatial resolution, if the angles of the cameras relative to the painting remain
constant, this will be explained in depth in the next chapter. Moreover, the spatial resolution in stereo
imaging is set by the resolution of the photographs produced by the camera and the lens. So for fringe
encoded stereo imaging to capture the craquelure, the resolution of the camera and lens need to be
analysed.

3.5. Hardware
The hardware properties limit the range of potential of the technology. The main hardware components
involved are the cameras, tilt-shift and lens, the projector, the xy-stage and the polarisation filters. In
this section these components are discussed.
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3.5.1. Projector
The projector creates the fringe pattern on the painting’s surface and therefore influences the digitisa-
tion of the painting. This section discusses the preferred properties of a projector.

The projector should be able to focus at close distances of 0.1 to 0.5 meters, since the working distance
of the cameras is within that range. Moreover, the projector preferable fits in the space between
the cameras, which differs from 0.15 to 0.3 meters depending on the working of the cameras. The
projector could project from a different position than in between the cameras, but that requires complex
corrections of the projection and complicates the design of the scanner. Another option is placing the
projector on its side to fit within the cameras and rotating the projection.

Intensity
The intensity of a projector, measured in ANSI Lumens, increases the modulation and thus the signal-
to-noise ratio, but it requires a larger dynamic range of the camera. In other words, the device is less
sensitive to the environmental illumination, which could open the possibility to scanning in daylight.
Moreover, a higher intensity reduces the required exposure time and thus lowers the acquisition time of
each capture. However, a high light intensity can damage paintings, and therefore the musea lighting
is kept at about 50 lux (lumen per mኼ).

The Dutch Foundation for Enlightenment Science [139] states that for a common restoration, a lamp
with an intensity of 1000 lux is used for 4 weeks 10 hours a day. In frequency of occurrence, scanning
a painting can be compared to restoration. For restoration they assume a constant enlightenment of
the entire painting for 200 hours. According to their assumptions and computation, illuminating a small
part of the painting for only 5 minutes, accounting for overlap, would allow a light source of 600.000
lux. So the intensity of a projector is preferably kept low, but it is not limiting since all commercial
projectors stay well below 600.000 lux [63].

Resolution
The importance of the resolution of the projector is minimised, since the depth is determined stereo
imaging instead of fringe projection. However, fringe projection is still used to encoded the surface of
the painting. Fringe projection assumes a continuous sinusoid, which is achieved by defocusing the
projector.Defocusing projector will decrease the modulation, but is necessary for the fringe process-
ing. Moreover, if the projector is insufficiently defocused, the fringe pattern is not fully removed from
the colour and topographical maps. A high resolution projector is favoured, because it requires less
defocusing to achieve a continuous fringe.

Colour information
An object is perceived when light strikes the object. How the object is perceived depends on the
illuminate and the surface of the object. Paintings are perceived by the emitted and reflected light
from its surface. The reflection are removed with a polarisation filter, further discussed in 3.5.5. To
perceive the colours of the painting in true value, the illumination source should emit a spectrum similar
to the spectrum of daylight. The spectrum the projector emits is therefore important for the colour
accuracy of reproduction of a painting [140][141]. Some of the spectra of light sources are shown in
figure 3.12. The light source that emits the fullest spectrum are the projectors based on a halogen lamp,
but these lamps degrade much faster. For fringe encoded stereo imaging the projector is preferably
placed between the cameras, which limits the size of the projector. Most small projectors are based
on LED lighting, which mainly excite 3 channels, red, blue and green, to resemble all colours. This will
decrease the colour accuracy, fortunately the colour calibration somewhat corrects for the difference
in light spectrum, but a complete spectrum is preferred [106].

Projector Requirements
Currently, the scanner uses a LED pico projector with a spectrum that is a combination of the cool and
warm white LED spectrum. The highest intensity setting is rather approaches a cool white LED, but
still only reaches 100 ANSI lumens [85], which requires a long shutterspeed of 5 to 10 seconds to get
a salient image. The long exposure time makes the device slow and sensitive to the environmental illu-
mination. Therefore, the projector should be replaced with a high intensity (>1000 Lumens) projector
to reduce the shutterspeed and to possibly enable daylight scanning. Furthermore, it can be deduce
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Figure 3.12: The spectrum of a light source is shown as the intensity of a light source as function of the wavelength. Projecting
the object by a light source with a fuller spectrum produces a more colour accurate perceived object [142]. A halogen based
projector is considered to reproduce the highest colour accuracy.

from the current projector that a fuller spectrum than LED is not essential for the technique to work,
but it would enhance the colour reproduction accuracy. Similarly the projector’s resolution is currently
not limiting the technique, but an increase would only increase the smoothness of the fringe pattern.

3.5.2. Cameras
The cameras determine with what detail the fringe pattern and the painting’s surface is captured.
The settings discussed in section 3.1 greatly influence the captured information, but there is more
than camera settings, like White Balance and exposure time. The camera sensor primarily depict the
capabilities of the camera, like the dynamic range or the spatial resolution.

Each pixel of the camera sensor converts the amount of photons per time unit into an electronic
signal. The difference between the minimum and maximal measurable amount of photons is called the
dynamic range [143]. The smallest difference measurable within the dynamic range is called the just
noticeable difference (JND). The just noticeable difference influences salience of the features, since
more differences result in more features.

Furthermore, the size of the sensor and pixel density directly determine the spatial resolution and
the acquisition time. A higher pixel density means more pixels registering the same object and thus
a higher spatial resolution. The size of the sensor determines the acquisition time, because a larger
sensor with the same pixel density, requires a lower amount of images to capture the painting.

So ideally the camera has a lot of pixels within a small area with a large dynamic range. However,
the dynamic range is difficult to determine as a specification of the camera, since it depends on several
factors, like camera settings, illumination source, or non-linearities in the dynamic range. Therefore,
the focus is the resolution and pixel pitch of the camera sensor. The next chapter will discuss the
camera sensor further in depth.

3.5.3. Tilt-shift adaptor
In stereo imaging, the cameras are positioned at an angle relative to the surface of the painting. Tilt-
shift adaptors, based on the Scheimpflug principle [144][145], allow the Depth of Field to tilt and shift
relative to sensor plane, as shown in figure 3.13. Tilting the depth of field would enable the in-focus
plane to align with the inclined painting. Being able to tilt the depth of field requires a considerable
smaller DOF to get the entire painting in focus compared to not using a tilt-shift adaptor. Since a
set-up without a tilt-shift adaptor would need a larger aperture number to get the entire inclined plane
in-focus, which requires a longer exposure time to get the same information.
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Figure 3.13: Simplified example of the scheimpflug principle of a tilt(-shift) lens [144]. In the case of this image, the light is
bend faster at the top of the lens than the bottom, changing the normal vector of the imaging. In practise, the tilting is done by
a set of lenses to obtain the scheimpflug principle.

Furthermore, the lens is often fixed to the tilt-shift adaptor, because their optical centres have to be
accurately aligned. Therefore, a tilt-shift lens is preferred, since the alignment has been done during
production. This does limit the choice of magnification lenses. The greatest magnification for the state-
of-the-art tilt-shift lens is currently 1:2. For most cameras this magnification is insufficient to reach the
spatial resolution criteria.

One could determine whether a lens without a tilt-shift adaptor able to reach the spatial resolution
could capture the painting within the acquisition time. Otherwise a capable tilt-shift lens could be
enhanced with a extension tube or close-up filter to realise the spatial resolution. However, both
solutions will influence the quality of the image. Next chapter will discuss the options further.

3.5.4. The xy-stage
The xy-stage supports the cameras and projector and enables the technology to scan the entire paint-
ing. The xy-stage moves parallel to the painting in horizontal and vertical direction. The xy-stage is
build to withstand vibrations of the environment and self-induced vibrations from translation of the
device. Abrupt and fast movements induce greater vibrations, thus commonly a balance between
movement speed and acceptable vibration is selected. Moreover, the acceptable vibration becomes
smaller when the spatial resolution is increased, since the vibrations are also enlarged when the image
is magnified. Furthermore, the entire scanner with xy-stage has to be transported from and to the
musea. Therefore, it is important to design a xy-stage that is not only rigid to withstand the vibrations
during scanning, but also portable.

Often the importance of the control of the xy-stage is underestimated. In most projects the move-
ment speed is reduced in order to stay within the device dependent vibration acceptance, but the
self-induced vibrations can also be minimised with a well designed controller [146][147]. An optimal
controller considerably reduces the settling time of a vibration, resulting in a shorter movement time
and thus a lower acquisition time.

So the xy-stage has to be rigid enough to withstand the spatial resolution dependent environmental
vibrations, but also portable to transport to musea. The self-induced vibrations can be minimised by
optimising the movement controller.

3.5.5. Cross-Polarisation
The paint of paintings is protected in most cases with a layer of varnish. The varnish on the painting’s
surface reflects projected light in multiple directions, resulting in specularities varying per viewpoint.
The specularities causes issues in stereo image matching, because the specularities differ in each
camera and thus do not match. In theory, this can be solved by applying polarisation filters on the
cameras.

Linear polarisation filters lets only wavelengths pass though that are linear to the filter as is shown
in figure 3.14. The undesired specularities that do not align with the desired light are blocked. The
polarisation filter can be screwed on the camera lens.
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Figure 3.14: A polarisation filter only lets one direction of light through. So two polarisation filters in-serie would block all light
when one is rotated 90 ᑠ, as shown in the lower example. Cross-polarisation works similar to the second example, where only 1
direction is let through. The emitted light from the projector is polarised and the light entering the cameras is polarised, filtering
any specularities from the surface.

In theory, the camera polarisation filter blocks the specularities from the surface, but in practise, the
projector introduces specularities, which in some cases align with the camera filter [148]. Therefore,
cross-polarisation is used to eliminate specularities, which polarises the light from the projector [149].
A major drawback is that the polarisation filters reduce light intensity, lowering the modulation and
thus signal-to-noise ratio, but it is essential for stereo image matching. The quality of the polarisation
filter greatly influences the intensity of the light that passes through.

3.6. Conclusion
For a high colour accuracy the colour calibration and the entire scan should be done during a constant
environmental lighting conditions. This is difficult to guaranty for a scan during the day, since the
solar intensity differs during the day. Therefore, a dark room is preferred to obtain the highest colour
accuracy.
In fringe encoded stereo imaging, the projector’s resolution is not essential for the topography estima-
tion, but does influence the amount of defocusing required to obtain a continuous fringe pattern. Less
defocusing results in a higher modulation and thus a higher Signal to Noise Ratio. Moreover, a high
intensity (>1000 Lumens) projector reduces the exposure time and overall acquisition time. So a high
resolution and high intensity projector is favoured for the final design.
Reaching the spatial resolution and depth precision required to capture the craquelure pattern with
Fringe encoded stereo imaging, can be achieved by adapting the hardware. The camera and tilt-shift
lens are the limiting factor in this technique. The software can extracting the topography from the
fringe aided stereo image for higher resolution photographs. Therefore, the next chapter will analyse
the possibilities to adapt the camera and especially the lens to increase the spatial resolution from 25
µm to lower than 10 µm.
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Ultra-High Resolution

The previous chapter concluded that current fringe encoded stereo imaging achieves a high resolution
of 25 µm (1200DPI ), which is insufficient to capture craquelure. The resolution required to capture
the craquelure pattern is smaller than 10 µm (2500DPI ), which is near to microscopic resolution. So to
emphasise the difference between high and the required resolution, is the required resolution defined
as ultra-high resolution.

This chapter investigates the possibilities of the camera and lens to reach the spatial resolution and
depth precision.

Spatial resolution and depth precision
In fringe encoded stereo imaging, the spatial resolution and depth precision are connected. In theory,
when the angle of the cameras relative to the painting are kept equal, increasing the spatial resolution
will also increase the depth precision of the technique. For example, if the pixel density of the camera
sensor is doubled, the depth precision is also doubled, because there are also twice as much depth
points measured with, as illustrated in figure 4.1.

Assuming the angle of the cameras relative to the painting are kept constant, the geometrics state
that the ratio of the spatial resolution to the depth precision is also constant. The current technique
has a 25:10 ratio [85], thus a spatial resolution of 10 µm would result in a depth precision of 4 µm,
which meets the requirements of the final design (1.1). So the focus of this chapter is to enhance the
spatial resolution of fringe encoded stereo imaging.

Camera and tilt-shift lens
As mentioned in the previous chapter, the spatial resolution is determined by the pixel density and
the lens. The acquisition time is mainly influenced by the size of the camera sensor, assuming a
constant pixel density. So when picking a camera sensor, the sensor size is leading over the pixel

Figure 4.1: In stereo imaging, increasing the spatial resolution of the photograph with also increase the depth precision. When
the spatial resolution is doubled, the precision by which the depth is determined is also doubled.
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Figure 4.2: The inverted amount of tiles required to capture ’the girl with a pearl earring’ based on the sensor size for several
camera models [150]. A higher scoring camera model requires less acquisition time to capture ’the girl with a pearl earring’. The
name of the three best scoring camera models are displayed in the graph.

density, because the spatial resolution can also be achieved with a magnification lens. In figure 4.2
the inverted acquisition time per camera model is shown. The acquisition time is proportional to the
amount of tiles required to capture the entire painting. The amount of tiles is determined by the area
of painting divided by the sensor size [150], and normalised to the required spatial resolution. The
acquisition time is inverted to amplify the important information (A.2.1).

From the graph can be concluded that the Hasselblad H6D-100c achieves the lowest acquisition
time, but each camera costs about 15.000 euros. The second closes camera models are the Canon 6D
Mark II and the Canon EOS 5DS (R), of which the latter is currently available with a Canon TS-E 90mm
tilt-shift lens at the university. The focus is therefore switched from the camera model and its sensor
to the camera lens, to meet the spatial resolution requirement.

4.1. Requirements and Objective
The methods will be assessed on the theoretically spatial resolution in micrometers reached by the
method. As mentioned in the introduction, the requirement to capture craquelure is a spatial resolution
of 10 µm. The methods are also accessed by the costs attached to implement the method in euros.
Furthermore, other practical information is taken into account as a note to the method, which are often
difficult to quantify and/or define for each method. The objective is to achieve a spatial resolution of
at least 10µm by enhancing the Canon 5Ds with or without the Canon TS-E 90mm tilt-shift lens, while
minimising the costs of the method.

• Spatial resolution of 10 µm

• Minimise costs

4.2. Methods
The methods can be classified in two groups, replacing the Canon TS-E 90mm tilt-shift lens or adding
parts to the currently available tilt-shift lens. The first subsections discuss the methods replacing the
tilt-shift lens, of which options are limited, because lenses are often camera brand dependent. The
second part consists of methods including the currently available lens.

4.2.1. (Macro) Lenses
The greatest magnification in photography is reached with a macro lens. There is a wide range of
macro lenses available that can reach the spatial resolution, but a limited amount in combination with
tilt-shift capabilities, and even less compatible with a Canon camera. This section therefore discusses
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Figure 4.3: The working principle of a magnification lens. The magnification ratio of this lens is 1:4. The subject photographed
in the real world is 4 times larger than received by the sensor [90].

Figure 4.4: Using a tilt-shift lens allows the alignment of the Depth Of Field with the painting’s surface. The Depth Of Field can
be smaller when aligned, increasing the aperture and thus reducing the exposure time [90].

high magnification macro lenses without a tilt-shift adaptor. This requires a larger Depth Of Field to
get the entire window in focus, which means a higher aperture number and a longer exposure time.
However, it is an interesting method to consider, because there are more options to choose from.

Compared to other lenses, a macro lens can enlarge the image of the object in the real world.
In other words, the object is larger on the sensor than in the real world. The loss of image quality
and distortions, due to the magnification, are minimised by specialised magnification optical lenses.
They are able to focus on objects very close to the lens, which magnifies the image. However, high
magnifications often result in (i) a small working distance, which is not preferred when scanning a
painting, and (ii) in a very small Depth Of Field, which is undesirable especially without a tilt-shift
adaptor [151].

In macro photography, the magnification is defined by the magnification ratio, which is the ratio
between the size of the object on the sensor and the actual size of the object. For example, a mag-
nification ratio of 1:2 means that an object of a pixel on the sensor, is 2 pixels in the real world. An
example of a 1:4 magnification ratio is given in figure 4.3.

The greatest (compatible) magnification lens is the Canon MP-E 65mm f/2.8 1-5x, reaching a 5:1
magnification [152]. Theoretically being able to reach a spatial resolution of 0.826 µm (A.2.2). This
high magnification lens costs 1140 euros per lens [153], resulting in a total of 2280 euros. There are
more economical options for macro lenses with a lower magnification ratio still meeting the requirement.

A lens with a magnification ratio of 1:2, theoretically achieves a spatial resolution of 8.26 µm.
There is a larger amount of macro lenses able to reach the 1:2 magnification, and is therefore a more
economical solution. The price ranges from 300 to 400 euros per camera for the cheaper macro lens
(Canon EF 50mm Macro Objective).

4.2.2. Tilt-shift Marco lens
Recently, the Canon TS-E 50mm f/2.8L MACRO tilt-shift lens has been introduced (12/2017 [154]).
Similar to the macro lenses discussed in the previous section, it magnifies the subject with a certain
ratio, while minimising the loss in image quality and distortions. The tilt-shift adaptor enables the Depth
Of Field of the camera to be tilted and shifted to align with the painting, which decreases the aperture
and thus reduces the exposure time. A tilted Depth Of Field is compared to a non-tilted Depth Of Field
in figure 4.4. The combination of a macro lens and tilt-shift adaptor is quite unique, especially since it
is compatible with the current camera.

This macro lens has a 1:2 magnification ratio, reaching a spatial resolution of 8.26 µm in combination
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Figure 4.5: The close-up filter depends on the diameter of the lens of which it is screwed on. The close-up filters differ in
refractive power indicated in dioptre (dpt).

with the Canon EOS 5Ds. However, since the lens is quite unique and new, the price per lens is 2200
euros. So implementing the tilt-shift macro lens in the fringe encoded stereo imaging would cost 4400
euros [154].

4.2.3. Teleconverters
A teleconverter is a set of lenses placed between the camera and lens. Even though it is typically used
to increase a lens’s focal length, it is also a popular way to increase magnification. The teleconverter
multiplier directly correlates with the increase in magnification; a 2X teleconverter therefore doubles
the maximum magnification. Disadvantages include a loss in image quality, introduces distortions, and
an increase in the lens’ minimum f-stop (max aperture of 32), which may prevent a camera from being
able to auto-focus [155].

The teleconverter increases the magnification of the current set-up by a factor of 2. The current
magnification approximately reaches 0.3x [156], so the with a teleconverter the magnification becomes
about 0.6x. The spatial resolution is 6.883 µm with a 2x teleconverter. A compatible teleconverter costs
350 euro per piece, making teleconverters one of the more economical methods to increase the spatial
resolution.

4.2.4. Close-up Filter
Close-up filters are special lenses that can be screwed onto the front of the lens like an camera lens
filter. They are basically just a magnifying glass that is placed between your lens and the subject. It
is for this reason that they are also often called close-up filters. Disadvantages include a loss in image
quality and distortions, due to new optics introduced by the lenses [157].

The function of a lens differs greatly, and thus each lens has a differing design to best execute
the function. The diameter of most lenses is therefore different, making the close-up filter dependent
on the lens. Close-up filters have several variants with differing refractive power indicated in dioptre,
as can be seen in figure 4.5. Dioptre is the inverse of the focal length of the lens. So similar to the
teleconverter, a close-up filter increases the focal length of the lens.

Increasing the focal length with close-up filters also increases the distortions, therefore the minimum
refractive power necessary is used as method. A close-up filter needs at least a 2 dpt to meet the spatial
resolution as computed in the appendix A.2.3. Since a 2 dpt close-up filter gives a spatial resolution of
9.178µm, which just meets the requirement. The quality of the optics of the close-up filters not only
influence the quality of the image, but also the price. A high quality close-up filter for the current TS-E
90mm lens costs about 140 euros per filter. So implementing the compatible close-up filters into the
device would cost 280 euros.

4.2.5. Extension tube
The extension tube is placed between the camera and lens. The tube extends the length the light can
diverge, as is illustrated in figure 4.6. The image is magnified on the sensor, but this also dilutes the
light intensity. In other words, the image is magnified, but less light reaches the sensor. Therefore, a
longer exposure time is required, but the exposure time is still small relative to the methods without a
tilt-shift lens [158].

Moreover, the extension tube does not introduce new optics and thus only uses the optical system
of the current lens. This reduces the loss of image quality and distortions compared to teleconverters
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Figure 4.6: The extension tube is place between the camera and the lens to extend the time the light can diverge. A longer time
to diverge results in an enlarged image on the sensor [90].

or close-up filters.

To meet the resolution requirement an extension tube of 25mm is needed. The 25mm extension tube
enables the current system to reach a spatial resolution of 6.88 µm. Two compatible extension tubes
for the current set-up would cost 270 euro in total.

4.3. Comparison
The methods can be classified in replacing the lens or implementing an attachment to reach the spatial
resolution. The computations are based on the pixel pitch on the camera model Canon EOS 5Ds and in
some methods on the Canon TS-E 90mm f/2.8 Tilt-Shift Lens. A holistic view of the methods is given
in table 4.1. The depth precision is shown to give a more complete view, but is not part of the final
assessment, since its value is directly related to the spatial resolution with a factor 2.5.

Method Sp
ati
al
Re
so
lut
ion

[µ
m]
De
pt
h P
rec
isi
on

[µ
m]

Co
sts
[€
]

No
tes

Macro Lens w/o Tilt-shift (5:1) 0.83 0.33 2280 - Long exposure time
Macro Lens w/o Tilt-shift (1:2) 8.26 3.30 600 - Long exposure time
Tilt-shift Macro Lens (1:2) 8.26 3.30 4400
Teleconverters 6.88 2.75 700 - loss of image quality
Close-up Filter 9.18 3.67 280 - loss of image quality
Extension Tube 6.88 2.75 270 - Less light

Table 4.1: Different methods for enhancing the spatial resolution of the Canon EOS 5Ds camera with or without the TS-E 90mm
f/2.8 Tilt-Shift Lens.

The highest quality image is achieved with the new Canon Tilt-Shift Macro lens, but at an high price.
The table shows that the extension tubes are the best option to increase the spatial resolution for an
economical price. Therefore, the extension tubes are selected as enhancement of the device.

4.4. Validation
The spatial resolution and depth precision achieved with the extension tubes need to be determined
to validate the method. They will also be the primary specifications describing the device. This section
discusses the methods to determine the spatial resolution and depth precision.

Spatial Resolution
The spatial resolution can be defined as how the pixel pitch is related to the real world distance between
pixels. In other words, what distance does the camera sensor measure in reality. Determining the
spatial resolution over several pixels will give a more accurate result. One possibility is to photograph
a ruler and count how many pixels fit in a millimetre, but a MTF board is preferred for photography.
As mentioned in chapter 3 (fig. 3.2), a MTF board is used to determine the quality of the image, but
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it can also be used to determine the spatial resolution for the entire image. So a MTF chart is used to
determine the spatial resolution.

Depth Precision
The depth precision is the precision by which the depth information can be determined by the device.
In other words, the smallest difference in depth registered by the device. The depth precision is more
difficult to determine, because the estimated depth precision is about 3 µm when using extension
tubes. The depth precision can be computed by capturing depth information of an known object.

The most comprehensible method is using a staircase with thin layers to determine the depth
precision. The thickness of the layers should be smaller than the estimated depth precision. The
precision by with the staircase is digitally reproduced determines the depth precision of the device.
However, the layer need to be thinner than 3 µm, which is far thinner than an average human hair of
60 µm [159] or a sheet of paper of 65 µm [160], making it not a viable method.

Another proposed method uses stacked layers of ink from a printer to validate the depth precision.
Similar to a thin layer staircase, the layers the device can register. The thickness of one ink layer from a
Ricoh MP C3001 reaches 2 µm, but it can vary up to 20 µm depending on several factors, like ink type,
temperature, or type of paper [161][162]. So ink layers can not be used for depth precision validation,
since they are not precise.

To validate the depth precision, the Contour GT-K 3D Optical Microscope is chosen to compare the
3D measurements with. The Contour GT-K 3D Optical Microscope has a precision of typically 0.02 nm
(RMS) [163]. The same 3D section of a paint sample with craquelure will be scanned. The resulting
height maps are optimally fitted and the difference in height depicts the depth precision of the fringe
encoded stereo imaging device.

4.5. Discussion
The spatial resolution is computed with the theoretical specifications of the lens and camera, but these
are determined in the ideal situation. So in practise the spatial resolution and thus depth precision
will be larger than computed. Similarly, the spatial resolution and depth precision ratio is based on
geometrics, which work in theory, but will not fully match the findings in practise. In practise, the
results are influenced by multiple factors, like human error in placement and/or bringing the plane in
focus.
The extension tubes are the best method based on the requirement. However, the new Canon tilt-shift
lens is a good option, when the budget allows it. Interesting to note for future projects, is that the
Canon tilt-shift lens can be combined with the extension tube to reach an even greater magnification,
with limited loss of image quality.
Section 4.2.1 warned about the small Depth Of Field introduced by the higher resolution of the macro
lens. The high resolution in general reduces the Depth Of Field, which can become an issue when the
entire surface of the painting has to be within the Depth Of Field. In other words, the parallel area in
which the painting is in focus has become thinner with the spatial resolution. This is an issue, since
each part of the painting has to reach a certain amount of focus in order for the fringe encoded stereo
imaging to work. The current painting scanner based on fringe encoded stereo imaging device has a
working distance tolerance of ± 1 mm [164], so the tolerance will be even smaller than a millimetre
when the resolution is enhanced. If the Depth Of Field becomes smaller than a millimetre, it becomes
difficult to position the entire painting within the range of the Depth Of Field by hand.

4.6. Conclusion
This chapter concludes that the extension tube is the best method to enhance the spatial resolution
of the current set-up. The extension tube is the most economical method with low image quality loss
compared to the other methods.

Increasing the resolution reduces the Depth Of Field of the device. The entire painting has to be
orientated in a thinner parallel area than for lower spatial resolution. Initial estimations place the Depth
Of Field lower than a millimetre, which is difficult to position the orientation of the entire painting in
the Depth Of Field by hand. So, the next chapter will investigate and discuss the Depth Of Field and
the positioning of the device relative to the painting.
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Distance and Orientation Estimation

Chapter 4 concluded that increasing the resolution reduces the Depth Of Field (DOF) of the device.
The device has to be positioned such that the painting is orientated within the Depth Of Field, which is
determined first for ultra-high resolution fringe encoded stereo imaging. Next, the degrees freedom of
the xy-stage are discussed, to determine the possibilities for positioning the device such that the entire
painting fits within the Depth Of Field. The primary goal of this chapter is to determine what is the
best method to estimate distance and orientation of the device relative to the surface of the painting.

Depth Of Field
The Depth Of Field is the parallel area in front of the camera which is considered to be in-focus. The
surface of the painting has to be in-focus to determine the depth information. Optical geometry can
approximate the Depth Of Field of a single camera, as illustrated in figure 5.1. Where the aperture
Number (N), focal length (f), lens-object distance (U), and Circle of confusion (C) approximate the total
Depth Of Field (Dኻ + Dኼ) with equation (5.1) [165]. The Circle of confusion, in this equation, is the
circle that is still perceived to be a dot, which is dependent on the enlargement of the photograph, or
the device the photograph is examined with. For example, the circle of confusion is larger when the
photograph is seen with a projector than seen on a monitor, since the distance to the display is smaller.
Commonly, the circle of confusion is the size of a pixel [90], since that is the smallest dot a the camera
sensor can register.

𝐷𝑂𝐹፭፨፭ፚ፥ ≈
2𝑁𝐶𝑈ኼ
𝑓ኼ (5.1)

For ultra-high resolution fringe encoded stereo imaging, the Depth Of Field is tilted and reduced due
to the extension tubes. Stereo imaging also requires both images to be in-focus and thus the DOF is

Figure 5.1: The Depth Of Field of a single camera can be determined with optical geometry. The geometry defines DᎳ and DᎴ,
which approximately result in equation (5.1). The total Depth Of Field is computed when the aperture Number (N), focal length
(f) , Circle of confusion (C), and lens-object distance (U) are known. The image is adopted from [165].
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(a) The geometry of a tilted in-focus plane. (b) A tilted Depth Of Field.

Figure 5.2: (a) The Image Plane (IP), Lens Plane (LP), tilt angle (Alpha), and focus length determine the Sharp Focus (SF) plane.
(b) The Depth Of Field for a tilted Image Plane is illustrated with the Near and Far Plane of Acceptable Focus (NPAF/FPAF), which
are determined by the acceptable focus Image Planes, based on the Circle of confusion. The images are adopted from [144].

where the DOF of both cameras overlap. Figure 5.2a illustrates the Sharp Focus (SF) plane, which is
tilted from its parallel position. The Depth Of Field for a tilted focus plane is determined, similar to
the DOF for a single camera, by the Circle of confusion, since it depicts the near and far acceptable
image plane. The near (blue) and far (red) acceptable Image Plane (IP) determine the Near/Far Plane
of Acceptable Focus (NPAF/FPAF), as illustrated in figure 5.2b.

The intersection of the Sharp Focus plane and the Lens Plane is called the pivot point. The distance (J)
between the pivot point and the perpendicular Image Plane, and the angle Gamma of the Sharp Focus
plane and the Lens Plane (LP) is determined with equations (5.2) and (5.3) [166][167]. An extension
tube increases the distance between the Image Plane and the Lens Plane and is therefore added to
the distance (A).

𝐽 = 𝑓
𝑠𝑖𝑛(𝐴𝑙𝑝ℎ𝑎) (5.2)

𝐺𝑎𝑚𝑚𝑎 = 𝑡𝑎𝑛ዅኻ ( 𝑠𝑖𝑛(𝐴𝑙𝑝ℎ𝑎)
𝑐𝑜𝑠(𝐴𝑙𝑝ℎ𝑎) − 𝑓/𝐴) (5.3)

As mentioned, the Depth Of Field of stereo imaging is where the DOF of both cameras overlap. Figure
5.3 shows an example of the shared area in-focus. Interesting for the positioning of the device relative
to the painting is the minimal DOF and thus the smallest the Near and Far DOF. Assuming the cameras
are positioned perfectly, one camera can be used to determine the Near and Far DOF.
With the pivot point-IP distance (J), the Circle of confusion, and the size of the tile the Near and Far
Depth Of Field can be determined with triangle geometry. The NDOF and FDOF are resp. 0.369 mm
and 0.370 mm, determined with the computations in A.3.1. The total Depth Of Field, where the entire
painting’s surface has to be positioned in, is 0.739 mm for a Circle of confusion of one pixel.

So to capture the entire painting in focus, the scanner has to be positioned parallel to the surface
of the entire painting at the working distance within a range of certainty of 0.739 mm. The working
distance is about 250 mm for the setup with extension tubes [154], which shows that the required Depth
Of Field is very small compared to the working distance. This illustrates the difficulty of positioning the
scanner parallel to the painting’s surface, especially for the entire surface.

Hardware Setup
In theory, the selected hardware meets the design requirements set in the introduction. Two Canon
EOS 5Ds cameras, two TS-E 90mm tilt-shift lenses and the 25 mm extension tubes enable the scanner
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Figure 5.3: Determining the smallest Near and Far DOF for a camera with a tilt-shift lens and extension tubes. The Near and
Far DOF enclose a triangle, which enables the computation of the total DOF.

to reach the required spatial resolution and depth precision to register the craquelure. However, as
mentioned, the camera angle relative to the painting’s normal vector (𝛽), illustrated in figure 3.1,
determines the trade-off between the depth precision and the ability to register the craquelure pattern
of paintings. A greater camera angle increases the depth precision, but also increases the chance of
occlusions. Moreover, the equations above (A.3.1) and the maximal tilt angle (𝛼 =8°) of the camera
lens depict the maximal camera angle (𝛽) at 23°, in which the entire image is still in focus. A camera
angle of 23° is close to the examples of 20° used in chapter 2, which determined that a depth of 70
µm could be registered for the finest craquelure. Therefore we decided on a camera angle of 21.5°,
because the depth precision is important for the depth estimation of entire surface of the painting and
craquelure is just a small part of that. Furthermore, as mentioned in the introduction, there is little
known about the dimensions of craquelure, it therefore makes little sense to focus on designing the
scanner for deep craquelure that might not often occur.

xy-stage
The current xy-stage can be controlled electronically in horizontal (x) and vertical (y) direction, enabling
precise parallel translation in front of the painting. Furthermore, the xy-stage has the possibility to
manually translate in the z-direction and manually rotate about the x-axis, as illustrated in figure 5.4.
The rotation about the x-axis at the base is limited to a little over 90 degrees, to avoid the device tipping
over into the painting. Furthermore, the xy-stage is unable to align the x axis parallel to the surface of
the painting. This can be corrected by translating the device in z direction, as long as the orientation
of the tile remains within the DOF. This would require an orientation estimation of the painting relative
to the painting for every tile and the z-axis control for every tile change with an accuracy of about 0.1
µm (±5 samples within the DOF [13]).

Ideally, the x-axis and painting are aligned parallel within the DOF of 0.739 mm, when the device
is placed in front of the painting. The alignment of the y-axis can be achieved with the rotation about
the x-axis. This would require the estimation of the orientation and the alignment of the device to be
done only once at the beginning instead of for every tile, reducing the acquisition time significantly. In
either case the orientation of the painting’s surface has to be determined to position the device parallel
to the painting within the 0.739 mm.

5.1. Requirements and Objective
The orientation of the painting relative to the device has to be estimated, to determine whether the
entire painting is within the Depth Of Field. The orientation is estimated by measuring the distance to
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Figure 5.4: A side-view of the xy-stage, which can electronically translate in the x and y direction. The stage can manually rotate
about the x-axis at the base and manually translate in the z direction.

the surface for multiple points. In theory, a straight, flat surface in 3D can be defined with a set of
three points, but the surface of a painting is not flat nor straight. So to obtain an accurate estimation of
the orientation, the distance should be determined with multiple points. With a spatial resolution of 10
mm A.3.2 an estimation of the orientation can be computed. All depth estimation techniques discussed
in chapter 2 are able to reach such spatial resolution and thus is the spatial resolution excluded from
the requirements.
Distance estimation
The focus of the methods is the distance estimation, which should at least be able to determine whether
each point is within the Depth of Field with enough certainty. Based on a total Depth Of Field of 0.739
mm, the distance estimation method should reach at least a depth precision of 0.1 mm [13].
Acquisition Time
The acquisition time should be minimised, since it would only increase the total scanning time without
contributing to the colour and depth images. Therefore, determining the orientation once at the be-
ginning or even excluded from the scanning time is preferred. To give an idea, the acquisition time of
one tile (60x40mm) should maximally take 3 seconds, which sums up to about 4 minutes for 1750 cmኼ

(A.1).
Costs
The need for orientation estimation is an unanticipated byproduct of the resolution enhancement and
thus initially not calculated in the budget of the device development. However, since the costs of the
resolution enhancement is lower than expected, the available budget is roughly estimated at 1000
euros. So the objective is to estimate the distance with a depth precision of at least 0.1 mm, while
minimising the acquisition time and costs.

• Depth precision of 0.1 mm

• Acquisition time 4 minutes

• Costs € 1000

5.2. Methods
The methods can be classified into distance estimation methods and methods based on the auto-focus
of cameras. The distance estimation methods are related to the techniques discussed in chapter 2. The
auto-focus based methods do not measure a distance, but optimise the sharpness of the photograph.
Normally in auto-focus, the focus is adopted until an optimal is achieved that is related to the sharpness
of the photograph, but the tilt-shift lens prevents the camera from using the auto-focus. Therefore, the
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Figure 5.5: Auto-Focus from phase detection: The light enters the camera and is directed to the phase detection sensor. When
the light enters the phase detection sensor, the light is redirected with a micro lens to a group of sensors (two sensors per AF
point). The (CCD) sensors compare the images, when they are not identical the focus of the lens is changed [168].

focus is replaced with the control of the z-axis to optimise sharpness of the image with the distance of
the camera. The methods used in auto-focus are discussed first, followed by the distance estimation
methods.

5.2.1. Phase Detection
Phase detection is a common auto-focus technique used in expensive Digital Single Lens Reflection
cameras (DSLR ), like the Canon EOS 5Ds. The light enters the camera and is directed to the phase
detection sensor. When the light enters the phase detection sensor, the light is redirected to a group
of sensors (two sensors per AF point) with a micro lens. The images from these sensors are compared
and if they do not look identical, the focus of the lens is adjusted [168][169]. Figure 5.5 illustrates the
working principle of phase detection.

As mentioned, adjusting the focus of lens is replaced by adjusting the distance to the painting with
control of the z-axis. For phase detection auto-focus to work correctly, the distance between the lens
mount and the camera sensor, as well as the distance between the lens mount and the phase detection
sensor must be identical [170][171], therefore does phase detection for a camera with a tilt-shift lens
not work. So phase detection is not viable method and will not be taken into account.

5.2.2. Contrast Detection
Most Digital Still Cameras (DSC ) and mobile cameras use contrast detection to get the photograph
in-focus. Auto-focus based on contrast detection, similarly to phase detection, changes the focus of
the lens until the optimum is found [172][173]. Like with phase detection the translation of the z-axis
will replace changing the focus.

Contrast is the difference between opposite colours, often the difference between white and black.
Figure 5.6 shows three examples with different contrast levels. The histograms show that a sharper
image results in a larger contrast. In other words, a sharper image concentrates the tone distribution
towards their true tone value and thus larger peaks [174].

In this method, auto-focus does not involve actual distance measurement, and thus the method is
unable to determine the orientation. This creates significant challenges when tracking moving subjects,
since a loss of contrast gives no indication of the direction of motion towards or away from the camera.
Moreover, it optimises the contrast for the current positioning, but that does not take into account a
more ideal orientation, and thus is the technique sensitive to local optima. Furthermore, during the
optimisation of the contrast, the estimation generally overshoots before it finds the optimum, increasing
the acquisition time [175].

Contrast detection does not measure the distance, so it is difficult to determine the depth precision.
The accuracy of contrast detection depends on the measurable difference in contrast or the step size
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Figure 5.6: Auto-Focus from contrast: The sharpness of a image is related to the contrast of the image. A higher contrast means
the difference in tone is higher, which optimal contrast level is achieved when the image is in-focus. The histograms clearly show
that a for a sharper image the tone is concentrated more and thus a higher contrast.

of the z-axis. The z-axis translates 1 mm per rotation (screw: ISO 262), motorising the z-axis with a
common stepper motor with 200 steps per rotation [176], would have a step size of 0.005 mm. So the
step size has enough precision to reach the requirement.

The precision of the contrast is determined by the difference in tone. The Canon EOS 5Ds has a
bit-rate of 14-bit, meaning it has 16384 (2ኻ4) different tones from black to white for each pixel. It is
difficult to relate that to the depth precision, but assuming the contrast will linearly differ from complete
unfocused to focused in a spacious 100 mm then the contrast would change every 0.006 mm. So the
approximated contrast precision is similar to the translational precision.

The acquisition time of contrast detection depends on the translation speed of the z-axis, the acces-
sibility of camera software, and the amount of tiles. The quickest auto-focus is when the live contrast
computations of the camera can directly control the z-axis, instead of waiting for the photograph each
time the z-axis is translated, but direct access to the cameras is required. This method requires to focus
the image for each tile. The amount of tiles depends on the size of the painting, which is 187 tiles
for 1750 cmኼ with the ultra-high fringe encoded stereo imaging with a 30% overlap. It is estimated
to take 2 seconds to determine the optimal contrast in the ideal situation, which would add about 6
minutes to the scan of the painting A.3.3. However, the contrast detection can be computed with the
cameras of the device, requiring no additional costs.

5.2.3. Line Laser Triangulation
As discussed in chapter 2, laser triangulation determines the depth when the position and orientation
of the light source relative to the observer is known. Multiple distance measurements create a 3D
estimation of the painting’s surface [31]. Moreover, laser triangulation has the possibility to scan with
multiple points in a line, reducing the acquisition time .

In theory, the technique can reach a depth precision of 0.4 µm and an acquisition time of 15 minutes
for the entire painting (A.3.4). The costs are related to the required depth precision, which is lower
than in than chapter 2. Therefore, the Line laser triangulation is estimated at about 500 euros [40].

5.2.4. Laser Time Of Flight
Distance estimation based on Laser Time Of Flight is also discussed in chapter 2 [177]. It is a point
measurement technique and thus require a longer acquisition time, and as discussed it is less accurate
than line laser triangulation. This method is an economical option to give a quick estimation of the
orientation. Moreover, this technique is currently used to determine the distance to the painting for the
lower resolution scanner [84].

As mentioned in chapter 2, the laser Time Of Flight can reach a depth precision of 0.1 mm just
meeting the requirement, which is not ideal since it is a theoretical estimate. The acquisition time is
about 40 times longer than line laser triangulation and thus more than an hour. However, the costs
of about €100 makes the method is more economical than laser triangulation and therefore is the
technique a good alternative for a quick check.



5.3. Comparison 63

5.2.5. Projector-Camera(s) Triangulation
The Projector-Camera Triangulation determines the distance and orientation with one photograph,
when the position and orientation of the cameras relative to the projector are known. Since the
spatial resolution is not a limiting requirement, the projected pattern could be structured light or just a
checkerboard to determine the depth information [178][179]. The main drawback is that the projector
needs to be calibrated as well, while this was eliminated in fringe encoded stereo imaging.

The depth precision can reach 0.05 mm similar to structured light, which reaches the requirement.
Assuming the amount of tiles without overlap, it would take a estimated 3 minutes (A.3.5) at the
beginning of the scan. The orientation of the device is adopted to the estimated surface of the painting.
Moreover, projector-camera triangulation uses the hardware from fringe encoded stereo imaging and
therefore no additional costs have to be made.

5.2.6. Sparse Stereo Imaging
As discussed in chapter 3, sparse stereo image matching has a high depth precision and computes
the distance information quicker compared to other matching algorithms. The main drawback is that
sparse matching has issues finding feature to match in non-salient areas, and therefore unable to
match the entire image. However, to estimate the orientation of the painting, not the entire image has
to be matched. Moreover, a pattern can be projected to amplify the features of the painting to to get
a better match. Since this method is based on stereo imaging, the hardware of ultra-high resolution
fringe encoded stereo imaging can be used, reducing costs and the implementation time. Furthermore
projector calibration is not required for this technique.

As determined in chapter 2, stereo imaging can achieve 0.5 µm in theory, but in chapter 4 is estimated
that 3 µm is more realistic for the ultra-high resolution fringe encoded stereo imaging. Similar to
projector-camera triangulation only one photograph is required to estimate the orientation of the sur-
face. Therefore, it is estimated to take 3 minutes to scan the entire painting. Moreover, no additional
costs are required since all the hardware is already present.

5.3. Comparison
The methods were classified in distance estimation and auto-focus techniques. For the auto-focus
methods to work, the control of focus is replaced with the control of the z-axis, to obtain the optimal
distance to the painting for every tile. These methods do not determine the orientation, but the
optimal image sharpness for the current orientation. The distance estimation methods determine the
orientation of the painting with multiple distance measurement points.
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Contrast Detection ±0.05 6 0 - No distance estimation
- Sensitive to local optima

Laser Triangulation 0.0004* 15 500
Laser Time Of Flight 0.1* >60 100
Projector-Camera Triangulation 0.05* 3 0 - Projector calibration
Sparse Stereo Imaging 0.03 3 0

Table 5.1: An auto-focus method based on contrast and several methods to estimate the distance of the device to the painting’s
surface, to construct the orientation of the painting relative to the device. * The depth precision is their theoretical potential and
will therefore be higher in practise.

The table shows a clear winner among the methods: Sparse Stereo imaging. The method has second
best depth precision and lowest estimated acquisition time, without any additional costs.
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5.4. Validation
The depth precision is determined with the stereo imaging from ultra-high fringe encoded stereo imag-
ing, so the same depth precision will be reached. Therefore, the validation of the depth precision is
equal to the validation discussed in chapter 4.

5.5. Discussion
The curvature of paintings and/or high difference in paint height, can in certain cases exceed the Depth
Of Field. In the case of larger paintings, like ’the Night Watch’, the curvature of the canvas is larger
than the Depth Of Field In that case the entire painting’s surface will never fit within the Depth of Field
of the device without changing the z-axis.

In the case of concentrated high difference in paint height, like with the sleeve in ’the Jewish Bride’
several millimeters [180], the height difference is larger than the Depth Of Field. This could be solved
by positioning the concentrated height difference in the middle of the image, since the Depth Of Field
is larger in the middle. However, when the height difference even exceeds that, the device will be
unable to give an accurate colour and topography reproduction of that area. This is the main drawback
of increasing the resolution of this technique.

The acquisition time can be reduced by an initial global scan of the corners and centre, instead
of scanning the entire painting directly. This kind of global scan would give a good initial estimate of
the orientation of the painting, since the frame at the edges primarily forms the orientation, and in
general, the greatest depth change, due to curvature, is expected in the centre. After the device is
re-positioned to the global orientation, a more thorough scan can be conducted to verify the global
scan more accurately.

5.6. Conclusion
An estimate of the orientation of the painting is required, to position the device such that the painting
fits within the Depth Of Field. To determine the orientation of the painting several methods were
accessed on the depth precision, acquisition time and costs. Sparse stereo imaging is the best method
to determine the orientation, because of high depth precision of 0.03 mm and low acquisition time of
about 3 minutes, relative to the other methods. Moreover, the method uses the hardware of the fringe
encoded stereo imaging, and therefore no additional costs are required and the implementation should
be swift.

The minimum Depth Of Field is estimated to be 0.739 mm, for the proposed ultra-high resolution
fringe encoded stereo imaging. The entire painting is preferably placed within the Depth Of Field of
the device, to obtain in-focus photographs to determine the topographical information. Positioning the
device such that the painting is within the Depth Of Field, is achieved by motorising the manual rotation
about the x-axis and the translation of the z-axis of the xy-stage. The parallel alignment of the x-axis
to the painting, is preferred as precise as possible to minimise the need for z-axis corrections.
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Conclusion

The literature study begins with a holistic view of different areas of techniques that can be used in
capturing colour and topographical information of the craquelure pattern of the painting. The holistic
literature study concludes that fringe encoded stereo imaging holds the most potential for craquelure
scanning. Apart from being able to reach an ultra-high spatial resolution and high depth precision, the
main advantage is having state-of-the-art cameras and high-tech xy-stage directly available at no initial
cost. However, the spatial resolution and depth precision of the current technique reach 25 µm and 10
µm resp., which is insufficient to capture the craquelure pattern of paintings.

Chapter 3 analyses fringe encoded stereo imaging in depth, to determine how to reach the required
spatial resolution and depth precision to capture the craquelure pattern.

Analysis of the technique also shows that fringe encoded stereo imaging requires careful calibration
of the white balance, the camera orientations and the colour to reproduce the painting accurately.
Additionally, the colour accuracy is sensitive to change of environmental lighting conditions, and thus
a dark room is preferred to obtain the highest colour accuracy.

Furthermore, the projector should be replaced with a high intensity (>1000 Lumens) and high
resolution (HD) projector, while fitting between the cameras. This will reduce the acquisition time and
increase the Signal-to-Noise Ratio.

The in-depth analysis finally concludes that the camera and its lens determine the spatial resolution
and depth precision of fringe encoded stereo imaging. The software and other hardware can handle
the increase in resolution. There are several methods to enhance the resolution of the camera and
lens and therefore another chapter will analyse the possibilities to adapt the camera and especially the
lens to increase the spatial resolution from 25 µm to lower than 10 µm.

Further literature research indicated, that fringe encoded stereo imaging has multiple camera resolution
enhancement methods, from which extension tubes are the most suited solution, from both theoretical
and practical points of view. However, increasing the spatial resolution reduces the Depth Of Field of
the device. In other words, the entire painting has to be orientated in a thinner parallel area of focus.
Initial estimations place the Depth Of Field smaller than a millimetre, which makes it difficult orientate
the painting within the Depth Of Field by hand.

Final chapter studies literature on estimating the orientation of the painting, to be able to position the
device such that the painting fits within the Depth Of Field. The study indicated several methods for
determining the orientation of the painting, from which sparse stereo imaging is the best method for
the precision and acquisition time.

This literature study concludes that it is feasible to accurately scan the craquelure pattern of the entire
painting with enhanced fringe encoded stereo imaging and accurate positioning.
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Appendix: Computations

In this chapter underlying computations and estimations for the entire literature study were done. With
these equations and computation are the estimation reproducible.

A.1. Chapter 2
The estimation of the time acquisition are computed with the code below, where the a full-frame camera
or common microscope can be selected by uncommenting. The tiles are comuted for the device and
for an overlap of 30 %. The magnification is 0.3 for the current set-up.

%% Master Thesis : x - y microscope scanner fo r paint ings
% Mathijs van Hengstum 04/2017

c l ea r a l l ; c l o se a l l ; c l c

%% Parameters
% painting
paint ing.x = 0 .39 ; % [m] 445x390mm (GwtPE) width 4 .38
paint ing.y = 0 .445 ; % [m] height 3 .63
% paint ing.x = 0 .445 ; % [m] 445x390mm (GwtPE) width 4 .38
% paint ing.y = 0 .39 ; % [m] height 3 .63
painting.pigment = 5∗10^ -6; % [0 .1 - 5᎙m] http :// www.engineeringtoolbox.com/ part i c l e - s i ze s - d_934.html
pixels_per_pigment = 5; % pixe l s ^2
n_images = 13;

% Microscope (RH-2000) ( Literature //HIROX-RH-2000 -EN.pdf )
% MXB 2016Z 20x - 160x 15 .4 -2 mm (H)
% MXB 5040RZ 50x - 400x 6 .1 -0 .78 mm (H)
% MXB-10C 140x - 1400x 2.46 -0 .26 mm ( multiple ) (H)
% Full frame 50.3Mpx 8688x5792 px (35 .88x23.92 mm)

% MICROSCOPE
% microscope.zoom = [0 .1 1 ] ; % min max zoom of lens
% steps = 2; % steps in microscope zoom
% microscope .p ixe l .x = 1920; % [ p ixe l s ] width
% microscope .p ixe l .y = 1080; % [ p ixe l s ] height
% microscope.HFOV = 0.002 ; % [m] f u l l frame hor izonta l
% microscope.VFOV = 0.001125 ; % [m] f u l l frame v e r t i c a l
% microscope.confocal = 1; % number of depth images
% % microscope.weight = 1; % [ kg ] weight of the microscope
% microscope.FPS = 1; % [ frame/s ] Frame Per Seconds

% FULL_FRAME CAMERA
microscope.zoom = [0 .6 1 ] ; % min max zoom of lens
microscope .p ixe l .x = 8688; % [ p ixe l s ] width
microscope .p ixe l .y = 5792; % [ p ixe l s ] height
microscope.HFOV = 0.036 ; % [m] f u l l frame hor izonta l
microscope.VFOV = 0.024 ; % [m] f u l l frame v e r t i c a l
microscope.confocal = 1; % number of depth images
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% microscope.weight = 1; % [ kg ] weight of the microscope
microscope.FPS = 1; % [ frame/s ] Frame Per Seconds

% x - y contro l /1
overlap = 0; % [%] overlap of p ictures
movement_time = 240; % [ seconds ] average time to move to new pos i t ion

%% Computations
% microscope.HFOV = linspace ( microscope.FOV (1) , microscope.FOV (2) , steps ) ;
% microscope.HFOV = 30 . 8 . /microscope.HFOV/1000; % [m] Horizontal Field of View
% microscope.VFOV = microscope.HFOV∗( microscope .p ixe l .x / microscope .p ixe l .y ) ;
% microscope.zoom = l inspace ( microscope.zoom (1) , microscope.zoom (2) , steps ) ;
microscope.HFOV = microscope.HFOV./microscope.zoom ;
microscope.VFOV = microscope.VFOV./microscope.zoom ;

paint ing.x = paint ing.x+2∗overlap∗microscope.HFOV ;
paint ing.y = paint ing.y+2∗overlap∗microscope.VFOV ;

% Number of p ictures
n_x = c e i l ( pa int ing .x . /((1 - overlap ) . ∗microscope.HFOV ) ) ;
n_y = c e i l ( pa int ing .y . /((1 - overlap ) . ∗microscope.VFOV ) ) ;
n = n_x.∗n_y∗ microscope.confocal ;

% Time spend on scanning
Time = (n∗movement_time)/3600; % [ time ] %/microscope.confocal+ n/microscope.FPS )/3600; % [ time ]

% Length per p ixe l & required for pigment
pixe l_s ize = microscope.HFOV/ microscope .p ixe l .x ;
required = painting.pigment/pixels_per_pigment ;

%% Plots
f i gure ( 1 ) ; subplot (3 ,1 ,1)
plot ( microscope.zoom ,1 .2 ∗n∗ microscope .p ixe l .x ∗ microscope .p ixe l .y ∗n_images/10^9)
y labe l ( ’ Total data s i z e [Gb] ’ )
t i t l e ( ’ Estimated required storage space [Gb] ’ )

f i gu re ( 1 ) ; subplot (3 ,1 ,2)
plot ( microscope.zoom , Time)
ylabe l ( ’Time [ Hours ] ’ )
t i t l e ( ’ Hours to Scan ’ )

f i gu re ( 1 ) ; subplot (3 ,1 ,3)
plot ( microscope.zoom , pixe l_s ize ∗10^6); hold on
plot ( microscope.zoom , required ∗ones ( length ( microscope.zoom ))∗10^6 , ’ r ’ ) ;
legend ( ’ Microscope ’ , ’ Required for pigment s i z e ’ )
x labe l ( ’zoom [X] ’ )
y labe l ( ’ Length per p ixe l [᎙m/ pixe l ] ’ )
t i t l e ( ’ Length per Pixel ’ )

A.1.1. Line laser estimation
Assuming the line lase triangulation takes 40 measurements per second with about 250 point each
measure [36]. The with the spatial resolution of 10 µm there are 44.500x39.000 measure points.

(44.500 ∗ 39.000)/(40 ∗ 250)/3600 = 48.21ℎ𝑜𝑢𝑟𝑠 (A.1)

The size an photograph of a digital camera, at the required spatial resolution, would ideally take
about 50 hours.

A.1.2. Stereo Imaging
Using a full-frame Canon EOS 5Ds with a pixel pitch of 4.1 µm and the highest magnification lens (5:1)
would give a spatial resolution of about 1 µm and depth precision of lower than 0.5 µm. The theory is
explained in-depth in chapter 5.
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A.1.3. Depth from Focus
For the estiamation of the Depth of Field the equation below is used, where Aperture Number (N),
Circle of confusion (C),the lens-object distance (U), and focal length (f) determine the depth of Field.
It is explained more in depth in section 5.

𝐷𝑂𝐹፭፨፭ፚ፥ ≈
2𝑁𝐶𝑈ኼ
𝑓ኼ (A.2)

With a small aperture number and long focal length the smallest depth of field is achieved. For a
tilt-shift lens it would mean a focal lenght of 135 mm, Circle of confusion of 1 pixel 0.00413 mm, a
small aperture of 1.4 and a object lens distance of 270 mm gives 46,3 µm Depth Of Field.

A.1.4. Structured Light
Assuming an 4K ultra-high resolution projector (4096 x 2160 px) could focus at a short distance and
the projected structured light fits with in the current window of 165x110 mm. The structured light has
to be covered for the entire window, so the resolution is determined by the height thus the maximum
resolution is:

110/2160 = 0.05092𝑚𝑚 ≈ 50𝑚 (A.3)

A.2. Chapter 4
A.2.1. Camera model Comparison

%% Pixel pitch vs re so lut ion
% ( c ) Mathijs van Hengstum 2018
% compares current data of commercial cameras

data = readtable ( ’ cameras.xls ’ ) ;
data2 = struct ;

fo r i =1:526
data2 ( i ) . r e s = cell2mat ( data{ i , 3 } ) ;
data2 ( i ) . r e s = str2double ( data2 ( i ) . r e s ( 1 : 4 ) ) ;
data2 ( i ) .p i t ch = cell2mat ( data{ i , 4 } ) ;
data2 ( i ) .p i t ch = str2double ( data2 ( i ) .p i t ch ( 1 : 4 ) ) ;

end

f i gure (1)
fo r i = 1:526
plot ( data2 ( i ) . r e s , data2 ( i ) .p itch , ’ .k ’ ) ;
hold on
end
xlabe l ( ’ Resolution [Mega p ixe l s ] ’ )
y labe l ( ’ Pitch [᎙m] ’ )

sur face = 440∗390; % [mm]

f i gure (2)
fo r i =1:526

rat i o ( i ) = 1/( sur face /(0 .7 ∗data2 ( i ) . r e s )∗10^2);%/data2 ( i ) .p i t ch ;
plot ( i , r a t i o ( i ) , ’ .k ’ )
hold on

end
xlabe l ( ’Camera model ’ )
y labe l ( ’Number of Ti le s ^{ -1} ’ )
t i t l e ( ’The Inverse inverse of Acquistion t i l e s fo r 526 Commercial cameras ’ )

% ylim ( [0 0 .5 ∗10^7])
text (85+5, ra t i o (85) , ’ Hasselblad H6D-100 c ’ )
text (35+5, ra t i o (35)∗1 .05 , ’Canon EOS 5D Mark IV ’ )
text (130+5, ra t i o (130)∗0 .99 , ’Canon EOS 5DS (R) ’ )
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A.2.2. macro lens
Combining the Canon EOS 5Ds with a pixel pitch of 4.13 µm and the 5:1 magnification macro lens gives
a spatial resolution of exactly 4.13/5 = 0.826 µm.

A.2.3. close-up filter

𝑀𝑎𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = 4.13𝑚/10𝑚 = 0.41 (A.4)
𝑀𝑃ኺ = 0.41/0.3 = 1.377 (A.5)
𝑀𝑃ኺ = (0.25𝑚)Φ + 1 (A.6)

𝑚 = (𝑀𝑃ኺ − 1)/0.25 = 0.377/0.25 = 1.5𝑑𝑝𝑡 ≈ 2𝑑𝑝𝑡 (A.7)

A.3. Chapter 5
A.3.1. DOF
The Depth Of Field is determined with the equations below.

%% Camera Computations Written by Mathijs van Hengstum , Novermber 2017
% The DoF i s determined for Canon 5DS with d i f f e r e n t l enses
% A TS-E 90mm t i l t ( - s h i f t ) l ens i s enhanced with a extension tube

% Parameters
f = 90; % [mm] Focal lenght
Alpha = 8; % [ degrees ] t i l t angle
A = 110+25; % [mm] Lens rear node to Image plane
N = 16; % [ ] Aperture Number
ti le_x = 60 .8 ; % [mm] hor izonta l s i z e t i l e
% U = 270; % [mm] lens - object distance

% Circ le of Confusion ( as small as poss ip le , about 1px thus 4 ,13᎙m)
CoC = 0.00413 ; % [mm] ( diameter ) Circ l e of Confusion

% Scheimpflug Pr inc ip le ( t i l t - s h i f t l ens )
J = f /sind (Alpha ) ;
Gamma = atand ( sind (Alpha )/( cosd (Alpha ) - f /A) ) ;

% Near and Far Acceptable Image Plane with CoC
s = f /CoC/N;
A_near = A+A/( s - 1 ) ;
A_far = A-A/( s +1);

% Determine NDOF and FDOF
o_near = A_near/tand (Alpha ) ;
o_far = A_far/tand (Alpha ) ;

% Angles N and F
gamma_near = atand (A_near/(o_near - J ) ) ;
gamma_far = atand (A_far/( o_far - J ) ) ;

% Angle d i f f e r e n c e
d_angle_near = Gamma - gamma_near ;
d_angle_far = gamma_far - Gamma;

% Sharp focus plane length
SF = J/cosd (Gamma) ;

% near and far DOF
NDOF = (SF- ti le_x /2)∗tand (d_angle_near ) ;
FDOF = (SF- ti le_x /2)∗tand ( d_angle_far ) ;

A.3.2. Requirements
The amount of points to describe the painting’s surface depends on the change in shape. The curvature
of a painting can be approximated with a parabola from the frame. Assuming a parabola is described
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with 9 samples the spatial resolution is 390/9 = 43 mm. Assuming more complex surfaces can be
described by a 4 times a simple parabola, the spatial resolution is about 10 µm.

A.3.3. Contrast detection
Based on the Driver.m file 187 tiles are required for ’the girl with a pearl earring. Ideally it would take
2 seconds per tile, so that would result in:

187 ∗ 2/60 = 6.233𝑚𝑖𝑛𝑢𝑡𝑒𝑠 (A.8)

A.3.4. Line laser estimation
Assuming the line lase triangulation takes 40 measurements per second with a effective spatial reso-
lution of 5 points each measure [36], which depends on the spatial resolution and working distance.

(445 ∗ 390)/(40 ∗ 5)/60 = 14.46𝑚𝑖𝑛𝑢𝑡𝑒𝑠 (A.9)

The size an photograph of a digital camera, at the required spatial resolution, would ideally take
about 15 minutes.

A.3.5. Projector-Camera Triangulation
Without overlap 84 tiles are required to capture the girl with a pearl earring, with 2 seconds for each
tile. That results in 84*2/60 = 2.8 minutes.
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Manual FAST Scanner
The FAST scanner focuses on ultra-high resolution colour and topography of the paintings, 
to digitally visualise the craquelure pattern of painting. This manual and some of the 
software were based or copied from the Fine Art Scanner, which focuses at scanning 
the visual appearances (color, texture and gloss) of a painting and reproducing it with 3D 
printing. The  FAST scanner does not scan gloss, but there might be some software titles 
in this manual that still contain gloss, which is not part of the actual software. 

This document explains in detail the work fl ow of the FAST scanning process. In seven 
chapter the entire scanning for capturing a painting is explained. This manual includes an 
introduction to the different processes, system requirements, the assembly of the scanner, 
acquiring data and image processing.

Written by Tessa Essers and Mathijs van Hengstum
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1.  Introduction

This manual explains in detail the work fl ow of the fi ne art scanner. It provides information 
about the software and the different actions executed by the user and the programs Matlab 
and Arduino. The total scanning process has been divided in fi ve sub processes to create 
a clear overview for the scanning process. In this chapter you can fi nd information about 
what these sub processes are and its related actions.  

The total process for capturing a painting can be divided in fi ve sub processes and these 
have to be executed in a specifi c order, see fi gure 1. The start of the scanning process 
depends on the status of the scanner. For example, the scanner is already build up and 
calibrated, then the system can be started directly and the calibration process can be 
skipped.

In the sub processes the following actions are covered:
• Assembly scanner: the actions to assemble and start the scanner. 
• Calibration:  calibrate the position of the cameras and the color.
• Capturing: the actual scanning of the painting. 
• Image processing:  the process for creating color, height and gloss maps and the 

stitching of these maps with each other.
• Disassembly scanner: the actions to disassemble the scanner and fi nish the scan.

Each sub-process can be divided in three categories: the user actions, Matlab actions and 
Arduino actions. These categories do not have to be carried out in a specifi c order, but the 
order of the categories can be shifted within each sub process.  

The actions can be described as the following: 
• User actions: these are the actions that have to be executed manually by the user. 
• Matlab: these are the actions executed by the program Matlab. 
• Arduino: these are the actions executed by the program Arduino.

An overview of the scanning process can be found in fi gure 3. On the horizontal axis, 
the sub processes are shown and on the vertical axis you can fi nd the actions. In this 
document the sub processes have each their own chapter and will be explained further in 
detail. 

The overview of fi gure 3 shows a good structure of each process with its corresponding 

1.1.  Sub processes

1.2.  Actions

fi gure 1.  The order in which the sub processes of the scanning process need to be 
executed.

1.3.  Total scanning 
process
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sub processes. Scanning in this order is not convenient in time and use when you want to 
scan a painting in a museum. Due to time limitations you do not want to spend lot of time 
on the image processing. Thus, all image processing that can be conducted after capturing 
the painting is better. 

The total scanning process gets a different order (see fi gure 2) when the before mentioned 
case is applied to the scanning process in a museum. All the sub processes of the 
calibration process need image processing to acquire the data. However, not all the image 
processing parts are needed before capturing the painting, the illumination and color 
calibration are only needed for the processing of the painting images. Additionally, you must 
know what kind of camera settings are used in the capturing process since the calibration 
objects must be captured with exactly the same settings. Thus, the sub processes of the 
calibration are split in two groups, the white balance and camera calibration are executed 
before the capturing sequence and the illumination and color calibration after the capturing 
sequence. 

Another point that has changed from fi gure 3 is that the ‘Image processing’ will be 
conducted after the disassembly of the scanner. The processing is not a step which has to 
be conducted in a museum, but can be done afterwards.

1.4.  Capturing 
process in 
museum

fi gure 2.  An overview of the scanning process for museums.
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fi gure 3.  An overview of the total scanning process



4 System requirements

2.  System requirements

For the software of the fi ne art scanner several programs and toolboxes are required . Our 
laptop contains windows 7, if you have a newer version of windows we cannot guarantee 
that all the programs and toolboxes are compatible. 
The following programs and toolboxes are required to actuate the different elements of 
the scanner:

Matlab 2017a. The calibration and capturing process use Matlab 2014b, however the 
image processing include some functions which are only available in Matlab 2017. This 
version of Matlab is needed for the stitching of the images.

Arduino. Two microcontroller boards of Arduino are used for actuating the different 
elements of the scanner and moving the scanner in horizontal and vertical position. Matlab 
sends messages to Arduino and Arduino again know what kind of action must be executed 
per message. Arduino is only needed when you want to communicate directly with the 
microcontrollers. 

Gphoto2 and camera drivers. Matlab uses the program gphoto to trigger the cameras and 
transfer the images from the cameras to the computer. You have to install libusb-win32. 
In case you want to use a different type of camera then the current system, you have 
to download the latest version of libusb-win32 on http://sourceforge.net. Then install the 
following folders and software.
• set CAMLIBS=camlibs
• set IOLIBS=iolibs
• gphoto2.exe 

Pschytoolbox-3. This toolbox is needed for to project images with the project. You 
can download it from the following website: http://psychtoolbox.org. Read the system 
requirements for this installation, since GStreamer 1.x is required for the pschytoolbox.

dcraw-9.16-ms-64-bit This program is necessary for the conversion from .NEF to .tif. With 
matlab will be communicated with the program. You can fi nd this in the script convert2tiff.m

Argyll The color calibration is conducted partly with matlab and the fi nal creation of the 
icc profi le is created with the program Argyll. Download the executable for your computer 
system on argyllcms.com.

vlfeat0.9.18 This program is needed to fi nd the features for stitching.

fi gure 4. Top view of platform
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3.  Elements FAST

The FAST exists of several elements. 
This chapter provides a list of the 
different elements illustrated with photos. 
In the next chapters the names of these 
elements will be used to explain the 
software and system. This chapter can 
be used as a reference when you do not 
know what one of the elements is. Every 
element is numbered and in the pictures 
these numbers are connected with the 
corresponding element.

1. Device box
2. Camera 1 (left)
3. Camera 2 (right)
4. Projector
5. Arduino board
6. Electric box XY-stage
7. On/off switch XY-stage X-axis
8. X-axis
9. Y-axis
10. Z-axis
11. Rotation about x-axis belt
12. Camera calibration checkerboard
13. Grey-charts for WB 
14. Micro Colour target
15. Projector Cable 
16. Camera USB Cables (Left and Right)
17. Arduino USB Cable
18. XY-stage control cable
19. Extra usb and Dvi cable fi gure 5. FAST scanner

fi gure 4. Top view of platform



6 Elements fi ne art scanner

fi gure 6. Electronics 
box

fi gure 7. Calibration 
objects

fi gure 8. Cables of 
the scanner
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The assembly is the start of the scanning process and is only needed when the scanner is 
moved to a different place, for example when an artifact is scanned in a museum or at the 
university when it is disassembled and placed in a different room. Only user actions are 
needed for this sub process, Matlab and Arduino are not yet used. 

In fi gure 9 the subparts of the assembly process are shown. The user actions can be 
divided in two sections: the actual assembly of scanner and the start of the system. When 
the scanner is already set-up in position only the start of the system need to be checked. 

The scanner only needs to be assembled when it has been transported to a new location 
and must be placed in dark room, without any stray light of the environment light. The order 
for the assembly is described below. This order will start at the moment the scanner arrives 
at a new location. The assembly exists of three steps:

1. The FAST is driven to the location and unloaded. It will be placed on a trolley to move 
it around at location.

2. The 3D FAST is assembled according to the ‘Operation Manual FAST Scanner’, but 
shortly summarized: 
a. Connect the base of both vertical  linear drivers 
b. Connect the 3 upper rods between the vertical linear drivers
c. Mount the Rotation about x-axis belt
d. Mount side holders of vertical linear drivers
e. Mount safety racks
f. Fix the horizontal linear driver

4.  Assembly / disassembly

fi gure 10.  A zoomed in image of the user actions within the assembly process.

4.1.  Assembly
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g. Install electric cable guide
h. Mount device box
i. Connect all cables according their marking/numbering
j. Adjust cameras and projector

For the start of the scanner three tasks need to be checked. The fi rst one is to check if 
the scanner is connected to the computer. The system cannot be actuated when the USB 
ports of the device and serial port of the XY stage are not connected with the computer. 
Thus, check if all the USB cables of the cameras and the Arduino box is attached to the 
computer. Turning on the system is an obvious step; the scanner need to have power to 
work. The switch on the electric box has to be turned and after 5 seconds the fl ashing 
button needs to be pushed to turn on the XY-stage. Make sure the fi rewall is turned off for 
the serial port and the FastMotionDriver.exe is active to control the XY-stage. Moreover, 
all the elements of the platform are connected to a power supply unit and this unit is often 
turned off too. Thus, take care that this unit is also turned on. Besides make sure that the 
projector and cameras are turned on. The last and most important step for the start of 
the system is that the cameras need to be turned on in a specifi c order from left to right. 
Thus, fi rst camera 1 and then camera 2. When this does not happen in right order the 
number that the camera receives in Matlab will be wrong and thus the images of the wrong 
cameras will be used for the calibration and image processing. This can result to a crash 
of the system. 

The disassembly of the scanner is the end of the scanning process and is exactly the same 
as the assembly but then in the opposite order. First the system needs to be turned off 
before you disassemble the framework. When you want to scan another time the painting 
at another moment then you do not have to disassemble the framework, but just turn off 
the power.  

4.2.  Start system

4.3.  Disassembly
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5.  Calibration

With the calibration process the position of the cameras and the color of the images will 
be calibrated. For each part, another object is photographed; the user places this object 
on the easel. An overview of the calibration process can be found in fi gure 10. The loop for 
the user actions, Matlab and Arduino repeats for each sub process of camera, color and 
gloss calibration. 

fi gure 11.  An overview of the calibration process
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When the ‘start system’ has not been executed before starting with the calibration, then 
redo this step of the assembly and start the whole system. It is especially important how 
you have to turn on the cameras.

The different sub processes of the calibration process can be controlled with a graphic 
user interface of Matlab. With this user interface you do not have to open the functions 
for all the sub processes separately. This GUI can be found in the folder ‘paintscan3D / 
Matlab_projector’ under the name ‘gui_calibration.m’.

Before opening the gui the global_path must be linked to the right folder where the captured 
images are placed in. This line can be found in the beginning of the script (around line 74) 
and need to be written as the following:

 global_path=’O:\nameFolder\’;

This folder must contain a main folder named ‘Calibrations’. If this global_path does not 
contain this folder, a calibration folder will automatically be created when you fi rst start the 
GUI. When you run the script the GUI will pop up (fi gure 11).

In the left side of the GUI in the panel ‘preparation calibration’ the settings for the cameras, 
projector and platform can be defi ned. On the right side the separate processes for the 
camera, LED illumination and color calibration are explained.

5.1.  Graphic User 
Interface (GUI) 
for Calibration 
processes

fi gure 12.  The graphic user interface for the calibration process.
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As preparation for the calibration 
processes you create a connection 
between the scanner and Matlab for 
communication and actuating. It is 
important that you execute the step 
‘check connections’ and ‘initialize’ fi rst. 
The order of the other steps does not 
matter. 

When you click on the button ‘check 
connections’, Matlab will search for 
the COM ports of the Arduinos and 
initializes the cameras and projector. 
Each element will turn blue when they 
are found. If all appear blue the ‘check 
connections’ has been executed 
successfully. 

Often a problem occurs with the 
search for the COM ports for Arduino. 
The following message must appear 
in the command window of Matlab: 

Checking System Status.. Please 
Wait..

portlist =
‘COM1’
‘COM3’

An error message is shown when only one COM port appears. You have to restart matlab 
or unplug and replug the Arduino USB cable in the computer. The next step is to check 
another time the connections. It can happen that the Matlab script still cannot fi nd the 
COM port, then repeat this process till Matlab can fi nd them. Another option is to restart 
the computer. Try to keep patience when it does not work immediately. 
Note!! When you unplug the Arduino cables you have to restart the cameras in the specifi c 
order.

The ‘initialize’ button can be pressed when the check connections has been completed 
successfully. This button makes the communication portal available between the cameras 
and Matlab. It needs to be pressed before defi ning all the separate settings.

For the cameras we have to defi ne three settings: aperture, ISO and shutter speed. With 
the current cameras we cannot defi ne the aperture with Matlab, but this is done manually 
on the camera. Just place the same aperture in this fi eld as defi ned on the camera. The 
aperture is f16 for cam 1 & 2. The ISO is always at the lowest number (100) to avoid noise 
and the shutter speed can be changed with Matlab. You can test the shutter speed if you 
are unsure which shutter speed is the best for the object that you want to scan. First you 
need to select the ‘set’ button for defi ning the camera settings before making a test image. 
Under the settings for the cameras a test button is placed to test the shutter speed of the 
cameras. 

5.2.   Preparation 
calibration 
process

5.2.1.  Check 
connections / 
initialize

5.2.2.  Camera 
settings

fi gure 13. Preparation calibration panel
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The scanner will take one image of the painting when you press this button. This have to 
be done separately for the 3D cameras and the gloss camera. This test image will be taken 
in the position where the platform of the scanner is positioned at that moment; most often 
this shall be in the zero position. The platform can be moved with step 5.2.4. 

With the projector settings we defi ne the fringe pattern that is used to make the height map 
and next to that a black or white image can be projected. The black projection is used for 
the gloss capturing in combination with the LED light source. For the calibration processes 
we do not need the fringe projection but only the black and white image. In case you need 
the fringe projection then the option is there.

With this button you can move the platform to the desired position in front of the painting. 
You decide how much the platform must move in horizontal and vertical position in meters.
NOTE!! in the GUI it is written as cm but for this scanner it is meters (m). 

 
In the status window the settings for the system are visible. In here you can fi nd an overview 
of all the settings that you have fi lled in. When some of the settings will change you see 
the change in this window. 

The white balance must be set before you capture any object placed in front of the scanner. 
Otherwise, if you miss this step, the colors of the images can be different than in real-life. 
Next to that, the white balance of the cameras are predefi ned per light source. When we 
do not adjust the light source for each situation, the images can have a strange color 
balance and can have a pink or blue appearance. 

The white balance (WB) is different per light source. This means that the projector and 
LED light source have a different predefi ned WB in the camera. Camera 1 and camera 2 
only need a custom white balance for the white projection on the grey chart. 

A white reference target (the grey chart) must be placed in 
front of the scanner in such a way that the complete image 
is fi lled with the target (or most of the image) . Then turn on 
the light source; the intensity of the projector is the same as 
with the color (see GUI for calibration process). When the 
illuminates the grey chart, the white balance can fi nally set 
manually on the cameras. Please refer to the manual of the 
camera1 of how to set the white balance. 

With this process, we calibrate the positions of the three 
cameras in respect to each other and the painting. This 
process takes around two hours if the corner clicking is 
executed perfectly. The camera calibration is needed for the 
creation of the color, height and gloss map: the images of 
the left and right camera are matched with each other and 
the result is a height and color map of the surface and the 
image of the gloss map is projected on top of the color and 
height map. In fi gure 13 you can fi nd the part of the camera 
calibration in the GUI. Every button represents another action. 

1 http://gdlp01.c-wss.com/gds/9/0300018669/01/eos5ds-
5dsr-im-en.pdf

5.2.3.  Projector 
settings

5.2.4.  Movement 
platform

5.2.5.  Status bar

5.3.  White balance

5.4.  Camera 
calibration

fi gure 14.  The actions for 
the camera calibration in 
the right order. 
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The order of the steps is described in the GUI. Two actions are conducted manually, 1) 
pressing the button ‘calibration sequence’ on the Arduino box and 2) check the ‘FINISHED 
calibration’ checkbox. In appendix C the complete matlab scripts of these buttons can be 
found

A checkerboard is placed in front of the scanner for the camera calibration. First you need 
to attach an arm in front of the scanner; place this one between the triangular holders. 
Then the calibration board can be clicked in front of the scanner, check if the distance 
between the board and the laser distance meters is 441 mm (±1mm).

The marked 7x3 squares of the checkerboard must be well visible on the photos of all 
three cameras. This to know for sure that the cameras capture an image of the same part 
of the painting. We pasted on the checkerboard some markers to mask this area.

The next step is the camera settings. Cam 1 and 2 must have an aperture of F16 and a 
shutter speed of 0,6 second. The shutter speed can change depending on the environment 
light; the more environment light, the shorter the shutter speed.  The shutter speed of the 
cameras can be defi ned in the GUI, see step 5.2.2.

The last step for the camera settings is the position of the polarization fi lter of cam 1 and 
cam 2. Rotate the polarization fi lter to fi lter away the white dots in the blue checkerboard, 
as shown in fi gure 14. Only rotate the polarization fi lter, do not rotate the lens of the 
camera.

You have to restart the cameras in the right order (cam1, cam2) when you unplugged the 
USB cables of the cameras in step 5.4.2. Press ‘start calibration sequence’ to start the 
camera calibration. 

Fill in the number of images you want for calibration in the GUI. We suggest at least 20 
for an accurate camera calibration. Next start the camera calibration sequence in the GUI. 
Change the orientation of the camera calibration checkerboard after each photograph until 
all images are captured.

For the corner selection it does not matter if you fi rst select the physical corners or the 
projected corners. The corner selection needs to be executed for cam1 and cam2. Before 
you select the button ‘select physical corners’  you need to select the desired camera 
folder. The most important part of this step is that you have to click the exact same corners 
for all camera folders. If this is not the case the calibration is completely wrong. We use the 
markers on the calibration board as help.

5.4.1.  Position 
camera calibration 
board

5.4.2.  Defi ne 
camera and 
projector settings

5.4.3.  Start 
calibration 
sequence

X V

fi gure 15.  The differences between the images when you rotate the polarization fi lter of 
cam 1 and cam 2. The right image shows the result what you want to see.

5.4.4.   Corner 
clicking
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First the script must fi nd the images. In the command window of Matlab you have to give 
values to search for the images. First it asks for the image format, .tif (t). Next the window 
size for the corner selection have to be defi ned, wintx = 30 and winty = 30. This window 
size is so small to have an accurate result for the corner selection; otherwise the wrong 
pixels for the corners are automatically selected.

Then the corner selection can start. In each image, you need to select exactly the same 
area. Take into account that when you mismatch one corner that you have to redo the 
whole process. When you select the outer corners of the fi rst image some other questions 
appear. First you have to provide the number of squares in the x and y direction. Count 
the number of the white and black squares in the specifi c direction. This question can 
appear more often in the command window, when you slightly click on a different spot for 
the corners. Next to that you have to fi ll in the size of one square in x and y direction. This 
is 7.692 mm (of our calibration board). Once all the corners of the images are selected a 
value appears for the pixel error. This value has to be approximately 1; with our set-up we 
have often a value between 2 and 1. When this value is higher you have to redo the total 
corner selection for the set you just selected. The process described in the two previous 
paragraphs repeats itself for the next corner clicking. 

At the end of the camera calibration the calibration board can be removed. Depending on 
the next process the following object can be placed in position.

For the color calibration another object, the color board, need to 
be placed in front of the scanner. This object is used to calibrate 
the colors how they are seen under the specifi c lightning 
conditions. The result of this color calibration is a color (.icc) 
profi le with which we can change the color map of the painting, 
so we can reconstruct the same colors of the painting on the 3D 
printed replica.

First position the color target, artist paint target, with 175 mm 
(±1mm) in front of the scanner. 

Adjust the camera settings of cam 1 and 2 in the GUI, aperture 
F16, shutter speed same as capturing process. 

Select in the list in which folder the images of the capture can 
be placed and then capture the color target. This can easily be 
done using the button ‘3D single capture’ in the GUI. 

.tif fi les are needed for the eventual process of getting the color values. Press button ‘.NEF 
to .tif’ to convert the images. 

8Only one image is needed for the color values. In this script the fi rst .tif image of the 
selected folder will be used to retrieve the color values. With the button ‘Get color values’ 
the script can be started. The color reference target has 4 rows and 6 columns with different 
colors and each square must be manually selected. An message appears which square 
you need to select in the right order. The output of this script is an excel fi le containing 
R, G and B values that are scaled from 0-65536 (16bit), 0-255 (8-bit) and 0-100. The 

5.4.5.  Remove 
calibration board

5.5.   Color 
calibration

fi gure 16.  Calibration 
GUI for the color 

calibration

5.5.1.  Position color 
target

5.5.2.  Defi ne 
camera settings

5.5.3.  Capture color 
target

5.5.4.  .CR2 to .tif

5.5.5.  Get color 
values
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matlabscript for the color extraction can be seen below. The ICC profi le is automatically 
generated in the color folder.

1. 1. for i=1:30
2. 2. ColourList = {‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ ‘10’ ‘11’ …
3. 3. ... ‘12’ ‘13’ ‘14’ ‘15’ ‘16’ ‘17’ ‘18’ ‘19’ ‘20’ ‘21’ ‘22’ ...
4. 4. ... ‘23’ ‘24’ ‘25’ ‘26’ ‘27’ ‘28’ ‘29’ ‘30’};
5.     message1 = sprintf([‘Zoom in to area ‘ ColourList{i}]);
6.     message2 = sprintf([‘Select colour area of ‘ ColourList{i}‘...
7.     ...and double click’]);
8.     uiwait(msgbox(message2, message1));
9.     
10.     Crop=imcrop(C);
11.     RobustMean16bit_R= mean2(Crop(:,:,1));
12.     RobustMean16bit_G= mean2(Crop(:,:,2));
13.     RobustMean16bit_B= mean2(Crop(:,:,3));
14.     RobustMean8bit_R= (mean2(Crop(:,:,1))/2^16)*255;
15.     RobustMean8bit_G= (mean2(Crop(:,:,2))/2^16)*255;
16.     RobustMean8bit_B= (mean2(Crop(:,:,3))/2^16)*255;
17.     RobustMean0_100_R= (mean2(Crop(:,:,1))/2^16)*100;
18.     RobustMean0_100_G= (mean2(Crop(:,:,2))/2^16)*100;
19.     RobustMean0_100_B= (mean2(Crop(:,:,3))/2^16)*100;
20.     Values(i).Name = ColourList{i};
21.     Values(i).R_16 = RobustMean16bit_R;
22.     Values(i).G_16 = RobustMean16bit_G;
23.     Values(i).B_16 = RobustMean16bit_B;
24.     Values(i).R_8 = RobustMean8bit_R;
25.     Values(i).G_8 = RobustMean8bit_G;
26.     Values(i).B_8 = RobustMean8bit_B;
27.     Values(i).R_100 = RobustMean0_100_R;
28.     Values(i).G_100 = RobustMean0_100_G;
29.     Values(i).B_100 = RobustMean0_100_B;
30. end
31. 
32. message1 = sprintf(‘get colorValues’);
33. message2 = sprintf(‘Finished selection’);
34. uiwait(msgbox(message2, message1));
35.     
36. save([capt_path_now ‘\colorValues.mat’], ‘Values’);
37. ValuesTable=struct2table(Values);
38. writetable(ValuesTable, [capt_path_now ‘\colorValues.xls’]);

 
Navigate to the folder /Library/ColorSync/Profi les and copy the profi le here. Open the 
color fi le of your 3D scan in adobe Photoshop and go to edit > assign profi le and select 
new color profi le. ‘Save as…’ fi le, make sure to tick the box ‘embed color profi le’ here; this 
should mention the name of your profi le here.

5.5.6.  Assign color 
profi le
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6.  Capturing

The capturing process is the actual process of capturing the painting. The previous two 
processes were just for the preparation of the scanner. Within the capturing process we will 
capture the color and surface texture of a painting. In fi gure 16 you can fi nd an overview of 
the capturing process. The fi rst two steps, ‘preparation painting’ and ‘defi ne settings’, are 
still the preparation for the scanning process. The other steps is the actual capturing of the 
painting, in these steps Matlab and Arduino communicate with each other to actuate the 
different elements of the scanner. 

The most important part of the capturing process is that the painting is positioned in front 
of the scanner with the right distance between scanner and painting. In total four actions 
are needed.

Place the painting on the easel. Be sure that the painting is placed straight on the easel, 
thus that you level it. 

The dimensions of the painting are needed to defi ne the amount of steps the platform has 
to move in horizontal and vertical position. This will be defi ned with the matlab graphic 
user interface, see 6.3.2. Measure the horizontal dimensions, from left to right edge, and 
vertical dimensions, from bottom to top edge. 

fi gure 17.   An overview of the capturing process

6.1.1.  Position 
painting 

6.1.2.  Measure 
dimensions

6.1.   Preparation 
painting
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With the calibration process the system has been calibrated with 175 mm (±1mm) of the 
scanned object. Thus, the painting has to stand in the exact same position. 

The projector is turned a bit out of focus to blur the edges of the fringe pattern; otherwise 
we can see the pixels of the projector on the painting. The projector will be used a second 
screen when nothing will be projected by matlab. The background shows the TU Delft 
logo, when the logo is focused it consist out of one clear line (A in fi gure 17), when you 
slightly blur it the middle of the torch will change into a ‘double’ line’ (B in fi gure 17).   

Note!! Only change the settings of the projector and the polarization lens, do not rotate the 

camera lens and the other elements!

Delete all images from the camera to know that only the images of what you want to 
capture are available on the computer. 

With the GUI you defi ne the settings for the capturing process and start the capturing 
sequence. Besides a start with the image processing can be made. The Matlab script 
‘gui_3Dscanner_gloss_new_processing.m’ is used for the capturing process, it can be 
found in ‘paintscan3D / Matlab_Projector’. In the appendices, you can fi nd parts of the 
script, due to the length the total script is not added in this document. 

First you need to change the global_path in the script; this is the folder where the images 
will be placed during the capturing process and where the calibration data can be found. 
This line is placed in the beginning of the script (around line 78) and has to be written as 
follow: 
 
 global_path=’O:\scan_painting\’;  

The line between the apostrophe must be adjusted to your directory. This folder needs 
to contain four sub-folders: ‘Calibrations’, ‘Captures’, and ‘Tests’. Matlab creates these 
folders when it cannot fi nd these folders in the global_path. This only happens when you 
run the script. Within these sub-folders more sub-sub-folders can be placed to divide your 
capture sessions. 
For the ‘Calibrations’ folder it is important that it contains the latest camera calibration 
folder, this can have ‘yyyymmdd’ name. Otherwise you cannot fi nd the right calibration 
fi le in the calibrations list. When the script is run, the Graphic User Interface (GUI) for the 
capturing process will pop up (fi gure 18). 

fi gure 18.   Projector in focus (A) and projector out of focus (B)

6.1.3.  Position easel

6.1.4.  Blur projector

6.1.5.  Delete 
images cameras

A B

6.2.  Graphic User 
Interface (GUI) 
capturing process
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Note!! These sub-sub-folders only appear in the capture sessions and calibration list when 
you restart the GUI.

On the left side of the user interface the settings for the cameras, projector and step size 
can be defi ned. Next to that a test capture of a part of the painting can be made to analyze 
if the cameras have the right shutter speed.  On the right side the capturing processes 
can be started. You have to choose if you want to make a single capture or if you want to 
run the total capture sequence for the 3D. In the bottom right, the created images can be 
processed. More information about the image processing will be provided in chapter 7. 

The part of the GUI to defi ne the settings is partly similar as the GUI for the calibration. 
The buttons which are the same are explained but you have to refer back to chapter 5.2.  
The settings need to be defi ned in a specifi c order. It is important that you fi rst select 
the calibration data. Then check the connections and initialize cameras before defi ning 
the camera settings and projector settings. Otherwise problems will occur further in the 
process.

First you need to select the data of the calibration you just made to load the position of the 
cameras. Select the good one! When you click on the buttons left, right and gloss you get 
the calibration image for cam1 (left), cam2 (right) and cam3 (gloss). This image appears 
on the place that shows in fi gure 19 the positions of the cameras. 

In the user actions, you have measured the dimensions of the painting. Thus, we know 
where the painting is placed in horizontal direction and the distance it has to cover, the 
same for the vertical steps. The step size is defi ned in cm. Take in mind that there is 
enough overlap for the stitching of the images. With the predefi ned settings this overlap is 
good, for the horizontal steps this is 6 cm and for the vertical steps this is 4 cm. 

fi gure 19.  The graphic user interface for the capturing process.

6.3.  Defi ne 
settings

6.3.1.  Calibration 
fi les

6.3.2.   Horizontal / 
vertical steps
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With the projector settings we defi ne 
the fringe pattern that is used to make 
the height map of the paint visible. 
The fringe is created by the phases, 
wavelength and gamma. The phases 
are set on 6 for the best result. It 
defi nes the amount of times that the 
fringe pattern changes during the 
capturing process. The wavelength 
defi nes the number of pixels between 
the fringes and is set on 12.  This is 
needed for the calculation. Gamma 
can stay on the predefi ned setting and 
the double step can stay unchecked. 

Note!! A warning can appear when 
you select 6 phases. This warning can 
be ignored.

Once all the settings are defi ned, 
the system is ready for the capturing 
process. For the capturing sequence 
you have to choose what you want to 
scan. Do you want to make a single 
capture of the color & texture (3D)? 
Or do you want to capture the whole 
painting? In the top right of the GUI 
the position of the scanner is shown 
(top part of fi gure 18), so you know the 
current horizontal and vertical position.

In the GUI the capturing sequence can be started by pressing the buttons in fi gure 20. 
Within this sequence matlab communicates with the arduino Uno and Mega to trigger the 
cameras of the scanner. 

In fi gure 21 the sequence for scanning the color and surface texture of the whole painting 
is shown. When you want to have a single capture, matlab goes through the loop once. 
Then it makes 12 pictures for the 3D scan; six time the fringes in horizontal direction and 
six times in vertical direction for both cameras. 

The FAST system has two camera triggering methods. Depending on the available 
scanning time the capture can be triggered with Gphoto2 or with the Arduino. 

The gphoto2 method takes about 10 times more time (390 seconds per tile), but the fi le 
naming and positioning in the folder are automatically done. Therefore, this method is 
implemented as standard.

fi gure 20.  Defi ne settings capturing process

6.4.  Capturing 
sequence

6.3.3.  Projector 
settings

fi gure 21.  Start capturing sequence
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Triggering the cameras with an Arduino takes about 40 seconds per tile, but the images 
are saved on the CF card in the cameras. The images have to downloaded, named, and 
placed in the correct folder. 

fi gure 22.  Overview of the communication between Matlab and Arduino.
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7.  Image Processing

Image processing is the process from the raw image fi les towards the 3D printing fi les. The 
biggest part of the image processing can be executed in within the GUI of the capturing 
process. However, some fi nal steps to fi nalize the 3Dprinting fi les need to be executed 
with Adobe Photoshop. In fi gure 22 an overview can be found of the processing.

You can fi nd the scripts for the image processing in the GUI of the capturing process. . The 
scripts for image processing are already integrated in the GUI and only the buttons need to 
be pressed. In the right bottom corner of the GUI you can fi nd the process part (fi gure 23).

fi gure 23.   An overview of the Image processing

fi gure 24.  Buttons for image processing.

7.1.  GUI 
processing
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First you need to select the folder(s) that have to be processed.  In the capture session you 
can select the session which you want to process and in the capture list the specifi c rows 
or columns. With shift and control you can select multiple fi les at once. 

Note!! You can select multiple folders within one capture session, but not multiple capture 
sessions. Take into account that you select the amount of folder for the 3D data as for the 
gloss data. 

The cameras make .CR2 images during the capturing process. For the image processing 
.tif images are needed. Thus fi rst these .CR2 fi les are converted to .tif fi les. This can 
be achieved with the button ‘Convert raw fi les’. For this conversion the matlab script 
‘convert2tif.m’ is called for the 3D scan data.

The button ‘Generate Pointcloud’ available in 3D scan data section will generate a color 
and height map of the images of cam 1 and 2. For each capturing position a new color and 
height map is generated. This buttons calls the script ‘slProcess5’.
The images of cam 1 and 2 are combined with each other to create the height map. The 
script searches for features on the fringe pattern so it can stitch the image of cam 1 and 
2 perfect with each other. For this phase it is important that the camera calibration is 
executed very well. The height maps contains the wrong dimensions if the distances of the 
capturing process and calibration process are different.

The fi rst height map that the program creates is used as reference for the rest of the script. 
This means that when the fi rst pointcloud is created in an angle that the other maps are 
also placed in an angle. This angle has a reason that features and information is found 
in the background of the image (the area of the easel and the edges of the painting). The 
easiest solution is to capture the painting with a black easel and black background in a 
dark room to avoid any detail in the background of the images. Otherwise you have to 
make the edges black (the parts that are not the painting) in Adobe Photoshop.

Note!! If you scan an object with very features it sometimes happens that the height map 
is generated with lot of artifacts (holes in the image). For example while scanning a gloss 
card, you have to add an extra strip with lot of details in color and patterns.

If you press the ‘&’ button all the buttons that are placed at the left of the ‘&’ button will be 
executed. On this way you do not have to press separately on the buttons.

The buttons ‘Stitch 3D images’ and ‘Stitch all images’ stitches the different maps with each 
other to have one tiff image of the painting. It executes the scripts ‘StitchImages.m’ for 
only the 3D data and ‘StitchImages_gloss.m’ for the 3D data and gloss data. Both scripts 
have the following steps. First it sorts the capture folders in rows. These folders are copied 
to the specifi c row folder and a list is created of all capture folder names. Secondly the 
adaption of the XYZ2planes is executed.  The script loops over code identical xyz2planes 
and extract the RGB and Z fi les. These fi les are sorted and alphabetically ordered folders. 
The next step is to merge the stitched images is one tiff with ‘fastMerge’. This is executed 
per row fi rst. Then in the next two steps these rows are stitched together by the script 
‘stitchIt4.m’ and merged again in one image with ‘fastMerge’. 

7.1.1.  Select fi les

7.1.2.  Convert RAW 
fi les

7.1.3.  Generate 
pointcloud 

7.1.4.  & button

7.1.5.  Stitch images
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