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The ultimate aim of the modern movement in biology
is to explain all biology in terms of physics and chemistry

Francis Crick





CONTENTS

Preface xi

Summary xiii

Samenvatting xv

1 Introduction to transcription 1
1.1 The central dogma of molecular biology . . . . . . . . . . . . . . . . . . 2
1.2 Transcription through nucleosomes . . . . . . . . . . . . . . . . . . . . 3
1.3 Backtracking and RNA cleavage . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Modeling transcription 9
2.1 Thermodynamic equilibrium . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Local equilibrium . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Far out of equilibrium and steady state . . . . . . . . . . . . . . . 11

2.2 Transcription as a stochastic process . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Master equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 The effect of force . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Continuum time random walks . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 The Totally Asymmetric Simple Exclusion Process . . . . . . . . . . . . . 15
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Crowding-induced transcriptional bursts dictate polymerase and nucleosome
density profiles along genes 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.1 A minimal model of motors interacting with roadblocks . . . . . . . 21
3.2.2 Spontaneous formation of stable pelotons . . . . . . . . . . . . . . 22
3.2.3 A hierarchy of TASEPs control motor organization . . . . . . . . . . 23
3.2.4 A heuristic solution . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.5 Motor and roadblock reorganization on finite genes . . . . . . . . . 25
3.2.6 From pelotons to bursts . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.7 Transcription on highly induced genes. . . . . . . . . . . . . . . . 28

vii



viii CONTENTS

3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.1 Peloton formation has been observed in vivo . . . . . . . . . . . . 31
3.3.2 Predicted density profiles agree with observations in yeast . . . . . 31
3.3.3 Burst characteristics agree with in vivo observations. . . . . . . . . 32
3.3.4 DNA supercoils as a source of bursts . . . . . . . . . . . . . . . . . 33
3.3.5 Experimental testing and alternative models. . . . . . . . . . . . . 33
3.3.6 Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . 34

3.4 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4.1 Heuristic solution for of the hierarchical TASEP model. . . . . . . . 35
3.4.2 Relation between heuristic arguments and mean-field solution of

BRM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4.3 Observable bulk quantities. . . . . . . . . . . . . . . . . . . . . . 37
3.4.4 Asymptotic behavior in the SPR . . . . . . . . . . . . . . . . . . . 38
3.4.5 The bulk state is never reached . . . . . . . . . . . . . . . . . . . 40
3.4.6 Initiation limited dynamics . . . . . . . . . . . . . . . . . . . . . 40
3.4.7 Bursts from terminating pelotons . . . . . . . . . . . . . . . . . . 44
3.4.8 Monte Carlo Simulations. . . . . . . . . . . . . . . . . . . . . . . 46

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 Principles of histone replacement in the wake of a transcribing RNAP 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.1 A general model for transcription through two competing DNA bind-
ing proteins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.2 Rebinding dynamics of two competing proteins after pol passage . . 57
4.2.3 Physiological limits of the model. . . . . . . . . . . . . . . . . . . 57
4.2.4 RNAP peloton formation. . . . . . . . . . . . . . . . . . . . . . . 58
4.2.5 General solution for protein coverage during active transcription in

the presence of one protein species . . . . . . . . . . . . . . . . . 58
4.2.6 General solution for protein coverage during active transcription in

the presence of two DNA binding proteins . . . . . . . . . . . . . . 59
4.2.7 Transcription in the presence of competing DNA binders of equal

size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.8 Transcription in the presence of proteins binding in multiple steps . 61
4.2.9 Transcription in the presence of competing DNA binders of un-

equal size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3.1 Chromatin changes due to polymerase eviction are fast and specific 67
4.3.2 Increasing accessibility of DNA to CRISPR-Cas using transcription . 67
4.3.3 Chromatin changes of ribosomal genes . . . . . . . . . . . . . . . 68
4.3.4 Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . 68

4.4 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 Modeling protein binding . . . . . . . . . . . . . . . . . . . . . . 69
4.4.2 Peloton formation . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.3 The average speed . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4.4 Equilibration of two equally sized DNA binding proteins . . . . . . 71



CONTENTS ix

4.4.5 Equilibrium coverage of competing proteins with different sizes. . . 73
4.4.6 Scaling of dissociation constant with protein size . . . . . . . . . . 73
4.4.7 Competition of proteins with unequal size . . . . . . . . . . . . . . 74

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5 Transcription elongation factors modify nucleosome density and transcrip-
tional bursts 81
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2.1 A model for transcription with elongation factors . . . . . . . . . . 83
5.2.2 Velocity and pause density and duration for a single RNAP . . . . . 83
5.2.3 Macroscopic effects of RNAP cooperation . . . . . . . . . . . . . . 86
5.2.4 The effect of elongation factors on transcription on nucleosome

coverage and output dynamics. . . . . . . . . . . . . . . . . . . . 86
5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.3.1 Elongation factors modify transcriptional bursts. . . . . . . . . . . 91
5.3.2 Pioneering polymerases . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.3 Heavily transcribed genes . . . . . . . . . . . . . . . . . . . . . . 92
5.3.4 Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . 92

5.4 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.1 Average velocity of single RNAP with transcription factors and nu-

cleosome remodelers . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4.2 Pause duration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4.3 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . 95

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6 Discussion and perspectives 103
6.1 Transcriptional bursts. . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.2 Specific gene targeting using transcription . . . . . . . . . . . . . . . . . 104
6.3 The robustness of spontaneous processes . . . . . . . . . . . . . . . . . 104
6.4 Optimizing bus traffic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.5 Phase transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

Acknowledgements 109

Curriculum Vitæ 111

List of Publications 113





PREFACE

How does life work? A simple, but intriguing question that triggers the imagination. Life
has to follow the same physical laws as everything else in the universe. Yet, even a de-
scription of the smallest units of life, cells, is difficult, because the interior of the cell
is complex and interconnected and cellular processes are noisy. Experimental studies
of cellular processes in idealized environments have been fruitful approaches to tackle
these problems. In this work, we use theoretical modeling to synthesize the experimen-
tally obtained facts into predictions for a more complex environment that is closer to
the situation in the cell, thereby guiding future experiments. Through many iterations
between theoretical predictions and experiments we can bring the pieces of the puzzle
called life together.

Aafke Andrée van den Berg
Delft, March 2017
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SUMMARY

During transcription RNA polymerase (RNAP) moves along a DNA molecule to copy
the information on the DNA to an RNA molecule. Many textbook pictures show an
RNAP sliding along empty DNA. In reality however, it is crowded on the DNA and RNAP
competes for space with many proteins such as other RNAPs and histones. Coverage
of DNA by histones is essential for DNA protection and signaling. Yet, RNAP evicts hi-
stones during transcription, which then rebind quickly or are replaced by other pro-
teins. How does crowding of RNAP and histones on the DNA affect transcription dy-
namics on the one hand, and how does transcription activity change the density and
exchange of histones along the DNA on the other hand? Those are the central ques-
tions of this thesis.

The transfer of information from DNA to other molecules is central to every living sys-
tem. The central dogma of molecular biology describes how information transfer is car-
ried out in three processes: replication, transcription and translation (Chapter 1). Dur-
ing transcription, the focus of this thesis, RNAP binds to the start of a gene (initiation)
and then slides along the gene, copying the information to an RNA molecule (elonga-
tion). Once the RNAP reaches the end of the gene, it unbinds and the RNA molecule
is released (termination). During transcription elongation, RNAP meets many proteins
such as histones that affect the transcription process. Single-molecule experiments have
shown that histones along the DNA slow down RNAP and that RNAP can evict histones.
Though it is known how a single or a pair of RNAPs interact with histones, it is not clear
what the effect of these interactions are in a living cell where multiple RNAPs can tran-
scribe a gene at the same time and a gene is occupied by many histones. Here, we try
to understand these interactions in more detail using theoretical modeling and Monte
Carlo simulations.

We theoretically conceptualized transcription as a Totally Asymmetric Simple Exclu-
sion Process (TASEP) which describes motors that stochastically initiate to the begin-
ning of a lattice (RNAP binding to the promoter), hop along the lattice (elongation) and
terminate once they reach the end of the track (RNAP unbinds from DNA) (Chapter 2).
We model transcription on crowded DNA by extending the TASEP to include roadblocks
(̃histones) of arbitrary size that dynamically bind to DNA and are evicted by passing mo-
tors (RNAPs).

In Chapter 3 we find that multiple RNAPs spontaneously group into pelotons as they
transcribe a gene and interact with obstacles like histones. This process is compara-
ble to peloton formation during cycling races, where the cyclists (RNAPs) form pelotons
to reduce the air resistance (the obstacle). The RNAP pelotons are stable as they move
along a gene and result in bursty transcriptional output, even if initiation is not bursty.
We analytically predict the peloton size, the RNAP and histone density profiles along a
gene and the burst characteristics. The predictions are verified with Monte Carlo sim-

xiii
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ulations. The predicted density profiles and transcription output dynamics agree with
multiple in vivo observations, thereby unifying many experimental observations into a
single mechanism of peloton formation.

Many studies have shown that histones are often replaced by more dynamic histone
variants or other proteins on transcribed DNA. Understanding the underlying mecha-
nisms for histone exchange is important as it relates to epigenetics and disease and it
ensures better accessibility for RNAP on active genes. Multiple experiments have in-
dicated that replacement of histones takes place in the wake of a transcribing RNAP
that just evicted a histone. We therefore extended the model to include two roadblock
species (Chapter 4). We derive the roadblock densities as a function of transcription lev-
els and discuss three physiologically relevant examples: competing roadblocks of equal
size (two histone variants), roadblocks binding in steps (histones) and roadblocks of dif-
ferent sizes (histones competing with HMG box protein). We find that transcription ac-
tivity can lead to spontaneous replacement of a stable binding protein by a faster binding
or smaller protein. The duration of such a memory of transcription activity depends on
the unbinding rates and the size difference of the competing proteins. These predictions
agree with the experimental observations that the initial replacement of histones is fast
and tightly coupled to transcription, while the memory of transcription activity can last
longer than the cell cycle. We give testable predictions and suggest experiments to fur-
ther test the applicability of this model to transcription.

In Chapter 3, where we discuss the TASEP with one type of roadblock, and in 4, where
we add a second type, we model transcription elongation with a single rate, but the elon-
gation phase is actually interspersed with pauses: RNAP backtracks regularly to remove
errors and also in response to obstacles along a gene. To establish whether or not RNAPs
form pelotons under physiological conditions we need to test whether the pelotons are
stable in the presence of backtracks and transcription factors that can modify the fre-
quency and duration of these backtracks. Using Monte Carlo simulations we show that
peloton formation is also expected when RNAPs backtrack (Chapter 5). Further we point
to novel large scale effects of elongation factors: elongation factors and nucleosome re-
modelers cannot only change the nucleosome density on a gene by modifying the RNAP
density (through the velocity), but also by reshaping the pelotons. Our work takes an im-
portant step along the road towards integrating what we know about transcription with
the dynamic environment of the cell.

We conclude this thesis by discussing wider implications for molecular biophysics
(trancriptional noise and epigenetics), traffic studies (optimizing traffic flows) and
medicine (Chapter 6).



SAMENVATTING

Tijdens transcriptie kopieert RNA polymerase (RNAP) de genetische informatie van
een DNA naar een RNA molecuul. Vaak wordt transcriptie afgebeeld als een enkele
RNAP op een leeg DNA molecuul, maar in werkelijkheid is het druk op het DNA, bij-
voorbeeld met andere RNAPs en andere eiwitten, zoals histonen. Tijdens transcriptie
verwijdert RNAP de histonen van het DNA, waarna ze snel terugbinden, of vervangen
worden door andere eiwitten. Hoe beïnvloedt de drukte op het DNA transcriptie en
hoe beinvloedt transcriptie de dichtheid van histonen langs het DNA? Dat zijn de cen-
trale vragen van dit proefschrift.

De overdracht van genetische informatie van DNA naar andere moleculen is een cen-
traal proces in het leven zoals we dat kennen. Het centrale dogma van de moleculaire
biologie beschrijft hoe genetische informatie wordt overgedragen in drie processen: re-
plicatie (het kopiëren van DNA), transcriptie en translatie (het maken van eiwitten met
behulp van RNA) (Hoofdstuk 1). Tijdens transcriptie, waar dit proefschrift over gaat,
bindt het enzym RNAP aan het DNA (initiatie) en beweegt vervolgens langs het DNA ter-
wijl het genetische informatie naar een RNA molecuul kopieert (elongatie). RNAP en het
RNA molecuul dissociëren van het DNA zodra ze het einde van het gen hebben bereikt
(terminatie). Tijdens elongatie komt RNAP eiwitten tegen die het transcriptie proces be-
ïnvloeden. Experimenten met enkele moleculen hebben bijvoorbeeld aangetoond dat
histonen obstakels vormen langs het DNA en RNAP vertragen tijdens elongatie. Wan-
neer RNAP een histoon passeert, verwijdert deze een deel van het histoon. We hebben
dus een goed beeld van hoe een enkele RNAP een enkel histoon van het DNA verwijdert,
maar het is niet duidelijk wat het effect van deze interactie is op de situatie in de cel, waar
meerdere RNAPs een gen aflezen dat bedekt is met vele histonen. In dit proefschrift pro-
beren wij deze interacties beter te begrijpen met behulp van wiskundige modellen en
Monte Carlo simulaties.

Om transcriptie op druk DNA te modelleren gebruiken we als basis het Totally Asym-
metric Simple Exclusion Process (TASEP). Dit model wordt vaak gebruikt om transcriptie
te modelleren en beschrijft motoren (RNAPs) die stochastisch aan het begin van een een-
dimensionaal rooster binden (initiatie), die van roosterpunt naar roosterpunt springen
(elongatie) en dissociëren zodra ze het einde van het rooster hebben bereikt (termina-
tie, Hoofdstuk 2). We modelleren transcriptie op DNA dat bedekt is met histonen door
obstakels toe te voegen aan de TASEP, die stochastisch aan lege roosterpunten kunnen
binden en verwijderd worden door passerende motoren.

In Hoofdstuk 3 tonen we aan dat RNAPs zich spontaan organiseren in pelotons wan-
neer ze DNA aflezen dat bedekt is met histonen. Dit proces is vergelijkbaar met peloton
formatie tijdens de tour de France, waar wielrenners (de RNAPs) pelotons vormen om
het effect van luchtweerstand (het obstakel) te minimaliseren. De RNAP pelotons zijn
stabiel wanneer ze zich over het DNA bewegen en door de peloton formatie wordt het
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RNA niet gelijkmatig, maar in schokken geproduceerd. We doen voorspellingen over de
grootte van een peloton en de verdeling van RNAP en histonen langs het DNA. De voor-
spellingen komen overeen met meerdere in vivo observaties, die dus allemaal verklaard
kunnen worden met hetzelfde mechanisme van peloton formatie.

Meerdere studies hebben aangetoond dat histonen tijdens transcriptie vaak vervan-
gen worden door andere soorten histonen of door andere eiwitten. Het vervangen van
histonen is belangrijk om genen beter toegankelijk te maken voor RNAP en als signaal
aan andere eiwitten dat een gen geactiveerd is, een soort geheugen van transcriptie. Ver-
der zijn problemen met het vervangen van histonen gerelateerd aan ziektes, zodat het
belangrijk is dit proces beter te begrijpen. Experimentele studies hebben aangetoond
dat de vervanging plaatsvindt in de kielzog van een RNAP die net een histoon van het
DNA heeft verwijderd. Om dit proces te modelleren hebben we het model verder uit-
gebreid tot een TASEP met twee soorten obstakels (Hoofdstuk 4). We berekenen hoe
de dichtheid van obstakels langs het DNA afhangt van transcriptie activiteit en bespre-
ken drie fysiologische situaties: twee soorten obstakels die even groot zijn (bijvoorbeeld
twee histoon varianten), obstakels die in twee stappen binden (histonen) en obstakels
met verschillende groottes (bijvoorbeeld histonen en HMG box eiwitten). We tonen aan
dat histonen tijdens transcriptie vervangen worden door eiwitten die sneller binden, of
kleiner zijn en dat het geheugen van transcriptie afhangt van de relatieve grootte van
de twee obstakels. Deze voorspellingen komen overeen met de observaties dat vervan-
ging van histonen vaak heel snel gebeurt en direct gekoppeld is aan transcriptie, terwijl
het geheugen van transcriptie veel langer duurt. We geven voorspellingen om verder te
testen hoe goed dit model toepasbaar is op transcriptie.

In Hoofdstuk 3 and 4 is de verdeling van tijden om een stap te maken voor RNAP
een simpele exponentiële functie. In werkelijkheid pauseert RNAP regelmatig langs het
DNA, zodat de verdeling een complexere vorm heeft. RNAP stapt bijvoorbeeld vaak ach-
teruit om transcriptie fouten te verwijderen, of wanneer RNAP een obstakel tegenkomt.
Dit type pauze heet een ’backtrack’. Om te voorspellen of RNAPs in de cel pelotons vor-
men moeten we deze backtracks meenemen in ons model, evenals transcriptie factoren
en histoon modificaties die de frequentie en de duur van een backtrack veranderen. Met
Monte Carlo simulaties tonen we aan dat RNAPs inderdaad pelotons vormen wanneer
backtrack pauzes worden meegenomen (Hoofdstuk 5). Bovendien laten de simulaties
nieuwe effecten zien van transcriptie factoren die tot nu toe genegeerd zijn. Transcrip-
tie factoren en histoon modificaties kunnen namelijk de dichtheid van histonen op het
DNA verhogen, niet alleen door de RNAP dichtheid te verlagen (door middel van een
verhoogde RNAP snelheid), maar ook door pelotons compacter te maken. Deze resul-
taten laten zien, dat als we de effecten van transcriptie factoren en histoon modificaties
goed willen begrijpen, ze in een fysiologische omgeving bestudeerd moeten worden.

Doordat het model algemeen is opgezet, zijn de voorspellingen toepasbaar op veel
verschillende systemen. We eindigen dit proefschrift met een discussie van de impli-
caties van de resultaten voor de moleculaire biologie, het verkeer en de geneeskunde
(Hoofdstuk 6). Pelotons zijn overal...



1
INTRODUCTION TO

TRANSCRIPTION

Here we introduce the relevant biological concepts for this thesis. We start with the central
dogma of molecular biology, which describes how information stored by a DNA molecule
is transferred to DNA and RNA, for heredity and protein production respectively. Then we
focus on one of the processes covered by the central dogma, transcription. Transcription
is catalyzed by a protein called RNA polymerase (RNAP) that slides along the DNA, copy-
ing information from the DNA to an RNA molecule. We discuss the detailed dynamics of
RNAP during transcription and how RNAP is hindered by proteins called histones, which
structure and organize DNA. We conclude the chapter by discussing the highly complex
dynamics of the transcription process in a living cell where multiple RNAPs can interact
while encountering many histones.

1
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2 1. INTRODUCTION TO TRANSCRIPTION

1.1. THE CENTRAL DOGMA OF MOLECULAR BIOLOGY
A DNA molecule contains the blueprint for building a cell and the instructions for all cel-
lular processes. In this section we discuss the structure of DNA and how the information
it stores is transferred to daughter cells or to proteins, the workers and building blocks
of the cell. A DNA molecule is a double helix formed by two interwoven strands with
a sugar-phosphate backbone and four types of nucleobases attached to the backbone:
Adenine (A), Cytosine (C), Thymine (T) and Guanine (G) (Figure 1.1). The backbone is
asymmetric and one end of the strands is called the 3’ end and the other the 5’ end. The
nucleobases represent the alphabet in which the blueprint and instructions for living
systems are written, and they bind the two helices together by forming hydrogen bonds
with nucleobases from the other strand, thereby forming base pairs. Thymine is always
paired with Adenine and Guanine is always paired with Cytosine. The double stranded
form of the DNA molecule allows for an elegant mechanism for copying the informa-
tion on the DNA, namely by separating the two strands and forming base pairs with the
exposed nucleobases. The information on the DNA can be transferred in two different
processes: replication and transcription.

During replication, the DNA double helices are separated and a protein called DNA
Polymerase catalyzes the binding of free nucleotides (= nucleobase + sugar-phosphate)
to the exposed nucleotides, thereby forming copies of the original strand. Transcription
is catalyzed by a protein called RNA polymerase (RNAP). During transcription the infor-
mation on the DNA is copied to an RNA molecule, which has a chemical structure similar
to DNA, but normally exist in a single-stranded form and the nucleobase T is replaced
by Uracil (U) (Figure 1.1).

Base pair
Nucleobases

Helix of 
sugar-phosphates

DNA

RNA

3'

5' 3'

5'

3' 5'

Figure 1.1: A schematic of a DNA and an RNA molecule showing the DNA and RNA backbone in gray and the
nucleosbases T (red), A (yellow), C (blue), G (green) and U (orange). As indicated in the figure, T always pairs
with A and C always with G. The DNA strands are bound together in an anti parallel fashion, one strand is
oriented from the 3’ end to the 5’ end, while the other strand is oriented from the 5’ end to the 3’ end. Adapted
from [1].

During a third process of information transfer, translation, the information on RNA
is used as a template to construct proteins. The replication of DNA and the transference
of genetic information from DNA to RNA to proteins plays such a fundamental role in
living systems that Francis Crick called it the Central Dogma of Molecular Biology [2]
(Figure 1.2 A).

This thesis concentrates on one of the processes from the central dogma, transcrip-
tion. During transcription, RNAP first binds to a particular sequence of DNA, called the
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promoter, see Figure 1.2 B, often accompanied by other regulatory proteins called tran-
scription factors, that help to start transcription. When RNAP binds to the promoter, the
two helices of DNA are separated and RNAP binds to a single strand of DNA to form a
transcription bubble (Figure 1.2 B middle panel). Then RNAP proceeds to the elongation
phase where RNAP makes single-base pair steps along the DNA and selects nucleotides
complementary to one of the two DNA strands. In the catalytic site of RNAP the comple-
mentary nucleotides are attached to an RNA molecule (Figure 1.2 B, middle panel). Just
as for the initiation phase, there are many transcription factors that regulate the elonga-
tion phase [3], for example to modulate RNAP dynamics or correct transcriptional errors.

When RNAP reaches the end of the gene, the RNA molecule is released and RNAP
unbinds from the DNA. This process is called the termination phase (lower panel of Fig-
ure 1.2 B). Though the above description is correct, Figure 1.2 only gives a highly simpli-
fied version of the transcription process, as will be explained in the rest of this chapter.

DNA

RNA

Protein

Replication
(DNA DNA)

Transcription
(DNA RNA)

Translation
(RNA Protein)

Initiation

Elongation 

Termination

RNA Polymerase

Promoter

Central Dogma
A B

RNA

Catalytic
site

Nucleotide

Figure 1.2: In formation flow in the cell. A) The central dogma of molecular biology: genetic information goes
from DNA to RNA to proteins or between DNA molecules of mother and daughter cells, adapted from [4]. B)
Schematic of the transcription process, adapted from [4].

1.2. TRANSCRIPTION THROUGH NUCLEOSOMES
After the discovery of DNA, many scientists assumed that the genetic information on the
DNA is a complete blueprint for living systems. This idea nicely agrees with the evolution
theory of Charles Darwin in ’The Origin of Species’, that natural selection is the driving
force of evolution: the DNA with its genetic material is passed on to the next generation,
and partners with a better chance of survival, will more likely pass on their DNA. Now we
know that not only the DNA, but also the spatial organization of the DNA is part of the
blueprint for living systems and can be inherited. The organization of the DNA is there-
fore part of the ‘epigenetics‘ of a cell, which is the heritable information other than the
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genetic information [5]. Interestingly, the epigenetic state of a cell can be changed dur-
ing its lifetime. As a consequence, not only natural selection, but also the environment
drives evolution, such that Darwin’s evolution theory was not entirely complete (and
his colleague Lamarck was partially right, but that is a different story [6]). The spatial
organization of DNA is regulated differently in prokaryotes (bacteria and archeae) and
eukaryotes (for example yeast and human cells). In this thesis, we mainly concentrate
on eukaryotes.

In eukaryotes, DNA is organized around cylindrical protein complexes called his-
tones that compactify, protect and structure the DNA. DNA wrapped around a single
histone is called a nucleosome and nucleosomes again fold into higher order structures
(Figure 1.3 A). A histone consists of an H3/H4 tetramer and two H2A/H2B dimers that
together form a histone octamer (Figure 1.3 B). There are many different ways in which
histones can be modified. The histone tails attached to the octamer can for example be
changed, parts of the histone can be exchanged [7], and there are many more histone
modifications [8]. The wide diversity in histone modifications and their function in gene
regulation led to the term ’histone code’ additional to the genetic code [9]. Interestingly,
the density of histones on a gene depends on the transcription intensity [10] and some
histone modifications are tightly coupled to transcription [11, 12], which suggests that
RNAP interferes with the organization of histones.

Indeed, as much as 80 % of the DNA is covered by histones [13], such that a transcrib-
ing RNAP will encounter many histones while transcribing. Histones form obstacles to
RNAP: when encountering a histone along the DNA, RNAP slows down or stops com-
pletely, depending on the properties of the histone [14]. When RNAP passes through
the histone, part of the histone is evicted. A single passing RNAP only evicts a dimer [15],
while a second passing RNAP evicts the remaining hexamer (=tetramer+dimer) [16] (Fig-
ure 1.3 C) leaving behind bare DNA. Complete histones are only evicted on heavily tran-
scribed genes where RNAPs are closely spaced [10]. Before and during passage through
a histone, RNAP pauses for a long time [17] and the nature of these pauses (backtracks)
is discussed in the next section.

1.3. BACKTRACKING AND RNA CLEAVAGE
Transcription elongation is interspersed by pauses, such that the time RNAP needs for
adding a nucleotide is highly variable. Transcriptional pauses have many different func-
tions such as regulating co-transcriptional processes and ensuring genome stability [19].
In this thesis, we are interested in pauses that are induced by the presence of obstacles
that oppose forward motion of RNAP, such as histones. A common pause that is highly
sensitive to opposing force is a backtrack, which is important for a host of regulatory
processes [20]. A backtrack starts with backward motion of RNAP which then performs
a random walk along the DNA [21]. As the RNAP steps backwards, the 3’ end of the RNA
protrudes from a channel in the front of RNAP and blocks the catalytic site such that
the RNA molecule cannot be elongated, (Figure 1.4 B). When RNAP returns to the start-
ing point of the backtrack and the catalytic site is accessible again, RNAP can continue
transcription (Figure 1.4 A). Both the frequency and the duration of backtracks increase
significantly when passing through a histone [17].

Instead of returning to the starting point of the backtrack, there is another mecha-
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Figure 1.3: Higher order DNA structures and how they affect transcription A) DNA is wrapped around histones,
which in turn form higher order structures resulting in a chromatin, adapted from [18]. B) The elements of a
histone: two H2A/H2B dimers, and an H3/H4 tetramer togehter form a histone octamer, adapted from [16].
C) Eviction of histones by RNAP occurs in two steps. The first passing polymerase only evicts a histone dimer,
while a second, closely spaced RNAP evicts the remaining hexamer, adapted from [16].

nism for RNAP to resume transcription: the transcription factor TFIIS catalyzes cleavage
of the RNA that sticks out of the front channel (Figure 1.4 C), such that the catalytic site
is exposed again and RNA elongation can continue [22]. TFIIS has multiple regulatory
functions: TFIIS can remove transcriptional errors [23] and increases the ability of RNAP
to resist an opposing force (Figure 1.4 D).

1.4. CONCLUSION
Over the years, much has been learned from in vitro studies in highly idealized, exper-
imental settings. Single-molecule experiments have taught us about the effect of tran-
scription factors on a single RNAP and interactions between one or two RNAPs and a
nucleosome. However, for a complete model of transcription we need to take into ac-
count the presence of multiple histones and multiple RNAPs on a gene.

In this thesis, we combine what has been learned from different single-molecule ex-
periments into a single model to study transcription on crowded DNA, taking into ac-
count the presence of obstacles like histones, the interaction between multiple poly-
merases and transcription factors. In the next chapter we discuss the theoretical frame-
work that we used to model transcription.
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Figure 1.4: Backtracking and RNA cleavage. A) A trace of an RNAP in a backtrack, recorded using an optical
tweezer [24]. Initially, the RNAP actively transcribes DNA, then the RNAP reverses direction and enters a back-
track, from which it escapes after about 40 seconds. B) Schematic of a backtracked RNAP, indicating an active
RNAP with an accessible catalytic site and RNA and a backtracked RNAP where the catalytic site is blocked,
adapted from [20]. C) TFIIS (orange) cleaving RNA inside the pore of a backtracked RNAP (gray), adapted from
[25]. D) Single molecule traces of RNAP transcribing against a force. In the presence of TFIIS, RNAP can resist
higher forces than without TFIIS [22].
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2
MODELING TRANSCRIPTION

Modeling cellular processes is challenging: proteins are constantly wiggling and jiggling
due to thermal motion and many processes are out of equilibrium. This chapter explains
how we still can model cellular processes such as transcription using concepts from ther-
modynamics, non-equilibrium physics and mathematics.

9



2

10 2. MODELING TRANSCRIPTION

2.1. THERMODYNAMIC EQUILIBRIUM
My desk evolved from empty, at the start of my PhD, to a pile of mess in the final months.
In general, spontaneous processes around us seem to lead to more disorder. How is it
possible that living systems stay ordered? One way of looking at this question is using a
quantity from thermodynamics, the entropy. The entropy is a measure for the number
of microscopic configurations of a system (for example the number of configurations of
the paper work on my desk) that is consistent with some observable macroscopic state
of the system (for example the macroscopic state ’tidy’ or ’messy’). That disorder usually
increases over time is implied by the second law of thermodynamics, which states that
an isolated system evolves through spontaneous processes to a state where the entropy
is maximized. Since there are many more paper configurations in which my desk looks
messy than that my desk looks tidy, the state of maximal entropy for my desk is a messy
one1.

When the system is not isolated because of exchange of energy with the surround-
ings, the Gibbs free energy G is used instead of the entropy. The Gibbs free energy is also
referred to as useful energy and is defined as

G = E +W −T S (2.1)

where E is the internal energy, W is work, S the entropy and T the temperature. The
Gibbs free energy is always minimized by spontaneous processes [1]. When the total en-
ergy and the temperature are constant, and there is no work done by the system, a min-
imal free energy implies a maximal entropy (Equation 2.1). A system is in equilibrium
when its free energy is minimal and the probability currents into and out off a microstate
balance each other. When probability currents are pairwise balanced, the system is said
to obey detailed balance. Systems in thermodynamic equilibrium are nice to study, as
we always know that their probability distribution follows from the Boltzmann distribu-
tion and the probability Pi for the system to be in the microscopic state i with energy Ei

is given by the Boltzmann weight

Pi ∝ e−Ei /kBT , (2.2)

where kB is Boltzmann’s constant. As an example, Figure 2.1 A shows a transcription
process where RNAPs bind from solution to a promoter, then transcribe to the end of
the gene and return to the solution, or take the same path backward along the gene.
The system in this example obeys detailed balance, because all the probability currents
are exactly balanced by the opposite reaction, as is illustrated by the equal sizes of the
arrows. However, in the cell detailed balance would be a rather unfavorable state as there
would be no net production of RNA. In a living cell, the transcription process is therefore
driven out of equilibrium.

Living systems as a whole are also not in equilibrium. They are not in thermal equi-
librium with their environment (humans have a higher temperature than the surround-
ings) nor in chemical equilibrium (not every chemical reaction is cancelled by its reverse
reaction) [1], because living systems are continuously changing useful energy from sun-
light and nutrients into heat and entropy in the surroundings. However, some cellular

1The example of the messy desk is highly simplified and should not be used as an excuse for not cleaning up.
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processes are in local equilibrium, which allows us to use concepts from equilibrium
physics.

2.1.1. LOCAL EQUILIBRIUM

Though cellular processes never fully equilibrate, some can be approximated as equili-
brated when they relax much faster than other processes. A system is then said to be
in a local equilibrium, or a metastable state. For example, when the papers on my desk
move around much quicker than the books, it could be that the papers have reached
a very likely configuration given the configuration of books, while the configuration of
books has not. Similarly, the position of RNAP at a certain nucleotide along the DNA is a
metastable state, as small thermal fluctuations around the position are much faster than
that RNAP hops to the next site.

The free energy of (meta)stable states and the energetic barriers between them can
be visualized in a free energy diagram. Figure 2.1 B shows the energetic states of RNAP
for catalyzation and backtracking. Each minimum in the landscape is a metastable state
and corresponds to RNAP occupying a certain position along the DNA. The rightmost
minimum corresponds to the active state of RNAP and the other two minima correspond
to one or two steps into the backtrack. The barriers between the metastable states are
energetic barriers that RNAP has to overcome to hop from one nucleotide to the next.
In other words, the movement of RNAP during elongation can be described as discrete
steps from one locally equilibrated state to another.

2.1.2. FAR OUT OF EQUILIBRIUM AND STEADY STATE

The position of RNAP on DNA is a metastable state, but transcription as a whole is far
out of equilibirum, because there constantly is a flow of RNAPs from the promoter, to the
end of the gene, to the solution and back (Figure 2.1 C). If the probability to be in each
of the three states (promoter, end gene and solution) is constant over time while there
is a net flow (no detailed balance), transcription is said to be in non-equilibrium steady
state. The constant properties of steady state provide an opportunity for a theoretical
description.

Transcription can thus be described as a mix of local equilibrium and
non-equilibrium processes. For equilibrium processes, thermodynamics and (equilib-
rium) statistical physics provide a wide range of tools. Non-equilibrium processes in
biology can often be modeled as a stochastic process [2] where events are not determin-
istic, but random. In Section 2.2 we explain how transcription can be described as a
stochastic process.

2.2. TRANSCRIPTION AS A STOCHASTIC PROCESS
One process that makes the microscopic world in the cell so different from the macro-
scopic world that we know is Brownian motion. RNAP is bombarded from all directions
by smaller molecules whose average kinetic energy is related to temperature as described
by the equipartition theorem. These bombardments make that everything in the cell is
constantly wiggling and jiggling, undergoing Brownian motion. The mean square dis-
placement of an object undergoing Brownian motion in one dimension is given by
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Figure 2.1: A) A schematic diagram of transcription. The state ’Promoter’ corresponds to RNAP bound to
a promoter, the state ’end gene’ corresponds to RNAP at the end of a gene and the state ’solution’ to RNAP
that is unbound from DNA. This system obeys detailed balance, which is indicated by that the probability
currents (the arrows) are all pair wise balanced. B) Free energy landscape for transcription elongation. The
three metastable states represent an active RNAP (active), an RNAP that is one step into the backtrack (1bt)
and an RNAP that is two steps into the backtrack (2bt). The rates with which RNAP jumps over the energy
barriers are also indicated and they are related to the height of the energy barrier according to Equation 2.4.
C) This diagram has the same states as in A), but the probability currents do not balance each other, such that
the system does not obey detailed balance. D) This energy landscape contains the same states as in B), but is
tilted due to an external force, f . The variable x is the distance of the minimum in the metastable state to the
peak of the energy barrier

〈∆x2〉 = 2Dt (2.3)

where 〈∆x2〉 is the mean square displacement, D the diffusion coefficient and t the
time. The diffusion coefficient can be related to the drag coefficient γ through the Ein-
stein relation D = kBT /γ. The drag coefficient for a spherical object with radius r moving
through a fluid with viscosity η is γ= 6πηr . For macroscopic objects, such as a human,
the mean square displacement that follows from Equation 2.3 is less than the radius of
an atom per second (kBT ≈ 4.1 pN nm,ηair ≈ 2 · 10−5 Pa s, ahuman ≈ 0.5 m → 〈∆x2〉/t ≈
4 ·10−11 m2/s). Therefore thermal noise is negligible in the macroscopic world.

In the microscopic world inside the cell, displacements by thermal noise are not neg-
ligible. In fact, many cellular processes, for example transcription, would not happen
without thermal noise. RNAP relies on thermal motion to diffuse to the promoter and
hop along the DNA during the elongation phase. In order to move from one nucleotide
position to the next, RNAP has to cross a free energy barrier with a certain height, ∆G‡.
Thermal fluctuations bring RNAP to an excited state with a certain energy, eventually
pushing it over the barrier. When RNAP fluctuates many times before making a step,
we can assume the RNAP to be equilibrated between excited states. From the Maxwell
Boltzmann distribution we know the probability for an equilibrated particle to have at
least an energy ∆G‡ is proportional to
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P ∝ e−∆G‡/kBT , (2.4)

where the Gibbs free energy ∆G‡ is given in units of kBT . Equation 2.4 is called the
Arrhenius factor [2].

The overall rate forward of RNAP depends on the frequency of attempts to cross the
energy barrier. An RNAP is bombarded from all directions by surrounding molecules,
sometimes pushing the polymerase forward, resulting in an attempt to cross the barrier.
Let p be the probability that RNAP has not crossed the barrier. In a well mixed envi-
ronment and when attempts in different time intervals are independent, the change in
probability d p in a time d t is proportional to the probability p, d p = kpd t , where k is
a constant and d t is small. The evolution of the probability p can be described by the
following differential equation

d p

d t
= kp (2.5)

Equation 2.5 is an example of a simple master equation, which is further explained
below. The solution of Equation 2.5 is an exponential function, p ∝ e−kt and the con-
stant k is called the attempt rate k. In this case, the durations of the steps that RNAP
takes are exponentially distributed with a rate given by the product of the probability to
have a high enough energy (Equation 2.4) and the attempt rate k

ktot = ke−∆G‡/kBT . (2.6)

The attempt rate depends on the diffusion constant and the details of the process [2].
In this thesis we are mostly interested in the total rates ktot, Equation 2.6.

To summarize this section, due to thermal noise, the time for making a step can be
described as an exponentially distributed stochastic variable with a characteristic rate
ktot. The study of stochastic processes is a field on itself and there is a wide range of
mathematical theories available to study them, such as the master equation.

2.2.1. MASTER EQUATION
The master equation is a differential equation that describes the evolution of a proba-
bility Pn(t ) that the system is in a state n at time t . Take for example the kinetic scheme
in Figure 2.1 C. The evolution of the probability (or fraction) of RNAP at the promoter is
given by

dPPromoter

d t
= kspPSolution +kepPEndgene − (kps +kpe)PPromoter, (2.7)

where knm is the rate (transition probability per unit time) at which the system changes
from state n to state m. The master equations for the probability for RNAP to be in
solution, PSolution, or at the end of a gene, PEndgene have the same form as in Equation
2.7, giving a system of coupled differential equations. When the system is in steady state
the probabilities are constant over time, dPn/d t = 0, and can be solved for in terms of
the transition rates.
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2.2.2. THE EFFECT OF FORCE

The presence of a force opposing transcription, for example an obstacle like a histone on
the DNA, increases the height of the energy barrier for forward motion, because RNAP
has to do extra work. The work done by RNAP when exerting a force f over a distance x is
W = x · f . The work done by RNAP results in an increase of the free energy (Equation 2.1),
which can be visualized as a tilt of the free energy diagram (Figure 2.1 D). The decrease
of the hopping rate over an energy barrier due to the work that has to be performed
depends on the distance from the the minimum in the metastable state to the peak of
the energy barrier. If this distance is x then the hopping rate over the barrier changes to

ktot = ke−(∆G‡+ f x). In Figure 2.1 D the applied force results in a decreased forward rate
and an increased backward rate.

2.3. CONTINUUM TIME RANDOM WALKS

The average speed for transcription can be calculated using the theory for continuum
time random walks (CTRW) [3]. This theory considers walkers, such as RNAP, that make
discrete steps, but the dwell time (the time to make a step) is a continuous, stochastic
variable. We here make the simplifying assumption that dwell times for RNAP are dis-
tributed exponentially: P1(t ) = (

∑
ki )e−t (

∑
ki ), where t is the waiting time and

∑
ki the

sum of the rates leaving a state.

Often, one needs to know the dwell time distribution for making multiple steps.
This is given by the convolution of single steps, for example, the dwell time distribu-
tion for making three steps is given by P3(t ) = (P1 ∗P1 ∗P1)(t ). Rather than calculat-
ing the convolution, it is simpler to go to Laplace space where convolutions become
products. Let Ψ1 be the Laplace transform of the dwell-time distribution to make one
step, Ψ1(s) = ∫ ∞

t=0 P1(t )e−st d t . The Laplace transform of the dwell time distribution to
make three steps is simply given by Ψ3(s) = Ψ1(s)3. The average dwell time can also
be easily obtained from the Laplace transform.The average waiting time is given by τ =
−1/Ψ∂Ψ/∂s|s=0 and the probability for a transition to happen at any time is

∫ ∞
t=0 P (t )d t =

Ψ(s = 0).

The CTRW allows us to calculate dwell time distributions and average dwell times
for complex kinetic diagrams. In Chapter 5 we elaborate on the CTRW to calculate the
average dwell time for RNAP including backtracking, histones and transcription factors.

2.4. MONTE CARLO SIMULATIONS

As a numerical approach to studying stochastic processes, Monte Carlo simulations are
often used to simulate biological systems. We used Monte Carlo simulations with fixed
time steps for every iteration. Though this approach does not give exact dwell time dis-
tributions it is accurate enough for our purposes and it has the advantage that time is a
simple linear function of the number of iterations, such that the evolution of the process
can be plotted. Dwell time distributions for fixed time step Monte Carlo become more
accurate for smaller time steps. When waiting times are exponentially distributed, and
the time step per iteration is small enough, the probability that an event is happens in
time interval can be approximated by
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P (∆t ) ≈ k∆t , k∆t ¿ 1. (2.8)

The time steps for the simulations in this thesis are chosen such that kmax∆t ≈ 0.1,
with kmax the maximum rate in the system. Sometimes, when multiple events can hap-
pen (for example backtracking and elongation of a polymerase), kmax is a sum of all the
rates leaving a node. During every iteration step of time∆t the lattice is updated random
sequentially: all lattice sites are updated once in random order. For every lattice site, a
random number a is drawn from a uniform distribution between 0 and 1, and the event
happens if a < k∆t .

A more elaborate discussion on simulating transcription using fixed time step Monte
Carlo is given in Chapter 5.

2.5. THE TOTALLY ASYMMETRIC SIMPLE EXCLUSION PROCESS
Transcription can be described as RNAPs that stochastically bind to a promoter and then
hop with a certain rate from one nucleotide to the next, until they reach the end of the
gene and unbind from the gene (Figure 2.2 A). This process can be modeled as an Asym-
metric Simple Exclusion Process (ASEP).

The ASEP was introduced half a century ago to describe translation [4] of mRNA by
ribosomes. In physics, the ASEP is widely studied, because it is one of the few non-
equilibrium models that has been solved exactly [5] and shows rich dynamics with
boundary induced phase transitions. The ASEP describes motors that initiate with rate
kin to the first site of a one-dimensional lattice, hop forward with rate kf, backward with
rate kb < kf and terminate from the last site of the lattice with rate kter. The word ’Exclu-
sion’ indicates that motors cannot overlap. Since a polymerase transcribes DNA in one
direction, we only consider forward hopping (kb = 0), such that the ASEP reduces to the
Totally Asymmetric Simple Exclusion Process (TASEP), see Figure 2.2 A.

A complete solution for the TASEP gives the probability for every configuration of
motors along the lattice. In a mean-field approximation, gaps between motors {gi } are
uncorrelated, such that the probability for a certain configuration motors P ({gi }) can be
written as a product of probabilities

P ({gi }) = 1

Z
P (g1)P (g2)... (2.9)

Here Z is a normalization factor and P (gi ) is the probability for a gap of size gi between
motors. When ρ is the density of motors one empty site occurs with probability 1−ρ
and the occurance of g neighbouring empty sites has probability (1−ρ)g , such that the
distribution of gaps between motors is geometrically distributed as [5]

P (g ) = ρ(1−ρ)g (2.10)

A motor can only hop if the next site is empty, such that the average velocity is given by
v = kf(1−ρ) and the flux of motors, J = vρ, is given by

J = kfρ(1−ρ), (2.11)
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which is plotted in Figure 2.2 B. For the TASEP, the mean-field current-density relation
in Equation 2.11 turns out to be exact [5]. However, the mean-field solution does not
capture all the different behaviors of the exact solution, such as the width and dynamics
of shocks, for further details we refer to [5, 6].

In open systems, the density of motors is set by the initiation and termination rate.
The TASEP with open boundary conditions has three different phases, each correspond-
ing to a different part of the flux density relation. In the initiation-limited phase (low
density phase), the initiation rate limits the flux into the system, such that the flux is
given by J = kin(1−ρ). This flux should match the flux in the bulk (Equation 2.11). The
density in the system in the initiation limited regime is therefore given by ρ = kin/kf. In
the termination limited regime (high density phase), the density is only a function of the
termination rate and can be determined from the flux leaving the system: J = kterρ giv-
ing ρ = 1−kter/kf. In the maximal current phase (bulk limited phase), the flux reaches
its maximal value and the corresponding density, ρ = 0.5 (Figure 2.2 B), is independent
of the initiation or termination rate. Every phase corresponds to a distinct part of the
flux density curve, which is indicated in Figure 2.2 B and the phase diagram is shown
in Figure 2.2 C. RNA production rate is usually a function of the initiation rate only [7],
indicating that transcription is in the initiation-limited regime.

As a model for directed transport along a one-dimensional track, extended versions
of the TASEP has been applied to many (biological) systems: translation, transcription
[8], kinesin along microtubules and even ant traffic [9]. One of these extensions con-
siders buses picking up passengers [10], the Bus Route Model (BRM), see Figure 2.2 D.
The bus drives from one bus stop to the next with rate kf. Passengers arrive at the bus
stop with rate kb and the bus has to stop for waiting passengers, which slows the bus
down to a rate k∗

f < kf. In a mean field approximation, this model can be mapped onto a
zero-range process [10]. The BRM explains why buses have a tendency to cluster along a
bus route and even has a jamming transition for kb → 0 where all buses form one stable
jam moving with rate kf. Though bus traffic and transcription have little to do with each
other, the BRM can, with some modifications, describe polymerases (the buses) tran-
scribing DNA while interacting with histones (the passengers), which is discussed in the
next chapter.

2.6. CONCLUSION

This chapter summarized the framework and the techniques used to study transcription
theoretically. We started by recognizing that each nucleotide position along the DNA is
a metastable state for RNAP and that RNAP dynamics can be modeled as hopping from
one nucleotide to the next with an exponential rate. Transcription initiation, elonga-
tion and termination can be coupled together and modeled as a TASEP, a widely studied
model from non-equilibrium physics. The Bus Route Model is an extension of the TASEP
that, after some modifications, can be used to model transcription in the presence of ob-
stacles like histones.
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Figure 2.2: The TASEP. A) The TASEP with all the parameters as defined in the text. B) The flux of motors in
the TASEP as a function of the motor density, Equation 2.11. The figure also indicates which part of the flux-
density curve correponds to which phase: the initiation-limited phase (IL), termination-limited phase (TL) or
the maximal current phase (MC). C) The phase diagram for the TASEP. D) BRM adapted from [10].

2.7. THESIS OUTLINE
We now established both the biological and theoretical background necessary to read
this thesis. In the following chapters we take a bottom-up approach in trying to under-
stand transcription on crowded DNA taking into account interactions between RNAPs
and between RNAP and histones.

In Chapter 3 we study a model for transcription of multiple polymerases on a gene
covered with nucleosomes. So far the BRM was only studied for periodic boundary con-
ditions and for buses and passengers of size 1, while both RNAP and histones occupy
multiple nucleotides. We therefore study the initiation-limited regime and allow motors
and roadblocks to occupy more than one lattice site. We predict that polymerases spon-
taneously self organize into pelotons due to non-specific interactions with nucleosomes.
The formation of pelotons along a gene results in non-homogeneous RNAP and nucle-
osome density profiles and transcriptional bursts, agreeing with multiple experimental
observations.

Many in vivo studies have shown that the composition of histone species on a gene
changes after transcription activation. In Chapter 4 we extend the model to include two
roadblock species. We predict that histones are replaced by faster binding or smaller
proteins during transcription. The results agree with multiple in vivo observations on
transcription-coupled histone replacements.

Backtracking and transcription factors were not considered in Chapters 3 and 4. In
Chapter 5 we show that peloton formation is expected, even in the presence of back-
tracking. Further we show that elongation factors can modify the density of nucleo-
somes on a gene, both by changing the speed of RNAP and by reorganizing pelotons
along a gene.
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3
CROWDING-INDUCED

TRANSCRIPTIONAL BURSTS

DICTATE POLYMERASE AND

NUCLEOSOME DENSITY PROFILES

ALONG GENES

During transcription, RNA polymerase competes for space with other DNA binding pro-
teins and higher order DNA structures acting as roadblocks. The effect of such roadblocks
on the transcriptional time series and the nucleosome/polymerase organization has not
been investigated. Without understanding the local organization of polymerases and nu-
cleosomes it will remain a challenge to understand the action of transcription factors reg-
ulating the elongation phase. Based on quantitative theoretical modeling, we here show
that interactions with roadblocks induce a strong kinetic attraction between polymerases,
causing them to self-organize into stable and moving pelotons. This peloton formation
explains observed nucleosome and polymerase density profiles close to the initiation site
on highly transcribed genes, and how these densities depend on induction levels. At ter-
mination, pelotons translate into transcriptional bursts, with the same characteristics as
those observed in vivo. The generality of our model suggests that peloton formation might
be ubiquitous in systems where molecular motors interact with dynamic roadblocks.

The work described in this chapter has been published as
AA van den Berg and M Depken, Nucleic Acids Res 45 7623–7632 (2017)
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3.1. INTRODUCTION
On every scale, motility is a hallmark of life [1, 2]. On the smallest scales, directed motion
through the densely packed interior of cells is crucial for biogenesis, morphogenesis, and
the timely delivery of vital cargo to distant parts [3]. The motion is often induced by large
molecular complexes, powered along tracks by internal chemical reactions: polymerase
and helicases move along DNA and RNA, ribosome along RNA, myosin along actin fila-
ments, and dynein and kinesin along microtubules, to name but a few.

The intracellular environment is crowded [4]. Crowding of molecular motors can re-
sult in emergent behavior that is not present for single motors [5] and motors often have
to bypass large amounts of other proteins bound to their track [6]. This is particularly
true for the eukaryotic RNA polymerases, as over 80% of eukaryotic DNA is organized
into nucleosomes [7] that consists of 147 base pairs (bps) of DNA wrapped tightly around
an octameric core of histone proteins. Maintaining this dense nucleosome coverage is
important since it organizes genomic DNA into compact, higher order structures that
can fit within the limited space of the cell nucleus, but it also creates a formidable bar-
rier to transcription [8]. Importantly, the local degree of nucleosome coverage correlates
with gene-expression levels [7, 9–13] showing that transcription activity has important
implications for nucleosome coverage and vice versa.

To shed light on the mechano-chemistry of transcription in the presence of nucle-
osomes (Figure 3.1 A), single-molecule experiments have been used to show that poly-
merases slow down at positions where nucleosomes are formed [14]. It is also known
that multiple polymerases can cooperate to increase the transcription rate through nu-
cleosomes [15] showing that the spatial organization of polymerases along a gene could
be of crucial importance for understanding transcription in crowded environments.

Even though it is experimentally established that polymerase organization and nu-
cleosome coverage affect the transcriptional output, it remains unclear how this is actu-
alized on a mechanistic level [6]. With the aim to understand the basic implications of
molecular crowding in eukaryotic transcription, we here construct a theoretical model
that quantitatively describes the motion of polymerases interacting with dynamic nucle-
osomes. Taking into account that polymerases are slowed down by such roadblocks, we
show that polymerases attract each other through a physical mechanism analogous to
drafting in racing sports [16]. At physiological conditions, the attraction is so strong that
two polymerases that meet along a gene remain together until termination, thus ensur-
ing a progressive clustering of polymerases into stable pelotons as they move along the
gene.

Our calculations show that peloton formation should be expected as soon as tran-
scription initiation rates exceed the nucleosome exchange rate. Local polymerase clus-
tering into pelotons could thus function to increase polymerase cooperation on highly
transcribed genes, and it is interesting to note that clustering has been directly observed
in Miller spreads of ribosomal genes [17–20], and for polymerases moving along heavily
transcribed genes in live-cell experiments [21]. The model further explains how both nu-
cleosome and polymerase densities can increase along heavily transcribed genes, even
though polymerases and nucleosomes compete for space [13, 22, 23]. Lastly, the pelo-
ton formation predicted by our model results in bursts of mRNA production when the
pelotons arrive at the termination site, pointing to a so-far unrecognized type of tran-
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scriptional bursts[24–26].
To facilitate future experimental testing, we analyze our model analytically and pre-

sent quantitative relationships that capture how nucleosome and polymerase densities,
peloton sizes and separation, and transcriptional burst parameters depend on poly-
merase initiation and translocation rates, as well as nucleosome turnover times. As our
model is based on general principles, it has the potential to describe motor and obstacle
interactions in many other biological systems, suggesting that peloton formation should
be expected as soon as motors interact with dynamical roadblocks.

3.2. RESULTS
The theoretical modeling of stochastic and driven molecular traffic on one-dimensional
tracks has a long history in biology, starting almost half a century ago with the introduc-
tion of the Totally Asymmetric Simple Exclusion Process (TASEP) [27]. The TASEP con-
sists of motors hopping stochastically in one direction along a one-dimensional lattice,
moving only if the track just ahead is empty. Coupling this simple bulk rule to injection
and extraction of motors at the boundaries gives rise to rich dynamical behavior, and
the model has been extended to describe a wide range of physical and biological sys-
tems [28–34]. Here we extend the TASEP to include the interaction with roadblocks by
building on earlier studies that considered a single roadblock [35, 36], as well as multiple
dynamic roadblocks in the so-called Bus-Route Model (BRM) [37].

3.2.1. A MINIMAL MODEL OF MOTORS INTERACTING WITH ROADBLOCKS
To capture motor and roadblock interactions, we consider a system (Figure 3.1 B) for
which: (i) motors move stochastically in one direction along a track, (ii) motors cannot
overtake each other, (iii) roadblocks dynamically appear on empty sites of the track, (iv)
roadblocks immediately ahead of a motor impede the motion of the motor, and (v) a
passing motor temporarily removes a roadblock. The BRM is a specifically simple re-
alization of the above criteria on a circular track, and with motor and roadblock sizes
equal to the motor step size. As both nucleosome and polymerase are orders of magni-
tude larger than the basic polymerase step size, we here extend this model to the phys-
iologically more relevant situation with larger motor and roadblock sizes (δm and δrb

respectively, measured in units of the motor step size). To allow for transcription initi-
ation and termination, we further allow motors to enter and leave the track at specific
initiation and termination sites. The above rules are captured in the microscopic model
illustrated in Figure 3.2 A.

Though we are not able to solve our model exactly, it is readily analyzed by com-
puter simulations. Still, simulations only yield results for the particular parameter values
tested, and will not give the general relationship between input and output parameters
needed for easy comparison to future experimental results. Therefore, we here opt for a
heuristic approach that yields approximate analytical relations between input and out-
put parameters. Monte-Carlo simulations are then used to check validity of our approx-
imations, showing that we loose little precision by taking a heuristic approach. Instead,
this approach allows us to capture the dominant behavior of the wide class of motor
systems satisfying condition (i)-(v).
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Figure 3.1: A model for motors interacting with dynamic roadblocks. A) The system studied in this Chapter,
RNA polymerase interacting with nucleosomes. B) Schematic illustration of model features i)-v) (see text) for
motors (ovals) interacting with dynamic roadblocks (octagons) along a one-dimensional track.

3.2.2. SPONTANEOUS FORMATION OF STABLE PELOTONS

To build intuition for the phenomenology of motor-roadblock-track interactions, we first
investigate the dynamics in the bulk of the track, far away from initiation and termina-
tion sites. The roadblock occupancy should vary depending on the roadblock binding
dynamics and motor-roadblock interactions. We start by consider the two limits of rare
and ubiquitous roadblocks. The former limit is reached when roadblocks bind slowly,
or the motor density is high such that roadblocks are excluded from the track and the
dynamics should approach that of the TASEP with the motor hopping rate set by the
rate of hopping into empty sites. The limit of ubiquitous roadblocks is reached when
roadblocks rebind quickly behind a motor or when the motor density is low enough for
roadblocks to bind between every pair of motors. The dynamics in that limit approaches
that of a TASEP with a motor hopping rate set by the rate of hopping into a site occupied
by a roadblock. In either limit, the exact solution of the TASEP [38] gives a geometric
distribution of gap sizes between adjacent motors (see 2 and the Supplementary Mate-
rial). In Figure 3.2 B and C we show kymographs and gap-size distributions generated
by Monte Carlo simulations (see Supplementary Material) of the BRM [37]. As expected,
both ubiquitous (left panels Figure 3.2 B and C) and sparse (right panels Figure 3.2 B and
C) roadblocks result in gap-sizes distributions that are well described as geometrical.

For intermediate roadblock densities, the situation is subtler. Motors that are slowed
down by roadblocks induce trailing traffic jams, while the gap to the motor ahead in-
creases. As a gap opens up ahead of the motor causing the jam, it grows more likely to be
slowed down by further roadblocks deposited in the gap, and the jam stabilizes. The jams
should not grow indefinitely though, but organize into finite moving pelotons, as can be
seen by the following argument: Defining a peloton as a group of motors with no inter-
spersing roadblocks, a peloton can split at any position through the binding of a road-
block between two motors in the peloton. The rate of this splitting should be roughly
proportional to the number of internal gaps in (i.e. the size of) the peloton. Pelotons can
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also merge, but with a rate that is independent of peloton size. In the steady state we ex-
pect pelotons to have a well-defined typical size, such that the average peloton merging
and splitting rates balance.
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Figure 3.2: Roadblocks induce a hierarchy of TASEPs. A) Schematic illustration of the rules of the BRM. Micro-
scopic rates are indicated, as well are the roadblock-DNA binding equilibration time τ, the roadblock shadow
∆, instances of the peloton size np, and the gap size for both trans- and intra-peloton gaps, gip and gtp re-
spectively. In this example, the motors occupy four lattice sites, δm = 4, and roadblocks two, δrb = 2, but the
heuristic solution of the model is valid for arbitrary sizes. B) Kymographs generated through Monte-Carlo sim-
ulations of the BRM for systems with low roadblock density (left), intermediate roadblock density (middle),
and high roadblock densities (right) for kipτ= 10. Motors are shown in black, roadblocks in pink and the road-
block shadow is visible as a roadblock depleted region (white) behind the motors. C) The simulated gap-size
distributions (green dots) corresponding to B), together with our analytical results (black lines). The left and
right panel show a dominating single exponential (note the log-scales on the y-axes), which corresponds to a
single TASEP. The gap size distribution in the middle panel shows two exponentials, which suggests that the
system can be described as a combination of two TASEPs.

3.2.3. A HIERARCHY OF TASEPS CONTROL MOTOR ORGANIZATION

To understand the interactions between pelotons, we note that when two pelotons of a
typical size merge, the new peloton is larger than the typical stable peloton. The new
peloton is therefore typically unstable, and will split in two. This merging and sub-
sequent splitting can be seen as an effective steric repulsion between pelotons, much
like the interaction between motors in the original TASEP. The steady-state system can
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therefore be seen as a superposition of two steady-state TASEP models: the intra-peloton
TASEP (ipTASEP) originating from motor dynamics within pelotons, and the trans-pelo-
ton TASEP (tpTASEP) originating in the dynamics of the pelotons themselves acting as
basic units of a TASEP. This heuristic hierarchical picture is confirmed in the middle pan-
els of Figure 3.2 B and C, where we show a kymograph and a double-geometric gap dis-
tribution for intermediate roadblock coverage in the BRM.

3.2.4. A HEURISTIC SOLUTION

It is now important to establish how large the typical bulk pelotons are, as this will give
an indication of the effective interaction strength between motors. Here we describe the
important features of our heuristic solution, but refer the interested reader to the Sup-
plementary Material for further details. Due to the finite size and equilibration time of
roadblocks, roadblocks cannot rebind as soon as they have been evicted: the motor must
both have moved away from the site of binding, and have allowed for enough time for
the stochastic rebinding of the roadblock. Consequently, there is a region behind every
moving motor that is depleted of roadblocks. We will refer to this region as the roadblock
shadow, and estimate its size to be ∆ ≈ vbulkτ+δrb (Figure 3.2 A). With vbulk being the
average motor velocity in the bulk, the term vbulkτ captures the average distance trav-
eled by a motor during the equilibration time τ of roadblocks, and δrb accounts for the
fact that the motor must clear the whole footprint of the roadblock before it can rebind.
Note that as long as the roadblock has a substantial size as compared to the basic step of
the motor, the roadblock shadow will here remain extensive even for very fast roadblock
rebinding, contrary to the situation in the BRM.

We have defined gaps between pelotons as those gaps that have roadblocks in them,
meaning that they are typically larger than the roadblock shadow. Conversely, gaps
within pelotons are devoid of roadblocks, and thus they are typically smaller than the
roadblock shadow. We denote the effective motor hopping rate into gaps without road-
blocks as the intra-peloton hopping rate kip, and the rate of hopping into gaps with road-
blocks as the trans-peloton hopping rate ktp. In the Supplementary Material we show
that knowing the density of motors along the track we can analytically predict the dy-
namic state of the system, and that the average velocity in the system is vbulk = ktp as
soon as pelotons form.

In the Supplementary Material we further show that the typical size of a bulk pelo-
ton is proportional to (kip/ktp)∆/2, which can be seen to combine the strength of the
interaction between motors and roadblocks (kip/ktp is large if roadblocks substantially
slow down motors) with the range of the interaction (∆ is the maximum typical distance
over which two motors dynamically interact through roadblock depletion). As the size
of a peloton depends linearly on the roadblock shadow size ∆ (Equation 3.1), and the
roadblock size is generally substantially larger then the motor step for any physiological
system (c.f. the fact that the nucleosome covers 147 bp of DNA, while the polymerase
step is 1 bp), we expect the system to strive towards extremely large steady-state pelo-
tons in the bulk. Indeed, for transcription with realistic parameter values (see Table 3.1),
the steady-state peloton size is so enormous that it will never fit on any gene (see Supple-
mental Material). Though the steady-state peloton size is thus never realized, its magni-
tude shows that two motors that meet will typically stay together until termination. We
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now use this observation to derive the peloton size reached over finite tracks, such as
genes.

Table 3.1: Parameter values as estimated from the literature and implemented in the simulations.

Microscopic parameter Value Citation
δPol: RNAP footprint 35 bp [39]
δrb: Footprint Nucleosome + linker DNA 167 bp [40, 41]
kip: Average RNAP elongation rate on bare DNA 10 bp/s [42–44]
ktp: RNAP elongation rate through nucleosome 3 bp/s [43]
kin: Initiation rate on highly transcribed genes 0.6-3/min [45]
kb: Nucleosome binding rate 0.02 s−1 [46, 47]
τ: Hexamer binding time τktp ¿ δrb →∆≈ δrb [46–48]

3.2.5. MOTOR AND ROADBLOCK REORGANIZATION ON FINITE GENES
Initiation of transcription generally controls transcription levels [49], which means that
transcription is in the initiation-limited regime where initiation rates are low (2). To cap-
ture this situation, we consider open systems where initiation rates are low enough that
a motor does not generally block the initiation of subsequent motors. During eukaryotic
transcription, the initiation site is kept free of nucleosomes [7, 50], and consequently we
will assume the initiation site in our model to also be devoid of roadblocks. Taking mo-
tors to initiate with a finite rate kin, some of the motors will have a roadblock just ahead
of them, while some will not. Motors unhindered by roadblocks catch up with motors
slowed down by roadblocks (see schematic kymograph in Figure 3.3 A upper panel), and
motors start to collect into pelotons.

As more and more motors are absorbed into pelotons, the average motor velocity
goes down. To maintain a constant steady-state motor flux, the motor density then goes
up as we move away from initiation (Figure 3.3 A lower panel). Simultaneously, as motors
organize into pelotons, they leave more room available for roadblocks to bind. Spon-
taneous organization into pelotons thus allow both motor and roadblock densities to
increase along genes.

After the initial pelotons are formed, these will continue to evolve towards the bulk
peloton size through a merging process described by diffusion-limited coagulation [51].
Relaxation in such systems (referred to as aging in the physics literature) is exceedingly
slow, and we do not expect to see any appreciable evolution of the initially formed pelo-
tons over a finite track (such as a gene).

In the Supplementary Material we give the general expressions relating the micro-
scopic parameters to the average size np of pelotons, and the distance xp over which
they form (Equation 3.33). For simplicity we here give the physiologically relevant limit
where motors typically clear the initiation site between attempted initiation events,

np ≈ 1+kinτ∆, xp = 1/kin

1/ktp −1/kip

1

ln(1+1/kinτ∆)
, τ∆ =∆/ktp = τ+δrb/ktp. (3.1)

Here we recognize the timescale τ∆ as the time needed for a motor to clear the road-
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block shadow and allow a new roadblock to bind. We will refer to this time as the effective
roadblock-rebinding time. The average peloton size beyond the leading motor, np, can
be understood as a ratio between the effective roadblock-rebinding time and the time to
initiate a new motor (1/kin), giving the number of motors initiated between roadblock
binding events at the start of the track. The distance over which pelotons are formed,
xp, is given by the ratio of effective roadblock-rebinding time and the time difference
between taking a step for slow and fast motors (1/ktp − 1/kip) (see the Supplementary
Material for details), giving the number of steps needed for the last motor to catch up
with the rest of a forming peloton.

As it is often easier to experimentally measure relative rather than absolute changes
in densities and velocities, we here report the evolution of the motor density/roadblock
density/motor velocity (ρm(x)/ρrb(x)/vm(x)) relative to their final value once pelotons
are formed (ρm/ρrb/vm) (for details see the Supplementary Material)

ρm(x)/ρm ≈ 1− kinτ∆

1+kinτ∆

(
1− ktp

kip

)
e−x/xp ,

vm(x)/vm ≈ 1+ kinτ∆

1+kinτ∆

(
kip

ktp
−1

)
e−x/xp ,

ρrb(x)/ρrb ≈ 1− kinτ∆

eδrb/xp +kinτ∆
e−x/xp .

(3.2)

From Equation 3.2 we see that all measures approach their final value with an expo-
nential decay over the region where pelotons form. We see that relative changes along
the track grow in magnitude with the initiation rate, but that the effect saturates around
kin ∼ 1/τ∆ for motor-density and velocity changes, while the roadblock density saturates
later, around kin ∼ eδrb/xp /τ∆. The relative increase of the velocity and the densities sat-
urate because when the initiation rate is larger than the effective roadblock binding time
kin > 1/τ∆ most initiating motors have no roadblock in front of them and the initial den-
sity and velocity become independent of the initiation rate. The evolution of the density
and velocity further depends on the strength of interactions between motors and road-
blocks (ktp/kip) since the change in velocity (density) when a motor catches up with a
peloton is larger when ktp/kipis smaller.

In Figure 3.3 B we illustrate how the relative change in motor density is affected by
the motor initiation rate, comparing the full expressions derived in the Supplementary
Material to simulations. For slow initiation (kinτ∆ < 1, green arrow in Figure 3.3 B), a
roadblock typically binds between every two initiating motors. Therefore, pelotons are
typically of size one, giving only a marginal motor density change along the track (top
density profile of Figure 3.3 D). For faster initiation (kinτ∆ > 1, red arrow Figure 3.3 B),
multiple motors bind before a roadblock rebinds to the start of the track, pelotons are
larger than one, and we have a substantial increase in motor density as we move away
from the initiation site (lower density profile of Figure 3.3 D). In Figure 3.3 C we compare
our prediction for the distance over which pelotons form to estimates extracted by fitting
an exponential relaxation distance to the density profiles generated by simulations. It is
quite remarkable that our crude approximations capture the simulated data without any
adjustable parameters.
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Figure 3.3: Peloton formation close to the initiation site. A) A schematic kymograph showing motors (black
lines) initially not interacting with each other, until they reach the growing peloton. Motors initiate from the
left and then travel into the system, moving through roadblock depleted regions (white) and roadblock filled
regions (pink). If a roadblock is deposited between two motor initiation events, the last motor propagates with
rate ktp and otherwise with ratekip. After a typical distance xp, a peloton of size np is formed. Below the kymo-
graph we sketch the corresponding motor density. B) The relative change in motor density, (ρm −ρm(0))/ρm,
from the start of the lattice to the point where all the initial pelotons have formed. The dots are results from
simulations obtained by fitting an exponential distribution to the peloton forming region (estimated as the first
4xp lattice points). The line represents our theoretical predictions (Equation 3.2) and the green and red arrows
indicate the initiation rates used for Figure D. C) The distance xp over which pelotons form as a function of the
roadblock equilibration time for kin/kip = 0.1. The dots are values for xp obtained by fitting an exponential
distribution to the peloton forming region (estimated as the first 4xp lattice points) of simulated data, while
the line represents our theoretical predictions (Equation 3.1). D) Motor density profiles for τ∆kip = 20, and

kin/kip = 0.01 < (
τ∆kip

)−1 in the top panel, and kin/kip = 0.1 > (
τ∆kip

)−1 for the lower panel. Blue dots are
the result of Monte Carlo simulations and black lines are our analytical predictions. Note, there are no free
parameters in any of the analytical predictions in B)-D).

3.2.6. FROM PELOTONS TO BURSTS
Transcriptional bursts have been observed in both eukaryotic and prokaryotic systems
[24, 52], and are often ascribed to a promoter that can be turned on and off [53]. In the
presence of roadblocks along the gene, our model shows that we should expect the same
type of bursts even for promoters that are constantly turned on (Figure 3.4 B). To facili-
tate future experimental testing through the many known downstream effects of a bursty
promoter [53], we here relate the bursts of motor activity in our model to those arising
from the standard assumption of a promoter that turns on and off as described by a
two-state model [54],(Figure 3.4 C). This should prove especially useful when character-
izing the level of noise in mRNA production by using the Fano factor (the ratio between
the variance and the mean in mRNA copy numbers), which has been widely used as a
measure to classify transcriptional noise experimentally [55, 56]. The fano factor for the
two-state model is known [53, 54], such that a mapping of our model to the two-state
model allows for a direct comparison with experiments.

In the two-state model (Figure 3.4 C), the system switches between an on-state with
production rate ktr, and an off-state where nothing is produced. The off-state switches to
the on-state with rate kon, and back again with rate koff. Though we present the full form
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of how the effective burst parameters depend on microscopic parameters in the Sup-
plementary Material, we here again limit ourselves to the physiologically relevant case
where initiation rates are low such that motors typically clear the initiation site between
attempted initiation events,

ktr = kinτ∆

1+kinτ∆

ktp

δm
, koff =

1

1+kinτ∆

ktp

δm
, and kon ≈ 1

τ∆
. (3.3)

For significant peloton formation kinτ∆ > 1 (Equation 3.1), the production rate ktr

becomes insensitive to the initiation rate, and is simply set by the rate at which motors
pass termination. The off-rate koff depends strongly on the initiation rate, and is given
by the rate at which a typical peloton passes termination. The on-rate kon is simply given
by the inverse roadblock-rebinding time. It should also be noted that as long as the track
extends further than the peloton forming distance xp (which is the case for transcrip-
tion, see below), the burst characteristics do not depend on the length of the track. The
analytical relationships given in Equation 3.1-3.3 are the main results of this chapter. As
these relationships dictate the precise dependence of a number of observables on mi-
croscopic parameters they should be well suited for falsification through comparison to
future experiments (see Discussion). Here we show that the predictions are in line with
the results from a number of recent studies, using as input parameters values from the
literature (see Table 3.1).

3.2.7. TRANSCRIPTION ON HIGHLY INDUCED GENES
Now that we have a qualitative understanding of how the non-specific interactions be-
tween motors and roadblocks give rise to peloton formation, we consider transcription
on inducible genes in eukaryotes. These considerations are complicated by the fact that
nucleosome assembly and disassembly are not single step processes, as a tetramer and
two dimers come together to make the full histone octamer contained in the nucleo-
some. In vitro studies have shown that a single polymerase only removes the histone
dimer [57–59], while a second polymerase can dislodge the remaining hexamer [60].
These in vitro results broadly agree with the in vivo observations that the density of
histone dimers decreases strongly with transcription intensity genome wide, while an
increased exchange and depletion of all core histones is only observed on highly tran-
scribed genes [9–13, 61, 62].

When polymerases form pelotons, they are expected to cooperate in dislodging the
full nucleosome [60]. Therefore, we assume that the roadblocks consist of histone hex-
amers that are dislodged by a passing polymerase. Further, we only consider genes
where initiation is both active and non-paused, excluding situations where transcription
is stalled by promoter-proximally paused polymerases [63]. As Equation 3.1 shows that
pelotons form when initiation is high (kinτ∆ > 1), we compare our model to experiments
tracking highly expressed genes (see Table 3.1).

We compare our analytical predictions of our heuristic approach to simulations with
physiologically relevant parameters (Figure 3.5). In our simulations we assume that
the motors are only impeded at the nucleosome dyad, since this forms the largest ob-
stacle for RNA polymerase II translocation [14]. We consider the initiation rates kin =
0.6 pol/min and kin = 3.0 pol/min, where both rates correspond to highly induced genes,
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Figure 3.4: Burst generation from the promoter and during elongation. A) A kymograph of a Monte Carlo sim-
ulation for transcription with a bursty promoter and no roadblocks. The distribution of initiation events is
similar to the time distribution at termination. B) A kymograph for transcription without a bursty promoter,
but with roadblocks. Though the initiation events are exponentially distributed over time, the events at termi-
nation are more clustered, resulting in bursts in RNA production. C) The phenomenological two-state model
normally used to describe bursty transcription. In Equation 3.3 we report the parameters that would result
from fitting the bursts generated by our model to the two-state model.

and the highest rate is chosen to match the maximal estimate of initiation rates on yeast
genes [45]. It is known that histones rebind on a sub-minute time scale [48], while it takes
about a minute to clear space for a roadblock (see Table 3.1). Consequently, the nucleo-
some shadow is dominated by the roadblock size, and we assume ∆≈ δrb for simplicity
in the analytical theory.

With only a small set of known microscopic input parameters (Table 3.1), our theory
quantitatively captures the dynamics without free parameters. As predicted by Equation
3.1, we see that pelotons grow over the first few hundred base pairs after initiation (Fig-
ure 3.5 A and C). The peloton growth in turn means that the density of polymerases and
nucleosomes near the initiation site is lower than further into the gene, while the veloc-
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ity decreases as we move away from initiation (Figure 3.5 B and D). After this point, the
polymerases and nucleosome densities, as well as polymerase velocities, remain virtu-
ally constant throughout the bulk of the gene. In Table 3.2 we give an overview of the
predicted values of several observables, including burst parameters.
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Figure 3.5: Bursts and density evolution for eukaryotic transcription on inducible genes. The parameter values
used are shown in Table 3.1. A) Kymograph for relatively moderate initiation rates. A polymerase (shown in
black) evicts a nucleosome when it passes its center (the dyads, indicated by red lines). As the polymerases en-
ter the gene, pelotons form over a distance of a few hundred base pairs. B) The polymerase density, polymerase
velocity, and nucleosome density corresponding to the kymograph in A). Simulations were averaged over the
size of a nucleosome and are shown as black dots, with our analytical predictions as red lines. C) Kymograph
for relatively high initiation rates, resulting in larger pelotons as compared to A). D) The polymerase density,
polymerase velocity, and nucleosome density corresponding to the kymograph in C). Comparing B) and D),
we see that larger pelotons give a visibly stronger density and velocity evolution.
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Table 3.2: Calculated observables for the physiological parameters in Table 3.1.

Initiation rate 0.6 pol/min 3.0 pol/min
vm(0): RNAP velocity at initiation 5.5 bp/s 8.1 bp/s
vm: RNAP velocity once pelotons have formed 3 bp/s 3 bp/s
J : Transcriptional output 0.6 RNA/min 2.3 RNA/min
ρm(0): RNAP density at initiation 0.002 pol/bp 0.006 pol/bp
ρm: RNAP density once pelotons formed 0.003 pol/bp 0.013 pol/bp
np: Peloton size 1.6 pol 3.8 pol
xp: Distance over which pelotons form 420 bp 280 bp
kon: Apparent on rate in two-state model 1.1/min 1.1/min
ktr: Apparent production rate in two-state model 1.8/min 3.8/min
koff: Apparent off rate in two-state model 3.3/min 1.4/min

3.3. DISCUSSION
With the aim of describing transcription in the crowded environment of the cell, we have
introduced a general model that captures a large class of systems where molecular mo-
tors interact with dynamic roadblocks (Figure 3.1 B). Assuming that roadblocks have a fi-
nite size and/or rebinding time, and that motors slow down when evicting nucleosomes,
we show that a physical mechanism reminiscent of drafting in racing sports gives rise to
a strong kinetic attraction between motors. This attraction induces the motors to spon-
taneously reorganize into pelotons, and motors arrive to the terminus in bursts. Our
analysis shows that one should always expect bursts in the presence of roadblocks if the
motor initiation rate exceeds the inverse effective roadblock-rebinding time (τ∆ in Equa-
tion 3.1), independently of if the promoter itself is bursty.

3.3.1. PELOTON FORMATION HAS BEEN OBSERVED in vivo
Already 40 years ago there was evidence from Miller spreads suggesting that polymerases
cluster on heavily transcribed genes [17–20]. Recently, direct real-time evidence of poly-
merase ’convoys’ on HIV-1 and POLR2A genes in HeLa cells has been found [21]. In ac-
cordance with our predictions, the typical distance between polymerases within convoys
is too small for a nucleosome to bind, the distances between convoys are geometrically
distributed, and a typical convoy includes several polymerases (see Table 2). Though our
model cannot rule out alternative explanations relying on specific polymerase-nucleo-
some interactions, the agreement between our predictions and the experimental obser-
vations without any adjustable fit parameters suggests that peloton formation through
non-specific interactions with nucleosomes should be seriously considered, and could
drive the formation of the observed polymerase convoys. This hypothesis can readily be
tested by correlating the average peloton size (Equation 3.1) with changes in induction
levels.

3.3.2. PREDICTED DENSITY PROFILES AGREE WITH OBSERVATIONS IN YEAST

Our model also gives parsimonious explanations for several recent in vivo experimental
observations pertaining to density profiles of polymerases and nucleosomes along in-
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ducible genes. In both yeast and human cells, highly transcribed genes without promo-
ter-proximally paused polymerases show low nucleosome and polymerase densities for
the first few hundred base pairs after initiation[13, 64]. This distance agrees with our
predicted distance over which are pelotons are formed, xp (Table 3.2). Though there are
many specific interactions that could give rise to nucleosome and polymerase depletion
[65], the fact that this is a general property of heavily transcribed genes [13, 66] sug-
gests a non-specific mechanism. Indeed, our model accurately predicts the occurrence
and extent of such depletion without invoking any specific interactions (see Equation
3.1 and 3.2, as well as Figure 3.5 and Table 3.2). Our model correctly predicts a pausing-
index (relative polymerase density within the promoter-proximal region compared to
the bulk) that is below one for highly transcribed genes [64], and can be further tested
by correlating changes in the pausing-index with for example histone modifications [43]
that modify the transcription rate through nucleosomes.

The predicted increase of the polymerase density along the gene coincides with a de-
crease in the elongation rate (see Figure 3.5 B and D). Global run-on sequencing (GRO-
seq) [64] experiments on active genes, on the contrary, have shown that the elongation
rate increases over the first 15 kbp [67]. The velocity increase in these GRO-seq experi-
ments was likely caused by the gradual maturation of the transcription machinery [65]
with mechanisms such as interactions with elongation factors not presently included
in our model. Though it would be interesting to see how such mechanisms modulate
the formation of pelotons, the observed increase of the elongation rate takes place over
distances much longer than the few hundred base pairs over which pelotons form (see
Table 3.2), and we do not expect our quantitative results to change due to these moderate
velocity changes close to the promoter.

Another mechanism suggested to explain the observed density profiles is that tran-
scription becomes termination-limited for high transcription rates [13]. However, on a
termination-limited gene, cued polymerases typically block each other’s movement ster-
ically [27] and leave no place for nucleosomes in between, which is inconsistent with
experimental observations [13].

It is interesting to note that a nucleosome-free region at the start of genes [13, 22,
23] has been suggested to increase the accessibility of transcription factor binding sites
close to the initiation site, thereby increasing the potential for transcriptional regulation
[22, 23]. Our model thus suggests that nucleosome depletion close to the initiation site
could be a transcriptional epiphenomenon that has been coopted/adapted to allow for
a greater regulatory response.

3.3.3. BURST CHARACTERISTICS AGREE WITH in vivo OBSERVATIONS

Though bursts in RNA production have been observed in both prokaryotes [24, 68] and
eukaryotes [55, 69], their origin is unclear, and usually modeled phenomenologically as
arising from a promoter that turns on and off [70, 71]. Though not developed with bursts
in mind, our model predicts that transcriptions should be expected to be bursty as soon
as the transcription initiation rate is comparable to the nucleosome binding rate, Equa-
tion 3.3, even if the promoter is constantly turned on. Several properties of the predicted
bursts agree quantitatively with experimental observations. First, the pelotons are com-
pleted over a few hundred base pairs, which is shorter than the most genes. Therefore
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the predicted burst size is independent of gene length, agreeing with observations in
yeast [72]. Second, the predicted time between production events is on a sub-minute
time scale (see Table 3.2), which falls within the experimentally observed range [72].
Third, our model predicts that when bursts are significant, only the apparent burst dura-
tion should be sensitive to transcription intensity, and that it decreases with increasing
induction (see Equation 3.3). This behavior is broadly agreeing with the behavior re-
ported for transcriptional bursting in Escherichia coli (E. coli) [26], where many other
DNA binding proteins might act as the necessary roadblocks[73].

It should be noted that bursts generated during elongation do not rule out a bursty
promoter. Instead, multi-scale bursting was recently reported [21], which could very well
originate in a promoter turning on and off on long timescales, while pelotons still form
during elongation, giving rise to bursting on shorter timescales.

3.3.4. DNA SUPERCOILS AS A SOURCE OF BURSTS

Though there are many DNA binding proteins in E. coli [73], another interesting candi-
date for producing bursts is DNA supercoiling. Due to the helicity of DNA, transcribing
polymerases are known to induce positive supercoils ahead and negative supercoils be-
hind [74]. Such supercoils slow down the polymerase [68], and will in the steady state
extend some finite distance in front and behind. As negative supercoils spontaneously
annihilate with positive supercoils, any DNA between two polymerases will have a lower
net supercoiling density the closer together they are. With a lower supercoiling density
ahead, a trailing polymerase will move faster than a leading polymerase, and all the con-
ditions for peloton formation as described by our model (Figure 3.1 A) are fulfilled.

Our general mechanism of burst generation is connected to the mechanism sug-
gested as a source of transcriptional bursting observed in bacteria, where a buildup of
supercoils in torsional constrained plasmids was shown to suppress transcription until
the supercoils were released [68]. Importantly though, our model does not require the
DNA to be torsionally constrained as the supercoiling density around polymerases is set
by the supercoil’s diffusivity [75] and a balance between supercoil creation and release.

3.3.5. EXPERIMENTAL TESTING AND ALTERNATIVE MODELS

Many mechanisms have been suggested for promoter induced bursting. As indicated in
Figure 3.4, our model can be differentiated from such models by comparing the input
and output dynamics. Our model could also be refuted by using existing techniques re-
porting on polymerase "convoys" [21] or transcriptional bursting [24] by manipulating
or screening the limited set of effective parameters that controls the spatial and temporal
evolution of the system (Equation 3.1-3.3). For example, the typical peloton size could
be manipulated by changing the transcription initiation rate, or through histone modifi-
cations [43] that change the transcription rate through nucleosomes or the nucleosome
rebinding time.

If the initiation dynamics cannot explain the bursts of RNA production, the elonga-
tion phase is likely the source of the bursts. To our knowledge, there are only two pre-
vious theoretical studies suggesting that bursts are created during transcription elonga-
tion [29, 76]. In both cases, intrinsic polymerase pausing through backtracking [77] was
suggested as the source. However, backtracking is unlikely to produce bursts at termi-
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nation, as it does not induce an effective attraction between polymerases, but rather an
effective repulsion: interaction with a trailing polymerases is known to help terminate
backtracks of a leading polymerase, and so speeds it up; interaction with a leading poly-
merase increases the chance of pausing in a trailing polymerase [60, 78], and so slows it
down. Polymerases thus kinetically repel each other, and jams induced by backtracks are
unstable and should typically dissolve before termination. Instead, we have shown that
the interaction with roadblocks induces a persistent effective attraction between poly-
merases, resulting in a fast buildup of stable pelotons as polymerases move through the
gene to terminate in bursts.

3.3.6. CONCLUSION AND OUTLOOK
Our model points to a single source for a wide range of observed phenomena, from burst
characteristics to the spatial organization of polymerases and nucleosomes. Further ex-
periments are needed to determine the degree to which the observed phenomena can be
explained through non-specific polymerase and nucleosome interactions as we suggest.
Surprisingly though, the model agrees quantitatively with multiple experimental obser-
vations without adjustable parameters. Only by first understanding the organization of
polymerases and nucleosomes along the DNA, and how it can be modulated to effect
things like polymerase cooperation, will it be possible to fully understand the action of
transcription factors and other important cellular responses acting on the elongation
phase of transcription.
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3.4. SUPPLEMENTARY MATERIAL
We here give the derivations and arguments that were left out of the main text for clarity.
For brevity we will here only keep the ’b’ of ’bulk’ in the subscript, for example writing
vbinstead of vbulk.

3.4.1. HEURISTIC SOLUTION FOR OF THE HIERARCHICAL TASEP MODEL
The average TASEP motor velocity

For the TASEP, gap sizes are geometrically distributed as (21),

PTASEP(g ; a) = (1−a) ag , (3.4)

for some constant a < 1. Unless a motor is blocked by another motor (g = 0), it will hop
forward with rate , and the average velocity of motors can be calculated as

vb = k
∞∑

g=1
PTASEP

(
g ; a

)= ka. (3.5)

From this it follows that a = vb/k, and we can write

PTASEP(g ; vb/k) =
(
1− vb/k

)(
vb/k

)g
. (3.6)

Intra- and trans-peloton gap sizes

The inclusion of dynamic roadblocks will split the motor dynamics into an intra-
peloton and a trans-peloton TASEP describing gap sizes below and above the roadblock
shadow ∆. In line with our heuristic argument, we assume there to be no roadblocks
within a peloton. Apart from the leading motor, all motors within a peloton thus attempt
to hop forward with rate kip. The pelotons themselves are controlled by the leading mo-
tor, which faces a trans-peloton gap filled with roadblocks and thus attempts to hop for-
ward with rate ktp. Assuming that the gap-size distribution is geometric both below and
above the roadblock shadow, we can now write our normalized heuristic gap-size distri-
bution for the intra- and trans-peloton regimes as

Pip(g ; vb/kip) =
(
vb/kip

)g

∆−1∑
g=0

(
vb/kip

)g
=

(
1− vb/kip

)(
vb/kip

)g +O

[(
vb/kip

)∆]
, g <∆

Ptp(g ; vb/ktp) =
(
vb/ktp

)g

∞∑
g=∆

(
vb/ktp

)g
=

(
1− vb/ktp

)(
vb/ktp

)g−∆
, g ≥∆.

(3.7)

The above equations are valid when (kip/ktp)∆ is large, which we refer to as the stable
peloton regime (SPR). The condition for the SPR can intuitively be seen as combining
the strength of the attraction between motors and roadblocks (kip/ktp) and its range (∆).
Due to the SPR conditions exponential dependence on the roadblock shadow size, we
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expect physiological systems where the roadblock size is substantially larger than the
motor step to always be in the SPR. In this limit, we have

Pip(g ; vb/kip) = PTASEP(g ; vb/kip), g <∆,

Ptp(g ; vb/ktp) = PTASEP(g −∆; vb/ktp), g ≥∆
(3.8)

With these conditional distributions, we can now calculate the average gaps sizes for
both regimes

〈g 〉b
ip =

∞∑
g=0

g PTASEP(g ; vb/kip) = vb

kip − vb
,

〈g 〉b
tp =

∞∑
g=∆

g PTASEP(g −∆; vb/ktp) =∆+ vb

ktp − vb
.

(3.9)

Defining pb as the probability of a gap in the bulk being a trans-peloton gap, we
can write the average gap between motors as 〈g 〉b = (1−pb)〈g 〉b

ip +pb〈g 〉b
tp. Taking the

average motor size into account, the average motor density is the inverse of the typical
distance between the fronts of neighboring motors,

ρb
m = 1

〈g 〉b +δm
= 1(

1−pb
)〈g 〉b

ip +pb〈g 〉b
tp +δm

. (3.10)

The relative fraction of trans peloton gaps

Combining the intra- and trans-peloton distributions we can write the complete gap-
size distribution of the hierarchical TASEP as

PhTASEP(g ; vb/kip, vb/ktp,∆) =
{

(1−pb)PTASEP(g ; vb/kip), g <∆
pbPTASEP(g −∆; vb/ktp), g ≥∆ . (3.11)

In steady state, the probabilistic flow from intra- to trans-peloton gaps (a peloton is
split in two) and from trans- to intra-peloton gaps (two pelotons merge) should balance.
The motor ahead of a gap of size ∆−1 hops with an average rate v and extends the gap
to size∆, inducing the mean-field probabilistic flow vbPhTASEP(∆−1; vb/kip, vb/ktp,∆) =
vb(1−pb)PTASEP(∆−1; vb/kip). In turn, a motor behind a gap of size hops forward with
an average rate and decreases the gap to size ∆−1, inducing the probabilistic flow
ktpPhTASEP(∆; vb/kip, vb/ktp,∆) = ktppbPTASEP(0; vb/ktp). In the steady state these two
flows should balance, and equating these rates gives

pb =
[〈g 〉b

tp −∆]

[〈g 〉b
tp −∆]+〈g 〉b

ip

(
kip

vb

)∆ . (3.12)

Taken together, Equations 3.9, 3.10, and 3.12 relate the average density in the system
to the velocity and the microscopic model parameters. In Figure 3.2 C in the main text
we compare the gap-size distribution resulting from our heuristic arguments (solid lines)
with ones generated through simulations of the BRM (dots) at different motor densities.
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3.4.2. RELATION BETWEEN HEURISTIC ARGUMENTS AND MEAN-FIELD SO-
LUTION OF BRM

For periodic boundary conditions and irreversible roadblock binding, there exists a
mean-field solution for the special caseδm = δrb = 1 [37]. It is informative to consider our
more general but less precise heuristic approach in the light of this mean-field solution.
We first present a short summary of the mean-field solution, and then show how a few
approximations give our heuristic results. The gap-size distribution for the BRM in the
mean-field is given by

PBRM(g ) =

g∏
y=1

vb

k(y)

∞∑
g=0

g∏
y=1

vb

k(y)

. (3.13)

Here k(g ) is average stepping rate of a motor into a gap of size g . This average step-
ping rate can be determined by calculating the probability of a roadblock with binding
rate kb being bound to a lattice site after a time t since the last motor passed, Prb(t ) =
1− e−kbt . If we make the mean-field assumption that the motor moves with the average
velocity v of the system, the probability of a roadblock being bound can be written in

terms of the gap size to the motor ahead Prb(g ) = 1− e−g kb/vb
. The effective stepping

rate of a motor as a function of the gap ahead is now given by

k(g ) = Prb(g )ktp +
(
1−Prb(g )

)
kip = ktp +

(
kip −ktp

)
e−g kb/vb = ktp +

(
kip −ktp

)
e−g /(∆−1)

(3.14)
where we in the last step introduced the roadblock shadow ∆ = 1+ vb/kb for the BRM,
and in direct analogy with our heuristic approach. If we now approximate k(g ) by a step
function

k(g ) =
{

kip, g <∆
ktp, g ≥∆ (3.15)

the gap-size distribution is given by

PBRM(g ) ∝


(
vb/kip

)g
, g <∆(

ktp/kip

)∆−1(
vb/ktp

)g
, g ≥∆

(3.16)

Enforcing normalization, Equation 3.16 implies Equation 3.7.

3.4.3. OBSERVABLE BULK QUANTITIES
In addition to the motor density, there are other interesting observables that can be cal-
culated if we know the average velocity in the bulk. Among them are the current of mo-
tors, J = ρb

mvb, and the average number of motors in a peloton, 〈np〉b = 1/pb. Further,
only gaps between pelotons are filled with roadblocks, and then typically only beyond
the roadblock shadow. If we let ρeq

rb be the equilibrium roadblock occupancy in the ab-
sence of motor activity, we can estimate the average roadblock occupancy as
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ρb
rb = ρeq

rb

pb[〈g 〉b
tp −∆]

〈g 〉b +δm
. (3.17)

In Figure 3.6 we illustrate the relationships derived for various observables and check
our arguments against simulations of the BRM. In Figure 3.6 A-D we show the effect
of varying the trans-peloton hopping rates for long roadblock equilibration times. As
predicted by our analytical arguments, up to a critical motor density ρ1 the velocity re-
mains approximately constant (Figure 3.6 A), and the total current of motors grows lin-
early with the motor density (Figure 3.6 B), while the roadblock occupancy decreases
linearly with motor density (Figure 3.6 C). At the critical density, and long before the
track is completely covered by motors, all roadblocks are evicted. For motor densities
above the critical density, the velocity and motor current follows the relationship for the
TASEP without roadblocks (the ipTASEP) (Figure 3.6 A and B). In Figure 3.6 D we plot
the typical peloton size up to the critical density, after which whole system acts as one
large roadblock-excluding peloton. In Figure 3.6 E-H we vary the roadblock equilibra-
tion times. For rapid roadblock equilibration (red curves Figure 3.6 E-H) the roadblock
shadow is small, gaps are largely filled with roadblocks, and the system is well described
by a single TASEP with roadblocks in every gap (the tpTASEP) (dashed line in Figure 3.6
E). In this regime, the total density of roadblocks decreases weakly with motor density
(red curve Figure 3.6 G), as roadblock shadows are small and the motor footprints are all
that excludes the roadblocks. For intermediate roadblock equilibration times (the blue
curves in Figure 3.6 E-H) the roadblock shadow is larger, resulting in peloton formation,
a velocity that is less sensitive to motor density, and a system that is better at evicting
roadblocks. The breakdown of our predictions for roadblock densities and peloton size
in the case of fast roadblock binding (red and blue curves in Figure 3.6 G and H) is not
surprising given that we here have small enough roadblock shadows to push the system
outside the SPR.

3.4.4. ASYMPTOTIC BEHAVIOR IN THE SPR
We here show how Equations 3.9, 3.10, and 3.12 can be solved explicitly in terms of the
motor density rather than velocity in the limit SPR. For notational convenience we in-
troduce the average excess trans-peloton gap 〈g̃ 〉b

tp and the critical density ρ0, to write
Equation (9) as

pb =
〈g̃ 〉b

tpρ0

1+〈g̃ 〉b
tpρ0

, 〈g̃ 〉b
tp = 〈g 〉b

tp −∆= vb

ktp − vb
, ρ0 = 1

〈g 〉b
ip

(
vb

kip

)∆
. (3.18)

In the SPR, the transition density ρ0 is very small by definition. In the limit ρ0〈g̃ 〉b
tp À 1,

pelotons are small and pb is close to one, and Equation 3.6 can be written as

1/ρb
m −δm ≈ 〈g 〉b

ip (3.19)

Here we have a system controlled by the tpTASEP. In the limit ρ0〈g̃ 〉b
tp ¿ 1, pelotons are

large, pb is small, and Equation 3.10 can be written as
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Figure 3.6: General model captures bulk dynamics of the BRM. Solid lines are analytical predictions and sym-
bols are results from Monte Carlo simulations. Within the rows, each color represents the same parameter
values, while green represents the same parameter values across all panels. A-D) Systems in to the SPR: the
parameter values are kipτ = 20 for all curves, with ktp/kip = 0.8 (red), ktp/kip = 0.5 (blue), and ktp/kip = 0.2
(green). The dashed line in A) is the velocity relation for the ipTASEP. E-H) Sweep from stable to non-stable
pelotons: the parameter values are ktp/kip = 0.2 for all curves, and kipτ= 20 (green), kipτ= 10 (blue), kipτ= 2
(red). The dashed line in E) is the velocity relation for the tpTASEP. In A) and E) we show the velocity, in B)
and F) the motor current, in C) and G) the roadblock occupancy and in D) and H) the peloton size, all as a
function of motor density. In the SPR, it only makes sense to talk about pelotons when there are roadblocks in
the system (ρbulk

m < ρ1), and we only show the burst size as a function of motor activity for these densities. For
small enough roadblock shadows (red and blue line in Figure E-H) our description breaks down as the system
falls outside the SPR.

1/ρb
m −δm ≈ 〈g 〉b

ip +〈g̃ 〉b
tp(〈g̃ 〉b

tp +∆)ρ0. (3.20)

If the first two terms on the right hand side dominate, we have the standard ipTASEP. If
the last term dominates, we have a composite system. Taken together, there are three
limits given by

〈g 〉b
tp ≈ 1/ρb

m −δm, ρb
m ¿ ρ0

〈g̃ 〉b
tp ≈ 1√

ρ0ρ
b
m

, ρ0 ¿ ρb
m ¿ ρ1 = 1

〈g 〉b
ip+δm

〈g 〉b
ip ≈ 1/ρb

m −δm, ρ1 ¿ ρb
m.

(3.21)

In the middle regime is large, and the average velocity (see Equation 3.9) is close to ktp,
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vb = ktp

(
1−

√
ρ0ρ

b
m

)
. (3.22)

Using Equations 3.21 and 3.22, all observables can be written to leading order in 1/ρ0 as

vb = ktp, 〈g 〉b
ip = ktp

kip −ktp
, 〈g 〉b

tp = 1√
ρ0ρ

b
m

,

〈np〉b =
√
ρb

m

ρ0
,

ρb
rb

ρ
eq
rb

= 1− ρb
m

ρ1
, ρ0 =

kip −ktp

ktp

(
ktp

kip

)ktpτ+δrb

(3.23)

In this regime, (ρ0 ¿ ρm ¿ ρ1), the average bulk peloton size is large, and that is why we
refer to this as the stable peloton regime.

3.4.5. THE BULK STATE IS NEVER REACHED
With the parameter values in Table 3.1 in the main text, the bulk state is given by

〈g 〉b
ip ≈ 0.4, 〈g 〉b

tp ≈ 1
5 ·1082

p
ρm

À 1, vb ≈ 3/s, 〈np〉b ≈ 5 ·1082pρm À 1. (3.24)

From the above it is clear that the average steady-state peloton size 〈np〉b is in gen-
eral enormous throughout the experimentally accessible range, and that the true bulk-
dynamics will never be reached over a finite gene. Judging by the size of bulk pelotons,
polymerases that meet along the gene stay together until termination, invariably pro-
ducing bursts of RNA production.

3.4.6. INITIATION LIMITED DYNAMICS
Without roadblocks, and if the initiation rate kin is limiting, the density and the distribu-
tion of motors at the start of the lattice are the same as in the bulk [27]. With the inclusion
of roadblocks, the microscopic organization among motors and roadblocks can change
from the start of the lattice to the bulk. Here we assume that the density of motors is low
enough, such that once a motor is initiated it is only slowed down by other motors when
it encounters a peloton. This condition means that once the initiation site is cleared,
motors step away much faster at the beginning of the lattice than a new motor typically
initiates. We will refer to this regime as the slow initiation regime, and we detail its extent
below.

The formation of pelotons

A schematic kymograph for the TASEP with roadblocks and open boundary condi-
tions is shown in Figure 6. At the start of the lattice, the time gaps between newly initi-
ated motors are exponentially distributed with average time . As the motors move into
the system, those motors that happened to have a roadblock bound ahead will start in-
ducing peloton-forming traffic jams. For convenience we here call these jams proto-
pelotons, and they will grow until all motors between roadblocks are absorbed into one
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peloton. Once all motors are collected into pelotons, we will refer to these as the fully
formed pelotons. We here set out to determine the nature of this peloton formation, and
what effects it has on both motor and roadblock density profiles.

In all the expressions below, the superscript ‘in’ refers to the first site after the initi-
ation site for which x = 0. For a roadblock to bind to the first site after a motor just left,
the motor first has to take δrb steps and then a roadblock has to bind, all before another
motor initiates. Considering the splitting probabilities for each step, we can write the
probability of a roadblock binding between two motor initiation events as

p in =
(

1

1+kinτ
in
m

)δrb 1

1+kinτ
. (3.25)

Here τin
m is the average time it takes a motor to take a step at the start of the track,

τin
m = 1−p in

kip
+ p in

ktp
. (3.26)

The definition of the slow initiation regime implies τin
m ¿ 1/kin, and Equation 3.25 can

be simplified as

p in = e−δrbτ
in
mkin

1+kinτ
. (3.27)

Equation 3.26 and 3.27 can be used to solve for p in explicitly in the steady state,

p in =Λ−1W

(
kinτ

1+kinτ
δrbΛe−kinδrb/kip

)
, Λ=

(
1

ktp
− 1

kip

)
1

τ
, (3.28)

where W is the Lambert W function. In the limit of low initiation rates we can write

p in = 1

1+kinτ̃
, τ̃= τ+δrb/ktp. (3.29)

Next we calculate the typical time it takes for n∗
p motors to aggregate into a peloton.

Let ∆x be the typical distance that the proto-peloton back end moves between two mo-
tors joining (Figure 3.7). From the geometry of typical times and distances sketched in
the kymograph of Figure 3.7, we can write

∆t kip =∆x

〈g 〉in
ip = ktp

kip−ktp(
1/kin +δm/kip +∆t

)
ktp =∆x +δm +〈g 〉in

ip

 ⇒ ∆x = 1

kinτΛ
−δrb, (3.30)

where Λ is given in Equation (25). In the last step above, we used the fact that we
are considering the slow initiation regime, kin ¿ kip,ktp. Proto-pelotons grow as more
and more motor catch up, and again ignoring correlations, the final size n∗

p of a proto
peloton is geometrically distributed as
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P (n∗
p) = p in(1−p in)

np*−1 ⇒ 〈n∗
p〉 = 1/p in. (3.31)

Here the first factor in the probability function accounts for the probability of having
a roadblock in a gap, and the following factors accounts for the probability of having
no roadblocks in the preceding n∗

p −1gaps. The probability that a proto-peloton is still
growing at position , or equivalently the probability that n∗

p > x/∆x, is then given by

Pgrow(x) = ∑
np*>x/∆x

p in(1−p in)
n∗

p−1 = (1−p in)
x/∆x

. (3.32)

Letting 〈np(x)〉 be the size of the average proto-peloton at a distance from the initiation
site, we can now write down the discrete evolution equation 〈np(x +∆x)〉 = 〈np(x)〉+1 ·
Pgrow, with 〈np(0)〉 = 1, giving

〈np(x)〉 =
x/∆x∑
n=1

(1−p in)
n +〈np(0)〉 = 〈n∗

p〉−
[
〈n∗

p〉−1
]

e−x/xp , xp =−∆x/ln
(
1−p in)

.

(3.33)
Though strictly only true for x in multiples of ∆x, we take the above equation to be valid
for any position x ≥ 0.

The macroscopic effects of peloton formation

We now turn to calculate how the gradual growth of the proto pelotons impacts the
motor density and velocity. The motor number density ρm(x) at any position x is defined
as the fraction of time that a site is occupied by (say) the front of a motor. The proto-
peloton size at position x tells us that the fraction 〈np(x)〉pin motors take an average
time 1/ktp to step, while the rest take 1/kip, giving the average stepping time

τm(x) = 〈np(x)〉p in

ktp
+ 1−〈np(x)〉p in

kip
, τm(0) = τin

m. (3.34)

The total time T between the seeding of two pelotons (Figure 3.7) averages over peloton
sizes to

〈T 〉 = 〈n∗
p〉

(
1/kin +δmτ

in
m

)
. (3.35)

The fraction of time that the track is occupied by motors at position x is then

ρm = 〈np〉τm(x)

〈T 〉 = τm(x)

1/kin +δmτ
0
m

= ρ∗
m + (ρin

m −ρ∗
m)e−x/xp (3.36)

where the ρ∗
m denotes the motor density where the proto pelotons have fully formed.

The average motor hopping rate can similarly be written as

km(x) = p in〈np(x)〉ktp + (1−p in〈np(x)〉)kip = k∗+ (k in −k∗)e−x/xp . (3.37)

Though true for the TASEP, note that here the average motor hopping rate (Equation
3.37) is typically not the same as the average velocity v(x) = τ−1

m (x) in our system. With
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the velocity defined this way, it satisfies the standard relation J = ρm(x)v(x) where J =
〈np〉∗/〈T〉 is the flux of motors.

In Figure 3.7 we indicate the times and positions where there typically are roadblocks
in pink. Moving away from the initiation site, the fraction of time a site is occupied by
roadblocks grows because motors that have not yet caught up with a proto peloton move
faster than the proto pelotons themselves. The moving front of equilibrating roadblocks
(intersection of white and pink region in Figure 3.7) is typically offset with respect to the
last motor of the peloton by a distance δrb (see dashed square in Figure 3.7). Taking the
offset δrb into account, Equation 3.32 implies that a fraction Pgrow(x +δrb) of the proto
pelotons is still evolving when the front of equilibrating roadblocks is at position x. The
increase of the average time a site at position x (see Figure 3.7) is occupied by a roadblock
then grows with distance as

trb(x +∆x) = trb(x)+ (
1/ktp −1/kip

)
∆xPgrow(x +δrb), trb(0) = 1/kin. (3.38)

This expression can be summed in the same manner as we previously summed to solve
for 〈np(x)〉 in Equation 3.33, yielding

trb(x) = [
1/ktp −1/kip

]
∆xe−δrb/xp

(
〈n∗

p〉−1
)(

1−e−x/xp
)+1/kin. (3.39)

The total fraction of time a site is covered by roadblocks is now

ρrb(x) = ρeq
rb

trb(x)

〈T 〉 = ρ∗
rb − (ρin

rb −ρ∗
rb)e−x/xp . (3.40)

Relative changes are often easier to measure experimentally than absolute changes,
therefore we here also give the relative changes in velocity and density at the beginning,
and compared to well after the pelotons are formed

ρ∗
m −ρin

m

ρ∗
m

= (1−p in)

(
1− ktp

kip

)
,

v∗− v in

v∗ =−(1−p in)

(
kip

ktp
−1

)
,

ρ∗
rb −ρin

rb

ρ∗
rb

= 1

1+ p in

1−p in
∆x+δm
∆x ·eδrb/xp

.
(3.41)

To have an appreciable motor density and velocity evolution, we need only the typical
peloton to have a size of a few motors. In the limit of low initiation rates, the above can
be written as

ρ∗
m −ρin

m

ρ∗
m

= kinτ̃

1+kinτ̃

(
1− ktp

kip

)
,

v∗− v in

v∗ =− kinτ̃

1+kinτ̃

(
kip

ktp
−1

)
,

ρ∗
rb −ρin

rb

ρ∗
rb

= kinτ̃

eδrb/xp +kinτ̃
.

(3.42)

We see that relative changes along the track grow in magnitude with the initiation rate,
but that the effect saturates around kin = 1/τ̃ for motor-density and velocity changes,
while the roadblock density saturates later, around kin = eδrb/xp /τ̃. Interestingly, we see
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that the total shift in motor density and velocity along the track is set solely by the ratio
of motor stepping rates with and without roadblocks ahead.

1/kin

∆x

δm

ktp

T
kip

δrb

trb(x)

Position x

Ti
m

e

1/kin

δm/kip

∆t

∆x

gip

δm

Figure 3.7: A schematic kymograph of the system with open boundary conditions. Motors (grey) initiate on the
left side of the lattice, with an initiation site free of roadblocks. As motors travel into the system, their speed
depends on if there is a roadblock (pink) ahead of them. With a roadblock ahead, the motor speed is ktp, while
without roadblock ahead it is kip. The typical time that a roadblock at position x is bound before being evicted
by the next peloton is given by trb(x). The right figure is a magnification of the region defining∆x, which is the
typical distance a motor travels to catch up with the proto peloton since the last motor caught up.

3.4.7. BURSTS FROM TERMINATING PELOTONS
The peloton-forming dynamics of our model will manifest as burst of motor activity if
viewed from a specific position (for example the transcription-termination site). Using
the average velocity of the system, we can translate the average gap-sizes to average time
gaps between motors arrivals

τip =
〈g 〉ip +δm

v
, τtp =

〈g 〉tp +δm

v
. (3.43)

Letting ktr be the rate of reaction when the process is in the on state, koff be the rate at
which the system transitions to the off state, and kon be the rate at which the system tran-
sitions back to the on state, we can relate our first-principles model to the phenomeno-
logical two-state model traditionally used to describe transcriptional bursts (Figure 3.4
C) [53]. As both models generate double exponentials, we relate them to each other by
equating the time constant and the corresponding relative probabilistic weight. Since
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we are interested in describing transcriptional bursts, we here consider the limit where
the two-state model gives clearly separated bursts, kon ¿ koff +ktr. In this limit we have,
to leading order in kon,

p = koff

koff +ktr
, τip = 1

koff +ktr
, and τtp = 1

kon

(
1+ koff

ktr

)
. (3.44)

The relations in Equation 3.44 can be inverted to give

ktr = 1−p

τip
, koff =

p

τip
, and kon = 1

(1−p)τtp
. (3.45)

For the bulk we can in principle calculate the corresponding two-state model using
Equation 3.9, though this state is likely never reached. The physiologically more interest-
ing situation is just after the initial pelotons have fully formed. The relative probability
of a gap being between pelotons is then (see Equation 3.29)

p = p in = 1

1+kinτ̃
. (3.46)

Once the initial pelotons have formed beyond xp, we know that the average velocity is
ktp, and we have

〈g 〉∗ip = ktp

kip −ktp
⇒ τ∗ip = 1

kip −ktp
+ δm

ktp
. (3.47)

The trans-peloton gaps can be written as (see Figure 3.7)

〈T 〉 = τ∗tp +τ∗ip
(〈np〉∗−1

)
⇒ τ∗tp = 〈T 〉−τ∗ipkinτ̃=

(
1

kin
+ δm

ktp

)
+

(
1

kin
− 1

kip −ktp

)
kinτ̃

(3.48)

Combining Equations 3.45-3.48 we have

ktr = kinτ̃

1+kinτ̃

1

τ∗ip
, koff =

1

1+kinτ̃

1

τ∗ip
, and kon = 1+kinτ̃

kinτ̃

1

τ∗tp
. (3.49)

In the main text we are interested in the case where motors are large and the initiation
rate is low compared to motor stepping rates. In this limit we have

ktr = kinτ̃

1+kinτ̃

ktp

δm
, koff =

1

1+kinτ̃

ktp

δm
, and kon = 1

τ̃+ kinτ̃
1+kinτ̃

δm
ktp

≈ 1

τ̃
. (3.50)

Here the approximate relation should be valid in the case of transcription through nu-
cleosomes as here the roadblock are substantially larger than the motors, and τ̃ is con-
sequently substantially larger than δm/ktp.
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3.4.8. MONTE CARLO SIMULATIONS
We validate our heuristic arguments using a random-sequential-update Monte Carlo
scheme with fixed time step d t to simulate our model. During a Monte Carlo step on
a lattice of size L+1 there are L+1 possible events: all the motors on the lattice can make
a step forward, bound roadblocks can unbind, roadblocks in solution can bind to an
empty lattice site, and a motor can bind at the start of the lattice. The time step is chosen
small enough that the probability of any event occurring with rate k in a time d t can be
approximated as kd t . In our simulation kip is the fastest rate, and we choose kipd t = 0.1.
We verified that our results are robust towards changes in d t . Without roadblocks, the
time to equilibration for periodic systems scales with the system size as L3/2 [28]. With
roadblocks, the time to equilibration is expected to be larger due to the slow peloton
dynamics. For the simulations with periodic boundary conditions we waited L2/d t it-
erations for the system to reach steady state and let simulations run a total amount of
10L2/d t iterations, and checked that the peloton size did not change for longer equili-
bration times. The velocities presented in Figure 3.5 and 3.6 are calculated by averaging
over the instantaneous hopping rates of the motors.
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4
PRINCIPLES OF HISTONE

REPLACEMENT IN THE WAKE OF A

TRANSCRIBING RNAP

DNA is covered by histone proteins and other DNA binding proteins that ensure genome
integrity, but also have to provide access to transcription and replication machinery. To
fulfill both tasks, histones are dynamic proteins that can be modified or replaced, de-
pending on regulatory processes in the cell. Transcription is often tightly coupled to re-
placement of histones by other histone variants or DNA binding proteins, but the under-
lying mechanism has never been examined in detail. Using a theoretical model of RNA
polymerases transcribing a gene with two competing proteins, we show that transcrip-
tion activity can spontaneously change the relative density of DNA binding proteins. The
change in protein occupancy forms a memory of transcription activity that depends both
on the equilibration time and the size difference of the competing DNA binding proteins.
Our model gives testable predictions for a mechanism of transcription-coupled chromatin
changes on many types of genes and in many different organisms.
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54 4. PRINCIPLES OF HISTONE REPLACEMENT IN THE WAKE OF A TRANSCRIBING RNAP

4.1. INTRODUCTION
Coverage of DNA by histones is essential for protection of DNA against radiation, as well
as for structuring DNA for gene regulation [1]. Other then protecting DNA, histones are
essential for transcription regulation and there is a variety of processes that regulate ac-
cessibility to replication and transcription machinery. Over the coding region of active
genes there is an increased histone turnover [2–5] and histones are reorganized [6, 7].
Furthermore there are many examples where the relative occupancy of DNA binding
proteins changes and (part of) the histone is replaced by more dynamic proteins. The hi-
stone variant H3.3 for example accumulates on active chromatin [8, 9] while histones are
replaced by the smaller and more dynamic HMG box proteins on the highly transcribed
ribosomal genes [10]. Though initial replacement of histones is fast, the equilibrium
coverage is not directly restored after transcription stops. Instead both H3.3 and HMG
box proteins are only removed during cell division [11, 12], thereby constituting a long
memory of transcription activity that distinguishes genes that have been activated from
silent loci [13]. The exchange of nucleosomal histones by new variants lowers chromatin
stability, making it more permissive to transcription, while ensuring chromatin integrity
on actively transcribed genes [9].

In higher organisms, transcription elongation is associated with the replacement of
the histone variant H3 with H3.3 [13–15] and HMG box protein does not bind without
transcription [12]. These observations suggest that histone replacement and turnover
takes place in the wake of passing polymerase that evicts DNA binding proteins, thereby
freeing up space for other protein species to bind [8, 9, 16] (Figure 4.1 A and B). Though
this mechanism can explain why histone replacements are tightly coupled to transcrip-
tion, it has not been studied whether additional regulation is necessary for the observed
protein exchange and the memory of transcription activity and what the requirements
are on protein binding dynamics.

To elucidate the conditions for histone exchange in the wake of a transcribing poly-
merase we studied a minimal theoretical model of transcribing polymerases evicting two
competing DNA binding proteins. We focus our analysis on three different physiologi-
cally relevant scenarios: two competing DNA binding proteins with an equal footprint
(for example H3 competing with H3.3), protein complexes that bind in steps (histone
octamers) and two proteins with different footprints (for example a histone and HMG
box protein).

We show that the relative occupancy of DNA binding proteins on the DNA is con-
trolled both by the density and organization of polymerases along a gene. As described
in Chapter 3, polymerases spontaneously organize into pelotons during transcription. In
this chapter we show that histones, which are evicted in steps [17], are efficiently evicted
on heavily transcribed genes in the presence of peloton formation. Further, histones
are replaced in the wake of a passing polymerase by histone variants that bind faster or
by smaller proteins such as HMG box protein. Interestingly, the memory of transcrip-
tion activity depends on the relative size of competing DNA binding proteins, giving an
unforeseen function for the footprint of small proteins like HMG box protein as com-
pared to a histone. The dynamic replacement of histones during transcription is a ro-
bust mechanism, independent of specific regulatory factors, that can explain both the
fast replacement of histones during transcription and the long memory of transcription
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activity, making it a plausible mechanism for transcription-coupled chromatin changes.

4.2. RESULTS

4.2.1. A GENERAL MODEL FOR TRANSCRIPTION THROUGH TWO COMPET-
ING DNA BINDING PROTEINS

Transcription and the interaction of polymerases with nucleosomes and other obstacles
can be modeled by extending the Totally Asymmetric Simple Exclusion Process (TASEP)
[18] to include one [19] or multiple ([20],[21]) obstacles along the track. To model tran-
scription and two competing DNA proteins, we extended the TASEP further to include
two types of obstacles (Figure 4.1 C), A and B, that compete for space with polymerases.
On bare DNA, polymerases elongate with rate kt and they initiate with rate kin when the
promoter is empty. The binding and unbinding rates for the DNA binding proteins are
kA,B

b and kA,B
u respectively and a polymerase is slowed down to a rate kA,B

t when it faces
a region of equilibrated protein coverage. The proteins occupy δA,B base pairs and the
polymerase δm base pairs. Since the initiation site, the promoter, is typically free of nu-
cleosomes on active genes [22, 23], the proteins in our model cannot bind to the first δm

lattice sites.
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Figure 4.1: A model for competing DNA binding proteins interacting with RNA polymerase on a gene. A) An
example of a situation where part of a protein is evicted by RNAP: the replacement of H3.3 histones by H3 his-
tones during transcription. B) An example of a situation where large proteins are replaced by smaller proteins
during transcription: HMG box protein replaces histones on ribosomal genes [10]. C) The complete model with
all the parameters. For clarity we only labeled the rates of roadblock species A. D) Kymographs of polymerases
(black) interacting with one or two DNA binding proteins. Motors initiate on the left and roadblock shadows
can be seen as the absence of proteins behind the motors (white). In the left panel, there is only one type
of protein (blue) and motors spontaneously form pelotons due to non-specific interactions with roadblocks,
as described in Chapter 3. The results were obtained using Monte Carlo simulations (see the Supplementary
Material) with parameters kip = 1/s, kb = 1/s, ku = 10−6, kdyad = 0.12, kin = 0.001, δrb = 25 and δm = 35. In
the middle panel, we added a second smaller (red) protein which delays binding of the larger (blue) protein,
the chosen parameters are: δrb = 5, ks

b = 1 and ks
u = 0.4. The small red proteins only hinder binding of the

large ones, but do not slow down the polymerase: ks
tp = kip. In the right panel, the unloading rate of the small

protein has been decreased, such that the larger blue one does not have time to bind between passing motors.
Since the small red proteins form no obstacle to the polymerase, the pelotons have disappeared. E) Illustration
of the relevant effective parameters in the system. After proteins are evicted by a passing motor, the protein
density relaxes over two time scales, after a time τ1 the density is ρ1 and after a time τ2 the density is equi-
librated to ρ2, Equation 4.1. The average density of proteins depends on the distance between pelotons, T,
and the fraction of time between pelotons occupied by proteins, trb, Equation 4.3. The times between passing
polymerases are translated to distance through the polymerase speed, v .
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4.2.2. REBINDING DYNAMICS OF TWO COMPETING PROTEINS AFTER POL

PASSAGE
A qualitative discussion of protein binding already reveals that the model in Figure 4.1
C can lead to a change in relative occupancy of the two competing proteins. After the
proteins are evicted by a polymerase, their binding to the DNA equilibrates with one or
multiple relaxation time scales. If the proteins were to relax over a single time scale, the
relative density would not change and such a process could not explain the shift in occu-
pancy as seen after transcription activation. Consider therefore two competing proteins
for which the joined relaxation can be described by two well-separated relaxation time
scales, τ1 and τ2. After eviction of both proteins at t = 0 by a polymerase, the proteins
will compete for space on the DNA and the protein density over time can approximately
be written as

ρ(t ) =


0, 0 ¿ t ¿ τ1

ρ1, τ1 ¿ t ¿ τ2

ρ2, τ2 ¿ t .

(4.1)

Here ρ1,2 = (ρA
1,2,ρB

1,2) is a vector containing the respective densities of the two pro-
teins, τ1 is the relaxation time into the meta-stable state with density ρ1 and τ2 is the
total equilibration time, setting the duration of memory of transcriptional activity on
the gene. The protein densities and the relaxation times are functions of the dissocia-
tion constants, binding rates and the sizes of the proteins as will be specified later in this
chapter.

During transcription, the time between two passing polymerases sets what density
the roadblocks have time to relax to before being evicted again. If this time is smaller
than τ2, the proteins do not have time to equilibrate between two passing polymerases,
resulting in a steady-state occupancy of DNA binding proteins that depends on tran-
scription intensity. When transcription levels are even higher, such that the average time
between passing polymerases is smaller than τ1, the gene would be cleared of proteins.
Before quantifying how the protein densities depend on the initiation rate, we first make
several simplifications to the model.

4.2.3. PHYSIOLOGICAL LIMITS OF THE MODEL
The competitive binding of proteins with different sizes to DNA is a complicated prob-
lem with a long history [24]. Adsorption of two proteins with different sizes has been
studied [25] as well as adsorption and desorption of a single protein [26], but the full dy-
namics of proteins with different sizes that associate and dissociate from a lattice has yet
to be solved. Including transcription complicates the problem even further. To narrow
down the problem, we here explore the physiologically relevant limits.

First, since a change in relative occupancy will only occur if the proteins equilibrate
over multiple time scales, we only consider equilibration over two well-separated time
scales.

Second, since the halflife of histones and HMG box protein is longer than cell cycle
(Table 4.1) we only consider small unbinding rates, kub ¿ kb, such that the equilibration
time τ of a single protein is effectively set by the binding time, τ≈ 1/kb.
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Third, nucleosomes and other DNA binding proteins rebind quickly after eviction
by a passing RNAP [5], which results in a regular packing with high packing densities
behind a polymerase [27]. Other mechanisms such as sliding of nucleosomes, or coop-
erative binding of HMG box proteins [28] also ensure regular spacing and high packing
densities [29]. We model the fast rebinding and dense packing by dividing the lattice into
sections with the size of the DNA binding proteins, and let proteins equilibrate to each
section. For a comparison of our model to other models of proteins binding to DNA, see
the Supplementary Material.

Fourth, the distribution of RNAPs along a gene depend on the strength of the inter-
action between RNAP and the proteins (chapter 3. If proteins form weak obstacles, they
can be ignored. We assume that at least one of the DNA binding proteins slows down a
polymerase significantly, ktp/kt < 0.5, which applies to nucleosomes (Table 4.1).

Lastly, we only consider initiation-limited systems. The TASEP has multiple phases
that depend on the initiation and termination rate, but transcription is typically in the
initiation-limited phase [30], which means that the initiation rate controls the output.
Within the initiation-limited phase, we consider the limit where initiation is low enough
that polymerases do not hinder each other during initiation. As discussed in the follow-
ing sections, the solution in this limit gives good predictions, even for initiation rates that
are considered high for physiological conditions, while strongly simplifying the solution.

Further note that all the binding rates in the main text are effective binding rates
per binding site with units (s−1), accounting for protein concentration and remodeling
factors. The dissociation constants are unitless and defined as the ratio of the unbinding
rate and the effective binding rate.

4.2.4. RNAP PELOTON FORMATION
To calculate the occupancies for both proteins on the DNA we need to know the typical
time between two passing polymerases, which is determined by the speed of a poly-
merase and the gap sizes between polymerases. For typical transcription rates, at most
one polymerase occupies a gene at a time [31] such that the time between passing poly-
merases is set by the initiation rate. For high transcription levels where multiple poly-
merases transcribe the same gene at a time, one would naively expect distances between
polymerases to be geometrically distributed when initiation is exponentially distributed
[32]. However, polymerases self-organize into pelotons as they move along a gene and
are slowed down by and evict proteins through non-specific interactions [20, 21] (Figure
4.1 D left panel). For two competing species of DNA binding proteins, polymerases can
also form pelotons, see the kymograph in Figure 4.1 D middle panel. We refer to [21]
and chapter 3 for an extensive discussion on peloton formation and here only outline
the argument, starting with the solution for a single protein species.

4.2.5. GENERAL SOLUTION FOR PROTEIN COVERAGE DURING ACTIVE TRAN-
SCRIPTION IN THE PRESENCE OF ONE PROTEIN SPECIES

Consider RNAPs that initiate with a rate kin. Some RNAPs will have an obstacle right in
front of them when initiating, such that they elongate with a slow rate kA

t and evict DNA
binding proteins. When the next RNAP initiates before a protein can rebind, it hops
with a faster rate kt. The fast motor will catch up with the slow one, forming a peloton
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(Figure 4.1 D left panel). As pelotons form along the gene, the average RNAP speed goes
down, and therefore the RNAP density goes up. Since the distance over which pelotons
are formed is small compared to a gene length (Figure 4.1 D) for physiological rates we
ignore this regions effect on the overall density.

Polymerase pelotons are separated by DNA binding proteins and the average protein
density on the lattice depends on the typical time between two passing pelotons that a
site is occupied by proteins, trb, and the total time, T , between passage of two pelotons
(Figure 4.1 E),

〈ρ〉 ≈ ρeqtrb/T. (4.2)

Here T and trb depend on the parameters of the model (see Equation 4.15 and 4.18 re-
spectively in the Supplementary Material). The average protein density in Equation 4.2
decreases with an increasing initiation rate or decreasing polymerase speed, since more
polymerases exclude proteins. More interestingly, the protein coverage goes up when
the polymerase density remains the same, but the peloton size increases, because there
is more space between pelotons for proteins to bind. The peloton size changes indepen-
dently of the polymerase density when the protein binding rate kb decreases or when
the protein size δrb increases (see the Supplementary Material).

4.2.6. GENERAL SOLUTION FOR PROTEIN COVERAGE DURING ACTIVE TRAN-
SCRIPTION IN THE PRESENCE OF TWO DNA BINDING PROTEINS

For two protein species, the solution is very similar as for one protein species, except
that the composition of proteins between pelotons changes over time. For high enough
initiation rates, when trb is less than τ2 −τ1, protein densities only relax to the interme-
diate density ρ1 while for lower initiation rates, there is a mix of ρ1 and ρ2. Hence, the
average density of DNA binding proteins is given by

〈ρ〉 ≈
{
ρ1trb/T, trb +τ1 < τ2(
ρ1(τ2 −τ1)+ρ2(trb +τ1 −τ2)

)
/T, trb +τ1 ≥ τ2

(4.3)

where 〈ρ〉 = (〈ρA〉,〈ρB〉) is a vector containing the average densities of the two protein
species.

The average density in Equation 4.3 depends on the polymerase speed. In the pres-
ence of obstacles the velocity of pelotons is limited by the front motor [20, 21], such that
the average velocity of a peloton is the same as the velocity of a single polymerase that
is hindered by roadblocks. Unequal eviction rates for the two proteins gives highly com-
plex dynamics as the speed of a peloton depends on the distance to the next peloton.
However, when one of the proteins barely hinders the polymerase, or when the protein
binding is much slower than the time for a polymerase to clear enough space for a pro-
tein to bind, we can still give an accurate description (see the Supplementary Material).
When the eviction rates are equal, kA

t = kB
t , and unbinding rates are low, such that equi-

librated proteins have a density close to one, we can write [20] (see the Supplementary
Material)
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v ≈ kA
t (4.4)

Apart from the velocity, the average protein densities in Equation 4.3 also depend on the
densities and relaxation time scales that were introduced in Equation 4.1. In the follow-
ing sections we give those quantities in three physiologically relevant situations: proteins
that bind in steps, transcription in the presence of competing equally sized proteins and
competing proteins with different sizes.

4.2.7. TRANSCRIPTION IN THE PRESENCE OF COMPETING DNA BINDERS

OF EQUAL SIZE.
Consider two equally sized competing DNA binding proteins, Figure 4.2 A, which could
correspond to, for example, two nucleosome variants with different binding properties
or a nucleosome dimer competing with a transcription factor [33, 34]. The relaxation
dynamics of protein binding behind the polymerase is given by

ρ(t ) =−ρ1e−(t−δr b /v)/(τ1−δr b /v) + (ρ1 −ρ2)e−(t−δr b /v)/(τ2−δr b /v) +ρ2. (4.5)

An example of Equation 4.5 is plotted in Figure 4.2 B. For short times after eviction,
the faster binding red species dominates, while in equilibrium the blue protein species,
which has a smaller dissociation constant, dominates. For well-separated relaxation
time scales τ1 and τ2 and the other approximation described in Section 4.2.3, Equation
4.5 can be approximated as in Equation 4.3.

The densities of the two proteins in equilibrium are given by

ρA,B
2 = 1/K A,B

D

1/K B
D +1/K A

D +1
, (4.6)

where K A,B
D are the dissociation constants of protein A and B respectively. The interme-

diate densities and relaxation times are reduced in the limit of large time scale separation
and for slow unbinding to

ρA,B
1 ≈

kA,B
b

kA
b +kB

b

(4.7)

τ1 ≈ (kA
b +kB

b )−1 +δrb/v, (4.8)

τ2 ≈
( kB

b

kB
b +kA

b

kA
u + kA

b

kB
b +kA

b

kB
u

)−1 +δrb/v, (4.9)

where the velocity, v , is given in Equation 4.4 and the full derivations are given in the
Supplementary Material. Since we here consider equally sized roadblocks, the roadblock
size δrb drops out when plugging Equations 4.8 and 4.9 into Equation 4.3, making the av-
erage density independent of the protein size. Equation 4.7 shows that the intermediate
densities and the shortest time scale τ1 are a function of the binding rates only, such that
the fastest rather than the strongest binder dominates for high transcription levels. This
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change in protein occupancy with transcription is illustrated in Figure 4.2 C. Initially
proteins are equilibrated, but after transcription starts, the occupancy quickly switches.
The protein occupancy then remains constant for a constant initiation rate, and after
transcription stops, the protein occupancy slowly relaxes to the equilibrated densities,
over a timescale τ2.

The two components of the density in Equation 4.3 are plotted in Figure 4.2 D as a
function of initiation rate together with Monte Carlo simulations. Since the relaxation
time scales are well separated, the intermediate densities are constant over several or-
ders of magnitude of the initiation rate. Note that, despite the complexity of the model
and our simplifying assumptions, we have a quantitative agreement between simula-
tions (dots) and calculations (solid lines).

A B

Start     Stop

C D

10-6 10-2Time(s) (s-1)

Figure 4.2: DNA coverage for transcription through two equally sized DNA binding proteins. A) Schematic of
the model with parameters. For clarity we only indicate the rates relating to the red roadblock species, A. B)
The evolution of the protein densities over time after eviction at t = 0, Equation 4.5. The horizontal bars are
the intermediate and equilibrium protein densities given by Equation 4.6 and 4.7 respectively. C) In equilib-
rium, the blue species dominates, while during active transcription, between ’start’ and ’stop’ the red species
dominates. When transcription ends, the equilibrium densities are restored. Blue and red dots are simulations
and the solid black line are analytical predictions from Equations 4.6, 4.7 and 4.9. The parameter values are:
kb,A = 0.01kt,KD,A = 0.01 (red), kb,B = 0.004kt,KD,B = 0.001(blue), ktA = ktB = 0.2kt,kin = 0.001kt,δrbA,B = 1.

D) Protein densities for proteins that occupy one lattice site with kA
b = 0.01kt,K A

D = 0.01 (red) and kB
b =

0.004kt,K B
D = 0.001 (blue). The roadblocks are evicted by a passing motor with rate ktA = ktB = 0.2kt.

4.2.8. TRANSCRIPTION IN THE PRESENCE OF PROTEINS BINDING IN MULTI-
PLE STEPS

Histones assemble in steps: first two H3-H4 dimers form a tetrasome on the DNA, then
two H2A-H2B dimers attach to form the complete histone octamer [36]. RNAP also evicts
histones in steps: a single RNAP evicts an H2A-H2B dimer [43] while a trailing RNAP can
evict the remaining hexamer [17]. The model needed to describe proteins that bind in
steps is different from the one needed for two competing proteins. For the latter, a pass-
ing polymerase always leaves behind an empty lattice site, while the type of protein be-
hind an RNAP for two-step binding and eviction depends on the distance to the RNAP
ahead. When the distance is large enough for a dimer to have time to rebind, the trail-
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Table 4.1: Properties of DNA binding proteins and transcription

Microscopic parameter Value Citation
Binding H2A/H2B dimer 2-10 minutes [35, 36]
Residence time H2B >60 min [37]
Nucleosome with linker DNA 167 bp [38]
Memory ribosomal genes > 6 hours [12]
kb H3 histone < 1 minute [36]
halflife chromatin bound H3.3 histone (flies) 24 hours [8]
halflife chromatin bound H3 histone (mice) > 100 days [39]
halflife HMG chromatin bound HMG > cell cycle [12]
Footprint HMG 26 bp [40]
Footprint RNAP 35 bp [41]
Footprint nucleosome + linker DNA 167 bp [38, 42]
Transcription intensity (yeast) 10−4-0.05/s [31]

ing RNAP encounters a full histone and once again only evicts a dimer, but when two
RNAPs follow closely, the trailing RNAP encounters a hexamer and leaves behind bare
DNA (Figure 4.3 A).

However, under physiological conditions, transcription in the presence of histones
effectively reduces to the model with only one obstacle. Hexamers rebind fast behind
a transcribing polymerase, such that we can neglect the time that DNA is bare between
pelotons. The transcription dynamics for histones that bind in steps is also similar as for
only one obstacle. Since hexamers form less strong obstacles than full histones [17], the
RNAP in front of a peloton, which faces full histones, always limits the speed of the rest
of the peloton and pelotons are stable, see the kymograph in Figure 4.3 B where we used
experimentally observed dimer and hexamer binding rates, Table 4.1.

The velocity of a peloton is v = kdimer
tp , with kdimer

tp the eviction rate of a dimer. In a nu-
cleosomal region, the nucleosome dyad forms the largest obstacle to transcription [44],
therefore polymerases in our model are only slowed down at the center of a protein and
evict that protein with rate kdyad, in such a way that the average rate in a nucleosomal

region equals kdimer
tp , kdimer

tp = δrb/((δrb −1)/kt +1/kdyad).
The equilibration time and intermediate densities for hexamers can be approxima-

ted with

τ= δrb/v +1/kdimer
b +1/khexamer

b , (4.10)

(ρhexamer
1 ,ρhistone

1 ) = (1,0), (ρhexamer
2 ,ρhistone

2 ) = (0,1), (4.11)

where τ is the time in which full histones are formed after eviction and kdimer
b and

khexamer
b are the binding rate for dimers and hexamers respectively. Since histones have

long lifetimes (Table 4.1), we ignore unbinding. The densities of histones and hexamers
are ρhistone

i and ρhexamer
i respectively. Using Equation 4.2 and 4.11 we can calculate the

density of hexamers, dimers and empty lattice sites (Figure 4.3 C).
For moderate transcription rates, Table 4.1, there is a reduced occupancy of dimers,



4.2. RESULTS

4

63

while for high transcription rates both dimers and hexamers are depleted, agreeing with
in vivo observations [45]. Due to the formation of pelotons, histones are efficiently
evicted as soon as two or more polymerases occupy a gene. Further, the formation of
pelotons, leaves more space on the gene for histones to reassemble as compared to the
situation where RNAPs would be randomly spread over the gene. For high transcription
rates, the gap between pelotons decreases and the theoretical predictions and simula-
tions start to deviate (Figure 4.3 C). The time for a hexamer to rebind between two pelo-
tons is not negligible compared to the time that hexamers are bound, such that we can
no longer ignore the contribution of bare DNA to the overall density. Further, by only
taking into account the average gap between pelotons, we underestimate the number of
full histones for high transcription. For high transcription rates histone dynamics can
no longer be approximated as that of a single binding protein.

We can also calculate the dimer and hexamer density over time for a gene that is
switched on and off (Figure 4.3 D). When transcription stops, RNAP first has to reach
the end of the gene before histones can fully relax. Depending on the gene length, this
time can be comparable to the equilibrium time of dimers. For long genes, the time for
RNAP to reach the end of the gene has to be taken into account to determine the histone
relaxation time.
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Figure 4.3: Relative protein densities and motor velocity for proteins that bind in two steps. A) A blue pro-
tein (eg a dimer) binds on top of a red one (eg a hexamer). A polymerase encountering a fully formed protein
only evicts the blue protein, leaving behind a red one. A second passing polymerase evicts the red protein
leaving behind an empty lattice site. B) Kymographs of transcription through histones using parameters from
Table 4.1, generated using Monte Carlo simulations. Hexamers are shown in red and full histones in blue. In
the left panel, the eviction rate for hexamers and full histones is the same such that the RNAP in front of a
peloton often runs away from the peloton. In the right panel, full histones form stronger obstacles to tran-
scription than hexamers such that the speed of the RNAP in front of a peloton is rate-limiting and pelotons are
stable. The input parameters are kdimer

b = 0.02/s,kdimer
u = 10−6/s,khexamer

b = 10/s,khexamer
u = 10−6/s,kip =

10/s,kin = 0.01/s,kdimer
t = 2/s,khexamer

t = 2.5/s,δm = 35bp,δrb = 167bp C) Average density of full histones
(blue), hexamers (red) and bare DNA (black) as a function of the initiation rate. All rates are normalized by the
bare motor stepping rate, kt. Dots are results of Monte Carlo simulations and the solid lines are the theoretical
predictions in Equation 4.11 and [21]. The input parameters are kdimer

b = 0.02/s,kdimer
u = 10−6/s,khexamer

b =
10/s,khexamer

u = 10−6/s,kip = 10/s,kdimer
t = 2/s,khexamer

t = 4/s,δm = 35bp,δrb = 167bp D) Hexamer (red)
and full histone (blue) densities over time. The gene is turned on at t = 2e4 s and turned off at t = 4e4 s. The
input parameters are the same as in C) with an initiation rate of kin = 0.005/s.

4.2.9. TRANSCRIPTION IN THE PRESENCE OF COMPETING DNA BINDERS

OF UNEQUAL SIZE.
Histones do not only compete with other histone variants, but also with other protein
species with different sizes. HMG box protein, for example, has a footprint that is six
times smaller than that of a histone, Table 4.1. Consider therefore two roadblocks with
different sizes where the smallest roadblock is N times smaller than the large roadblock,
N ≥ 1 (Figure 4.4 A). To investigate the effect of size difference, we keep the binding
energy per base pair constant while scaling the dissociation constant of the small road-
block with N , εs = εl /N , where εs and εl are the binding energy for the small and the
large protein respectively. Equilibrium coverages are given by (see the Supplementary
Material)

ρs
2

ρl
2

= 1/K s
D(1+1/K s

D)N−1

1/K l
D

. (4.12)

For equally sized protein, Equation 4.12 reduces to Equation 4.6. Interestingly, Equa-
tion 4.12 shows that even when the binding energies per basepair are the same for the
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large and the small protein (see the Supplementary Material), the small protein will
dominate, because it has more ways to bind.

In the limit where the small protein species binds fast behind a passing polymerase
(1/ks

b ¿ δrb/v) and equilibrates between pelotons before a large one binds, the interme-
diate density and the smallest relaxation time scale (Equation 4.1) are respectively given
by

ρ1 = 1

1+K s
D

, τ1 = δs
rb/v. (4.13)

Full relaxation of two proteins with different sizes can be described by a birth death
process [46] (see the Supplementary Material). Though we could solve for the transcrip-
tion memory for arbitrary protein dynamics, we here are interested in the case in which
small proteins bind and equilibrate before the large protein attempts to bind. The time
until a large roadblock binds can then be approximated by

τ2 = (P0(N )k l
b)−1, (4.14)

where P0(N ) is the equilibrium probability to have zero small proteins bound at the
binding site of a large protein in the absence of polymerases (Supplementary Material)
and k l

b is the binding rate of a large protein. By combining Equation 4.3, 4.12 and 4.13 we
can plot the density of the small and large protein as a function of initiation rate, Figure
4.4 B, showing a good agreement between simulations and theory.

Interestingly the transcription memory for competing proteins with different sizes
increases with the size difference N (Figure 4.4 D), because N small proteins have to
unbind, before a large protein can bind (compare the two panels in Figure 4.4 C).
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Figure 4.4: DNA coverage and memory for transcription through DNA binding proteins with different sizes.
A) Schematic of the model, the blue protein is n times larger than the red. We here only consider the situa-
tion where the smaller protein binds first after eviction by a polymerase and the larger protein dominates in
equilibrium. B) The protein density for a protein occupying 1 lattice site (red) and a protein occupying 5 lat-
tice sites. Our theoretical predictions given in Equations 4.12-4.14 (solid lines) agree well with MC simulations
(dots). The parameter values for the simulation are: kt = 1/s, ks

b = 1/s, ks
u = 10−1/s, k l

b = 10−2/s, ks
u = 10−7/s,

ks
dyad = 0.3, ks

dyad = 0.3, k l
dyad = 0.125, δs

b = 1, δl = 3, δm = 35. Motors are only slowed down in the middle of a

protein (for the nucleosome that corresponds to the dyad), such that the average time to hop through a protein
is (δrb −1)/kt +1/kdyad and the average speed through large and small proteins is the same in this simulation.
C) The protein density over time for proteins that are equal in size (N = 1), or for proteins that differ a factor
three in size (N = 3). Initially, there is active transcription. Then, at Time=0, transcription stops and proteins
levels start to equilibrate. When the size difference between the two competing proteins is larger, equilibration
takes longer. D) The memory of active transcription for proteins that differ a factor N in size (τ2(N ) in Equation
4.14) divided by the memory for two proteins of equal size (τ2(N = 1) in Equation 4.14). Note that the y-axis
has a log scale. The binding rate and the energy per base pair are kept constant (Supplementary Material).

4.3. DISCUSSION
To understand the process of histone replacement in the wake of a polymerase, we in-
troduced a model of transcription through two competing DNA binding proteins and
proteins that bind in steps. We studied three types of transcription-coupled chromatin
changes : histone exchange, two-step histone eviction and assembly in steps and com-
petition of histones with smaller proteins. A central assumption in our model is that
relaxation of proteins after eviction happens over two well-separated time scales (Equa-
tion 4.1). Since initial rebinding of proteins after eviction by RNAP is typically on the
order of minutes, while spontaneous unbinding of proteins is on the order of hours or
even days (Tabel 4.1), the time scales τ1 and τ2 are indeed well-separated for compet-
ing protein species (Equation 4.7 and Equation 4.13). As a consequence, it is the fastest
or smallest binder that dominates first after histone eviction, rather than the strongest
binder. The relative occupancy of many DNA binding proteins can therefore be con-
trolled by changing the transcription rate. The binding time of hexamers and dimers is
both on the order of minutes, such that our predictions for step-wise binding of histones
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is less accurate. This is likely a cause for the discrepancy between theoretical predictions
and simulations for high transcription rates in Figure 4.3 C.

Interestingly, addition of a protein that binds faster, delays binding of the first pro-
tein, giving a longer memory of polymerase passage (compare Figure 4.1 D left and mid-
dle panel). A memory of transcription activity could also have been achieved by having
only one protein species with very slow equilibration. However, adding a second protein
has the advantage that it allows for both a long memory of transcription, large τ2, and a
high coverage and integrity of the DNA, small τ1, (Equation 4.1). Furthermore, the mem-
ory for two competing proteins in the limits discussed in this chapter is long as long as
unbinding is slow, independent of the protein concentration, which makes the memory
robust against protein fluctuations in the cytosol.

Below we discuss the implications of our results.

4.3.1. CHROMATIN CHANGES DUE TO POLYMERASE EVICTION ARE FAST AND

SPECIFIC
Changing the relative occupancy of DNA binding proteins can be achieved through sev-
eral mechanisms: changes in protein concentration or protein binding properties result
in a different (equilibrium) stoichiometry, while exchange in the wake of the polymerase
results in a temporary switch in relative occupancy, while the equilibrium coverage re-
mains the same.

Concentration changes depend on the slow reorganization of proteins (Equations
4.9, 4.11 and 4.14) as the equilibration time for DNA binding proteins is often longer
than the cell cycle, Table 4.1. In contrast, for exchange in the wake of a polymerase,
the elongation and initiation rate of the polymerase set the reorganization time. There-
fore changes in protein occupation due to eviction by a polymerase is more specific and
faster than changes induced by varying the protein concentrations or nucleosome re-
modelers in the cytosol. Further transcription induced protein exchange changes allow
for gene specific changes as transcription factors can target one gene at a time, while
changes of concentrations or remodeling factors in the cytosol could easily target neigh-
boring genes.

There are multiple examples where the cell exploits the fast and specific exchange
in the wake of a polymerase. Eviction of a histone dimer leaves enough space for tran-
scription factors to bind and transcription triggers site specific binding of transcription
factors, like RSS proteins [34] essential for the adaptive immune system, or Rad26p, in-
volved in transcription-coupled DNA repair [33]. Interestingly, transcription coupled
binding of Rad26p involves transcription on non-coding genes, suggesting that consti-
tutive transcription of non-coding genes [47] could play a role in transcription factor
binding.

4.3.2. INCREASING ACCESSIBILITY OF DNA TO CRISPR-CAS USING TRAN-
SCRIPTION

The tight control of chromatin remodeling to transcription has a potential use in drug
targeting. The CRISPR-Cas system discovered in 2012 is part of the bacterial immune
system and is widely studied now as it allows for fast and specific gene editing [48]. How-
ever, in eukaryotes nucleosomes constrain CRISPR-Cas function [49, 50]. The access of



4

68 4. PRINCIPLES OF HISTONE REPLACEMENT IN THE WAKE OF A TRANSCRIBING RNAP

DNA to CRISPR-Cas has been increased experimentally using chromatin remodeling fac-
tors [49]. Targeted transcription activity could also swiftly and specifically increase the
accessibility of a gene by evicting dimers resulting in accessibility for several minutes,
Table 4.1, giving a possibly more specific gene targeting than chromatin changes due to
nucleosome remodelers only.

4.3.3. CHROMATIN CHANGES OF RIBOSOMAL GENES

The total production of ribosomal RNA accounts for more than half of the total amount
of transcripts produced. The high initiation rate and speed of Pol I and the structure of
ribosomal genes allow for such high transcription rates. Ribosomal genes exist in mul-
tiple chromatin states, open and closed, that correlate with transcription activity: open
genes are covered by High Mobility Group (HMG) box proteins, while closed genes form
a more dense structure with nucleosomes (reviewed in [10]). After transcription ends,
active genes do not immediately return to a closed chromatin state [12]. Our predictions
agree with these observations: proteins are only exchanged during active transcription
and there is a long memory of transcription activity (Figures 4.2 C, 4.3 D and 4.4 C). High
transcription results in competition between histones and HMG box protein. Even when
histones and HMG box protein assemble at a similar rate, HMG box protein dominates
on the DNA, because this protein has a smaller footprint, Table 4.1. The smaller size of
HMG box protein, allows for this protein to bind weakly, while preserving a long memory
of transcription. A more weakly binding protein likely hinders the polymerase less than
a nucleosome allowing higher elongation rates.

4.3.4. CONCLUSION AND OUTLOOK

By studying a theoretical model for transcription in the presence of two competing pro-
teins, we have shown that protein replacement in the wake of a transcribing RNAP is a
mechanism for fast and specific protein exchange that is tightly coupled to transcription.
Despite the complexity of the model, we are able to accurately predict protein densities
that we obtained from Monte Carlo simulations. Our predictions agree with the obser-
vations on transcription-induced chromatin changes as described in the introduction of
this chapter.
The model can be extended to m competing proteins and n relaxation time scales, giv-
ing more than two possible protein compositions on the DNA, depending on the initi-
ation rate. Such an extension of the model would make it possible to describe a wider
range of (biological) systems or give more accurate predictions for the systems discussed
in this chapter. For modeling the dynamics of protein exchange on ribosomal genes,
for example, we ignored that histones are evicted in steps. Full modeling of ribosomal
genes, would require at least three protein levels in Equation 4.3. For low transcription
the gene is occupied with complete nucleosomes, for intermediate transcription nucle-
osomes without dimers and for high transcription nucleosomes are evicted and replaced
by HMG box proteins.
Before extending the model, however, more detailed experiments are necessary to fur-
ther test the applicability of the model to transcription. A system with DNA curtains
would be ideal for testing the model as it provides a lot of control [51]. The protein den-
sities on DNA could me measured as a function of transcription intensity to test whether
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the predictions of our model agree quantitatively with experimental observations. Our
calculations show that, in theory, chromatin changes can be controlled by transcription
dynamics only, without changes in protein concentrations. Future studies can reveal to
what extend these predictions capture the in vivo dynamics for transcription-coupled
chromatin changes.
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4.4. SUPPLEMENTARY MATERIAL
We here give the derivations and arguments that were left out of the main text for clarity.

4.4.1. MODELING PROTEIN BINDING

Nucleosome formation is a complicated process as histones form in multiple steps [36]
and DNA is tightly bend. Yet, experiments have shown a single dominant time scale in
nucleosome formation [52, 53]. Models for protein binding to a lattice (DNA) often as-
sume that protein binding is reaction-limited and that the effective rate of protein bind-
ing to an empty lattice increases linearly with every added lattice site [24, 54]. For large
lattices, the effective binding rate for such models only weakly depends on the lattice
size, but for the small lattices, the scaling becomes unrealistic. If a lattice for example
has the size of the footprint of a histone and increases by only one basepair, the binding
rate doubles. Since the pieces of lattice between polymerases in our model can be small,
we here choose a scaling that depends more weakly on lattice size. By dividing the lattice
into binding sites with the size of the proteins, the effective binding rate naturally scales
with the lattice size as kb,e f f = kb N /L with N the size of the lattice (in base pair) and L
the footprint of a protein. This simple exponential relaxation to separate binding sites
will not capture the details of histone binding, but will result in high histone coverage as
observed in experiments.

4.4.2. PELOTON FORMATION

When RNAP evicts a DNA binding protein it takes time for the RNAP to clear enough
space for the protein to rebind and the protein has a finite binding time. Therefore there
is a region behind every RNAP that is depleted of proteins. Following [21] we refer to
this region as the roadblock shadow. A trailing RNAP at a distance less than the road-
block shadow experiences less hinder from DNA binding proteins and catches up with
the first RNAP to form a peloton. The size and stability of a peloton depends on the de-
tails of the system. Since histones have a large footprint, RNAPs attract each other from a
long distance resulting in large pelotons. Furthermore histones slow down RNAPs signif-
icantly, such that RNAPs form stable pelotons during transcription [21]. We here give the
expressions in the limit of strong peloton formation and refer to [21] for the full deriva-
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tions
To calculate the average density on a gene after pelotons have formed (Equation 4.3)

we need the typical time between two passing pelotons T and the typical time trb that
a DNA site is occupied by proteins between the passage of pelotons. When initiation is
slow enough such that motors do not hinder each other during initiation, τin

m ¿ 1/kin,
with τin

m the motor stepping time near the initiation site, we can write the total distance
between pelotons as:

T = 1/pin(1/kin +δmτ
in
m) (4.15)

τin
m = 1−p in

kt
+ p in

ktP
(4.16)

pin =
(
1+kinτ1

)−1
(4.17)

The typical peloton size is 〈np〉 = p−1
in . The average time a site is occupied by a road-

block between two passing polymerases is given by

trb = (1/kin −δm(1/ktP −1/kt))e−δrb/x∗
(1/pin −1)+1/kin (4.18)

x∗ = − 1

ln(1−pin)

( 1

kin(1/ktP −1/kt)

)
, (4.19)

where x∗ is the typical distance over which pelotons are formed and kP
t is the eviction

rate of the protein species that forms the strongest obstacle. For transcription, emptying
of a promoter by a previous polymerase is typically not rate limiting, k−1

in À δm/ktP such
that we can simplify Equation 4.18 further as

trb = (1/kin)(1/pin −1)e−δrb/x∗ +1/kin. (4.20)

Equation 4.20 and 4.15 can be plugged into Equation 4.3 in the main text to calculate the
protein densities.

4.4.3. THE AVERAGE SPEED
The average velocity can be obtained by averaging the RNAP speed over the protein den-
sities:

v =
{

(〈ρA
1 〉/kA

t +〈ρB
1 〉/kB

t + (
1−〈ρA

1 〉−〈ρB
1 〉

)
/kt)−1 , trb < τ2 −τ1

(〈ρA〉/kA
t +〈ρB 〉/kB

t + (
1−〈ρA〉−〈ρB〉)/kt)−1 , trb ≥ τ2 −τ1.

(4.21)

Since we assume low unbinding rates, the intermediate and equilibrium densities are
close to unity and Equation 4.21 reduces to Equation 4.4 in the main text for equal evic-
tion rates for both proteins, kA

t = kB
t .

There are two limits in which the solution in Equation 4.3 is accurate for two unequal
eviction rates, kA

t 6= kA
t . The first limit is when the fastest binding protein does not hinder

the polymerase significantly, kA
t ≈ kt. Then the system can be described by the equations

for one competing protein [21], with a protein equilibration time τ2. The second limit
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is when protein binding is much slower than the time needed for a polymerase to clear
space for a protein, τA,B À δrb/v , and the evictions rates for both proteins are similar
such that pelotons do not interact over the length of a gene. By combining Equation 4.8,
4.20 and 4.17 one can see that trb becomes independent of kA,B

t when the equilibration
time behind a polymerase, τ1 is dominated by the binding rates, kA

b +kB
b , rather than the

time needed for a polymerase to clear enough space for a protein, δrb/v .

4.4.4. EQUILIBRATION OF TWO EQUALLY SIZED DNA BINDING PROTEINS
Equilibration of two equally-sized proteins to a DNA binding site after eviction at t = 0
can be described by the master equation

d

d t

(
ρA

ρB

)
=

(−kA
b (1+K A

D) −kA
b

−kB
b (1+K B

D) −kB
b

)(
ρA

ρB

)
+

(
kA

b
kB

b ,

)
,

(
ρA

ρB

)
(t = 0) = 0 (4.22)

Which after solving gives the following solutions for the intermediate densities ρA,B
1

ρA
1 = ρA

2

√
(τ−1

A +τ−1
B )2 −4kA

b kB
b (K A

DK B
D +K A

D +K B
D)+τ−1

A −τ−1
B +2kA

b K A
D/K B

D

2
√

(τ−1
A +τ−1

B )2 −4kA
b kB

b (K A
DK B

D +K A
D +K B

D)
(4.23)

ρB
1 = ρB

2

√
(τ−1

A +τ−1
B )2 −4kA

b kB
b (K A

DK B
D +K A

D +K B
D)+τ−1

B −τ−1
A +2kB

b K B
D/K A

D

2
√

(τ−1
A +τ−1

B )2 −4kA
b kB

b (K A
DK B

D +K A
D +K B

D)
, (4.24)

where ρA
2 and ρA

2 are the equilibrium densities, Equation 4.6, and the equilibration times

of the individual proteins are τA,B = kA,B
b (1+K A,B

D ). The relaxation time scales are given
by

τ± =
(1

2
(τ−1

A +τ−1
B )± 1

2

√
(τ−1

A +τ−1
B )2 −4kA

b kB
b (K A

DK B
D +K A

D +K B
D)

)−1
, (4.25)

where τ+ = τ1 −δrb/v and τ− = τ2 −δrb/v . The relaxation time scales τ± are well sepa-
rated when

(τ−1
A +τ−1

B )2 À 4kA
b kB

b (K A
DK B

D +K A
D +K B

D) (4.26)

The intermediate densities in the limit of a large separation of equilibration time scales
(Equation 4.26) are given by

ρA
1 /ρB

1 (4.27)

= ρA
2

(√
(τ−1

A +τ−1
B )2 −4kA

b kB
b (K A

DK B
D +K A

D +K B
D)+τ−1

A −τ−1
B +2kA

b K A
D/K B

D

)
/ (4.28)

ρB
2

(√
(τ−1

A +τ−1
B )2 −4kA

b kB
b (K A

DK B
D +K A

D +K B
D)+τ−1

B −τ−1
A +2kB

b K B
D/K A

D

)
(4.29)

≈
(
τ−1

A K B
D +kA

b K A
D

)
/
(
τ−1

B K A
D +kB

b K B
D

)
(4.30)

≈ kA
b /kB

b , (4.31)
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where in the third line we assume a large separation of time scales (Equation 4.26) and
in the last line we took a zeroth order expansion in the two unbinding rates. The equi-
libration times in Equation 4.25 in the limit of a large time scale separation and slow
unbinding reduce to

τ+ ≈ (kB
b +kA

b )−1 (4.32)

τ− ≈
( kB

b

kB
b +kA

b

kA
u + kA

b

kB
b +kA

b

kB
u

)−1
, (4.33)

where we take Taylor expansions to leading order in the unbinding rates. The short equi-
libration time τ+ only depends on the binding rates, while full the full equilibration time,
τ−, also depends on rare unbinding events.

We can be more precise in how large the separation of time scales should be. Let n
be defined as n ≡ τ−/τ+ and rearrange terms using Equation 4.25, giving

τ− = nτ+ → (τ−1
A −τ−1

B )2 +4kA
b kB

b

(τ−1
A +τ−1

B )2
=

(n −1

n +1

)2
. (4.34)

A large separation of the time scales τ± implies that n À 1, such that ((n − 1)/(n +
1))2 ≈ 1. Equation 4.34 shows that two limits that give a large separation of time scales
are τA,B À τB,A and kA

b ,kB
b À kA

u ,kB
u .

A more precise requirement for n in Equation 4.34 is that there must be a time tint, at
which the densities are set by the intermediate densities. tint must be much larger than
τ+, but much smaller than τ− and we write tint = iτ+. We can now write a condition for
i and n using Equation 4.5:

ρ(iτ+) ≈ e−i /n(ρ1 −ρ2)+ρ2 ≈ρ1 (4.35)

⇒ ρA
2 (1−e−i /n) ¿ ρA

1 ,ρB
2 (1−e−i /n) ¿ ρB

1 (4.36)

The condition in Equation 4.36 is satisfied when i is much smaller than n, but how much
smaller depends on the ratios ρA

1 /ρA
2 and ρB

1 /ρB
2 :

ρ(iτ+) ≈ρ1 ⇒


10i ≤ n, ρA

2 ≤ ρA
1 ,ρB

2 ≤ ρB
1

10i

−Log
(

(1−ρA
1 /ρA

2 )
) ≤ n, ρA

2 < ρA
1

10i

−Log
(

(1−ρB
1 /ρB

2 )
) ≤ n, ρB

2 < ρB
1

(4.37)

Equation 4.37 gives sufficient conditions for the binding rates of the proteins, for there
to be a time τ+ ¿ tint ¿ τ− at which the density of proteins is given by the intermediate
densities, ρ1. In physiological conditions, both the intermediate and the equilibrium
densities are typically close to 1, such that the requirement 10i ≤ n is enough.
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4.4.5. EQUILIBRIUM COVERAGE OF COMPETING PROTEINS WITH DIFFER-
ENT SIZES

We here calculate the equilibrium coverage of small and large roadblocks to a lattice
with binding sites as described in the main text. Consider pieces of DNA with the size
of a large protein and N binding sites for a small protein and define the binding rate per
binding site kb. In steady state, the chemical reactions describing binding of protein P
to DNA are given by

[L]+ [DN A]
k l

u
�
k l

b

[LDN A]

[S]+ [DN A]
ks

u
�

N ks∗
b

[SDN A]

. . .

[S]+ [SN−1DN A]
N ks

u
�
ks∗

b

[SN DN A]

The dimensionless dissociation constant in the text is the actual dissociation con-
stant divided by protein concentration [P ], KD = K ∗

D/[P ]. Detailed balance dictates
[P N DN A] = [DN A]/K N

D , such that the average fraction of DNA occupied by small or
large proteins is given by

ρs = 1

N Z

N∑
m=1

(
N

m

)
m

( 1

K s
D

)m
(4.38)

ρl = 1

Z

1

K l
D

(4.39)

Z = 1

K l
D

+
N∑

m=0

(
N

m

)( 1

K s
D

)m
, (4.40)

giving Equation 4.12 in the main text. For N = 1, Equation 4.38 and 4.39 reduce to Equa-
tion 4.6 in the main text.

4.4.6. SCALING OF DISSOCIATION CONSTANT WITH PROTEIN SIZE
In this section we show that the memory of transcription increases when the size differ-
ence of competing DNA binding proteins increases, even if the binding energy per base
pair is the same for both proteins. The binding rates can be written as

kb = kat
b e−∆G‡

, ku = kat
u e−(∆G‡+ε). (4.41)

Here kat
b and kat

u are the attempt rates for binding and unbinding respectively, ∆G‡ is
the activation energy, ε the binding energy and the exponential terms are the Arrhe-
nius factors [55]. From Equation 4.41 the dissociation constant can be derived as KD =
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kat
u /kat

b e−ε. Let the subscripts s and l indicate the small and large protein respectively.
We keep the binding energy per base pair constant by setting εl = Nεs . The resulting
dissociation constants are KD,s = kat

u,s/kat
b,se−εl /N and KD,l = kat

u,l/kat
b,le

−εl . In Figure 5.4 in
the main text we we set the attempt rates for the small and large protein equal,

kat
b,s = kat

u,s, kat
b,l = kat

u,l, (4.42)

while varying the binding energy with protein size. The dissociation constants in that
limit are related as

K s
D = N

√
K l

D. (4.43)

4.4.7. COMPETITION OF PROTEINS WITH UNEQUAL SIZE

The dynamics of roadblocks binding and unbinding to a lattice site is described by a
birth death process [46] (Figure 4.5). The states in the birth death process are the num-
ber of proteins bound and the rates are the effective binding and unbinding rates as in-
dicated in Figure 4.5. We consider the limit where unbinding of the large roadblocks
can be neglected such that the state where a large roadblock is bound is an absorb-
ing state and the equilibration time (memory of transcription), TN, is the typical time
for a large roadblock to bind. After transcription stops, new binding sites open up that
were previously occupied by a polymerase. For very slow binding of the large roadblock,
k l

b ¿ ks
b,ks

u binding and unbinding of the small roadblock equilibrates to those sites, be-
fore the large roadblock binds, such that we can write for P0(N ),the probability of having
0 small proteins bound when small protein binding is equilibrated

P0(N ) =
( ks

u

ks
b +ks

u

)N = K l
D

(
1+ N

√
K l

D

)−N
, (4.44)

where we set the attempt rates equal for simplicity, Equation 4.42. To show when the
memory of transcription increases with N we calculate the derivative of P0(N )

dP0(N )

d N
= (1+ N

√
KD,l)

−N
( N

√
KD,lln(KD,l)

N (1+ N
√

KD,l)
− ln(1+ N

√
KD,l)

)
(4.45)

Since we consider slow binding of the large protein, K l
D < 1, Equation 4.45 is always

negative. Hence, the memory of transcription activity τ2 increases with the size differ-

ence N (Equation 4.14 in the main text). For large N , N
√

K l
D approaches unity, such that

the memory of transcription depends exponentially on N , (Figure 4.4 D main text).
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Figure 4.5: Birth death process for binding of a large roadblock to a lattice with small roadblocks. The num-
bers 0. . . N represent the number of small roadblocks bound and the left node, L represents a bound large
roadblocks. The arrows correspond to binding or unbinding of roadblocks and are labeled with the effective
binding rates. If the unbinding rate of a large roadblock is zero, the left node becomes an absorbing state.
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5
TRANSCRIPTION ELONGATION

FACTORS MODIFY NUCLEOSOME

DENSITY AND TRANSCRIPTIONAL

BURSTS

Transcription elongation is regulated by elongation factors like TFIIS and Spt4/5 and nu-
cleosome remodelers that modify the pause or elongation dynamics of RNAP. Single-mole-
cule experiments have taught us how TFIIS, Spt4/5 or one nucleosome interacts with RNAP,
but in vivo multiple factors and nucleosome remodelers simultaneously orchestrate the
transcription process. Using theoretical modeling we here study the combined effects of
Spt4/5, TFIIS and nucleosomes on transcription on heavily transcribed genes. Surpris-
ingly, elongation factors and nucleosome remodelers have two completely overlooked ef-
fects on transcription. First, they can increase the nucleosome density on a gene, not only
by increasing the RNAP speed, but also by changing the RNAP distribution along a gene.
Second, the modified RNAP distribution results in a modified transcription output dy-
namics.The two overlooked effects of transcription factors and nucleosome remodelers are
only apparent on crowded DNA and show that for a full understanding of the biological
function of transcription factors, they have to be studied in physiologically relevant envi-
ronments.

Manuscript in preparation: A.A. van den Berg, R. Molenaar and M. Depken, Transcription elongation factors
modify nucleosome density and transcriptional bursts.
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TRANSCRIPTIONAL BURSTS

5.1. INTRODUCTION

Transcription is typically initiation-limited [1, 2], such that an increase of the elongation
rate does not increase the overall rate of mRNA production. Instead, transcription reg-
ulation during the transcription elongation phase has many other functions. The tran-
scription factor TFIIS is for example important for error correction [3] and enhancing the
chance of passage of RNAP through nucleosomes [4–6], while other factors are impor-
tant for coordination of transcription-coupled processes and signaling [2, 7]. Nucleo-
somes, which are essential for compactification and protection of DNA [8], also regulate
transcription elongation as they form obstacles for RNAP translocation [9], and RNAP
can evict (part of) a nucleosome [10]. Nucleosome remodeling, such as acetylation or
removal of the histone tails reduces the nucleosomal barrier to transcription elongation
and nucleosome eviction [11–13].

Through experimental studies in idealized in vitro environments, it is fairly well un-
derstood how RNAP functions while interacting with one nucleosome or one elongation
factor at a time [14, 15]. RNAP frequently backtracks during transcription and moves up-
stream. As a consequence, the 3’ end of RNA sticks out from the front channel and blocks
the catalytic site such that RNA cannot be elongated [16–18]. Some elongation factors,
like the the widely conserved elongation factor Spt4/5, reduce entry into a backtrack [19],
while others, like TFIIS, reduce the duration of a backtrack through RNA cleavage [3, 20].

It often remains an experimental challenge to translate results from single-molecule
studies into an understanding of biological function in the crowded and actively regu-
lated internal environment of cells. Theoretical modeling can extrapolate these experi-
mental results to more complex settings and make testable predictions to guide experi-
ments. Elongation factors are for example expected to change the nucleosome density,
because an increase in speed results in a decrease of RNAP density, leaving more space
for nucleosomes to bind.

In Chapter 3 and 4, we used theoretical modeling to show that actively transcribing
RNAPs organize into pelotons when interacting with dynamic roadblocks like nucleo-
somes [21], but RNAP dynamics was modeled as a single hopping rate, ignoring the effect
of backtracking and elongation factors. Taking into account RNAP traffic [22], internal
motor pause dynamics [23], as well as the interaction with multiple nucleosomes along
the track (Figure 5.1 A), we here analytically solve for the dynamics of a single RNAP and
simulate the motion of multiple RNAP along a gene.

We show how elongation factors change the nucleosome coverage on a gene, not only
by changing the density of RNAP, but also by changing the organization of RNAPs along
genes. The changed RNAP organization also results in a different temporal transcription
output dynamics. Nucleosome remodelers have a larger effect on reorganization and
temporal output than elongation factors that decrease the internal pausing dynamics
of RNAP. The influence of elongation factors on RNAP organization and transcription
output dynamics has been overlooked so far in studies on the elongation phase and our
study sheds new light on the possible biological functions for transcription regulation
during the elongation phase.
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5.2. RESULTS

5.2.1. A MODEL FOR TRANSCRIPTION WITH ELONGATION FACTORS

The full model for transcription on crowded DNA, Figure 5.1 B, is based on the the Totally
Asymmetric Exclusion Process (TASEP) in which motors initiate, elongate and terminate
stochastically along a 1D lattice and motors cannot overtake nor overlap [24]. We add
nucleosomes to the TASEP that can bind to unoccupied lattice sites [21] and RNAPII
backtracking and transcript cleavage [23] (Figure 5.1 B). Following observations from
single-molecule experiments, the transcription factors and nucleosome modifications
are included as variations in the pausing and elongation dynamics of RNAP. To study
the whole spectrum of force-dependent RNAP dynamics we consider elongation factors
that modify the backtrack entry rate (Spt4/5), the backtrack duration (TFIIS) and the
translocation rate (nucleosome modifications).

The parameters of the model are shown in Figure 5.1 B. RNAP initiates at the start of
a gene with a rate kin if the promoter is empty. Since transcription is typically initiation-
limited, the termination rate does not affect the transcription dynamics nor the density
of polymerases along the gene [1, 2]. After initiation, RNAP catalyzes the production of
RNA and pauses frequently along the DNA. Some pauses, like backtracking, are force-
dependent [4], while others, such as the short-lived elemental pause [25], are not. We
include the catalysis rate and force-independent pauses in a single effective RNA pro-
duction rate kcat.

At each site, an RNAP can enter a backtrack with rate k∗
bt and an increase of the con-

centration of Spt4/5 is modeled as a decrease in k∗
bt. Within the backtrack, a polymerase

moves back and forth diffusively with rate kbt. The transcription factor TFIIS reduces
the duration of a backtrack by cleaving RNA protruding from the secondary channel of
RNAPII with rate kclv.

The rate of transcription elongation is reduced in a region with a nucleosome of size
δnucl (Figure 5.1 B), such that the frequency and the time spent in backtracks increases
[9]. Since the nucleosome dyad is the strongest roadblock to transcription [9] we model
passage through a nucleosome as one slow node with rate knucl and δnucl−1 nodes where
the rate is unaltered (kcat). We choose knucl such that the average RNAP speed through
a nucleosomal region matches single molecule results [13]. After eviction, nucleosomes
can rebind with rate kb if there are δnucl adjacent available lattice sites. We model mod-
ifications of the histone tails as changes in the elongation rate through a nucleosome
dyad knucl [13].

In the following sections we increase the complexity step by step using the experi-
mentally observed rates in Table 5.1. First we calculate the velocity and pause dynamics
of a single RNAP, then we discuss different forms of cooperation between RNAPs and
in the last section, we show the effect of elongation factors on nucleosome density on
heavily transcribed genes.

5.2.2. VELOCITY AND PAUSE DENSITY AND DURATION FOR A SINGLE RNAP
The kymograph in Figure 5.2 A illustrates how elongation factors modify transcription
dynamics. The black trace has a typical backtrack entry rate and cleavage rate. When the
concentration of Spt4/5 increases, the backtrack entry rate is reduced and RNAP speeds
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Table 5.1: Parameters of the model

Microscopic parameter Symbol Value Citation
DNA Footprint RNAP δPol 35 bp [26]
DNA Footprint Nucleosome + linker DNA δnucl 167 bp [27, 28]
Catalyzation rate kcat 10 s−1 [13, 29, 30]
Catalyzation rate through nucleosome dyad knucl 0.01-0.1 s−1 [13]
Initiation rate kin 0.01-0.03 s−1 [31]
Nucleosome binding rate kb 0.02 s−1 [32, 33]
Backtracking rate kbt 1 s−1 [34]
Cleavage rate kclv 0.01-0.1 s−1 [4, 35]
Backtrack entry rate w/o Spt4/5 k∗

bt 0.1-1.0 s−1 [36]

up (red trace) and when the concentration of TFIIS is reduced, the duration of backtracks
increases and RNAP slows down (green). How the speed v , backtrack density and back-
track duration of a polymerase vary, depending on the concentrations of TFIIS, Spt4/5
and nucleosome remodelers, can be estimated as

v = δnucl

(δnucl −1)τcat
tot +τnucl

tot

. (5.1)

Here τnucl
tot is the average stepping time of a polymerase at a site where the polymerase is

facing the dyad of a nucleosome and τcat
tot is the average stepping time for a polymerase

facing an empty lattice site. Both stepping times depend on concentration of transcrip-
tion factors and can be estimated using the theory of continuum time random walks (see
the Supplementary Material). The velocity is averaged over a nucleosomal region, with
one site with a dyad and a long stepping time τnucl

tot and δnucl −1 fast sites without dyad
and a shorter stepping time τcat

tot . The calculation of the velocity in Equation 5.1 assumes
that nucleosomes are all equally spaced, but in reality the spacing can vary due to evic-
tion and rebinding of nucleosomes. Still, the fast reassembly of nucleosomes results in
tightly and regularly packed nucleosomes [37], making Equation 5.1 a good estimate for
the average velocity.

A polymerase has a higher probability to backtrack in front of a dyad, due to the
increased barrier for translocation, knucl < kcat. The probabilities to enter a backtrack
at least once before taking a step with or without dyad on the next site are respectively
given by P nucl

p = k∗
bt/(k∗

bt +knucl) and P cat
p = k∗

bt/(k∗
bt +kcat). The average probability that

a polymerase enters a backtrack at least once is again an average over sites with and
without a dyad

ρp = 1− [(1−P nucl
p )(1−P cat

p )δrb−1]1/δrb (5.2)

Where the term between the square brackets is the probability that RNAP does not back-
track in a nucleosomal region. The total number of backtracks in a nucleosomal region is
P nucl

p + (δrb −1)P cat
p . Where we count an RNAP that re-enters a backtrack multiple times

at the same site as one backtrack, such that a backtrack only ends once the RNAP has
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Figure 5.1: A model for transcription initiation and elongation with nucleosomes and various elongation fac-
tors. A) An active and a backtracked RNAPII and transcription factors. Part of the RNA of the backtracked
RNAPII is threaded into the secondary channel and the transcription factor TFIIS cleaves this RNA, return-
ing the RNAPII to the active state. B) Schematic of the kinetic diagram for a single RNAP. C) Full model for
transcription with all the rates, Table 5.1. RNAP (black) initiates at the start of a gene with a rate kin. The cat-
alyzation rate is kcat when the next site is empty, knucl when the next site is a dyad and zero when the next site
is occupied by a polymerase. A motor can enter a backtrack with rate k∗

bt when the previous site is empty and
the transcription factor Spt4/5 can modify this rate. A backtracked RNAP (the most right one) hops forward
and backward with rate kbt and can return either by diffusing back to the active state, or directly by cleavage
by TFIIS with rate kclv. Nucleosomes, pink, occupy δnucl lattice sites, but only the dyad, red, slows down an
RNAP.

elongated the RNA by one nucleotide. When averaging over a nucleosomal region, the
average backtrack duration is given by

Tp =
(δnucl −1)P cat

p τcat
p +P nucl

p τnucl
p

(δnucl −1)P cat
p +P nucl

p

, (5.3)

where τnucl
p and τcat

p are the duration of a nucleotide addition step once RNAP is in the
backtrack with and without a dyad on the next site respectively, (see the Supplementary
Material).
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Figures 5.2 B-D show the effect of Spt4/5, TFIIS and nucleosome remodeling on the
average transcription velocity, pause density and pause duration for the physiological
rates in Table 5.1. Nucleosome remodelers have a strong effect on pause duration, but
barely change the pause density in physiological settings (Figure 5.2 B). Spt4/5 on the
other hand can change the backtrack density per basepair by a factor two, while the effect
on the pause duration is negligible (Figure 5.2 C). TFIIS can change the pause duration
by a factor two (Figure 5.2 D). We only made a minor assumption when calculating the
velocity in Equation 5.1, namely that an RNAP in a backtrack cannot encounter a dyad
(because the same RNAP just evicted the histone) and the good agreement between the-
ory and simulations shows that we have a good understanding for the dynamics of a
single polymerase (Figure 5.2 B).

The solutions for a single RNAP do not describe the full dynamics of transcription.
On heavily transcribed genes, multiple interacting RNAPs transcribe a gene at the same
time [31]. To capture the dynamics on such genes, we need to include these interactions.

5.2.3. MACROSCOPIC EFFECTS OF RNAP COOPERATION
A backtracked RNAP can be rescued out of the backtrack by a trailing RNAP [38] and
RNAPs cooperate to evict histones [10, 39]. Such cooperation could result in an increased
average elongation rate with transcription initiation [22, 40], but the detailed mechanism
of cooperation is not known. It might be that an active RNAP only biases the motion of a
backtracked RNAP, preventing further backward motion, or that RNAP can actively push
a backtracked RNAP forward [41]. Let N therefore be the number of backtracked RNAP
that an active RNAP can push forward. We performed Monte Carlo simulations for a
range of N = 0. . .10 to study the macroscopic effects of cooperation.

As expected, the velocity of multiple RNAPs is higher than for a single RNAP (Figure
5.3 A). When RNAP cannot push (N = 0) the velocity barely increases with transcription
intensity and transcription is limited by the bulk dynamics for low cleavage rates (Figure
5.3 B). When RNAP can push (N > 0), the average RNAP velocity increases significantly
with transcription intensity and transcription is initiation-limited, even for the highest
measured transcription rates (Figure 5.3 C). The ability to push 1, 2 or more RNAPs does
not significantly change the velocity, because it is rare for multiple backtracked RNAP to
line up and being pushed forward (Figure 5.3 A). Since the exact choice of N does not
change the dynamics, we choose N = 2 in the further analysis. Further, we only show
data for which RNAPs do not hinder each other during initiation such that the rate of
mRNA production is set by the initiation rate (see Figure 5.3 C and the Supplementary
Material).

5.2.4. THE EFFECT OF ELONGATION FACTORS ON TRANSCRIPTION ON NU-
CLEOSOME COVERAGE AND OUTPUT DYNAMICS

Cooperation between RNAPs requires that they ’stick’ together while evicting histones,
because only when two RNAP are closely spaced, can the upstream RNAP effectively
block backtracking of the downstream RNAP. The observation that polymerases coop-
erate thus implicitly suggests that when multiple polymerases transcribe a gene at the
same time, they cluster along a gene, as we predicted in Chapter 3. However, the theory
in this chapter did not include the effects of backtracking. Backtracking could potentially
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Figure 5.2: How the velocity and pausing dynamics of a single polymerase depends on elongation factors and
nucleosome remodelers. A) A kymograph illustrating the effect of the different transcription factors. For the
black trace, the backtrack entry rate equals the rate in the backtrack, k∗

bt = kbt = 1/s and the cleavage rate is
kclv = 0.1/s. When the concentration of Spt4/5 increases k∗

bt < kbt, the polymerase speeds up (red trace), and
when the concentration of TFIIS is reduced, kclv = 0.01/s, the duration of backtracks increases and the poly-
merase slows down. B-D) On the left axis of the top panel the pause duration (blue, Equation 5.3) and on the
right axis the average stepping time (black line, the inverse of Equation 5.1). In the lower panels the pause den-
sity is shown (Equation 5.2). B) When varying the the nucleosome eviction rate, knucl, the change in velocity is
mostly caused by a change in pause duration while the pause density barely changes for physiological param-
eters. The simulations (gray) dots perfectly follow the theory indicating that we have a good understanding
of the single RNAP dynamics (the error bars are smaller than the symbol size). C) The average stepping time,
pause duration and pause density when varying the backtrack antry rate. In physiological settings, Spt4/5
mostly changes the pause density, not the pause duration. D) The average stepping time, pause duration and
pause density for varying concentrations of TFIIS. A change in the average stepping time is mostly caused by a
change in the duration of backtracks.

destabilize a peloton, because an RNAP at the back of a peloton is not pushed forward by
a trailing RNAP and could therefore ’peel off’ from the peloton. We say that an RNAP has
been peeled off from a peloton when a nucleosome has assembled between the RNAP
and the peloton. As pelotons are defined as actively transcribing RNAPs without nucle-
osomes between them, (Chapter 3), a peloton has been split once an RNAP has peeled
off.

Here we show that polymerases also form pelotons when backtracking is consid-
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Figure 5.3: The effect of RNAP pushing. A) The RNAP velocity versus the transcription initiation rate for differ-
ent values of N , the number of backtracked RNAPs that an active RNAP can push forward. Dots are results of
Monte Carlo simulations and the solid line is the velocity of a single RNAP for the given parameters. For N = 0,
the velocity does not increase with the initiation rate, but is still higher than for a single motor, because a back-
tracked RNAP can be prevented from further backtracking by a trailing RNAP. For higher N = 2,3,4,10, the
velocity does increase with initiation. The data points for N > 0 lie on top of each other (the dots for N = 2,3,4
lie below the dark gray dots for N=10), suggesting that the probability that an active RNAP pushes two more
backtracked RNAPs is negligible for determining the average velocity. B) The flux versus the initiation rate for
cleavage rates increasing from 0.01s−1 to 0.1s−1 for an RNAP that cannot push. For decreasing cleavage rates,
the flux becomes independent of the initiation rate, which means that transcription is not initiation-limited
anymore. C) The flux versus the initiation rate for the same range of cleavage rates as in B), but for an active
RNAP that can push at most two backtracked RNAPs, N = 2. The flux equals the initiation rate for all simula-
tions, indicating that transcription is low enough for RNAPs not to hinder each other during initiation. Note
that there are multiple colors, for a range of kclv, but that the data points overlap.

ered (Figure 5.4 A). RNAP rarely peels off from a peloton because nucleosomes slow
down polymerases to a speed below the single polymerases speed (without coopera-
tion). Therefore the polymerase at the front of a peloton limits the peloton speed and a
polymerase at the back of a peloton can keep up with the peloton, even without cooper-
ation. Though the probability of peeling off is small, it does happen occasionally (blue
arrow in Figure 5.4 B) and another difference as compared to peloton formation without
backtracking is that the spacing between polymerases within a peloton has increased.

The velocity of a peloton is higher than for a single polymerase (the blue line in Fig-
ure 5.4 A) and elongation factors can modulate the speed of a peloton. Figure 5.4 B-D
have an increase in nucleosome remodeler, Spt4/5 and TFIIS concentration respectively
as compared to Figure 5.4 A and all show an increase in the transcription speed. An in-
creased speed leads to a decrease in polymerase density on the gene which would naively
be expected to result in a higher nucleosome density. This basic picture is confirmed by
the observation that nucleosome and RNAP coverage are always anti-correlated. Strik-
ing though, when plotting the nucleosome density versus the polymerase density, the
data do not always collapse, Figure 5.4 E-G, indicating that the density of polymerases is
not the only factor that determines the nucleosome density, but that polymerase orga-
nization also plays a role. We can understand this if we consider the reorganization of
polymerases into pelotons. Every polymerase blocks δm nucleotides from nucleosome
binding, but two polymerases that are closer than a distance ∆ = δrb + v/kkb together,
also block the space between them, because after the first polymerase has evicted the
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nucleosome, the second arrives, before nucleosome have had time to bind. We refer
to the distance ∆ as the roadblock shadow. Within a peloton, polymerases are closer
to each other than the roadblock shadow (Chapter 3 and [21]) and if polymerases are
getting closer, the space blocked per polymerase is smaller and the nucleosome density
increases.

We can calculate how the nucleosome coverage depends on RNAP coverage for two
extreme cases: large pelotons and no peloton formation. When RNAP form large and
dense pelotons, there is always some space for nucleosomes to bind between pelotons,
therefore nucleosomes are only completely depleted for an RNAP coverage that is the
same as within a peloton (the red dashed line in Figures 5.4 E-G). When RNAP do not
form pelotons, nucleosomes are depleted when the average space between RNAP is
smaller than a nucleosome (blue dashed line in Figures 5.4 E-G). Both nucleosome re-
modelers and Spt4/5 can change the tendency of RNAP to form pelotons as they move
the system between the red and the blue dashed line, while TFIIS only has a minor influ-
ence on the tendency to form pelotons.

For a varying nucleosome eviction rate, the effect of polymerase organization on nu-
cleosome density is strongest (compare Figure 5.4 E to Figure 5.4 F and G) and for both
low and high eviction rates, the nucleosome coverage can vary significantly while the
RNAP coverage remains the same. For very high RNAP coverage (around 0.5), the nu-
cleosome coverage flattens as a function of RNAP coverage. A likely explanation is that
backtracks are suppressed for increasing RNAP coverage, such that RNAPs within a pelo-
ton are more closely spaced and addition of an RNAP has a smaller effect on nucleosome
coverage. For Spt4/5 the effect of reorganization is negligible for smaller initiation rates,
but increases with RNAP coverage (Figure 5.4 F), while for TFIIS the effect on reorgani-
zation is neglibile for any RNAP coverage (Figure 5.4 G).



5

90
5. TRANSCRIPTION ELONGATION FACTORS MODIFY NUCLEOSOME DENSITY AND

TRANSCRIPTIONAL BURSTS

A

B C D

RNAP coverage RNAP coverage RNAP coverage

N
uc

l c
ov

er
ag

e

E F G

T
im

e 
(s

)

T
im

e 
(s

)

T
im

e 
(s

)

Position (bp) Position (bp) Position (bp)

=0.025 s-1

=0.2 s-1
=0.1s-1

=1s-1

=0.01s-1

=0.1s-1

T
im

e 
(s

)

Position (bp) [TFIIS] :

[Spt4/5]    :

[Nucl remod]    :

Figure 5.4: Elongation factors and nucleosome remodelers modify nucleosome coverage and polymerase or-
ganization on highly transcribed genes. A) Kymograph of a highly transcribed gene for kin = 0.01/s, knucl =
0.03/s, k∗

bt = 1/1 and kclv = 0.01/s. Pelotons are clearly visible and stable for these physiological rates. Due
to peloton formation polymerases are faster than a single polymerase (blue line, Equation 5.1). B) Kymograph
for an increased nucleosome eviction rate as compared to A), knucl = 0.2/s. RNAP moves faster and the pelo-
tons are more spread out as compared to A). The blue arrow shows a polymerase peeling off from a peloton.
C) Kymograph with a decreased backtrack entry rate as compared to A), k∗

bt = 0.1. As a result, RNAP moves
faster and pelotons are more dense. D) Kymograph with an increased cleavage rate as compared to A). RNAP
moves faster and pelotons are more dense. E) The nucleosome density for a range of nucleosome eviction
rates , kin = 0.01/s, k∗

bt = 1/s and kclv = 0.01/s. The initiation rate is constant along the red arrow. For large
pelotons of RNAPs that are touching, the nucleosome coverage would approximately follow the red line, while
for RNAPs that do not form pelotons, the nucleosome coverage would approximately follow the blue line. The
data do not collapse on a line, showing that not only RNAP density, but also RNAP reorganization of pelotons is
an important factor in determining the nucleosome coverage. The nucleosome coverage does not reach 1 for
zero RNAP coverage, because after eviction and rebinding, nucleosomes are not optimally packed on the DNA.
F) The nucleosome density for a range of backtrack entry rates or Spt4/5 concentration for knucl = 0.03/s and
kclv = 0.01/s. For Spt4/5 the effect of reorganization becomes more important for large polymerase densities.
From light to dark gray the nucleosome eviction rate increases logarithmically. G) The nucleosome density
for a range of cleavage rates for kin = 0.01/s, knucl = 0.03/s and k∗

bt = 1/s. The collapse of the data illustrates
that for varying initiation and cleavage rate, the polymerase density is the only variable that determines the
nucleosome coverage.
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5.3. DISCUSSION
To understand how elongation factors and nucleosome remodelers reorganize RNAP
and nucleosomes along a gene, we studied a model for transcription including nucleo-
somes, multiple RNAPs and the effect of elongation factors and nucleosome remodelers
on RNAP dynamics. Starting with a single polymerase, we calculated the average veloc-
ity, backtrack density and backtrack duration. We then performed Monte Carlo simu-
lations to study cooperation between RNAPs, transcription dynamics and nucleosome
density on a heavily transcribed genes with multiple RNAPs.

Nucleosome remodelers and TFIIS have a strong effect on pause duration and the
elongation speed, while Spt4/5 has the strongest effect on pause density (Figure 5.2).
Interestingly, the physiological range for the nucleosome eviction rate knucl is in the most
tunable range of the velocity, Figure 5.2 B, suggesting the in vivo nucleosomal barriers
have been chosen for optimal modulation of velocity.

The dynamic range for TFIIS is larger without cooperation (Figure 5.3 B), suggest-
ing that the effect of elongation factors on the processivity of RNAP is especially impor-
tant for low transcription levels, where the effect of cooperation is negligible. Cooper-
ation between RNAPs on the other hand is a robust mechanism to keep transcription
initiation-limited even for high initiation rates (Figure 5.3 C).

Surprisingly, the nucleosome density can be manipulated by transcription elonga-
tion factors and nucleosome remodelers without changing initiation rates or overall
transcription levels. For physiological values, the rate of nucleosome eviction has a
larger influence on nucleosome coverage than elongation factors, because it does not
only influence the density, but also organization of polymerases along a gene. These
new insights have consequences for the possible biological functions of elongation fac-
tors and nucleosome remodelers that we discuss below.

5.3.1. ELONGATION FACTORS MODIFY TRANSCRIPTIONAL BURSTS
The formation of pelotons along genes results in bursty transcription. When a peloton
reaches the end of a gene, there is a sudden burst of mRNA production, after which there
is no production until the next peloton arrives. When elongation factors reshape pelo-
tons along the gene, they also reshape the transcription output dynamics. The changed
RNAP distribution along the gene from Figure 5.4 A to Figures 5.4 B-D results in a dif-
ferent transcription output dynamics. Even when the times between initiation events
are exponentially distributed, as in Figures 5.4 A-D, elongation factors can regulate the
burst characteristics of a gene. The fluctuations in output dynamics are largest for dense
pelotons. Increasing concentrations in Spt4/5 and TFIIS therefore result in larger ampli-
tude fluctuations dynamics, while increased nucleosome eviction rates result in smaller
amplitude fluctuations.

5.3.2. PIONEERING POLYMERASES
Multiple polymerases can be paused near a promoter proximal pause site, to allow for
rapid activation of a gene [42]. Such pioneering polymerases have been suggested to
leave an epigenetic mark and make genes more accessible for further transcription [10].
Since nucleosomes are evicted in two steps, efficient nucleosome eviction can only be
achieved when the polymerases are close together. Our results suggest that a low nu-
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cleosome eviction rate and a high cleavage rate are beneficial for effective clearing of a
gene. Since nucleosomes are often remodeled or replaced during transcription, the next
round of polymerases will be faster and further apart than the pioneering polymerases.

5.3.3. HEAVILY TRANSCRIBED GENES
During heavy transcription, multiple RNAPs transcribe the same gene at a time and the
density of both histone dimers and tetramers decreases [43]. For such genes it could
be beneficial to maximize the nucleosome density, because by maximizing nucleosome
density, the DNA is optimally protected, for example against UV radiation. Given a rate
of transcription initiation, the highest nucleosome coverage is reached for fast cleavage
(more TFIIS), a low rate into the backtrack (more Spt4/5) and a low nucleosome evic-
tion rate, Figure 5.4 E-G. Fast cleavage and a low backtrack entry rate also increase the
transcription speed. An increase of the speed of RNAP does not directly increase the rate
of mRNA production, as transcription is initiation limited, but it would allow for faster
reinitiation in gene loops [44].

5.3.4. CONCLUSION AND OUTLOOK
Using Monte Carlo simulations we showed that elongation factors and nucleosome re-
modelers could have a completely overlooked role in manipulating the nucleosome den-
sity and regulation transcription output dynamics. Both effects are strongest on heav-
ily transcribed genes, where multiple RNAPs transcribe a gene at the same time and
the density of both histone dimers and tetramers decreases [43]. Experimental stud-
ies could further verify these hypotheses in vivo by measuring the nucleosome density
using CHIP-seq [43], the transcription output dynamics [45] and by varying the RNAP
elongation rate. A more direct method would be to measure the distribution of RNAPs
along the gene, but existing in vivo techniques only measure average distributions [46],
that cannot be used to detect pelotons. However, pelotons could be visualized in vitro
using DNA curtains and fluorescence [47]. Studying the effect of nucleosome remod-
eling, for example by modifying nucleosome tails [13], is an interesting start as it has a
stronger effect on polymerase reorganization than modifications on pausing. Further-
more, it is intriguing that nucleosome remodelers can control the nucleosome density,
by speeding up and reorganizing RNAPs.
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5.4. SUPPLEMENTARY MATERIAL

5.4.1. AVERAGE VELOCITY OF SINGLE RNAP WITH TRANSCRIPTION FAC-
TORS AND NUCLEOSOME REMODELERS

The dynamics of an individual polymerase is modeled as a Markov chain with multi-
ple states reflecting transcriptionally active and backtracked polymerases Figure 5.1 B.
The average speed for transcription can be calculated using the theory for continuum
time random walks (CTRW) [23]. In this theory steps are discrete, but waiting times
are distributed exponentially: P (t ) = ∑

ke−t
∑

k , where t is the waiting time and
∑

k
the sum of the rates leaving a node. In Laplace space, convolutions of the different
waiting time distributions for one path become products. Let Ψ indicate the Laplace
transforms of a waiting time distributions, Ψ= ∫ ∞

t=0 P (t )d t . The average waiting time is
given by τ=−1/Ψ∂Ψ/∂s|s=0 and the probability for a transition to happen at any time is∫ ∞

t=0 P (t )d t =Ψ(s = 0). To determine the first passage time τ from one active site to the
next we sum over all the possible paths a polymerase could take to reach the next site, for
example entering a backtrack, RNA cleavage, returning to the original site and making a
step forward. The polymerase can backtrack and return to the original site an arbitrary
number of times before making a step, therefore

Ψcat/nucl
tot =∑∞

n=0(Ψcat/nucl
bt Ψback)nΨcat/nucl, (5.4)

where Ψcat/nucl
bt is the Laplace transform of the waiting time distribution for going from

the active state into the backtrack without or with a dyad on the next lattice site respec-
tively. For illustration we give the complete derivation for Ψcat/nucl

bt : the probability to
enter a backtrack, kbt/(k∗

bt +kcat/nucl) is multiplied by the Laplace transform of the total
waiting time distribution for leaving the active site and the forward rate is knucl in front
of a nucleosome and kcat otherwise,

Ψcat/nucl
bt = k∗

bt

k∗
bt +kcat/nucl

∫ ∞

0
(k∗

bt +kcat/nucl)e−(k∗
bt+kcat/nucl)t e−st d t

= k∗
bt

s +k∗
bt +kcat/nucl

.

(5.5)

Ψcat/nucl is the probability distribution for making a step forward to an active site without
or with nucleosome and can be derived analogously toΨcat/nucl

bt ,

Ψcat/nucl =
kcat/nucl

s +k∗
bt +kcat/nucl

. (5.6)

The function Ψback in Equation 5.4 includes all the possible paths of returning back to
the starting position

Ψback =Ψsrv +
∞∑

n=1
Ψclv,n(Ψcat

tot )n . (5.7)
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Ψback only depends on Ψcat and not on Ψnucl, because the polymerase just evicted the
nucleosomes (dyads) behind it, and in physiological settings the polymerase does not
backtrack far enough to encounter a newly bound nucleosome. Ψsrv is the Laplace trans-
form of the waiting time distribution to start from the first position of a backtrack and
then leave the backtrack without cleaving, while Ψclv,n is the Laplace Transform of the
waiting time distribution for starting at the first backtrack, labeled 1, and cleavage at po-
sition n ≥ 1 in the backtrack, returning to an active site that is n positions behind the
starting position. After cleavage, the polymerase has to pass n active sites to return to
the original position and at each site the polymerase can backtrack, which is included in
the term (Ψcat

tot )n

Ψsrv = 2kbt +kclv + s −√
kclv + s

√
4kbt +kclv + s

2kbt
(5.8)

Ψclv = kclv

kbt
Ψn

srv (5.9)

Full derivations for Equation 5.8 and 5.9 are given in [23]. Equation 5.4 and 5.7 to-
gether give a self-consistent relation for Ψcat

tot from which the first passage time to a site
without a nucleosome can be obtained, Figure 5.5 B

Ψcat
tot = Ψcat

1−Ψcat
bt Ψsrv(1+ kclv

kbt

Ψcat
tot

1−ΨsrvΨ
cat
tot

)
(5.10)

τcat
tot = − 1

Ψcat
tot

∂Ψcat
tot

∂s
|s=0 =

2+ k∗
bt

kbt

(√
1+4 kbt

kclv
−1

)
2(kcat −k∗

bt)
(5.11)

Equation 5.11 reduces to the first passage time without transcription factors and nucle-
osomes when k∗

bt = kbt [23]. The velocity in the absence of nucleosome is only positive
(downstream) if the catalyzation rate is higher than the rate for entering a backtrack,
kcat > k∗

bt.

Using the expression for Ψcat
tot we can now determine Ψnucl

tot by combining Equation
5.4-5.9. The first passage time to a lattice site with a dyad is given by

τnucl
tot =− 1

Ψnucl
tot

∂Ψnucl
tot

∂s
|s=0 = τnucl +

k∗
bt

knucl
(τnucl

bt +τback), (5.12)

where τnucl is the first passage time to a site with a dyad, without entering a backtrack,
τnucl

bt is the first-passage time for entering a backtrack when the next site is a dyad and
τback is the total first passage time for returning to the starting position after entering a
backtrack, see Figure 5.5 C:
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τback = − 1

Ψback

∂Ψback

∂s
|s=0 = (1+Psrv)τsrv +τcat

tot (5.13)

Psrv = Ψsrv(s = 0) = 1+ kclv

2kbt
(1−

√
1+4kbt/kclv) (5.14)

τsrv = − 1

Ψsrv

∂Ψsrv

∂s
|s=0 = 1

kclv
√

1+4kbt/kclv

(5.15)

− 1

Ψnucl
bt

∂Ψnucl
bt

∂s
|s=0 = − 1

Ψnucl

∂Ψnucl

∂s
|s=0 ⇒ τnucl = τnucl

bt = 1

knucl +k∗
bt

(5.16)

The average elongation speed can be obtained by averaging Equation 5.11 and 5.12 over
a nucleosome, giving Equation 5.1 in the main text.

5.4.2. PAUSE DURATION
The duration of a pause, τp, is defined as the first passage time to the next site, given that
the RNAP enters a backtrack at least once.

Ψcat/nucl
p =Ψback

∞∑
n=0

(Ψcat/nucl
bt Ψback)nΨcat/nucl (5.17)

τcat/nucl
p =− 1

Ψcat/nucl
p

∂Ψcat/nucl
p

∂s
|s=0 = τcat/nucl

tot +τback (5.18)

The actual pause density is not simply given by k∗
bt/(k∗

bt+kcat), because after cleavage,
a polymerase can pass the same site a second time, doubling the probability to enter a
pause at that site. However, in single molecule experiments, it is difficult to see whether
a motor is in the active state or not. Therefore, we choose this definition of pause density
and we define the pause duration as the time to get back to the starting site after entering
a backtrack, including the possibility to cleave and backtrack again.

5.4.3. MONTE CARLO SIMULATIONS
We used fixed timestep Monte Carlo for simulating multiple polymerases and nucle-
osomes along a gene. The largest rate in our system is kcat + k∗

bt and we choose the
timesteps such that (kcat+k∗

bt)∆t ≈ 0.1. The lattice is updated random sequentially: dur-
ing every iteration step of duration∆t all lattice sites are updated once, in random order.
A potentially initiating polymerase is also counted as a lattice site. To update the DNA
lattice with RNAPs and nucleosomes several events can take place: an RNAP can move
forward, evict a nucleosome, enter a backtracking state, move backward and forward in
the backtracking state and get cleaved. To capture the effect of pushing, an active RNAP
is able to push forward a maximum of two backtracking RNAPs.

For an active RNAP the following steps can happen:

• If the next site is free: step forward with rate kcat

• If the next site is a nucleosome: evict nucleosome and step forward with rate knucl
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• If the previous site is free: enter backtracking state with rate kbt

• If the RNAP is located at the end of the lattice: terminated from the lattice with rate
kexit.

• If the next one (or two) sites are occupied by backtracking RNAP(s) and the second
(or third) site is free: step forward with rate kcat and also push the backtracking
RNAP(s) forward

• If the next one (or two) sites are occupied by backtracking RNAP(s) and the second
(or third) site is occupied by a nucleosome: evict the nucleosome with rate knucl

and also step forward and push forward the backtracking RNAP(s)

For a backtracking RNAP there a some similar moving rules:

• If the next site is free: step forward with rate kbt

• If the previous site is free: step backward with rate kbt

• Can be cleaved and becomes an active RNAP with rate kclv and remains at the same
base pair position

All the sites which are not occupied by an RNAP or nucleosome are also updated. If
there is a free site a nucleosome can bind with rate kb. If the first site of the lattice is free
a new RNAP can be initiated with rate kin. The probability for a certain event to occur
is k∆t , assuming all the necessary conditions are met. Imagine an RNAP is in between
two free sites, thus it can move forward (probability kcat∆t ), enter a backtracking state
(probability kbt∆t ) or nothing happens (probability 1−kcat∆t −kbt∆t ). What is realized
in the simulation is determined by a random number picked from a uniform distribution
[0,1].

A B

Position Position
n-1       n        n+1 n-1       n

Figure 5.5: A) Schematic of all the possible paths included in τcat
tot , the first passage time without nucleosomes,

from the filled to the dashed node, Equation 5.11. B) Schematic of all the possible paths included in τback, the
first-passage time from one step into the backtrack, the filled node, to the starting position, the dashed node,
Equation 5.13.
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Figure 5.6: The flux versus the transcription initiation rate for the parameter values that are also used in the
main text. The sweeps for the nucleosome eviction rate, knucl, are given in the left column and the sweeps
for the backtracked entry rate, k∗

bt, in the right column for A) an RNAP that cannot push and B) and RNAP
that can push two backtracked RNAPs. All these plots show that transcription is initiation-limited for the given
parameter sweeps.
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6
DISCUSSION AND PERSPECTIVES

Though the research in this thesis is motivated by fundamental questions about tran-
scription, the studied model can be used to describe a broad class of systems where mo-
tors interact with roadblocks. The motor protein kinesin for example transports cargo
along microtubules ant trails can be describe by the bus route model [1] with phero-
mones as an effective attractive force between the ants. In this concluding chapter we
discuss the broader implications of the results within and outside biology and possible
future directions.

6.1. TRANSCRIPTIONAL BURSTS
Gene expression can be described as a stochastic process, and this stochasticity is often
described as ’noise’. Noise in gene expression has both advantages and disadvantages.
On the one hand, noise complicates precise regulation of genes, while on the other hand,
noise can lead to cell-to-cell phenotypic variation, while genotypes are the same, which
is essential for organisms to survive in fluctuating environments [2]. The distribution
of times between protein production events varies from gene to gene. Often this dis-
tribution is bursty, with periods of low or no protein production and periods of high
production [3].

As the first step in gene expression, transcription has the potential of inducing fluc-
tuations in protein production. Indeed, transcription has been measured to be bursty
and many mechanisms have been suggested as a source of bursts in transcription. Most
mechanisms rely on bursty initiation, for example due to a promoter that is turned on
and off by transcription factors, gene loops [4] or a small numbers of transcription fac-
tors [5]. Peloton formation is one of the few mechanisms that suggest the elongation
phase as a source of bursting due to pausing of RNAP [6].

Whether or not transcriptional bursts propagate to result in bursts of protein pro-
duction depends on the relative time scales of transcription and translation. The elonga-
tion induced bursts we present occur while a gene is constantly on, while on larger time
scales, a gene also can switch to an off state resulting in initiation-induced bursts. The
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times between elongation induced bursts and between events within a burst are there-
fore small compared to the time scales for initiation induced bursts. If both elongation-
and initiation induced bursts are present, transcription would be bursty on multiple
time scales, which has been observed experimentally [7]. For typical transcription and
mRNA degradation rates, protein fluctuations are determined by time-averaged prop-
erties of fluctuations in mRNA and intrinsic noise is controlled at the translational level
[8, 9]. When ignoring peloton formation, only low transcription levels result in bursts of
protein production since every mRNA is translated multiple times, while for high tran-
scription levels (where peloton formation is expected) noise is controlled at the transla-
tional level [8]. However, peloton formation has not been considered in previous studies
on bursts in protein production. Future studies on gene regulatory networks can clarify
the role of peloton formation in gene regulation.

6.2. SPECIFIC GENE TARGETING USING TRANSCRIPTION

The discovery of the CRISPR-Cas system, a prokaryotic immune system, allows for more
effective gene editing than researchers could have dreamed of [10]. CRISPR-Cas allows
for fast and specific cutting of genes and recent experiments show promising results for
targetic genetic diseases in humans [11]. However, the Cas protein is hindered by nucle-
osomes [12, 13]. As discussed in Chapter 4, nucleosome eviction by RNAP is sometimes
used to create access to a gene, for example for the RSS protein [14] and Rad26p [15].
The same trick could be used to create access for CRISPR-Cas. Using transcription has
the advantage that genes can be targeted specifically as transcription factors ensure that
only the targeted gene is exposed.

A histone should be evicted completely to expose DNA for gene editing. Using our
model, the minimal transcription intensity can be determined, for which the DNA is ex-
posed just enough to allow access for CRISPR-Cas. Due to peloton formation, RNAPs are
efficient at evicting nucleosomes, but inducing to many spurious transcription events
might have unforeseen side effects. For a quantitative prediction of gene targeting by
CRISPR-Cas more details on protein dynamics should be included in the model.

6.3. THE ROBUSTNESS OF SPONTANEOUS PROCESSES

Due to the complexity of living systems, missing details are sometimes seen as a weak-
ness of a model. However, rather than being a weakness, simplifications can sometimes
help to see the big picture and allow us to see what processes happen spontaneously,
without the need for additional regulation. Many biological details on transcription
elongation [16] and histone exchange are missing in the theoretical model presented
in this thesis. Yet, the agreement with in vivo experiments gives us confidence that these
details do not influence the main conclusions of this thesis, that RNAP forms pelotons
and that histone exchange can be dynamic. Our results show that peloton formation
and histone replacement are robust processes that do not depend on specific regula-
tory factors, but rely on spontaneous, physical processes. This also makes sense from an
evolutionary perspective: transcription factors do not make completely new reactions
happen, they catalyze existing processes.
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6.4. OPTIMIZING BUS TRAFFIC
The model for crowded transcription studied in this thesis is an extension of the Bus
Route Model (BRM). The BRM has been studied exensively to model bus traffic [17, 18].
Many of these studies consider periodic boundary conditions and open boundaries are
only studied using simulations [19]. To our knowledge, we are the first to give (heuristic)
solutions for open boundary conditions and multiple roadblock species. These results
can be used to optimize bus traffic. Unlike for transcription, the formation of pelotons
of buses is unfavorable, because the presence of bus pelotons implies that the buses are
not on schedule. The peloton size is minimized and the distance over which pelotons are
formed is maximized when buses stop as short as possible for passengers (weak road-
block interactions). Pelotons disappear when there are so many passengers, that there
is always somebody waiting at a bus stop or (obviously) when there are no passengers at
all. Hence, scaling the number of buses with number of passengers would prevent pelo-
ton formation. The analytical solutions presented in this thesis could be used to further
quantify these statements.

6.5. PHASE TRANSITIONS
We only discussed the sticky motor regime in the initiation-limited phase (Chapter 3),
but the TASEP has three phases (Chapter 2) and in the bus route model, there is an
additional phase transition, a jamming transition when the roadblock binding rate ap-
proaches zero, kb → 0 [20]. In open systems, this jamming transition is never reached
as there is a constant flux of motors entering the system and they cannot all condense
into one peloton over a finite distance. Therefore, we expect that the TASEP with road-
blocks has the same three phases as the TASEP. Since transcription is initiation-limited,
we never solved for the full phase diagram for the TASEP with roadblocks. For those who
want to study the full phase diagram in more detail, we here use hand waving arguments
to discuss the three phases in the limits of small and large pelotons. For convenience, we
here consider motors and roadblocks of size 1. The shape of the phase diagram depends
on the strength of motor-roadblock interactions and we here discuss the limit of weak
and strong interactions.

For weak interactions between motors and roadblocks, pelotons are small and there
is a roadblock between every pair of motors. Therefore the system behaves as a TASEP
without roadblocks, but with a motor hopping rate that is set by the roadblock eviction
rate, ktp. Following the same reasoning as for the TASEP (Chapter 2), the phase transition
between the initiation- and the bulk-limited phase will be at kin/ktp = 1/2, the phase
transition between the termination- and the bulk-limited phase will at kter/ktp = 1/2 and
the phase transition between the initiation- and termination limited phase at kin = kter

[1] (compare to Figure 2.2 C).

In the sticky motor regime, the distribution of motors changes from the start to the
lattice to the point where steady state is reached, making the dynamics different than
for the TASEP. We estimate the position of the phase boundary between the initiation-
and maximal current limited phase by calculating when the flux in the initiation-limited
phase matches the flux in the maximal current phase. The maximal current is the veloc-
ity of a peloton, v = ktp times the density at which the whole system has the same density
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as a peloton, ρ1 = 1−ktp/kip [20] (Figure 3.6), giving

Jmax = ktp(1−ktp/kip). (6.1)

Next we have to determine what the initiation rate would be, when the input flux
matches Jmax in the initiation-limited phase. At the start of the lattice, pelotons have not
formed yet. For large pelotons, most motors at the start of the lattice have no roadblock
in front of them, such that the average velocity is approximately kip and if we assume that
the density of motors evolves slowly, such that the density is approximately the same at
the first two lattice sites, conservation of motors dictates that kin(1−ρin) = kip(1−ρin).
Here ρin is the density at the first two lattice sites. Solving for ρin gives an input flux
Jin = kin(1 − kin/kip). In the limit of large peloton formation, ktp < 0.5, such that the
lowest initiation rate at which the maximal current is reached is

kin = ktp, (6.2)

which gives the position of the phase boundary between the initiation-limited and
maximal current phase. Similarly, we can estimate the position of the phase boundary
between the bulk-limited and the termination-limited phase. At the end of the gene, mo-
tors have formed pelotons, such that the flux out of the system is Jter = (1−ktp/kip)kter.
If we ignore possible boundary effects near the termination site, the termination rate
at the phase boundary between the termination-limited and maximal current phase is
given by

kter = ktp, (6.3)

which gives the second phase boundary. Note that, the phase boundaries from the
initiation- and termination-limited phase to the maximal current phase in the sticky mo-
tor regime have shifted to larger values as compared to the small peloton limit.

The position of the third phase boundary is more difficult to estimate, as it depends
on shocks that are moving through the systems and the properties of these shocks could
be influenced by the formation of pelotons. If peloton formation does not have a strong
influence on the formation of shocks, the third phase boundary would be at the same po-
sition as without peloton formation, kin = kter. We expect that for intermediate regimes
of peloton formation the phase transitions will be in between those of the small peloton
and sticky motor regime. Future research can reveal the phase diagram in more detail.
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