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Abstract

Throughout history, human progress has been defined by the mastery of materials, transitioning
from stone and bronze to the steel age. However, this progression has not only been defined
by the materials utilized but has also encompassed a shift in processes, moving from the indus-
trial to the information era. Despite the advances in fabrication techniques, building large and
detailed structures continues to pose an unresolved challenge. Cost, speed, performance and
size are often mutually exclusive objectives that are bound by the materials and processes used.

In the search for new processes and materials, we can find inspiration in the oldest of all
fabricators; life. In natural systems, a small set of 20 amino acids are assembled by ribosomes
into coherent organisms with complex sensing, actuation and information storage. Nature rep-
resents the highest dynamic range assembly system known to mankind. But a question arises:
can these benefits be extended to engineering systems at meso and macro scales?

The advantages of natural fabrication emanate from the use of digital materials and self-
replicating assemblers. Digital materials are composed of precise and discrete building blocks
like amino acids at the micro-scale or Lego building blocks at the meso scale. They are tolerant
to noise, possess embedded metrology and their assembly can be highly parallelized. Lego
structures can be built more repeatably than what a standard 3D printer can print despite the
imprecise nature of human assemblers. This is because the metrology and the code for con-
struction are embedded within the material itself.

In this thesis, a complete end-to-end autonomous digital material assembly system, that bridges
the gap between a 3D model and a built structure with a flexible, comprehensive, and easy-
to-use toolset is presented. All elements in the triad of autonomous digital assembly were
developed, from the digital material to the robot and the controlling software. A digital material
made of discrete 3D-printed octahedra lattices that can be magnetically or mechanically joined
is utilized. Straight, curved and elongated lattices enable unparalleled geometric freedom. This
material can be picked up, transported and placed by a robotic assembler in the form of a 5DOF
(degrees of freedom) cable-driven differential joint inchworm robot. Most importantly, a flexible
control platform capable of interpreting 3D models, developing the necessary robot movements
for optimal construction and wirelessly controlling assembler robots powers the build process.
This platform introduces some major innovations within the field. For starters, it is not limited
to blocky grid domains as it is powered by inverse kinematics. It is also architected to enable
cooperation between different assembler types by utilizing a work package system and presents
wide abstraction layers allowing further development at higher levels with ease. Additionally, it
provides a seamless control interface.
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1
Introduction

Despite the advances in fabrication techniques, building large and detailed remains an unsolved chal-
lenge. Cost, speed, performance and size are often mutually exclusive objectives bound by materials and
processes. This problem is accentuated when autonomy is the only option. From the heights of space
exploration to the depths of underwater platforms or radiation containment, the fabrication of structures in
harsh environments necessitates digital and autonomous fabrication technologies, keeping human lives
safe in challenging conditions. Yet, the fabrication of large structures is often manual and labour-intensive.

Striving to simplify the manufacturing of large structures and to avoid assembly and integration steps,
many elements are integrated into monolithic pieces. As the scale of these monolithic pieces increases,
the complexity savings are overwhelmed by manufacturing difficulty. Except for state-of-the-art lithogra-
phy processes, most manufacturing systems only achieve about four orders of magnitude dynamic range.
Large-scale 3D printers can produce millimeter scale features with build volumes of 10 meters [1], while
microfabrication 2 photon polymerization processes offer micrometer precision with centimeter scale build
volumes [2]. Increasing the dynamic range or the scale results in a cost barrier.

Human ingenuity has long found a constant stream of inspiration in biology for the development of
machines, materials and structures. We now look for inspiration in the oldest of assemblers, life itself. Na-
ture uses a limited set of building blocks, assembled by relatively imprecise micromachinery, to construct
complex organisms complete with intricate sensing, actuation, and data storage. Biology achieves the
construction of viruses as small as tens of nano-meters [3] to sequoias in the order of one hundred meters
[4], all with nano-meter features. The biological factory is capable of producing structures spanning over
11 orders of magnitude differences in size, being the highest dynamic range fabrication process known
to mankind. In engineering, this is equivalent to building the Golden Gate Bridge in San Francisco with
micrometer-scale features as illustrated below, as much of a structural revolution as science fiction.

Figure 1.1: Conceptual imaging of the Golden Gate Bridge constructed from micro lattices showing the three
different levels or scales of analysis involved; macro, meso and micro. Microscopy images courtesy of MIT CBA [5].

1



1.1 Motivation
Ribosomes are a part of the protein-generation cellular factory, that performs protein synthesis and mRNA
translation. In particular, ribosomes are the assemblers in charge of linking amino acids in the particular
order specified by mRNA to form polypeptides and, thus, proteins. These proteins make the macro-
molecules and the organelles in cells, which make tissues, organs and finally, organisms. All organisms
on earth, as varied as their actuation, sensing and structure may be, build their proteins from a set of 20
amino acids, which form about 60% of mammals cell´s dry mass.

But questions arise: How is it possible for a ribosome to make something 9 orders of magnitude larger
than itself and more precisely than its actuation capabilities? And can these benefits be extended to
engineering systems at meso and macro scales?

In protein assembly, precise discrete building blocks are linked together at specific locations. Ribo-
somes don’t place analogue material but discrete or digital bits. Similar to how Lego structures can be
assembled way more precisely than human dexterity and even more repeatably than what a desktop
3D printer prints, ribosomes can build larger and more precisely than themselves. This is because the
amino acid building blocks provide the positional precision. That is, the digital material has embedded
metrology. Digital systems are tolerant to noise below their discretization level, much like the metrology
of the building block, which can correct noise smaller than itself.

Additionally, the discrete nature of digital materials allows a high degree of parallelization of assem-
bly. The level of complexity and speed achieved in the ribosomal assembly does not arise from individual
ribosome speed or complexity but thanks to the parallelization of the assembly process between many
ribosomes and the embedded metrology of the building blocks. Amino acid assembly occurs at slow
rates between 0.6 to 20Hz [6]. Nevertheless, each cell contains up to tens of millions of ribosomes in
human cells, leading to a large combined assembly speed. This parallelization, combined with ribosomes’
capability to self-replicate, means the process can be started with a small critical mass. In conclusion,
ribosomal assembly exploits embedded metrology, parallelization and self-replication for precise and
scalable assembly of proteins with very simple assemblers.

These principles can be introduced to engineering materials and assembly processes at meso and
macro scales which coincides with the objective of this thesis.

1.2 Thesis outline
The thesis is structured around three core themes: the material system, the robotic assembler, and the
software platform, each distinctly outlined throughout the various parts of the report.

The report itself is also divided into 3 parts. Part I part provides a foundational overview of this triad
of themes through a literature review in Chapter 2. This review consists of an evaluation of the me-
chanical performance of cellular materials, an overview of the organizational architectures and hardware
platforms utilized for robotic assembly and a description of the fundamentals of work planning and graph
structures that will be utilized for the development of the software platform. After establishing the back-
ground of this field, Chapter 3 presents a description of the main research objectives and questions.

In Part II, dedicated to presenting the results, the complete solution developed is showcased. This
encompasses a brief description of the material system and its manufacturing in Chapter 4, an analysis
of the robotic assembler design and operation in Chapter 5 and an in-depth explanation of the software
developed and the algorithms utilized in Chapter 6. To conclude this part, a real-life build process is
demonstrated and explained in Chapter 7.

The final part wraps up the thesis with conclusions drawn from the research and suggestions for fu-
ture endeavours in this field in Chapter 8 and Chapter 9 respectively.
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Background
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2
Literature review and field background

Autonomous assembly of digital materials sits at themultidisciplinary interface between robotics, computer
science and material science, making it essential to develop a basic understanding of the fields involved.
The following sections present a critical evaluation of the relevant literature on this trinity of fields.

Firstly, an overview of the materials science behind the digital building blocks is presented. This includes
an introduction to the field of cellular structures and the Gibson-Ashby model, as well as some conditions
more specific to large lattices, like in these digital materials. Next, literature on different assembler types
and organizational architectures is presented. Lastly, background knowledge that is necessary for the
software planner consisting of an overview of graphs and their search algorithms is presented.

2.1 Digital materials: Cellular, lattice and meta materials
Digital materials are a development that results from discretizing a continuum of material into discrete
modular building blocks that can be assembled together [7]. Thus, digital materials are assembledmodular
materials incorporating the principles of embedded metrology and parallelization of assembly found in
natural construction.

Natural assembly emanates from a small set of about 20 amino acids from which all the proteins that make
the molecular machinery, cellular actuation and information storage are built. Similarly, a small finite set of
building blocks or modular structural elements of different geometries, materials, densities and functions
ranging from stiff to compliant, conductive, insulating, ferromagnetic etc. can enable the construction
of a wide range of high-performance functional structures as demonstrated in [8] [9]. In this thesis, we
focus purely on stiff structural elements with dimensions in the 1 − 30cm range and lightweight densities
in the order of 50mg/cm3,which represent a good compromise between our manufacturing capabilities,
assembly complexity, detail and structural performance. To achieve this, microstructures with a high
porosity are utilized and studied next.

2.2 Cellular materials
Cellular materials are porous structures characterized by the deliberate inclusion of voids. From micro
to macro structures, the world is full of cellular materials, like truss bridges or natural bones. This is not
without reason: Cellular materials allow for the optimization of material properties not only by altering
their chemical composition but also by structuring their solid and void networks.

With the advent of additive manufacturing, these geometries have become realizable in a controlled
fashion leading to great interest in their understanding and design. Extensive research has been carried
out for the exploitation of their lightweight, energy absorbent, heat exchanging, osteointegration, acoustic
and vibrational damping properties. Commercial software products1 exist to better integrate cellular ma-
terials into high-performance structures. For this project, their structural properties, namely stiffness and
strength, that is, the mechanical characteristics that follow the Gibson-Ashby model, are of most interest.

1Ntopology https://www.ntop.com/
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2.2 Cellular materials 5

2.2.1 Gibson-Ashby model
To estimate the performance of these materials, cellular solid theory and the Gibson-Ashby model [10]
are utilized to project into the Ashby plots space, enabling predictions of how properties scale with density.

The mechanical properties of cellular structures are a function of their cell architecture, constituent
material and relative density. The latter is the ratio between the density of the cellular structure relative
to the density of the base material ρ

ρs
. A cellular structure containing little void content can present me-

chanical properties closely resembling the bulk material. The Gibson-Ashby model expresses the relative
strength and modulus as a function of the relative density of the lattice structure in the form of a power-law
relationship. This is showcased in Equation (2.1) and Equation (2.2). The values for the coefficient C,C ′

and exponents n,m of these power relations depend on the nature of the lattice’s deformation and thus
its cellular morphology. For instance, in open cell foams, n is typically around 2 and m between 1.5-2.

E∗

Es
= C

(
ρ

ρs

)n

(2.1) σ

σs
= C ′

(
ρ

ρs

)m

(2.2)

Lines describing this relation for particular values can be drawn in the Ashby plot space to project the
properties of a particular material to lower densities. This is showcased in Figure 2.1 with lower and upper
bounds represented by quadratic and linear scaling found in bending and stretch dominated deformation
modes respectively.

Figure 2.1: Properties scaling of Gibson-Ashby model. Figure courtesy of [11].

This model’s main shortcoming is the use of a single deformation mode to capture each material’s scaling
behaviour, and not considering multi mode deformation processes, limiting its applicability to slender
geometries [12]. For instance, round beam based lattices must have an slenderness ratio l/d > 5 to
adhere to the model. Alternatively, this can be accounted for by recalculating E∗ or σ∗ to include the axial
and shear deformation of the cell walls, as originally done by Gibson and Ashby [10].

Cellular materials englobe a plethora of categories. First, a distinction is made between stochastic
structures, such as open and closed cell foams, and non-stochastic ones like honeycombs and lattice
structures. The latter type presents a stricter geometry control that allows them to achieve more control-
lable mechanical performance.
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Figure 2.2: Most common types of cellular structures. Figure courtesy of [13].

Despite being analyzed as structures at the cellular level, cellular materials exhibit behavior akin to a
homogenized meta-material at larger scales. This occurs provided the number of unit cells is sufficiently
large and the cell size is small compared to the overall structure, a concept that will be further explored in
Subsection 2.3.3.

Stochastic structures such as foams have a probabilistic nature impeding regular discretization. Honey-
comb structures are 2D simplified lattices. Thus, from the different cellular structures, lattices possess
the properties most suitable for the automated assembly of 3D digital materials. For this reason, a deeper
dive on lattices is presented next.

2.3 Lattice structures
Lattices are three-dimensional non-stochastic cellular structures and can be classified according to how
they are developed: Most commonly strut-based and TPMS lattices.

Strut-based lattices are composed of nodes interconnected by struts or beams. TPMS or triply periodic
minimal surfaces are generated by differential geometry expressions that locally minimize the surface
area for a given boundary. This generates continuously curved surfaces, beneficial for manufacturability.
This surface is then thickened in the case of sheet-based TPSM or the enclosed volume is solidified in
skeletal-based TPMS lattices [14]. These lattices are illustrated in Figure 2.3.

Figure 2.3: Three different unit cells. From left to right. a) Kelvin strut-based b) Diaomond skeletal TPMS b) Gyroid
sheet-TPMS. Image modified from [15].
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A comparison between themechanical performance of the most commonly used lattices in Selective Laser
Melting (SLM), an additive manufacturing technique for metal printing is presented in [16]. The correlation
between experimental data collected from literature and the Gibson-Ashby model is found to vary from
near-perfect to low correlation levels for different unit cell topologies, but generally and except for gyroids,
diamonds and BCCZ (Body Centered Cubit with Z strut) a high correlation is achieved. A higher level of
correlation is seen for the strength than for the modulus. [17] presents similar findings on the adherence
of SLM lattice structures to the Gibson-Ashby model. Lastly, additional analyses are performed in [18]
showing that a variety of discrete lattice structures exist between the linear and quadratic model limits.
This limitation in predictability can be atributed to the low slenderness ratio of many 3D printed lattices
and their mixed mode deformation nature. [12] presents a more complex multi mode deformation model
that accounts for a bending, stretch and shear mix and better predicts properties scaling.

A key parameter in the understanding and modelling of lattices’ mechanical performance is the load-
ing of its elements. A distinction is made between lattices that internally carry the load via pure tension
and compression or on the other hand by bending‘of its members.

2.3.1 Deformation modes and the degree of connectivity
Stretch-dominated lattices carry load via pure tension or compression of their structural members.
Bending-dominated lattices carry the load via bending moments within their structure, generally resulting
in more compliant lattices.

Figure 2.4: Bending dominated and stretch
dominated lattices. Figure courtesy of [19].

Stretch-dominated structures offer greater stiffness
and strength per unit weight given their smaller
scaling factor with relative density. On the other
hand, bending-dominated deformation structures
possess a higher toughness, thanks to the lack
of softening post-yield response due to buckling
of the struts [20]. This buckling load can be de-
termined in different manners such as with the
Euler and Johnson expressions [21] for compres-
sion of columns. The Euler-Johnson expression
interpolates between Euler’s column buckling load
and the material yield strength for low slenderness
ratios, providing a better estimate for buckling of
columns under compression than either method
alone. Different methods exist for bending, mixed
load cases and different geometries. Depending
on the application, stretch or bending dominated
may be preferred although in the case at hand, the
stiffness and strength of stretch dominated results
in more efficient structures.

Lattice geometry determines whether its behaviour is stretch or bending-dominated. This is mathemati-
cally represented for 3D strut-based lattices by Maxwell´s stability criterion based on node connectivity.
This criterionM is presented in Equation (2.3), where b represents the number of struts and j the number
of nodes. M is negative for bending-dominated and positive for stretch-dominated structures [22].

M = b− 3j + 6 (2.3)

Some lattices belonging to the bending-dominated category, according to the criterion, show a mixed
mode deformation with some degree of stretching. This is the case of Cuboctahedra or cubic lattices, al-
though this results in marginal specific properties gain compared to fully stretch-dominated behaviour [19].

As for non-strut-based lattices, the compressive experimental analysis presented in [15] shows that
sheet-TPMS lattice structures exhibit a near stretching-dominated deformation behaviour whereas
skeletal-TPMS more closely resembles bending-dominated behaviour.



2.3 Lattice structures 8

2.3.2 Mechanical behaviour
The general compressive stress-strain behaviour of lattice structures can be divided into three distinct
regions that can be observed in the stress-strain curve presented in Figure 2.5

Figure 2.5: General compression stress-strain curve for
stretch and bending-dominated lattice structures with its
three distinct regions. Figure courtesy of [16].

Firstly a linear elastic region can be seen
where stress increases linearly with applied
strain. The slope of this area of the curve
represents the Young Modulus, although, for
more accuracy, it is recommended to mea-
sure the unloading modulus [10].
At some strain level, the elastic limit is
reached and plastic deformation begins with
a transition to a non-linear response as cells
start to yield or buckle. In the case of bending-
dominated structures, a plateau region can
be seen where deformation keeps occurring
with little variation in the stress and in stretch-
dominated structures, this deformation may
accompanied by oscillating and varying stress
levels [16]. Lastly, after cells contact each
other and constrain further deformation, the
densification region begins, steeply increas-
ing stress.

Three distinct failure mechanisms shown in Figure 2.6 can be distinguished; Successive cell collapse,
diagonal shear and collective deformation. The same deformation mechanisms are generally seen for a
cell topology independently of its relative density.

Figure 2.6: Different lattice morphologies showcasing different deformation modes. From left to right. a)
Successive cell collapse b) Diagonal shear layer failure c) Collective deformation. Image modified from [15].
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Successive cell collapse results from rows of lattices collapsing. This behaviour is observed in skeletal-
TPMS gyroid lattices as well as Gibson-Asbhy lattices independently of density. On the other hand, in
diagonal shear, layers fail diagonally following a shear band. This is the most commonly seen failure
mechanism out of the topologies tested in [15]. Cells like Kelvin, Octet-truss, skeletal IWP or diamond and
sheet primitive gyroids show this mechanism. Some lattice topologies like Octet-trusses or sheet-TPMS
diamonds can generate double shear bands. Lastly, collective deformation results in uniform deformation
of all the cells simultaneously and can be observed in sheet-TPMS IWP. This deformation continues until
cracks propagate in the more brittle materials [23] or lattices are crushed. These mechanisms can be
observed in Figure 2.6.

Figure 2.7: Stress strain behaviour for skeletal diamond
lattice. Image modified from [15].

In light of the intricate failure mechanisms
of lattice structures, it can be seen that the
mechanical comparison between unit cells is
more nuanced than a mere interpretation of
the Youngmodulus, peak stress or toughness.
Some failure modes are more desirable than
others. An often undesirable failure mode
is highlighted by the behaviour of skeletal-
TPMS diamond structures showcased in Fig-
ure 2.7. This structure experiences a rapid
shear line failure, followed by a sudden drop
in the stress and consequent loading of the
structure till failure of the next layer leading
to a very irregular stress-strain profile that is
highly unpredictable and can lead to large
strain increases after a layer failures. This
process is repeated until densification.

Failure mode aside, the results from [16] evidence which morphologies are generally advantageous.
For instance, FCCZ or face-centered cubic with z struts unit cells have much greater performance than
BCC or body-centered cubic lattices for the same density, especially in terms of modulus. However,
as the experimental data is provided from different literature sources some deviations due to different
methodologies, materials, equipment and imperfections can be expected. As demonstrated in [15] the
design and SLM printed densities vary substantially depending on the lattice type. During the SLM
printing process, heat creep and interaction between the solidified structure and the powder bed lead
to partial melting and fusing of the loose powder with the bottom surface of the part. A phenomenon
of higher importance at increasing unit cell surface areas. More consistent results can be expected
from this publication, where a reduced set of 10 cell topologies are experimentally compared in uniaxial
compression at different relative densities after SEM is used to assess the printing quality. Out of the
10 geometries analyzed, sheet-TPMS structures present the best mechanical properties followed by
strut-based lattices and skeletal-TPMS. These differences between cell topologies are magnified at small
relative densities, particularly for the modulus while at higher densities, as the mechanical performance
gap narrows, other aspects such as manufacturability, fatigue and design freedom become more relevant.

Materials endure a plethora of loading scenarios, including combined loadings with multi-axial tension/
compression and shear. Due to the novelty of the field, the ease of performing compression tests and the
nature of these structures, compression dominates the literature. Limited tensile and combined loading
behaviour for low-density micro BCC lattice structures is described in [24]. Density has a big influence on
the tensile deformation behaviour and stress-strain curves. The lower-density lattice structures showed
a true stress reduction after yield emanating from their sensitivity to micro-cracks and structural imper-
fections, process-dependent problems that are not as apparent in compression. On the other hand, the
higher-density lattices showed a more traditional stress increase after yielding with necking until failure.

Thus far the analyses have focused on structures with small enough unit cells to be considered their
own homogenized material with distinct properties rather than just a structure. In the next section, the
limit with larger lattices will be explored.
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2.3.3 Large form factor lattices, boundary effects
To simplify robotic assembly, larger lattices, resembling the scale of the geometries to be built are utilized.
However, the previous mechanical analysis considers the lattice structure as a homogenized material
with its own properties, which only applies to lattices significantly smaller than the structure’s features.

Figure 2.8: Internal vs boundary beams for a
strut-based lattice structure. Figure courtesy of [25].

As more voxels or unit cells are added, the de-
gree of connectivity increases, constraining the
lattices and effectively providing more rigidity, in-
creasing the modulus until the continuum value is
reached. The evolution of the ratio of internal and
boundary beams for cubot lattices is showcased
in Figure 2.8. The mechanical performance of
large-scale lattice structures has been character-
ized for a variety of materials and manufacturing
methods, from additively manufactured PLA, car-
bon fibre reinforced PA12 or liquid crystal polymer
(Vectra) octahedral cells in [26] to glass fibre rein-
forced PEI injection moulded octahedrals in [18]
or more varied injection moulded geometries such
as Cubots in [25].

The scaling of the Young modulus and the stress-strain relations against lattice count for the injec-
tion moulded cubots is showcased in Figure 2.9. As can be seen after the cube side length, that is, the
number of lattices per side of the cubical material sample, increases over five, the continuum values are
approached and at ten or more lattices cube side length, the properties have converged to that of the
continuum.

Figure 2.9: Properties of cubot strut-based lattice structures for increasing number of lattices. From left to right: A)
Stress-strain, B) E-modulus, C) Compression tests images. Figures courtesy of [25].

2.3.4 Metamaterial properties
The geometry of these unit cells can be tweaked to exhibit varied behaviours, some not achievable in
traditional materials. Figure 2.10 presents 4 metamaterial unit cells with exotic behaviour like auxetic unit
cells that contract from all sides when compressed and chiral lattices that rotate when loaded in tension.

Figure 2.10: Metamaterial unit cells. From left to right; Stiff, compliant, auxetic and chiral. Figures courtesy of [25].
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2.4 Robot assemblers and their architectures
Digital materials present a set of advantages that simplify their autonomous assembly namely embedded
metrology and parallelization. This chapter dives into the existing literature for the assemblers, showcas-
ing different robot hardware configurations and their organizational architectures into collectives.

2.4.1 Robotic hardware platform
A robot is a programmable machine capable of carrying out complex tasks automatically. In this context,
the robot’s main role is to traverse the digital material as well as placing and removing lattices from the
structure. However, this does not strictly constrain its shape or actuation. From flying drones to robot arms
or walking robots, a plethora of hardware platforms have been described for autonomous construction in
the literature. [27] compares various robotic platforms and organizational schemes to natural buildings.
Different such platforms are showcased in Figure 2.11.

Figure 2.11: Robotic assets for discrete assembly. From left to right: A) Termes autonomous robotic system [28] B)
Aerial construction of brick structures [29] C) Inchworm lattice traversal robot [26] D) Mobile robotic brickwork [30].

The robot’s positional precision requirements are relaxed by the use of digital materials with embedded
metrology. Benjamin Jennet [11] defines this robot-material symbiosis with the term relative robotics.

"Relative robots are task-specific, and their geometric, kinematic, and dynamic properties
are a function of the periodic environment in which they operate. Relative robots seek to
leverage this environment for simplification and improved reliability."[11]

Relative robots do away with complex high-precision solutions like the autonomous mobile robot (AMR)
mounted robot arm-mounted on the rightmost picture in favour of simpler, cheaper and more scalable
solutions. On the opposite end, low DOF robots generally have reduced flexibility for climbing, turning,
moving diagonally and navigating complex 3D vertical spaces efficiently. As a result, inchworm robots
have been popularized in relative robotics because of their balance between complexity and simplicity.
Inchworm robots are featured in the assembly of digital materials in [31] [32] [33] [26] [34], for bridge
inspection [35] and as an alternative to more traditional truss climbing robots [36] [37]. Inchworm robots
present a joint configuration often seen in the legs of more complex robots such as the spider-looking
quadruped in [38].

Figure 2.12: BILLE and MOJO. Image
courtesy of [39].

A first-generation robot duo composed of the inchworm robot
BILL-E (Bipedal Isotropic Lattice Locomoting Explorer) [31]
and the lattice crawler MOJO (Multi-Objective JOurneying
robot) [40] presents the idea of splitting the work of lattice
placement and securing. BILL-E walks on the digital mate-
rial transporting and placing lattices and MOJO crawls through
the structure to secure them to their neighbours. A second-
generation BILL-E robot was developed in [32] for different
lattice geometries. A larger scale third generation robot duo
made of the recently presented inchworm SOLL-E (Scaling
Omni-directional Lattice Locomoting Explorer) [33] and the
crawler MMIC-I (Mobile Meta-Material Interior Co-Integrator)
[41] addresses some limitations. These robots are larger with
similar kinematics but a better design. For instance, SOLL-E
uses closed-loop controlled BLDC motors instead of servos.
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Figure 2.13: Screwdriver arm. Image courtesy of
[26].

These two separate roles have been coupled into a
single inchworm robot in [26]. Here, a small single-
degree-of-freedom arm, holding a torque limited servo
powered screwdriver is added onto the inchworm
robot grippers or feet. This arm can be moved into the
lattice building blocks to perform screw-in and out op-
erations as showcased in Figure 2.13. However, this
requires multiple robot moves to reposition the grip-
per with different orientations resulting in a long time
to screw each lattice and can have difficulty screw-
ing to the bottom node. This robot was developed by
Alex Luijten in ETH with Dr. Kunal Massania’s advi-
sory and will be utilized as a baseline design in the
robot design in Chapter 5.
To perform an automated assembly job, a hardware
system composed of robots and lattices works in con-
junction with a software platform where the user or
stakeholder can specify the job definition. These
hardware-software architectures can take multiple
forms.

2.4.2 Robot organizational architecture
From an autonomous robot or agent perspective, a classification between deliberate and reactive sys-
tems can be made according to how sophisticated the agent’s reasoning is. Whereas deliberate agents,
plan optimal strategies and execute them in a deliberate thinking-like process, reactive agents respond
to certain stimuli with pre-set behaviours. The line between these two types is blurry with some being
a hybrid incorporating elements from both. In fact, in the field of Distributed Artificial Intelligence or DAI
it is widely accepted that agents should incorporate both reactive and deliberate abilities [42]. Different
implementations and mixes can be seen. For instance, [43] mixes both reasoning types by deliberately
selecting which reactive behaviours are followed and on the other hand, the system presented in [44]
deliberately selects when to follow reactive or goal-directed plans.

A distinction must also be made between global and local perspective agents. Global perspective robots
know the status of the complete operational domain by means of global or centralized communication
limiting its application to small-scale scenarios, where the global status can be defined with a sensible
number of bits. Global perspective systems preferably run in a single planning machine to reduce the
need for continuous state communication.
On the other hand, local perspective robots employ a set of sensors and local area communication to
develop an understanding or measurement of stimuli around their neighbourhood. The lack of information
and distributed nature of local perspective systems hurdles the planning of optimal task execution.
Some or all elements of this deliberate and reflective planning can be performed externally to the robot,
that is on a separate computing unit at the cost of a constant communication stream. This represents a
tradeoff between computation and communication. Centralized computations facilitate global perspective
agents.

Three major types of architectures for organizing a set of robots for a construction process exist; Cen-
tralized, decentralized and distributed systems. Both centralized and decentralized systems present the
possibility to plan at a higher than robot or worker level with an external planner, while distributed only
allow for planning at the robot level.

Centralized systems
Centralized systems represent the most straightforward and simple to implement architecture consisting
of a single central master controller that plans and directs all the robot workers in a traditional master-
slave configuration [45]. Depending on the degree of autonomy, the orders provided range from low to
high level. For this system to work, all robots must maintain a connection with the central planner. Having
only one main central unit this system is highly sensitive to the failure of components as there exist single
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failure paths. Additionally, the impossibility of adding more central planners hinders the ability to scale
horizontally by parallelization, only allowing vertical scaling by increasing the computational power of
the planner, thus limiting scalability. A diagram of this architecture is provided on the left-hand side of
Figure 2.14.

Decentralized systems
Decentralized systems are a variation of centralized systems in which multiple planners can be utilized
simultaneously. Each planner controls a group of robot workers in the same way as in the previous sce-
nario. Distributed systems may also incorporate hierarchical layers where a higher-level master may relay
orders or information to a robot via other masters. This system allows for horizontal scaling thus expand-
ing scalability as well as reducing the sensitivity to failure of components. Nevertheless, an additional
level of complexity is added over centralized systems.

Distributed systems
Distributed systems present a dichotomy with the previous master-slave or server-client architectures.
In distributed systems no planner is present and the robots themselves make their own decisions. The
behaviour of the complete system is not controlled by a central planner but by the collective decisions of all
the intervening agents. This type of system presents a high scalability potential but more difficulties exist
to reach consensus and perfect coordination. In distributed systems, complex behaviours can emerge
from the individual contributions to the collective behaviour like in biological construction.
Although no direct control from a central user can be observed, the final build geometry can be defined
by providing the robots with rules and a build definition in different forms such as gradient fields that
dictate their future behaviour as further elaborated in Subsection 2.5.4. Often these fields do require to
be computed in a centralized medium before being distributed to different agents.

Planner

Robot RobotRobot

Planner

Robot RobotRobot

Planner

Robot RobotRobot

Robot

Robot

Robot

Robot

RobotRobot

Figure 2.14: Most widespread robotic types for discrete assembly of digital cellular meta-materials. From left to
right: centralized, decentralized and distributed.

Distributed systems and self-organization
Self-organization is the spontaneous ordering tendencies through which independent agents organize
their collective behaviour and global order emerges not through external intervention but thanks to inter-
actions amongst themselves [46] [47] by means of emergent behaviour or explicit cooperation [48] . It is
characterized by the absence of explicit external control, dynamic operation due to its evolving organiza-
tion and generally speaking but not necessarily distributed control [49]. In nature, self-organization can
be seen from groups of thousands to trillions of individual elements resulting in a variety of forms with
examples at different scales such as self-assembly of crystals, rotary motors of bacteria flagella or ant
colonies capable of building structures such as bridges with their bodies [50].
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Self-organization is most interesting but not limited to local perspective agents and distributed systems
where the lack of global information on the decision-making agents hurdles the planning of optimal task
execution.

A plethora of mechanisms for self-organization exist. From Bio-inspired mechanisms such as stigmergy or
reinforcement learning to social approaches like trust-based or reputation systems, two large categories
can be distinguished; Strong and weak self-organizing systems [51]. Strong self-organizing systems are
those where there is no explicit central control such as in the case of distributed architectures and weak
self-organizing systems are those where there is re-organization under internal central control as can
occur in centralized and decentralized systems [49]. An example is the start of the termite mound’s royal
chamber, where the construction is dominated by pheromone fields released by the queen, providing a
centralized level of control to the nest build process [52] [53]. Two of these self-organization approaches
or mechanisms are now briefly introduced.

Stigmergy
Stigmergy is one of the first indirect coordination and self-organization mechanisms subject to the spotlight
of research. It was introduced in biology to refer to termite and social insect behaviour before the fields of
robotic swarms and collective robotics were relevant. [54] defines it as:

"Stigmergy is an indirect, mediated mechanism of coordination between actions, in which
the trace of an action left on a medium stimulates the performance of a subsequent action."
[54]

The trace of an action left on a medium is portrayed in biology by the presence of chemicals such as
pheromones. Stigmergy suggests that past individual behavior influences the collective´s present and
future behavior by leaving detectable traces, allowing the development of time-dependent cooperation.

Stigmergy also allows for some level of centralized control in apparently distributed systems. An illustra-
tion is the previously introduced example of termite mound construction that is dominated by pheromone
fields released by a central authority, the thermite queen. This centralized control proves of high value
for automated manufacturing as precise control of the final geometry is desirable.

A practical example of scalability limitations is presented in [55], where robots coordinating through
stigmergy are tasked with gathering a set of objects, and the efficiency of the process is compared for
groups of different sizes. It was found that for the simple implementation studied after a critical number
of agents is introduced, the meantime to accomplish a task increases due to an exponential increase
in interactions between robots which are time-consuming, thus group size is a critical factor for local
perspective and stigmergy approaches and increasing it can lead to decreasing performance if not done
adequately.

Flock behaviour
Other organizational mechanisms exist. In flock behavior, agents measure the presence and position of
others via visual, sound, EM or other signatures. As an example, the FluxPose 6DOF positional magnetic
sensor is a great example of a powerful sensing platform for flock behavior. This allows for a more dynamic
and fast response that does not leave a trace through time as Stigmergy does but suffers from limitations
on introducing centralized control or time-dependent phenomena. Flock behavior can be observed in
birds and fish group movement coordination. In the field of autonomous assembly, the Kilobots from [56]
have exploited such behaviors to build complex geometrical shapes. These and more strategies are not
exclusive and can be mixed together.
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2.5 Work planning and graph structures
This section is largely based on Steven LaValle’s planning algorithms book [57] and the artificial intelli-
gence lectures from [58].
Two large types of problem-solving strategies can be distinguished; Knowledge and search-based.The
first one requires preexisting knowledge of the system and can not be easily generalized. For instance, we
may ask someone whether they know how to solve a Rubik’s cube, that is whether they have memorised
a set of movements that can algorithmically be combined with logic rules to solve a particular puzzle.
Alternatively, a general computationally intensive search-based method, that maps all the puzzle´s states
and navigates them can be utilized to optimally solve a Rubik´s cube with no preexisting knowledge of
algorithms. As demonstrated in [59] methods that mix the two strategies are possible and often beneficial.

Planning strategies can be classified into discrete and continuous. While a GPS personal navigation
device can work with the abstraction of a discretized space, where the user position is binary between
nodes or intersections, a self-driving car must navigate the analogue continuum of the intersections and
roads, defining a plan of action at every point. Often, the continuum of reality can be discretized into
small elements, in fact, modern digital robotic sensing is discrete in nature, due to the finite resolution of
analogue digital converters used in the sampling of transducers [60]. Nevertheless, it is computationally
impractical to employ discrete planning on very fine resolutions when continuous planning is possible.
Due to the nature of digital materials, discrete planning is more suitable and is explained in greater detail.

The problem of automated construction can be seen as a state-search problem where the lattice structure
is transitioning from an initial state x0, that is, a distinct situation or configuration of the world to a different
goal or final state xg. The world can be transformed from one state to another through actions, such as
placing or removing a lattice, that are chosen by the planner. Actions, denominated u produce a new
state x′ when applied on x, as specified by a state transition function shown in Equation (2.4).

x′ = f(x, u) (2.4)

U(x) represents the action space, meaning the set of all actions that can be performed for a state x. A
planning problem is feasible, meaning that the goal state may possibly be reached from the initial state
when the state space X contains an initial state xi and a goal set Xg and for every state x in X there
exists a finite action space U(x) with its corresponding state transition function.

The set of states is commonly organized or visualized in a graph form like shown in Figure 2.15, where the
nodes represent the states and the edges the interfaces between states, that is, the actions to transform
from one state to another. We can distinguish between directed and undirected graphs. In directional
graphs, the edges may allow traversal in only one direction and in unidirectional graphs, edges are always
two-way. Essentially whether every action xk = f(xi, u) has an inverse xi = f(xk, u

−1) with the same
cost.

Figure 2.15: Graph representation of the state-space. Nodes or dots represent the states, and the arrows or edges
are the actions or interfaces between states. Light blue arrows are directional, and dark blue bidirectional.
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Graph search algorithms can then be utilized to find an optimal plan. This search can be performed on an
already built or discovered graph or alternatively the graph discovery and search steps can be performed
simultaneously by progressively discovering the graph as the search advances. The search process is
based on dynamic programming and Bellman´s principle of optimality that states:

“An optimal policy has the property that whatever the initial state and initial decision are,
the remaining decisions must constitute an optimal policy with regard to the state resulting
from the first decision.” - Richard E. Bellman [61]

In simpler words, an optimal policy can only consist of optimal sub-policies and thus the search problem
can be broken down into sub-problems that can be solved to reconstruct the optimal solution.

Different strategies can be employed for traversing the graph, most notably they can be classified as
forward search, backward search and bidirectional search. A general or unified view of search methods
is presented before diving into more detail.
At any point in the search, we can classify the states into 3 groups. Unvisited, dead, Alive:

• Unvisited: States that have not been visited yet.
• Dead: States that have been visited, meaning every possible next state x′ = f(x, u) is discovered
and added to the alive set.

• Alive: States that have been discovered but are yet to be visited.

Initially, the only alive state is the initial state xi with every other X − {xi} being unvisited. Alive states
are stored in a priority queue Q that is ordered with a priority function that constitutes the primary dis-
tinction between the different search algorithms. The highest priority alive state from the queue Q is
visited and removed progressively. When visiting the state, the corresponding edges are created and
neighbouring states are added to the priority queue with their corresponding cost to reach, which is
equal to the visited node cost plus the edge weight. This cost may be used in the ordering of the priority
queue. If Xg lies within Q the graph will have been explored to the point where a solution is available,
not the optimal solution but one nevertheless. Once Xg is visited thanks to the principle of dynamic pro-
gramming, the optimal path will have been found. By saving which state x each next state x′ comes from
and which action was used to traverse x′ = f(u, x), the solution can be easily traced back once it is found.

For a k-step plan, that is, a fixed length plan with k steps, the stage-additive cost functional from Equa-
tion (2.5) can be developed. The cost to execute a certain plan πK isL(πK). The term l(xk, uk), represents
the cost l to transition from state xk to x′, via the application of the action uk and it always yields a real
value for any xk in X. F represents the final stage. If xF is in the set of goal states XG, the final term
lF (xF ) will be zero and otherwise infinite. This term accounts for the fact that some plans may never
reach the goal state and thus their cost is infinite as they never reach the goal.

L(πK) =

K∑
k=1

l(xk, uk) + lF (xF ) (2.5)

The cost to go from stage k to F can be minimized by doing the following where the cost LF is just G∗
F (K).

G∗
k(K) = min

uk,....,uk

{
K∑

k=1

l(xk, uk) + lF (xF )

}
(2.6)

2.5.1 Continuous planning
Before advancing onto search algorithms a short introduction to planning on continuous domains is pre-
sented. Research on planning can be divided into two categories; Roadmap and cell decomposition
methods [62]. A brief outlook on both of these is now provided.

Roadmap methods
Roadmap methods are predominantly employed for path planning. They are solved in the configuration
space, that is, a representation in which the robot or actor is represented by a point and its planned
movements are described by a continuous path.
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Figure 2.16: Visibility graph. Courtesy of [63]

The roadmap is the set of curves that interconnect all
start and goal points by paths as shown in Figure 2.16.
Different roadmap implementations exist such as the
Visibility graph method or Voronoi-based trajectories
with the main difference being how the space between
obstacles is split. In the Visibility graph method, the ob-
stacles are first thickened by the agent’s radius and the
roadmap is built by connecting the nodes or vertices of
the different polygonal obstacles as well as the initial
and final or goal positions. A path is then found from
the roadmap. Paths are viable when they don’t inter-
sect another of the polygonal obstacles. When a path
is possible there will exist one or more lines from the ini-
tial to the goal position that do not intersect obstacles.
The shortest path can then be selected.

Cell decomposition
Cell decomposition consists of discretizing the continuous space to apply graph search algorithms. This
method involves a four-step process, as depicted in the exact cell decomposition approach in Figure 2.17.
The initial step involves decomposing the space into discrete cells, based on the vertices of obstacles.
Subsequently, a connectivity graph is constructed, where each cell is represented as a node and the
connections between them as edges. The third step involves determining the most efficient path from
one cell to another using the graph. Lastly, specific points within each cell are selected to be used in the
continuous path.

Figure 2.17: Exemplified cell decomposition process utilizing exact cell decomposition. Figure edited from [64].

2.5.2 Search algorithms
The introduction to this chapter provided a generalized overview of search algorithms where it was ex-
plained that different implementations differ primarily in the ordering of the priority queue Q utilized for
selecting which neighbours should be visited next. The following sections explain different algorithms.

Exhaustive search: Bellman-Ford algorithm
Exhaustive search are brute-force algorithms that evaluate (or exhaust) every option. No guesses of
which nodes are best to evaluate first are performed, thus requiring the evaluation of all of them.

Bellman-Ford works on the principle of relaxation like the famous Dijkstra’s algorithm described in Sub-
section 2.5.2. The cost approximations are continuously iteratively improved until they converge. The
peculiarity of this algorithm is that it goes through each vertex, computing the distance to their neighbours
in every iteration, thus it’s exhaustive since all vertices will be checked and not only once. This is compu-
tationally expensive but unlike other algorithms allows optimally navigating graphs with negative edges.
Looking at every edge at every iteration guarantees a solution is found in V − 1 steps. In each step, each
node is visited meaning the time complexity is O(|V | · |E|) where V and E are the numbers of vertices
and edges respectively.

Non-exhaustive search algorithms
Non-exhaustive algorithms do not require checking all possible nodes since it’s possible, though not guar-
anteed, to find the shortest path to a node before the complete graph is exhausted.
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Breath-first search (BFS) and Depth-first search (DFS) and iterative deepening
BFS and DFS are some of the simplest search methods. In BFS, the priority list Q behaves as a FIFO,
First-In-First-Out queue generating a uniform wavefront. Breath first search exhausts all k-step plans
before investigating k+1 step plans, guaranteeing that the first one found contains the minimum number
of steps. For state spaces where all costs l(xk, uk) are the same the first solution found must be optimal.

On the other hand, in DFS, the priority list Q is LIFO, Last-In-First-Out. The exploration of the state
space is spearheaded in a single direction as opposed to the uniform wavefront of BFS. It’s more biased
towards investigating long plans early on, meaning that the first plan found won´t necessarily be optimal.

The time complexity of both algorithms is O(|V | + |E|) though it can be difficult to compare the per-
formance of these two methods. If not run till exhaustion BFS is preferred in cases where the solution is
known to be close to the starting location while DFS is preferred for other cases. Very wide trees benefit
DFS since does not need to store a complete tree level, reducing memory constraints.

These two strategies can be mixed using iterative deepening, where depth-first search runs till a cer-
tain depth to then transition to a different branch as in BFS, balancing the pros and cons of both methods.

Dijkstra’s search
Dijkstra is a well-known path-finding algorithm. It is a specific case of A* presented in Subsection 2.5.2
but using a heuristic identically equal to 0. Interestingly, it was developed by the Dutch computer scientist
Edsger Dijkstra who was inspired by finding the shortest way to travel from Rotterdam to Groningen when
shopping in Amsterdam.
Instead of performing a simple FIFO or LIFO order on the priority queue Q, Dijkstra´s algorithm uses a
greedy approach taking the nodes with the lowest cost first.

The complexity of this algorithm depends on the nuances of the implementation. Utilizing a conventional
array priority queue, the time complexity will be O(|V |2), however, it can be reduced to O(|E|+ |V | log |V |)
by using a Fibonacci heap [65].

Heuristic or informed search algorithms
Heuristic search algorithms use a function to predict the most promising nodes for efficient space search.
This ”bird’s eye view” approach allows to focus on likely solution areas, unlike the ”worm’s eye view” of
exhaustive methods. This is effective if the graph is not random. This section will focus on best-first search
with A* and greedy flavors.

A* search algorithm
A* belongs to the family of non-greedy best-first search algorithms together with others such as B*.
The priority queue is ordered according to the cost functional f , which is the sum of the cost to get to the
current node from the start g as in Dijkstra’s plus an approximate cost to reach the goal node, the heuristic
h. It can be calculated for state x as shown in Equation (2.7).

f(x) = g(x) + ϵh(x) (2.7)

Where:
• f(x): The total cost utilized for ordering the priority queue.
• g(x): Cost of the path from the starting state xi to the current state x

• h(x): The heuristic function estimates the cost from the current x to the goal state xg. The optimal
solution is found as long as the heuristic is admissible, meaning it doesn’t overestimate the cost.

• ϵ : Heuristic relaxation factor. The admissibility criterion is relaxed by a factor ϵ to provide a sub-
global minimum solution within a margin that can be computed much faster. Over-relaxation, like
excessive laxity in work, can lead to poor outcomes. Dynamic weights could be used.

For states with the same f(x), both LIFO and FIFO strategies can be employed. Generally speaking, LIFO
is preferred as A* will behave depth-first amongst equal cost paths, returning a solution faster. Imagine
there is symmetry in the problem. A FIFO priority will develop both symmetric paths simultaneously while
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LIFO will focus on a single one. The time complexity of A* depends on the particular Heuristic employed
and its time complexity. Expensive heuristics will heavily impact the performance.

A comparison between path planning using uninformed Djkistra’s and heuristic A* algorithms is show-
cased in Figure 2.18 using the online visualization from [66]. The blue nodes represent the dead states,
green alive states, white unvisited, and grey obstacles. Dijkstra’s algorithms on the left check a larger
portion of the space as its lack of heuristic makes it expand in an iso cost sphere resulting in 1410
operations and 1.6ms runtime compared to the 391 operations and 0.5ms run-time of the A* algorithm.
Despite both cases showcasing a different path, both are optimal and the same length. Remember that
admissible heuristics as employed in this case guarantee global optimality of the solution.

Figure 2.18: Comparision of Dijkstra (left) and A* (right) algorithms on a pathfinding problem from the dark green to
the red squares. Grey squares represent obstacles, white unvisited states, blue dead ones, and green alive states.
Figure generated using [66].

Greedy best-first search
Similarly to how Dijkstra uses no heuristic h(x) from Equation (2.7), greedy best-first search does without
g(x). The priority queue is purely ordered based on the heuristic. This algorithm is greedy since it inves-
tigates the most promising path at every moment. It offers high computational performance and in the
worst case, it behaves like the uninformed depth-first search from Subsection 2.5.2 with a more expensive
cost estimation. However, it offers no guarantees of finding the optimal solution.

2.5.3 State space explosion
Linear increases in the size of properties of a problem can lead up to exponential growth of the state
space. While no universal solutions exist to reduce the size of the state space, techniques that minimize
computational power and memory like hash tables can linearly delay issues. Methods that eliminate the
need to check some parts of the state space may allow an exponential increase in the explorable domain.
It is possible to perform a simultaneous graph discovery and search thus reducing states can manifest in
both steps.

The number of states can explode for even relatively simple problems like a Rubik’s cube. The cen-
tral pieces of each face don’t move. There are 12 additional edge pieces with 2 rotational states each and
8 corners with 3. Thus a cube has 12! · 212 · 8! · 38 or 5.2 · 1020 states. However, many of these states form
separate graphs that don’t intersect meaning they don’t contain the same nodes and can’t be reached
from the starting (solved) state. an additional constraint must be added. We can not freely determine the
rotation of one of the edges and corners as well as the position of one corner. In this way, the number of
states becomes 12! · 211 · 8!/2 · 37, that is, 4.3 · 1019. [67]

Extensive research has successfully mapped all states of this puzzle, identifying solutions for every
initial position. This required various methods and optimizations, including leveraging symmetries to
condense the search area, applying mathematically derived bounds to the maximum number of steps in
the optimal solution path, and employing bidirectional search techniques. As a result and after 30 years
of CPU time, all solutions have been identified and the maximum number of moves required to solve the
cube, known as God’s number, has been established at 20 [68].

Automated assembly
In the planning of an automated assembly job, the size of the space state varies depending on the design
freedom and the size of the structure to be built. Firstly, consider the problem of building a structure
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in a 3x3x3 grid volume. Placing any lattice at any point in time, a total of 27! or 1.08 · 1028 states exist.
However, lattices can only be placed next to existing ones, and it must start in a predefined location along
the edge. In that case, and assuming no lattices are removed after being placed, the number of states
decreases to an upper bound of 527, or 7.45 · 1018. This is calculated from the graph´s depth and degree
of branching which ranges between 1 and 5. Even a quick upper bound calculation reveals the immensity
of the design state space of such a simple assembly task.

Three strategies can be employed to reduce the severity of the state space explosion. Firstly, limits
can be imposed on design freedom. Secondly, heuristics can be employed that guide away from the
exploration of a large section of the state space. Lastly, some logic-based rules can be utilized to decide
parts of the solution without applying a search procedure.

Figure 2.19: Logistics lattices in accordion
structure

An example of such a limitation is whether lat-
tices not belonging to the target structure can be
placed temporarily to provide infrastructure to the
assemblers and speed up construction. The place-
ment of such lattices must be bounded to prevent
the state space from growing to infinity. Next,
two configurations that benefit from this are pre-
sented.
Figure 2.19 presents a scenario where an accor-
dion structure is constructed. The orange lat-
tices represent temporal or logistics lattices that
are placed outside the target structure definition
to accelerate the transit of robots during assem-
bly and are dismantled afterward. Similar to sup-
port material in 3d printing, additional lattices can
be placed to act as a structural or logistics back-
end.

Figure 2.20: Logistics lattices for crossing

A simpler scenario is shown in Figure 2.20. This thin
strip is a choke point where two robots can not pass
side by side. Robots can yield, they can interchange
or hand over the lattices like in a bucket chain as
shown in Subsection 2.5.4, or additional lattices can
be added to allow overtaking.
These cases can also take the form of tunnels where
robots navigate inside the structure´s pores.

Simplifications to the state space can have a significant impact on the performance of the assembly
process. A heuristic function can help inform which actions to take. Heuristics are simple to implement in
path planning problems as they can be a simple geometric distance, but they become harder to define in
more complex problems.

Figure 2.21: Bipartite matching graph utilized
for the heuristic in [39]

Two heuristics for the reconfiguration of a discrete
voxel structure are proposed in [39]. One is based
on the moving of the centre of mass of the recon-
figuring structure and the other uses the min-cost
of a dynamic bipartite matching graph. A bipartite
graph matches two sets with edges, ensuring no
edges have the same endpoint and minimizing to-
tal cost.
In the case at hand, the robots with voxels are
matched to the lattices in the assembly front and
the robots without lattices are matched to a lat-
tice in the disassembly front as presented in Fig-
ure 2.21.
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State search is not limited to finding the construction steps but can also be used for path planning,
meaning finding the set of movements for the robot to traverse from one location to another. In this case,
the nodes would represent different connection points the robot can attach to and the edges the possible
movements to traverse them.
Thus far, it has been assumed that a centralized authority can perform the state space search and com-
mand the worker robots. Controlling these large collectives from a centralized authority can prove chal-
lenging for this reason other methods also exist like gradient fields.

2.5.4 Comparison to potential and gradient fields
An approach similar to that of stigmergy presented in Subsection 2.4.2 where robots utilize field maps
containing long-term planning strategies and can employ local sensing to come up with small modifications
can be developed.

Figure 2.22: Overview of path planning utilizing
potential fields. Image courtesy of [69].

The illustration in Figure 2.22 demonstrates the
use of potential fields for path planning. This po-
tential field allows robots to navigate to a goal
location from any starting position within a par-
ticular domain. akin to how particles or charges
move in a medium. For those of us who have
studied aerospace engineering, this concept might
remind us of classical thin airfoil theory, where
sources and sinks are used to create potential
fields that simulate particle flow around objects
like airfoils to calculate aerodynamic properties
from flow velocity, circulation, divergence, curl...
In this case, the fields can be also developed
numerically not just analytically simplifying their
cons.

These strategies have been used extensively in robotic collective construction. Autonomous assem-
bly with gradient fields is presented in [70] and [39] extends it to reconfiguration tasks where an initial
structure is modified into a different geometry and compares it to state space methods seen before.

Figure 2.23: Radient fields in the context of the
automated assembly of digital materials [71].

The fields can be generated by determining where
lattices must be assembled, disassembled and
where there is an intersection between the current
and target geometries. A continuous gradient is
developed from the disassembly to the assembly
areas, which is discretized to give the nodes a nu-
meric priority as shown in Figure 2.23.
Robots behave as charges following streamlines.
When a boundary is reached, the necessary ac-
tion (assembly/ disassembly) is carried out. Dif-
ferent stimuli like performing actions, interactions
with other robots, or deadlocks may cause a
charge flip leading to navigating the environment
in the opposite direction. Often robots carry-
ing voxels and robots getting new ones traverse
the same streamlines in opposite directions. In
[39] voxel handover was implemented to reduce
the impact of these collisions. On the extreme,
this results in a chain of robots exchanging lat-
tices, like a bucket fire brigade. This behavior is
easier to implement in gradient fields than state
search where longer less dynamic plans are exe-
cuted.
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The performance of these methods compared to that of state space search planning systems in au-
tonomous assembly is showcased in Fig. 2.24.

The leftmost image compares distributed and state search for a variety of test cases. These test cases
present different geometries, numbers of voxels to translate (from 12 to 144), degrees of freedom, and
number of robots (1 or 2). State search is shown to be more efficient in cases that utilize a low number of
robots with differences ranging from 35% to 230%. Centralized algorithms have stronger guarantees of
finding the optimal solution.
On the right one of the structures with 144 voxels to translate is presented for a varying number of robots.
In the case of state-search increasing the robot density quickly saturates the structure, and more collisions
between robots appear reducing the assembly efficiency. It is suggested that a saturation robot density
exists. However, distributed algorithms show a better performance a high robot counts. This is mainly
because voxel handover was implemented thus mitigating robot collisions. It must be noted that although
more complicated it is technically possible to implement this voxel handover in state search methods as
well.

Figure 2.24: Performance comparison of potential field and state space search methods [39].

Lastly, the temporal organization of computation and information transfer must be analyzed. Distributed
systems need to be given the instructions in some manner or another. In the case of gradient fields, a
centralized authority must generate them and load it in the assemblers. This concentrates computation
and data transfer to certain points in time, potentially resulting in bottlenecks. On the contrary, state search
can benefit from Bellman´s principle of optimality which states that any part of an optimal plan is in itself
an optimal sub-plan. Optimal sub-plans can be generated and executed before the full plan is computed.

Additionally, centralized systems give the user complete control, allowing modifications of the structure
on the fly and overriding robot commands. Similarly, this more easily allows the future integration of more
lattices, assembler types, workflows, and machines. Imagine a system where an optimal lattice design for
a particular location and loading is generated, sent to a 3D printer, and later picked up by an assembler
robot. Such a mix of workflows, tools, and machines is, at least for now, only feasible in highly centralized
systems. In fact, centralized planners can even emulate distributed systems.



3
Research definition

The objective of the project is to develop a complete end-to-end autonomous digital material assem-
bly system capable of bridging the gap between a 3D model and a built structure with a flexible, com-
prehensive and easy-to-use toolset that can be expanded and continued as a development platform.
In this way, further research on autonomous assembly and its application to living materials can be
performed at an increasingly high abstraction level. Specifically, it aims to introduce a new degree
of flexibility by breaking from the strict grid digital material constraints seen in the literature, that limit
the robot’s mobility to a rectangular grid. In this manner allowing the introduction of different shapes,
sizes, directions and curvatures to the building blocks. The resulting tool must be easy to use to al-
low for the start of a new path of research. This is summarized in the following research objective.

3.1 Research questions
To support this objective, the following research questions are defined and organized thematically into the
three main topics of this thesis:
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4
Digital material development

The digital material is one of the three items in the trinity of autonomous digital assembly with the other
two being the robot and the control software.

The digital building blocks are composed of nodes that serve as an interface onto which other blocks and
robotic assemblers can attach and a structure that holds the nodes together. In reality, this can describe
a variety of objects, not just small lattice building blocks. For example, nodes can be added around a
room, on a bridge, or on the exterior of a space station to allow robotic assemblers to operate around that
environment and other building blocks to be connected. In the following sections, the design of the node
and some lattice building blocks will be explored.

4.1 Node design
Nodes are the interaction interface of the digital material. They enable the connection between different
building blocks and act as attachment points for assemblers. Nodes have been designed with the possi-
bility of utilizing a threaded or magnetic connection. A node is shown in Figure 4.1 with an insert for the
threaded connection highlighted in green as well as magnets in blue.

First, the magnets are pressed-fit in the node. Special features are present that allow some defor-
mation of the plastic part. Additionally, cyanoacrylate glue can be added during this process. The magnet
cover is then snapped-fit onto the node using four tabs on the side of the nodes. The magnet cover
is a thin part that adds a high friction surface to enhance shear force transfer in magnetic connections,
prevents damage to the brittle magnets, and secures them in place. Lastly, the m5 insert is heat-pressed
in place using a soldering iron, this serves the dual purpose of placing the insert and securing the magnet
cover in place by melting it together with the node itself.

Figure 4.1: CAD design of the digital material’s node showcasing the screw-in and magnetic attachment
possibilities.
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The threaded insert allows the screwing of an m5 bolt, providing a strong and structural connection. This
is similar to the connection system showcased in [26] that utilizes an m2 bolt and embedded square
nuts to demonstrate the mechanical performance and autonomous screwing capabilities. The nodes are
secured with a partially threaded screw shown on the left-hand side of Figure 4.2. Fully threaded screws
may be used but in order to tighten the connection, additional forces will exist on the inserts and the screw
itself as they have to be pulled together.

Four cylindrical magnets situated around the threaded insert, open the door to self-aligning assem-
bly with highly imprecise assemblers like flying drones and separating the roles of material placement
and material fastening by allowing lattices to be held in place before fastening. By using four distinct
magnets, this connection system limits rolling or spinning and thus constrains all movements. Different
sizes of magnets may be utilized but in this node, large N52 8mm diameter by 6mm thickness magnets
are utilized to achieve a strong connection capable of handling 5kgf tensile loads or 1kgf shear applied
on the top node before disengaging as shown on the right-hand side ofFigure 4.2.

Figure 4.2: Partially threaded screw used for joining lattices (left) and magnetic connection strength in
kilogram-force (right).

These nodes can then be integrated into different structures and building blocks. In this case, a set of
lattices has been developed for the building process.

4.2 Lattice building blocks
As shown in the literature section, a plenitude of lattice types and morphologies exist. Most commonly, in
digital materials octahedral lattices are used in [26] and [31] and cuboctahedra or cubot in [11] and [33].

Each lattice type presents different strengths and weaknesses. For instance, cubot have a large en-
closed volume that allows the integration of additional functionalities or to modify the lattice structure to
exhibit mechanical metamaterial behaviour. On the other hand, octahedral lattices are purely stretch-
dominated as explained in Subsection 2.3.1, making them more structurally efficient [26]. For this reason,
octahedral lattices are used in the proposed design as can be seen in Figure 4.3.

Small lattices below 1cm in size or large ones over 25cm are outside our comfortable manufacturing
capabilities at the 3D printing lab. This range was further narrowed down to between 7.5 and 17.5cm
after preliminary analysis of the robotic assembler. To select a final lattice size we look at the density.
Octahedral lattices present decreasing density for increasing lattice sizes for constant strut cross-sections.
To satisfy the target 50mg/cm3 density lattices of about 10cm size must be used. This selected size is
ideal for robot design and lattice manufacturing even allowing batch manufacturing as will be presented
in Section 4.3.
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Figure 4.3: Proposed digital material octahedral lattice building block with a size of 10x10x10cm.

Different variations of this octahedral lattice building block were designed and produced with varying
densities and curvatures. This enables optimizing the discrete material placement density and orientation
for a target geometry and load case.

The density can be adjusted either by modifying the cross-section of the trusses in the lattice or their
porosity. As will be further explained in Section 4.3 these lattices are 3D printed which allows to effort-
lessly make the digital material a hierarchical structure, further enhancing specific properties. First, the
bulk material is composed of smaller individual octahedral lattices, and the lattice itself is made of a
porous cellular structure, in this case, a gyroid structure as is very common in 3D printing. This hierarchy
is showcased in Figure 4.4.

Figure 4.4: Digital material hierarchical features for different lattice densities.

Lattices with a slight curvature have also been developed to add the capability of tailoring lattice directions
to the load path. This allows mounting parts of the structure at an angle or directly building arches and
curves. The lattices presented in Figure 4.5 have a curvature of κ = 1/0.6, or in other words, a 20-degree
rotation per unit cell, allowing to build a full circle with 18 lattices or a semicircular arch with 9 of them.
Such an arch has a 6 lattice or 600mm diameter, allowing the integration of arches in structures utilizing
the regular square lattices.
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Figure 4.5: Curved digital material and discretely assembled arch structure.

Lastly, other structural elements may also be developed that utilize this same interface. For example,
Figure 4.6 showcases a slender thin-walled truss. This truss can be combined with different curved lattices
to enable the construction of simple truss structures out of more efficient building blocks. This variety goes
to show the capabilities of such digital materials.

Figure 4.6: Design of a slender truss building block.

4.3 Manufacturing
These lattices have been 3D printed in the printing lab in the aircraft hall. The previously seen lattices
from Jennet and Alex were broken down into 6 and 3 parts respectively, allowing for simple manufacturing
methods like injection moulding or fast thin planar printing with some assembly. By contrast, these lattices
are 3D printed in a single piece. This is mainly to allow the bed of a 3D printer to fit a larger number of
lattices.

Three different print configurations were prepared and used throughout lattice manufacturing. Firstly,
single lattices can be printed but this defeats the purpose of using single-shot printed lattices. Alterna-
tively, the lattice can be quad-packed on the printer bed, filling it up completely. This adds minimal extra
time of 15 minutes per lattice when compared to printing one by one and allows for a more hands-free
mass production. Lastly, the interaction with the printer can be further reduced by also stacking lattices
in height and utilizing the complete build volume. For this lattices are octa-packed, allowing for a 48hr
print that can fully utilize the printer over a weekend. This adds significant extra support material, print
time and especially post-processing or support removal time as the support is much thicker and harder
to clean up. Quad-packing is the preferred choice.

The lattices were printed mainly on two Prusa Mk4 printers I assembled for this purpose (Diego Ve-
lazquez and Pablo Picasso) using the input shaper feature on firmware 5.0.0 and sliced in PrusaSlicer
version 2.6.0.



4.3 Manufacturing 29

Figure 4.7: Lattice batch manufacturing options for the Prusa Mk4 with input shaping firmware



5
Robot design

The essence of autonomous assembly lies in the capabilities of a self-sufficient assembling robot. Mirror-
ing the function of a ribosome in biological systems, this robot stands as a central figure in the assembly
process.

The inherent nature of digital materials offers a unique advantage: they come with built-in precision, much
like their biological counterparts. This intrinsic accuracy means that the precision of the end structure is
determined by the material itself, rather than the capabilities of the assembler. This is akin to children
constructing structures with Lego blocks; the assemblers are not required to operate with sub-millimetre
precision, yet they are capable of constructing highly precise, large-scale structures. This reveals the
potential for achieving high precision at large scales with relatively a simple assembly processes.

In exploring various robotic options for this task, inchworm locomotion robots emerge as the preferred
choice, primarily for their unique structural advantages. As evidenced in Section 2.4 literature predom-
inantly features this type of robot, and not without reason. This preference is rooted in their particular
configuration. Unlike traditional robot arms with a fixed base and a movable gripper where the actuator lo-
cations are biased towards the base, inchworm robots feature joints and actuators symmetrically arranged
around a central point as showcased in Figure 5.1. This unique configuration enhances their mobility
and flexibility when switching bases. Moreover, this is an efficient distribution of joints for maximizing the
volumetric reach of the assemblers, especially when handling light payloads. The design of inchworm
locomotion robots stands out for its suitability in large-scale, high-precision assembly tasks.

Figure 5.1: Joint configuration of an inchworm locomotion lattice assembler.

Figure 5.2 provides a comprehensive view of this inchworm assembler’s hardware architecture. Four core
components are identified: actuation, gripper, electronics and robot design englobing the robot’s structural
design and lattice storage. The actuation system encompasses the kinematics and motors, the structure
refers to the arms and general structural design of the robot, the gripper serves as the tool for interacting
with lattice structures and the electronics facilitate communication and power distribution.

30
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Figure 5.2: High-level architecture of the inchworm assembler developed.

The following sections will present and describe the design rationale for each of the different elements,
but first one of the robots presented in literature, that I had physical access to is investigated to develop
some design objectives.

5.1 Robot design objectives
Our journey begins with a thorough analysis of the existing robot shown in Figure 5.3, originally developed
by Alex Luijten at ETH [26]. This analysis serves as the foundation for our design improvements. The
goal is to discover the robot’s strengths and weaknesses pinpointing areas for potential enhancement and
laying the groundwork for the redesign strategy.

Figure 5.3: Baseline robot for the investigation of
the design objectives. Design from [26].

The testing included various methods, such as us-
ing servo testers or PWM generators to actuate the
servos and test different motions. Throughout the
testing process, several key limitations regarding
actuation, the gripper or tool used to clamp to the
base lattice, the robot’s structure, and the electron-
ics were uncovered.
The initial tests revealed that the motors struggled
to counteract gravity’s effect in certain poses. As
the arms are extended, the gravitational pull creates
a significant moment loading on the joints, demand-
ing the motor to produce substantial torque to move
the joint effectively. This limitation greatly reduced
the robot’s range of motion. Furthermore, it was ob-
served that the current servos could not control ac-
celeration or velocity profiles. Instead, they abruptly
apply maximum torque when accelerating resulting
in unstable jerky movements, impacting precision,
stability and shaking the complete structure.

The lattice attachment mechanism, known as the gripper or foot secures to lattices by rotating multi-
ple small servos that grab onto the lattice’s trusses. This is a heavy and bulky mechanism situated at
the very end of each arm resulting in additional torque requirements. Testing this mechanism, revealed it
also lacked flexibility or adaptability to different lattice geometries and exhibited excessive backlash.

Throughout the testing, it became apparent that structural integrity was another major concern. The
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robot 3D-printed arms showed substantial permanent deformation while the first and last axles failed just
from the torque applied by gravity even before the motors stalled. Thus it is not only important to increase
the torque available but also to strengthen the structure.

Additionally, the robot’s ability to transport and insert lattices autonomously was evaluated. The cur-
rent design requires an external storage mechanism or backpack and assistance from other robotic units,
pointing to a significant gap in the robot’s autonomous capabilities.

Lastly, an examination of the robot’s connectivity and mobility was conducted. The robot operation
is restricted to a tethered setup, requiring an umbilical cable connection to a computer and power supply.
The tethered setup was found to limit the robot’s operational range while also posing a risk of entangle-
ment with the surrounding lattice structure, severely limiting its operation range and reliability.

Other aspects of the baseline robot design were found to work adequately. For instance, the joint
configuration on this inchworm locomotion assembler is very suitable. Having the joints and actuators
be distributed symmetrically around a central point is ideal for a robot where the base can be swapped.
Similarly, the self-centering lattice conical interfaces worked well.

With these insights, I set out to formulate targeted design objectives. Each objective is tailored to
address the specific challenges uncovered through the testing making the development process more
informed and efficient. and are presented on the following list.

The design objectives from the list will be revisited in the following sections.

5.2 Actuation
Improving the actuation platform is crucial for expanding the assembler’s operational envelope, thereby
enabling a broader spectrum of movements. The following design objective was formulated to inform the
design process.
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Various strategies can be utilized to achieve this objective. Firstly, we can reconfigure the joints by in-
creasing the gearing ratio, designing them to harness torque from multiple actuators or simply replacing
current motors with higher-performing models that offer more torque and include velocity and acceleration
control. Alternatively, we can opt for lighter designs to relax the torque requirements.

First, let’s analyze the joint configuration of both the base and tool 2DOF platforms. Traditional inchworm
locomotion robots typically employ a fully serial actuator configuration to achieve multi-DOF (Degrees of
Freedom). This approach often restricts motor placement options and results in unequal torque require-
ments across different actuators. This leads to a design challenge: whether to use two identical motors,
risking underutilization of one, or opt for two different motors, complicating the design process.

5.2.1 Parallel actuated differential joint
This thesis introduces an innovative approach to inchworm locomotion robots, utilizing a parallel actuated
differential joint in the base and the tool. This allows for more flexible motor placement, a lightweight, com-
pact and efficient mechanical design and achieves a more balanced distribution of torque requirements by
exploiting the differential joint’s partial load-sharing capabilities. This is particularly beneficial in managing
gravitational loads [72] [73].

Figure 5.4: Diagram showcasing the
working principle of a differential joint.
Image courtesy of [74].

The design of the joint is a rotational 2DOF parallel ac-
tuated differential joint. This means that the movement
of two different actuators is combined into the output of
a 2DOF joint. The actuators are at the same hierarchi-
cal level. Unlike in a serial configuration where there is
a parent-child relation for the actuator position, here they
are both attached rigidly to one another. In the simple
scenario with the same gearing ratio everywhere as ex-
emplified in Figure 5.4, when both motors rotate in the
same direction ϕ1 moves and when the motors rotate in
opposite directions ϕ2 is actuated. I thus refer to these
joints as common and differential modes respectively. The
same principle applies if the gearing ratio is modified but
with a different motor to output joint mapping that is not 1:1.

With this overview of the theory behind differential joints, a concrete design must be realised. Differ-
ential joints typically employ bevel gears, however, finding the correct size proved challenging and 3D
printing them while maintaining a low backlash and long lifetime was a risky and complex endeavour.
Instead, a cable-driven differential was developed. In this design, pulleys are used to guide a thin cable
from the motor to the differential joint. The motor pulls on this cable to actuate the joint in either direction.
Cable transmission systems can bring several advantages. For instance, when compared with gears
they offer a large power/mass ratio, especially at higher powers where bulky metal gears must be used.
Additionally, cables enable easy remote placement of actuators and simple tailorability of gearing ratio.

Figure 5.5 illustrates the mechanical design of the differential joint. Firstly, the innermost axle shown
in white and being the most critical component, was designed with a large diameter as it was found to fail
in the baseline design. This diameter increase serves a dual purpose: enhancing the axle’s mechanical
strength and creating sufficient space to accommodate a compact gripper tool within the area marked in
light blue. Nevertheless, the earlier prototypes of this new shaft were still found to fail under the most
extreme loading conditions. These failures were noted in early prototypes made with Polyterra bio-PLA, a
material known for its matte finish, sandability, and environmentally friendly properties. This failure takes
the form of a layer delamination or separation, a weakness inherent in the printing process. Despite the
improved strength observed in the latter prototypes printed with 123-3D PLA filament that did not show
failure, the decision was made to switch materials for the final inner axle. PETG is known for its interlayer
adhesion, however, none was available in the lab so polycarbonate was used instead. Polycarbonate is a
higher-performance 3D printing material that is printed at high temperatures and is significantly stronger
and tougher than PLA [75] [76].
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The inner shaft is joined via the two inner axis bearings to the differential joint’s main casing shown
in semi-transparent blue. These 20x27mm 6704 bearings are the largest used in the robot and are held
in place by two grooves in the differential joint’s casing. The differential joint enclosure is split into two
sections to allow for easy assembly. These halves are secured together when the arm and pulley bearings
are installed. The assembly process resembles a puzzle, with each component effectively rigidly locking
or constraining the others in place.

The robot arms, which will be detailed in subsequent sections, are linked to the differential using two
6703 bearings. In addition, two spacers, shown in purple, correctly position the side pulleys, which are
also mounted using the same type of bearings. A green end stop prevents this assembly from moving
sideways. Furthermore, a smaller 6701 bearing is used for the cable tensioner plate, a part of the arm,
that is also constrained by the last white disc. The list of bearings utilized can be consulted in the robot’s
BOM or bill of materials in Appendix B. All bearings are fully constrained within their shaft, ensuring they
do not shift sideways along it.

Figure 5.5: Mechanical design of the 2DOF differential joint showcasing its various mechanical components.

Mechanical advantage
In a similar way to how we can modify the gears in a traditional gear-driven differential joint to tailor the
gearing ratio, the diameter of the different pulleys and more importantly, the placement of the cable guides
can be modified to tailor each joint’s gearing ratio.

To determine the torque required and thus the gearing ratio, a first-order estimation of the mass and
moment of inertia of the robot was performed. The scenario where the robot is fully extended and po-
sitioned horizontally against gravity was chosen as this position demands the highest torque. Following
some quick analysis, the gearing ratio was selected to be 1.5 : 1 meaning that for every 1.5 rotations of
the motor, the differential joint will rotate once. This increases the torque available at the joint from the
29KgF−cm of the motor to 36KgF−cm. This is a significant 50% torque increase over the 25KgF−cm of
the previous robot. Unfortunately, some last-minute design changes had to be made to adapt to changes
in hardware availability resulting in a drop in the gearing ratio to about 1.4 : 1. The robot still functions
adequately with this ratio although it’s not ideal. This is an improvement point presented in the future
work chapter in Chapter 9.
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Cable path
The 2DOF differential joint combines the inputs from two separate actuators. Each motor’s torque is
transmitted to the joint via a cable. This cable’s journey begins at the motor pulley, moves through a cable
tensioning mechanism, then traverses the side pulley, depicted in orange in Figure 5.4, and finally passes
through the guides to the Z pulley, shown in blue. These guides ensure that the cable remains straight or
tangential to the pulleys and help tailor the gearing ratio.

Figure 5.6: Transparent
motor pulley showing
cable fixation.

The cable must be held to the end pulleys to transfer load and not slip,
which can be achieved either by friction or fixation. Friction requires wrap-
ping the cable around the pulley multiple times, while fixation involves
securing the cable at specific points. Fixation was chosen for its reliabil-
ity and predictability. In this design, each cable is secured at both the
differential z pulley and motor pulleys with two inserts and set screws, ef-
fectively creating two distinct, shorter cables. A transparent motor pulley
showing the cable fixation is presented in Figure 5.6
Selecting the right cable involves considering its material, diameter, and
structure. Steel was the preferred material due to its plastic deformation
properties, making it easier to clamp using fixation compared to other
materials like UHMWPE, and also thanks to its widespread availability.
Steel cables come in various diameters and types. The optimal diame-
ter depends on the expected load, which is calculated by superimposing
the pretension load in the cable (present to minimize backlash) with the
load generated by the motor torque (determined by dividing the motor torque by the radius of the mo-
tor pulley). A balance must be struck between pulley size, cable thickness, and the overall size and
weight of the system while considering the desired gear ratio between the motor and the joint of 1.5 : 1.

Figure 5.7: 7x7 cable
structure

With an actuator stall torque of 29Kgf − cm, and a 50N preload, a 3cm
diameter motor pulley was found to be a good balance. The cable load will
reach up to approximately (29 · 9.81)/1.5 + 50 ≈ 250N . A safety margin of
2.5 was used to arrive at a requirement of 600N minimum breaking load.
A 1mm thick 7x7 cable was found to satisfy this requirement with a 640N
breaking load [77] and is commonly available. Cables are made from thin
wires twisted together, and different structures exist. Cables can be made
of different numbers of bigger or smaller wires; this is what the 7x7 denom-
ination refers to. The first number indicates the number of strands, and the
second is the number of wires twisted to form each strand. Meaning that
the 7x7 cable selected is made of 7 strands, each composed of 7 wires,
as can be seen in Figure 5.7. In the 1mm diameter size, 1x7, 1x19 and
7x7 are most commonly found. The larger the number of wires, the more
flexible the cable will be, which is a priority in this design, given the small
radius of some of the pulleys. However, configurations with thicker wires
can have a higher maximum load.

The cable assembly and how it is arranged is illustrated next in Figure 5.8. The leftmost image shows the
complete differential joint assembly. In the middle image a bottom view is displayed where the Z pulley
has been removed to better showcase the cables around it. The rightmost image isolates the cables
and fixation method. These images show how the guide pulleys allow the cable to exit both main pulleys
tangentially while preventing collisions between cables. Take the blue and yellow cables in the first and
last images. They both start wrapping around the Z pulley at roughly the same location. To prevent them
from colliding and trying to take the same space, both cable guide pulleys are offset on the vertical axis.
The same concept applies to both cable guides and side pulleys. As can be seen in the middle image,
one of the guides is offset to the front while the other one is further back on the side pulley axis.

Additionally, the middle and right images show how the cables embedded themselves inside the z
pulley and can be clamped using set screws.
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Figure 5.8: CAD design of the differential joint showing the path of the steel cables.

Cable tensioning mechanism
To ensure effective cable operation, maintaining an appropriate level of tension is essential. Without
adequate tension, excessive slack in the cable can hinder its immediate transmission of force to the joint
when the motor applies tension. Instead, it tends to straighten out in the load direction, creating a form of
backlash requiring the motor to first rebuild tension before effectively exerting force on the joint.

To address this issue, a tensioning system was devised to maintain a consistent cable tension with-
out needing motor movement. This tensioning system is illustrated in Figure 5.9. It comprises two small
U-groove roller bearings (u604ZZ) acting as pulleys that can be adjusted closer to or farther from the
main pulley using a tensioner screw, depicted in green. These bearings move diagonally, as depicted
in the white arrows in the right image, forcing the cable to elongate and thereby increasing its tension.
A parametric CAD sketch was employed to design this mechanism, enabling real-time calculation of
cable elongation as the design parameters were adjusted. This facilitated the discovery of a design that
successfully met all geometrical constraints. In its current configuration, transitioning from the least to the
most extended position elongates the cable by 19mm on each side, providing an ample tensioning range,
assuming the cable is not excessively loose to begin with.

Figure 5.9: CAD design of the differential joint showing the cable tensioning mechanism.

This section has presented the motivation and design of the parallel differential joint utilized on both sides
of the robot where a 2DOF joint was needed. Some of the advantages of the design like flexible motor
placement have not been showcased yet but will be seen in the arms design in Section 5.3.
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5.2.2 Servo motors
Another way to increase the torque available on the joints is not to relax the motor requirements by
playing with the gearing ratios and torque sharing but rather to size the motors for higher torque output.
Additionally and recalling the second design objective, advanced motion control shall be implemented to
reduce jerk and sudden accelerations.

After comparing a wide range of actuator types, from BLDC motors to servo motors, a decision was
taken early on to employ smart servos. The base swapping, low cost and low mass characteristics of the
robot make it difficult to use a quasi-direct drive and instead benefit alternatives with large gearing ratios.
This, combined with the previously stated objectives, means smart servos are most suitable. Smart servo
motors are characterised by incorporating a low-power microcontroller, such as a Cortex-M0 core in the
case of the selected servo, that enables advanced communication, control mechanisms and additional
features. For example, some of these smart servos run a user-controllable PID control loop, allow to
specify movement acceleration and speeds, controlling the torque applied or even simulating a certain
compliance or impedance. Additionally, they can generally be daisy-chained, reducing cabling, as they
employ more robust digital communication protocols with package IDs instead of a PWM pulse signal.
However, the market of inexpensive ”hobby-grade” smart servos is small and does not have the variety
of the RC servo market.

The products of the main smart servo manufacturers, Dynamixel/Robotis, Lynxmotion, and Herculex,
were compared with the baseline motor servos. A summary of the compared specifications is provided
in Table 5.1. Dyanamyxel has a wide product lineup going up to very high-performance servos that
would be highly suited for this application, like the 82gr XM430-W350; however, since we use multiple
servos and the goal of the system is to be expandable to multiple assemblers, the price was also a strong
consideration.

Figure 5.10: LSS-HT1 servo from
Lynxmotion [78].

Lynxmotion servos lack some of the smarter features like a fully
controllable PID loop where instead you can only vary the stiff-
ness across 9 levels, but it does allow to modify the maximum
angular speed and acceleration, fixing the jerk issue so it was
deemed sufficient. Additionally, Lynxmotion presents a complete
ecosystem with controller boards for different devices, such as
DC motors or smaller servos. As can be seen, the LSS-HT1
offers similar performance to the currently used servo and it is
the best performance for smart servos in the price range, thus
the LSS-HT1 is used.
All these smart servos are HV or high voltage, meaning they
don’t work in the traditional 3.3-6V range of servos like the fa-
mous SG90 but rather employ 12V. This means it’s possible and
advisable to power most of these servos with a 3S LIPO battery,
which has a voltage range of 12.6 to 9V with roughly an 11.1V
nominal voltage. More details on the battery will be shown in Section 5.6.6.

Table 5.1: Servo specifications comparison table. The selected servo is the LSS-HT1

Servo
Model

Smart
features

Gearing
ratio

Voltage Peak current
at spec V[A]

No load speed
[rpm]

Stall torque
[Nm]

Mass
[g]

Price
[eur]

FS-25W No - 7.4 - 125 2.45 65 30
LSS-HT1 [78] Basic 320:1 12 1.75 60 2.85 80g 120
LSS-ST1 [78] Basic 253:1 12 0.65 60 1.37 58g 80

XC430-W240 [79] Advanced 245:1 12 1.3 70 1.9 65g 140
XM430-W350 [80] Advanced 353:1 12 1.8 46 4.1 82g 320
DRS-0201 [81] Advanced 266:1 7.4 - 68 2.35 60g 177
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5.3 Arms and structural design
The robot’s structure is another key aspect. It is a major contributor to the mass budget and has the key
function of precisely positioning all components and keeping them together. Its derived design objectives
are:

First of all, the dimensions of the arms must be established. The movement that constrains the maxi-
mum arm length is the convex turn manoeuvre which requires the arm length to be over 2.5x the cube
side length of the lattice [11], that is, at least 176mm. However, due to constraints with the construction
and assembly of the robot and to allow the third joint to achieve adequate actuation angles, a length of
201.5mm between the axes was established.

A new structural concept was developed that maximises the utilisation of already existing elements
to add more structural integrity by making them a part of the load-carrying structure. In this manner,
the servo motors are used as an integral part of the arms. The large flexibility in motor placement the
differential joint offers was key to making this design successful. This design is shown in Figure 5.11. The
middle image presents a simplified diagram of the structural concept, while the top and bottom images
showcase the actual CAD design.

Figure 5.11: Robot arm structural concept that integrates the servos as part of the load-carrying structure.

As explained in the investigation of the baseline design in Section 5.1, the arms of the baseline design
showed severe plastic deformation. This deformation was localised near the load introduction area on
the base. There were stress concentrations that overly affected that region. Local thickening of the area
near the base and the third servo where load is introduced, combined with the large 6703 bearings with
a nominal diameter of 20mm, eliminates these highly localised stresses.

Additionally, the differential joints present a more robust structural design with a revamped larger di-
ameter, polycarbonate inner axis and overall mechanical design as explained in Subsection 5.2.1
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5.4 Gripper
The inchworm robot assembler, unlike traditional robot arms, needs to switch its base during operation.
This involves clamping the robot’s tool onto a lattice element and releasing the previous base. The gripper,
located at the robot arm’s end, is the tool that enables this docking and grabbing capability.

Previous sections highlighted that when the robot arm extends, it faces significant moment loading,
which the motors must counteract. This load is transferred through the gripper to the base, making the
gripping system a critical component of the design.

Designing an effective gripper entails engineering a capable yet lightweight system that minimises the
use of heavy components like solenoids, motors, or servos, instead leveraging the unique and distinctive
properties of lattices to ensure a robust connection. There are various approaches to latching onto the
lattices. For instance, Alex’s design incorporates two servos to grip the horizontal struts, whereas the
Bill-E robot employs a single servo to position an end stop behind the lattice node.

Breaking with this constant of utilising servos to grab the struts or place end stops, I innovated an
alternative attachment mechanism that exploits the distinctive features of the lattices to enhance the con-
nection. Realise that lattices are comprised of several interconnected nodes that can be bolted together
to other lattices. The new robot attachment mechanism shares this bolted attachment vector, unifying
the lattice-to-lattice and lattice-to-robot connections and providing a strong screwed-in connection every-
where. This eliminates the previously observed slack or backlash between the latches and the lattice
while minimising the design constraints imposed on the lattices for robot-to-lattice connection, accommo-
dating thicker, thinner or non-rectangular lattices.

The strength of this bolted-on connection was evaluated early in the design process, as it plays a critical
role in the overall design. To test it, a 3D-printed beam and a basic luggage weighing device were used
to apply a controlled load to the prototype connection on an initial lattice design. The test, conducted with
an M5 heat set insert and screw, proved successful. The M5 size was chosen for its balance between
size, weight and for facilitating easier alignment of the screw with the hole than at smaller sizes. How-
ever, further optimisation is needed, especially considering the unknown reliability and dependability of
manually placed heat-set inserts.

5.4.1 Screwdriver actuator design
For the autonomous screw-in of the robot to the lattices, an electric screwdriver device was developed.
This screw actuator must be lightweight, provide adequate torque and allow to reliably screw into the
lattice with relaxed precision.

A commonly available geared N20 brushed DC motor was used. More specifically, a 298 : 1 geared
12gan20-298 motor capable of tightening with a torque of up to 1.5Nm. This motor is coupled via a
two-press-fit PLA adapter to a hex head m5x16 screw. Additionally, an insert and set screw clamping
the flat side of the motor shaft were added for increased lifetime and reliability of the coupler connection.
Figure 5.12 showcases the assembled actuator, an exploited view and lastly, how it is integrated into the
differential joint.
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Figure 5.12: CAD design of the gripper screwdriver mechanism. The two left images show the motor-screw
coupling and the right most image shows its integration in the differential joint.

The screwdriver is positioned inside the innermost axis of the differential joint, which provides a mechani-
cally strong connection on the top via the N20 motor walls and results in a minimal footprint. An additional
guide bearing was placed, allowing load transfer at the bottom of the assembly between the steel bolt
and bearing cage. Thus mechanical load transfer can occur both at the top and the bottom of the shaft,
enhancing moment loading transfer capabilities.

The screwdriver assembly can move on the vertical axis as marked by the white arrows in the right-
most image (Figure 5.12), and is spring-loaded to be pushed upwards naturally. This is a key feature to
exploit the self-alignment capabilities of the conical interface of the Z pulley, shown in black. When the
screw is disengaged, the spring pushes it upwards, only leaving a few millimetres sticking out. As the
differential joint assembly approaches a lattice, the conical black part, self aligns with the lattice. Since
the screw is retracted, this self-alignment can work unimpeded without obstacles, bringing the lattice
node and the screw tip to close proximity. When the screwdriver engages and starts rotating, the spring
compresses and the screwdriver assembly is pushed out, properly engaging an adequate length of the
screw thread in the insert, ensuring a strong mechanical connection. A conical spring is used as it allows a
great compression range. The vertical movement is limited by the contact between the conical walls of the
outer coupler casing shown in green in Figure 5.12 and the conical interface of the guide bearing holder
in white. This ensures a small cavity remains for the spring to compress into without being damaged.

5.5 Lattice storage
In order to walk, the robot needs to have both grippers available. Therefore, to allow the robot to
walk and carry a lattice simultaneously, a storage point or location is introduced. This feature allows
the temporary storage of a lattice while walking, enabling the robot to later retrieve it and insert it into
the structure. The design objective is to enable autonomous independent utilisation of this storage
point with a single robot since the baseline design required a second robot to access the storage point.

Different concepts for storage locations have been developed in the literature like the one in the basline
design, however a new kind is envisioned here.

The storage location is designed to magnetically attach one lattice node on the differential joint. As
shown in Figure 5.13, there are three 10x3 and one 10x1.5 magnets positioned in a square pattern. The
magnets employed are N52 and although thin, the diameter was enlarged to achieve a strong connection.
A low profile system was required to maintain accessibility to the screws that secure the joint cables in
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place and attach the inner axis to the z pulley. The holes where the magnets are to be inserted present
crush ribs to facilitate a press-fit connection with the magnets. Additionally, a thin lid covers the magnets
preventing chipping and ensuring they stay in place. The lid is held by some small tabs that are press
fit, and an m3 insert is used to melt the lid and differential joint enclosure together, creating a strong
connection as is done in the lattices.

Figure 5.13: Lattice storage location concept. The two left images show the mechanical design and the two right
images show a lattice in its stored configuration.

The attachment point is hierarchically located after the first joint of the differential, meaning the angle of
the first joint of the differential affects its position and rotation, while the second joint’s angle does not.

The storage location part is a variant of the differential joint enclosure half part, and up to four can
be used per robot, although it is not recommended. As can be seen in the second two images, when
lattices are stored, the joint is prevented from travelling its full range; in fact, it can not tilt more than 40
degrees in that direction. For this reason, and although the robot can have up to four storage locations,
it is not advised to concurrently use more than one storage point simultaneously. To save mass budget,
robots are built with only a single storage point per differential joint.

To store a lattice or remove it from storage, the opposite gripper is positioned on the top node of the
lattice, that is, the node where the red ”Stored lattice” tags point to in Figure 5.13. The lattice is clamped
to using the gripper and then the robot pushes to physically separate the lattice from the storage point.

5.6 Electronics
The electronics architecture is an enabler for the rest of the system. As was evidenced until this point,
and illustrated in Figure 5.2 from the introduction to this chapter, there are a variety of smart elements
communicating and consuming power such as the smart servos, the gripper screwdrivers and amainboard
to control them all. Lastly, there is a battery to power the system.
The role of the electronics is to process and distribute the information, commands and power across the
various actuators while posing the least inconvenience and friction to the user and the rest of the platform.

Figure 5.14 expands on the diagram presented at the beginning of the robot chapter and showcases
the electronics architecture in more depth. We can distinguish a Mainboard with different modules that
communicate over the LSS bus with the actuators and the screwdrivers
This is all powered by a lithium polymer battery.
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Figure 5.14: Diagram of the electronics architecture of the assembler robot showcasing its different components.

Before diving into all these elements and analysing them in more detail we must understand what the LSS
bus is and how the mainboard communicates with the other devices.

5.6.1 LSS bus
In the context of electronics, a ”bus” is a system that facilitates data and power transfer among various
components on a shared channel enabling interaction between each other. In this case, the LSS or Lynx-
motion Smart Servos bus architecture is utilized. This bus has 4 conductors; 2 for serial communication
and 2 for power [82].

Serial communication
Serial communication is a digital communication method employing only two transmission lines to send
and receive data simultaneously one bit at a time. An arbitrary number of devices can be connected on the
serial line, however, as there is only one line for transmission and one line for reception only two devices
can transmit simultaneously. In this case, one device is a single servo and the other the mainboard and
one must be careful that multiple servos don’t transmit simultaneously.

Bus wiring

Figure 5.15: LSS bus pinout.

The 4 conductors are arranged in the following order:

• RX: From the point of view of the servos, this is the receiving
line of the serial communication, meaning the servo receives
over this line. The TX pin of the mainboard and the RX pin of
the servos or other devices should be connected here.

• VCC: This is the Common Collector Voltage, that is, the posi-
tive supply voltage for the electronics on the bus. LSS servos
can function between 6.5V and 12.6V with a recommended
operational voltage of 12V. The positive voltage lead of the
battery is connected here.
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• GND: This is the common ground, that is, the negative voltage reference for the power supply. The
negative lead of the battery is connected here.

• TX: From the point of view of the servos, this is the transmitting line of the serial communication,
meaning the servo emits/ transmits over this line. The RX pin of the mainboard and the TX pin of
the servos or other devices should be connected here.

The LSS bus is then cabled as shown in Figure 5.16 to reach all the servos and screwdrivers. The servos
have two connectors and can be easily daisy-chained. The mainboard is situated near the centre of the
robot around the area where the single (non-differential) joint is located. For this reason, two LSS-Bus
cables exit the Main Board; one directly inserts into one of the differential joint servos and the other into the
single joint and, from there, is daisy-chained to the other differential. The two servos of each differential
joint are connected sequentially to then reach a screwdriver actuator LSS-2MC board.

Figure 5.16: Cabling diagram of the assembler showing how different components are attached to the LSS bus.

5.6.2 Main board
The main board represents the primary brain and communications centre of the robot. All the information
flowing in or out of the assembler passes through this custom-designed PCBwith modules and connectors
for data processing and transmission. Its sub-components are shown in Figure 5.17.

Figure 5.17: Internal diagram of the assemblers main board showing its components and interfaces.
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The following sections expand on these components.

5.6.3 Xbee: Wireless communication
The main diagram shows that the mainboard contains an Xbee wireless module, but why was this decision
taken over a more traditional radio or WiFi module?

Figure 5.18: Xbee SMA module
(black) on USB explorer board in the
designed enclosure.

XBee is a series of small form factor modules that support
various wireless communication protocols, including Zigbee,
802.15.4, WiFi, and others. These modules are known for
their ease of use and reliability in establishing wireless connec-
tions. Two Xbee modules can be configured as a serial cable
replacement where they emulate a cabled connection. This
configuration can be easily done from the XCTU configuration
utility1, with no required knowledge in embedded systems.

An Xbee USB explorer board is used to connect the Xbeemod-
ule to the computer. Additionally, the enclosure shown in Fig-
ure 5.18 was designed to allow the module to be plugged like a
USB stick. This enclosure was made available online on print-
ables 2. On the computer side, an SMA antenna Xbee module
is utilised to maximize gain and range, while on the robot side,
U.FL is used to adapt to space constraints.

In summary, Xbees are simple to set up, capable and have a
large community around them, making them a good choice to de-risk the integration process, especially
since my background is not in embedded systems or electronics. An explanation of how to configure
these modules for this project can be found in the online documentation of the code 3.

5.6.4 Custom board design
Initially, the LSS adapter board or LSS-ADA [83] was employed to adapt the Xbee module and battery
connector to the LSS bus. However, this board suffered from a series of problems. First, its size is subopti-
mal for integration into the robotic assembler. More importantly, some reliability issues were encountered.
For unknown reasons, an LDO in the voltage supply area of the board combusted passing the 12V input
onto the lower voltage logical channels, destroying the board and the Xbee module in it. The investigation
into this failure involved the board manufacturer and a master from Embedded Systems at Tudelft, but
the reasons remain unknown. After this and the sudden loss of another Xbee module in another of these
boards, it was decided to stop employing them in favour of a miniaturized custom-designed board that
better aligns with this project’s requirements and includes a more robust and efficient power delivery
system.

The board was designed using the EasyEDA Ecad tool. The power regulation for stepping down the
input battery voltage to the Xbee logical voltage utilizes the TPS82130 step-down converter power mod-
ule with an integrated inductor from Texas Instruments. This is a fully integrated MicroSiP module with
efficiencies of over 80 enabling longer sleep periods with RF communication, quite a contrast from the
LDO found in the LSS-ADA board.

This board also includes the possibility of soldering a computing module in the form of an Arduino
Nano board on the pads on the back. Arduino Nano represents a wide ecosystem with a plethora of
options, including powerful compute platforms like the dual-core wifi-enabled ESP32 modules, Raspberry
PI RP2040 or the sensor-packed IOT-focused IMU, microphone, colour, temperature and pressure sens-
ing nRF52840 powered boards... In the case at hand, a simple Arduino Nano every is envisioned to be
installed. The possibilities this brings into this field are truly exciting.

1https://www.digi.com/products/embedded-systems/digi-xbee/digi-xbee-tools/xctu
2https://www.printables.com/model/513026-xbee-enclosure
3https://guillermopresa.github.io/AutomatedLatticeAssemblyDocs/html/class_illa_controller_v3.

html

https://www.printables.com/model/513026-xbee-enclosure
https://guillermopresa.github.io/AutomatedLatticeAssemblyDocs/html/class_illa_controller_v3.html
https://guillermopresa.github.io/AutomatedLatticeAssemblyDocs/html/class_illa_controller_v3.html
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(a) (b) (c)

Figure 5.19: Design of the custom mainboard. Top side (left) ECAD design and traces (middle) and bottom side
with an Arduino Nano Every compute module (right).

As can be appreciated in Figure 5.19, the board includes an XT60 for battery connection as it represents
the most widespread standard in 3S lipo batteries, although an XT30 would be sufficient and save more
space. TwoMolex connectors for the LSS-Bus are placed next to the XT60, and lastly, two JST connectors
like the ones used in the M5 stack ecosystem are placed, offering connectivity to analogue pins in the
compute module populated by an Arduino Nano Every in this case opening the door to integrating different
technologies and sensors in the assembler.

5.6.5 Screwdriver actuator driving
The screwdrivers are also connected on the LSS bus, however, the N20 motor does not support this
high-level communication.

In the evaluation of the smart servos, it was highlighted that Lynxmotion, the selected servo platform’s
manufacturer, offers a robust ecosystem including numerous accessories. One such accessory is the
LSS-2MC, or ”Lynxmotion Smart Servo to Motor Controller”. This module leverages an ATmega328P
microcontroller (similar to those in Arduino Nanos) to bridge the gap between the LSS bus and up to two
PWM devices like DC motors, LEDs, or a bipolar stepper motor. The Arduino within the board reads
and writes on the LSS-bus serial line and controls two MP6508 1.2A bridge motor drivers with screw-in
terminals for device connectivity [84].

Figure 5.20: Internal diagram of the gripper screwdriver showing its components and interfaces.

The LSS-2MC board is shown in Figure 5.21. The left image shows the top side of the board, with the
driver below a small heatsink, the connectors for the LSS-BUS and screw-in terminals for the driven
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actuators. On the bottom side, an Arduino ATmega328P microcontroller is included

Figure 5.21: Components of the LSS-2MC board used to control the screwdriver module.

The LSS-2MC microcontroller can be loaded with sample code provided by Lynxmotion, that easily allows
controlling the motor drivers via the LSS bus [85].
Some changes were made to the provided code to allow it to run. These modifications include fixing
some aspects of the code to make it work properly with two motors at once, as well as expanding its
functionality with additional commands. The modifications better leverage the microcontroller to add
higher-level functionality. For instance, new commands were added to the LSS protocol that allow to
actuate the screwdriver for a specified amount of time. This is useful as it allows the main controller
to tell the robot to screw in for 5 seconds instead of needing a command to start screwing and one to
stop screwing, lightening the load of the software platform by using higher-level commands. Additionally,
some changes were needed to allow the board to function with two motors plugged in.

As already mentioned, a new action was added to the protocol to represent a movement for a lim-
ited time. This new action moves the motor with a full duty cycle for the specified amount of time in
milliseconds. This new action Raw-duty time has the command ”RDT” instead of ”RDM” for the original
raw duty cycle move. Ideally, a two-command system may be used to set both the speed and duration
of the motor actuation. To add this new action the the LSSCommunication.cpp and LssCommunication.h
libraries were changed together with the main LSS2MC code running on the LSS-2MC board. As a note
for my future fellow researchers when downloading the LSS libraries for Arduino use the modified ones
hosted on Unity DevOps and put it in the Arduino libraries folder or set the Arduino sketchbook directory
to your unity directory where this code is allocated 4.

The code running in the LSS-2MC Arduino was modified to utilise the millis() function to store the runtime
milliseconds at the beginning of the RDT command and check every frame whether the current millis()
minus the ones at the beginning of the command is larger than the time to wait. This approach using
millis() will roll over after roughly 47 days. For long build processes, this implementation must be revised.
Lastly, sa note of caution, although it doesn’t seem that way from the LSS-2MC communication protocol
page, the ID of the second driver must be the ID of the first +1.

5.6.6 Battery
A battery is needed to power the robot. The constraints are that it should be capable of powering the
robot for an ample enough time for constructing a chunk of a structure, about 1 hour at least, while being
lightweight enough for the robot to take the extra load and having enough maximum power for high torque

4\Assets\Resources\Objects\ILLAV3\LSS2MC_arduinoCode
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actuation scenarios.

Lithium batteries are the easiest to come by nowadays as the worldwide industry and supply chain have
adapted to this chemistry. Additionally, it’s the highest-performance battery technology in widespread
production today. Different lithium battery technologies exist.

Battery technology
The predominant and most widely and easily obtainable lithium battery technologies are compared. Dis-
tinctions can be made according to the physical phase of the electrolyte and the anode and cathode
chemistry. For instance, lithium polymer batteries use a dry or gel-like electrolyte, and lithium-ion cells
use liquid electrolytes. Whithin lithium ion we can differentiate multiple very popular chemistries out of
which NMC or Nickel manganese Cobalt and LFP or Lithium Iron phosphate are the most widely utilised.
These chemistries refer to different anode and cathode materials.

A quick comparison on the basis of specific energy and power, volumetric energy, lifetime and pack-
aging is provided in Figure 5.22 in the form of one radar chart for each battery technology with the
requirements overlayed on top in grey. To represent each technology, one of it’s most suitable and
highest-performing cells was selected. Lithium polymer data is extracted from Tattu’s 3S 850mah pack.
Representing the NMC technology are the Panasonic-NCR18650 5 and the LFP cells are represented by
AA Portable Power LFP-26650-3300 cells 6.

The requirements overplayed in grey prioritise packaging and specific power as these are the elements
that must, under any circumstance, be satisfied. A battery without a high enough power rating, where the
voltage drops as the servos demand more power or whose packaging doesn’t allow specific sizes, can’t
be deployed. Specific and volumetric energy are relevant and dictate the duration of the construction
job between battery charges but don’t present a project-level risk like the previous two. The same thing
applies to battery lifetime.

Figure 5.22: Comparison between three different battery technologies. Radar charts compare their performance
with the goal or desired parameters overlayed with a grey line.

Lithium polymer presents a strong advantage in packaging. LiPo cells are prismatic, and the dimensions
can easily be modified, leading to rich product lineups with many different form factors and capacities,

5Panasonic-NCR18650 test results https://www.shoptronica.com/files/Panasonic-NCR18650.pdf
6AA Porbable Power LFP-26650-3300 cell datasheet https://www.batteryspace.com/prod-specs/2385.pdf

https://www.shoptronica.com/files/Panasonic-NCR18650.pdf
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especially in the small battery market. Additionally, multi-cell batteries are available with multiple cells in
series for a higher voltage with built-in connectors and a complete ecosystem for charging and discharging
with COTS components exists. Thanks to their low internal resistance, LiPos are also able to deliver large
amounts of power without significant voltage drops, as evidenced by their discharge ratings of up to 100C.
High discharge rates are necessary in small batteries if all the servos are to be actuated simultaneously,
reaching currents of up to 12A. However, they suffer from a very limited lifetime in the low hundreds of
cycles and a mid-range energy capacity of about 170wh/gr.

Although it is technically possible to design and develop a higher-performance battery packs using
lithium-ion technologies with superior energy densities reaching 260wh/g and lifetimes of up to 2000
cycles, the time and risk involved were not deemed within the scope of this thesis. For this reason,
convenient packaging and specific power are valued more than anything else and a simple off-the-shelf
LiPo is used. In this case, two different 3S models are used with 1050mah and 850mah. The latter is
shown in the battery technology comparison Figure 5.22.

Battery safety
Working with lithium batteries in the lab required the development of battery safety guidelines as this is not
a common occurrence in the ASM department. These guidelines establish how the storage, charging and
usage of the batteries shall be performed. It’s based on the principles of preventing possible accidents and
having mitigation strategies in place if they occur. The guidelines developed can be found in Appendix C.

5.7 Final assembler robot design
After this long analysis of the different components of the assembler robot, the manufactured version is
showcased in Figure 5.23.

As can be seen, it is composed of two differential joints and two arms that contain the servo motors.
Each differential joint holds an LSS-2MC electronics board and one storage location on opposite sides.
One of the arms contains the custom-designed electronics board with the Xbee wireless module in the
black enclosure connected to the lithium polymer battery. On the opposite side, an LSS-2IO module was
added to this development version to enable a USB interface with the robot.

Figure 5.23: Images of the final assembled robot from three different perspectives.



6
Control software and path planning

Automated assembly represents the process of constructing a structure autonomously utilizing robotic
assemblers. In this manner, an initial geometry description must be broken down into robot movements
in a process similar to slicing a 3D model into Gcode or machine instructions. The order of material
placement is planned and optimized, taking into account the assembler and other robotic assets that
might partake. The software is the intelligence in charge of interpreting the goals and breaking them
down to execution, it is the planner and the problem solver. In the field of artificial intelligence, these
terms have been defined quite similarly with my favourite being:

"Planning is the reasoning side of acting" [86]

Irrespective of whether this intelligence arises from a collective of agents like in biological systems or from
a centralised high throughput actor, it must conform to the following goals:

• Flexible: The software platform shall enable the construction of digital materials with varying ge-
ometries, freeing the design from strict grid constraints. This design freedom, combined with topol-
ogy optimisation techniques, has the potential to empower a leap in the structural performance of
digital materials. Similarly, multiple assembler types shall be able to work simultaneously.
Flexibility is a major enabler for construction speed and structural performance. Imagine a swarm
of different types of assemblers, from drone-like flying robots to inchworm locomotion ones, assem-
bling a structure that exploits curved lattices to optimise for particular load paths.

• Deterministic: Unlike biological assembly, where there is no complete definition of the goal ge-
ometry, this process shall reconstruct a 1:1 copy of the input structure in a deterministic manner.
Running the process with the same inputs must always lead to the same behaviour, repeatability is
key in a development platform where testing and expandability are needed.

• Digital fidelity: The digital information realm shall closely represent the real-world assembly pro-
cess. This means that a high-quality digital twin of the structure is developed, increasing trust in
the simulation capabilities of the software, virtual build processes and testing.

• Scalable: The computational architecture of the software platform must easily allow scalability
beyond this thesis. A construction job with a few thousand lattices and tens of robots working
simultaneously should be computationally feasible without needing a major rewrite of the software.

• Expandable and modular: The software shall compartmentalise different processes in modules
that can easily be upgraded and modified without changing the complete software. This reduces
development complexity.

In the diverse world of software development, different needs are fulfilled by a plethora of languages and
platforms. For instance, Python presents a high-level, easy-to-use interpreted language, while C++ is
more tailored for low-level and embedded applications. Similarly, different platforms exist that integrate
useful functionality for robotics, spatial manipulation and rendering. For instance, Robot Operating Sys-
tem (ROS) is a set of frameworks for robot software development in C++ and Python.

In this case, Unity, the real-time development platform and game engine, was utilised. Unity is a simple
organizational framework with powerful spatial and rendering capabilities built in. This framework is
composed of a scene in which GameObjects exist. GameObjects are the base class of entities in the

49



6.1 Architecture 50

Scenes: they are empty containers for Components or other GameObjects, allowing hierarchical rela-
tions. Components are the functional pieces of GameObjects: they can be anything from a user-created
script to built-in rendering, physics, animations, particle systems, etc. For the most part, only renderer,
collider, and script components are used to keep the project as independent from Unity-specific tools as
possible. These scripts are written in C#, a high-level compiled language that combines the performance
and robustness of C++ with the ease of development of Python.

With these goals in mind, a software architecture is now presented and expanded in the next sections.

6.1 Architecture
In the literature in Chapter 2, different high-level organisational architectures, from emergent behaviour to
centralised control, were discussed. A hybrid system is developed that has a centralised build coordinator
together with robot controllers that can plan and make decisions on their own. This allows both centralised
and distributed control but also a form of high-level centralised control where the central planner deals
with high-level concepts and not the specifics of what each robot should be doing.

This hybrid computational architecture is integrated into a digital twin where robot controllers, that is,
digital copies of the robots have access to the build context and can perform computations on high-
performance compute platforms. A centralised build planner exists that ideates a construction plan to
reach the goal or target structure from the current one. The build planner can interact with the separate
robot controllers via a work package auctioning system.

The four main elements that make the software platform; Build planner, robot controller, context and
user interface are presented in the software overview in Figure 6.1.

Figure 6.1: Diagram of the software platform showing its high-level architecture and the elements that compose it.
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• Context: The context is composed of multiple elements that store information, like the topology of
the target and the currently assembled structure.

• Build controller/ robot coordinator: The build controller or robot coordinator creates and dis-
tributes the tasks that the robots execute.

• Robot controller(s): The robot controller is the virtual representation of an assembler robot. It is
its digital twin and englobes all the elements required to utilise the robot.

• User Interface: Allows the user to interact with the program and visualise the build process.

6.2 Context: Geometry representation and importing
Context refers to the information contained in the digital twin world. This includes the topology of the
target and the currently assembled structures, as well as references to the different objects and robots
that are present in the world.

To understand how the context comes together, we must first analyse the representation of lattices
in the digital twin environment.

6.3 Lattice representation
A plethora of ways to represent lattices exist with different advantages and disadvantages. As an ex-
ample, a 3D array could very efficiently represent spots in a grid that are populated by lattices. This
representation would also easily allow the addition and subtraction of different geometries, allowing the
identification of the lattices to be reconfigured. The value of the elements in the array could represent
lattice density or IDs.
However, this has some shortcomings. First of all, the first goal presented in the introduction to this chap-
ter is flexibility. In a major break with the current research tools in digital materials, this thesis proposes
a solution that does not require a strict grid representation of the materials but rather introduces more
design freedom.

For this reason, each lattice is represented as its own GameObject, storing its position, orientation
and more. Figure 6.2 showcases the components that make a lattice in the Unity program next to the
render of one taken from the program itself.

Figure 6.2: Representation of the lattice building block in the software platform.

The lattice GameObject is composed of node GameObjects, a lattice script, a selected script and a
renderer component. The renderer is capable of displaying a mesh, like the lattice 3D model shown in
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the render. The lattice script is primarily used as a container to store some information, like the density
of the lattice, its geometry and its role in the structure, meaning whether it is placed, available for pick up,
or part of the target geometry definition (as later explained in Figure 6.7). This script can perform some
computation upon request, like identifying the neighbours of the lattice or determining whether it is part
of the construction front, meaning the unplaced lattice target locations that are on the boundary of the
constructed geometry and represent the next assembly locations. The selected script is added not just
to the lattices but any object and allows their selection from custom editor menus showcased in the user
interface (UI) section in Figure 6.24.

Similarly, the nodes are GameObjects that contain a node script and a box collider. The box collider
enables certain physics revolving around the lattice nodes. For instance, the robot controller contains a
node sensor that detects these colliders to ensure screwing is possible before attempting to do so.

Lattices are saved or stored as a Prefab. Prefabs allow the storage of GameObjects with all their
components, values, and children to be instantiated into GameObjects in different scenes later on.

Now that we understand how a lattice is represented in the software, the following question is: How
can we create structures out of these materials in preparation for an assembly job?

6.4 Lattice instantiation and geometry saving
Lattices are Prefabs and, as such, can be instantiated or placed in a scene in the virtual environment;
however, tools are needed to place them at the correct locations. A spawning system was developed that
allows to select a prefab from a drop-down list on the UI window and place it on an existing lattice node
by clicking on it. While hovering with the mouse over nodes, a preview is seen where the user can rotate
the prefab to be placed using the keyboard numeric pad. The numbers 1 to 6 change the node where the
new object is attached to the node being hovered on. Nodes 7 and 9 rotate this new object. This process
is showcased in Figure 6.3 with an asymmetrical lattice used for arch building.

Figure 6.3: 3D overlay shown in the software during object spawning. The new object that will be spawned is
highlighted or overlayed in pink.

Once instantiated, lattices can be selected and modified, but more importantly, grouped into objects of
lattices can be saved in large prefabs. These objects can later be spawned at once, allowing the creation
of complex geometries easily.
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However, building objects manually is not the be-all and end-all complex geometry creation system
we seek. Often models created in CAD software or the output of a topology optimization process in an
external program are to be input and utilized as geometry definition. For this reason, a geometry importing
system and workflow were also developed.

6.5 Geometry importing
Two major sources of geometrical data are of interest as input to this software. 3D models generated from
CAD or 3D modeling software, like Fusion360, CATIA, or Blender as well as the output of topology opti-
mization programs. Additionally, this discrete assembly process can benefit from utilizing a time-space
topology optimization to optimize not only the final state, but also intermediate ones that account for the
manufacturing loads on the uncompleted structure as elucidated in [87]. For this reason, timestamp data
is added as an input field.

Reading and interpreting 3d models is not a simple task and would require some work and dedica-
tion. If only there existed a ubiquitous tool that converted it to something easier to read, preferably
something similar to the output of topology optimization programs. Those versed in the 3D printing world
may have realized that we can simply slice the 3d model with a slicer designed for stereolithography
to generate a series of black-and-white masked images, just the same as the density fields of topology
optimization. In this case, chitubox with a custom printer profile is utilized. We then treat these images
as a voxel field to generate an intermediate representation of the lattice structure in the form of a JSON
object that lists the lattices, their positions, densities, and timestamps. Bridging the gap from images to
JSON objects is the role of the import tool showcased in orange in Figure 6.4. Here grayscale images,
result in lattices of varying densities.

The JSON object represents an intermediate and flexible open format that’s easy to cater to when
developing tools for data importing from more varied sources. It also presents the possibility of adding a
header with the name of the parent object which all the lattices should be spawned under.

Figure 6.4: Diagram showing the 3D geometry import and object spawn workflows.

The spawning tool can instantiate GameObjects from these JSON objects that then can be modified and
saved into prefabs. It is recommended to save the objects and spawn from a prefab instead of always
doing it from a JSON file as it is more computationally efficient and introduces some advantages like
showing the overlay. This is because the merged mesh used for the overlay is created in this saving
process.

A showcase of two objects imported using this system is shown in Figure 6.5. On the left, a lunar base
dome structure partially covered with regolith is shown, and on the right-hand side, a topology-optimized
bracket is displayed.
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Figure 6.5: Two imported geometries rendered in the assembly software. On the left, a lunar base dome structure
partially covered with regolith is shown and on the right, a topology-optimized bracket is displayed.

6.6 Build planner
The build planner analyses the context with the current and target geometry definitions to ideate a high-
level building plan. To coordinate multiple different robots during assembly, a work distribution system
has been integrated that connects high-level construction goals to detailed implementation-level control
of different robotic assemblers. As illustrated in the overview in Figure 6.6, there are three main steps
to the process. First, a work package is generated, it is then auctioned and lastly assigned to a robotic
assembler.

Figure 6.6: Diagram showing the build controller, its sub-components and how auctions are carried out.

First, let’s analyze how the next construction step can be generated to then see how it is auctioned. Lattice
scripts have different properties that indicate whether the lattice is available for pickup, it is placed, or it
is part of the target geometry. This allows easy identification of the lattices that can be picked up and
with some computation, the lattices that are part of the construction front, that is the unplaced lattice
target locations that are on the boundary of the constructed geometry. As shown in the diagram, the first
step in generating a work package is matching the available lattices (in green) to assembly locations in



6.6 Build planner 55

the construction front (in blue). For this, a bipartite graph is created and matched utilizing the Hungarian
algorithm [88], in particular, the implementation from [89]. The matching process takes the set of available
lattices and lattice assembly locations in the construction front and matches them such that the total
Manhattan distance heuristic is minimized.

Figure 6.7: Partially constructed structure showcasing the various lattice states.

With the matched pairs, tasks are created. A task is a high-level general representation of work that can
be budgeted and executed by different assembler types. For instance, in this case, the task is picking up
a lattice and inserting it elsewhere, but more tasks exist. The task does not specify how this work should
be carried out, only the end goal. Two very different assemblers, like the inchworm robot developed in
Chapter 5 or a flying drone, can implement this task interface.

Multiple tasks can be grouped in a work package (WP). These work packages can be assigned to
different robots utilizing an auction system. Here the build controller publishes a work package and the
robots that are free respond to the work package with a bid proposal that establishes the cost in terms of
some Key Performance Indicators like power or time required to perform the job. It is the responsibility
of the assembler to implement strategies to budget work packages. Then assembler robots and tasks
can be matched in a similar way as the matching of lattices and assembly locations with bipartite graph
algorithms or with a simple greedy algorithm.

Once a work package is assigned to a robot controller for execution, the robot controller breaks down
the tasks into actions to perform them. Remember that tasks are high-level representations of work,
common to all assembler types. On the other hand, actions are an assembler-specific more granular
representation of work. Actions may be broken down into lower and lower-level actions as a strategy to
break a high-level task into executable bits. Following the previous example, the task of picking up and
inserting is broken down into many walk actions followed by a lattice pick-up action, walking more steps,
and finally an inserting in location action. But at the same time, each walk action is further broken down
into many simpler move PosJ and gripper screw-in/out actions.

This auctioning architecture increases modularity, separating the roles of the build planner and robot
controllers, and allows an increase in segregation of the computation across multiple cores and devices.
The concepts described above are summarized in the following list.

• Tasks: Assembler independent high-level units of work.
• Work-Packages: Groups of tasks that can be published and auctioned. They represent large goals
or objectives that need to be completed by the same worker.

• Bid proposal: A reply generated by a robot controller detailing the KPIs (like time and energy)
required for performing a work package.

• Actions: Robot-specific low-level granular unit of work. Each robot has a different set of actions it
can carry out. The robot has a scheduler that allows it to break down tasks into lists of actions to be
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carried out. The implementation of actions is analogous to a state machine where there is a setup
method, a method that runs every fame, and lastly a check on whether the action is finished.

– SetupAction: This is called the first time the robot starts working on that action. Can be used
to calculate parameters needed to execute the action or even to break it down into smaller
sub-actions.

– ExecuteActionFrame: This is called every frame the robot is executing that action. Used to
for example command the robot motors or screwdriver.

– HasActionFinished: Exit condition for the action. When the action work has been completed,
this should return true.

For details on the implementation see the code documentation and the code itself but as a summary,
abstract base classes exist for the tasks, the actions, and the robot controllers. These base classes
implement all the required interfaces. The robot controller implementation overrides the desired methods
for estimating KPIs from tasks and breaking tasks into actions. Similarly, actions override the SetupAction,
ExecuteActionFrame, and HasActionFinished methods of the base class, integrating their implementation.

6.7 Robot controller
Robot controllers are the representation of the different robots in the digital twin environment. Each
robotic asset operating in the real world has its own virtual counterpart, a robot controller that bridges the
gap between the physical assembler, the virtual context, and the build planner.

Different types of robot controllers can be developed that derive from a common AbstractRobotWorker
class that integrates all the required interfaces. In the case at hand we will discuss the ILLAController,
that is the Inchowrm Locomotion Lattice Assembler controller, the one developed for the robot that was
designed for this thesis in Chapter 5.

Controllers integrate different modules, that store the necessary information and perform the compu-
tation and communication required to properly utilize the robot. Their main elements or components are
showcased in Figure 6.8. As can be seen, the robot controller is a state machine with five different states,
that represent different conditions of the robot. Additionally, different modules for navigation, UI, com-
munications, physics, and general abstractions are integrated into the controller. The connected state is
expanded to illustrate the interfaces with the build planner completing the picture painted in Figure 6.1 at
the beginning of the chapter.

Figure 6.8: Diagram of the robot controller and its modules or sub-components.
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6.7.1 Finite state machine
The robot controller integrates a multitude of functionalities and different modules and depending on its
current condition it behaves in different manners. For instance, sometimes it’s connected to a physical
robot and receiving inputs from a human via the user interface others, it’s executing a work package and
working autonomously, and sometimes but rarely it’s in an emergency stop mode.

As the robot controller grows in size, complexity, and number of such conditions or states new archi-
tectures are sought and implemented to help manage this rise in complexity and improve maintainability.
In this case, a finite-state machine model is utilized for the robot controller. A finite state machine is a
model used to represent a system with a limited number of specific conditions, known as states. This
system can only be in one state at a time and changes from one state to another in response to external
inputs. These changes are called transitions and have predefined rules. Finite-state machines are widely
used in computer science and engineering to design and understand various systems and processes,
such as software programs and electronic devices. States provide a clear and structured way to handle
different scenarios and actions within a system and allow them to tailor the processes and outputs de-
pending on the current state and inputs.

Different types of state machines exist where outputs can be produced on transitions, on states or
both and where multiple levels of hierarchical depth can exist. This implementation is a mix of simple
Mealy and Moore state machines where predominantly the states produce an output like in Mealy ma-
chines but the transitions may also produce them. Additionally, and as will be seen in this chapter, the
work package execution system can be thought to add a second hierarchical state machine within one of
the states making the classification a bit more complicated.

A simple explanation of state machines and an example of their implementation in C# in the context
of a Unity character is provided in [90]. The implementation found in the code is similar and inspired by
the mentioned example, however, with an additional update cycle on each state for the UI elements of
the robot that is called upon request from the control window on the UI update frame. This allows each
state to display different UI elements.

The robot state machine is shown in Figure 6.9. Here the different states and transitions between
them are shown. A summarized explanation of each state is provided in the list below.

Figure 6.9: Diagram showing the behaviour of the robot controller state machine and it’s possible transitions.

• Spawned: The initial state to which the robot defaults after being instantiated. In this state, the
robot controller is waiting for a configuration and connection to be established and can not do much
in itself.

• Configured: Once a configuration is loaded the controller transitions into this state. A configuration
file contains the necessary information to handle an inchworm robot and is what separates different
individual robots of this type. This will be further explored in Subsection 6.7.3.

• Connected: State the robot goes into once serial communication is established. This connection
may be realized over USB using a cable or unthedered via the Xbee wireless modules. This is the
default state for operational robots, where they are waiting to receive work packages while allowing
the user to easily control them.
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• Executing Work Package: Once the robot starts executing a work package it transitions into this
mode, where it sequentially breaks down the tasks of the work package into executable pieces
called actions and executes them. Additionally depending on the allowUserControl property of the
work package, the robot’s user controls will be removed from the UI.

• E-Stop: Emergency stop mode in which all the motors are unpowered and can only be released
with user input. As a safety feature that prevents damage to the robot, this mode can be automati-
cally triggered as a function of motor currents.

6.7.2 Abstract state
All these states inherit from the abstract state interface. All derived states must provide the implementa-
tion of all members defined within the interface, allowing the use of a standardized interaction across all
states. [91]

Figure 6.10: Methods of the
AbstractState

The following five methods are thus implemented in all states:

• Enter state: Called when the state is entered. Allows to precom-
pute the necessary elements for the state to work. For instance,
when entering the E-stop state all the motors within the servos are
unpowered and the LEDs are set to red.

• Update state: Represents the update cycle of the robot and the
main element of each state. Runs once every frame.

• Check switch state : Checks if the requirements that force the
robot to change state are met. For instance, continuing with the E-
stop requirements, if the emergency stop button is released then
this method will return the robot to the connected state. This func-
tion is called after the Update state.

• Exit state: Similar to the Enter state but called on exit, before
the new state is entered. Can be used to for example clean pa-
rameters in memory or print the performance of the robot through
the state execution.

• Draw UI: Called from the update cycle of the UI window when the
robot UI is being displayed. This allows to show different robot
interfaces depending on the current state. For instance, before
the robot is configured and connected the UI is focused on loading
a configuration and establishing a connection. Once connected it
opens up high and low-level control of the robot

We will now analyze the steps required to get the robot controller to the
connected state. Firstly a deeper explanation on what a configuration
is and how it can be loaded is presented followed up by establishing a
serial connection to the robot.

6.7.3 Loading a configuration
The robot controller is a template to connect any robot of a particular type. For instance, the ILLACon-
troller is made to connect to ILLA robots. However, each ILLA robot can be a bit different. For this reason,
a series of parameters that define the particular build of the robot are represented in an ILLAConfiguration
class and serialized into a JSON file that is saved and later loaded into different robot coordinators.

This configuration is composed of two differential joint configuration objects and a single joint config-
uration object together with some additional parameters like the battery capacity of the robot. The
differential or single joint configurations contain joint and servo configuration objects, each composed of
the rotation limits of the joints (robot space) and the servos (servo space) as well as the servo IDs, the
gearing ratio, the serial communication baud rates, whether the servo is mounted in its inverted position,
ID of the N20 gripper screwdriver motor, etc. A graphical overview of the robot configuration classes and
the information stored is provided in Figure 6.11.
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Figure 6.11: Diagram showing the elements of the robot configuration and their organizational hierarchy.

Most settings can be adjusted through the UI after loading or creating a configuration. and configurations
can be saved or overwritten, facilitating the modification of parameters via the UI. Once a configuration is
loaded, the robot transitions to the configured state, enabling a connection to be established.

6.7.4 Connecting to a robot
When connecting to an ILLA assembler over a serial channel, users choose the serial port and baud
rate for the connection, although default settings can be pre-configured in the ILLA configuration. When
a connection is attempted an LSS channel object from the .net Lynxmotion library is created. This li-
brary, developed by the servo manufacturer for sending and receiving commands to servos, is not fully
developed or published, but an early version was obtained and required some modifications for effective
functioning.

Recall from Subsection 5.6.1 that serial communication allows only one device to transmit at a time
on each line. This means that only one servo or N20 actuator can transmit at once. However, in the pro-
vided library, it’s possible to query multiple devices simultaneously, leading to collisions in their responses.
This often happens in the default implementation of a channel scan for servo detection. Consequently,
the approach to reading from the serial line was revised. In the original library, reading would skip partial
or unreadable messages. In this updated version, the user specifies the expected number of packages
and a timeout. The code then reads from the serial port until the expected number of packages is found
or the timeout expires. This is advantageous as it allows querying from one device and waiting for its
response before sequentially querying another.

When connecting to a robot, the serial line is opened and the servos are scanned and distributed.
Scanning involves detecting devices on the serial line by sending commands to each ID where a servo is
expected, as defined in the configuration file. If a reply is received a servo object for communication and
telemetry data management is initialized and later distributed, meaning it is assigned to its corresponding
joint Additionally, there’s an option to replace missing servos with virtual ones. These virtual servos simu-
late the behaviour of physical servo motors by adding virtual replies to the serial line reception, enabling
holistic software testing without a real robot or actual servos. After completing this process, the robot
transitions to the connected state in which, the user can control it through the UI, and the controller can
participate in work package auctions and execute tasks.

6.7.5 Executing a work package
Once the robot is configured and in the connected state, it can bid on work packages. A diagram represen-
tation of this bidding process was presented in Figure 6.8 at the beginning of the robot controller section.
Essentially the controller downloads a work package that includes the tasks to execute, estimates the
cost in terms of some KPIs like energy or time, creates a bid proposal, and submits it to the build planner.
If the build planner assigns the work package to the robot, it will enter the ’executing work package’ state.

In this state, the tasks are broken down into actions that are queued and sequentially set up and ex-
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ecuted till all the tasks of the work package are completed. This process is shown in Figure 6.12. As can
be seen in every update frame, it is first checked if the action currently being worked on is finished or not.
If the action is not finished an additional frame of this action is run. If the action is finished, the next action
in the queue is setup and if the action queue is empty, the next task to be executed is broken down into
more actions. Once no action or task remains the work package is finished.

Figure 6.12: Logic flow diagram of the executing work package state showing.

Figure 6.13: Steps for breaking a
pickup task into actions.

With this new insight and understanding of the software’s high-
level architecture, the interplay of its various components and more
specifically how work packages are executed let’s analyze an ex-
ample of how these actions are created from high-level tasks.
As explained in the build planner the most common and complete
task utilized throughout an assembly process is the pick-up and in-
sert work package. This high-level task consists of getting a lattice
and placing it in an insertion location. Let’s analyze how the robot
how the robot manages and executes such a complicated task.
Once in the executing work package, the robot will first have no
current action or action queue elements, and thus the first task is
broken down into actions.
The robot controllers implement an overloaded BreakIntoActions
method that returns a list of Actions with the input argument being
the specific task class to break into actions, in this case, a PickU-
pAndInsertTask.
In this case, remember that the high-level goal is to pick up some
lattice and insert it elsewhere. For this reason, we must find a path
to the first lattice, move there, pick the lattice up, put it in a storage
backpack, find a path to the inserting location, move there, take
the lattice from storage, and place it. The diagram in Figure 6.13
presents an overview of the process.
The first step is to build a navigation graph; A navigation graph is a
simplified representation of the context in the form of a graph that
can be used for pathfinding. Then a path to the pickup lattice is
solved for. These two processes are further explained in the navi-
gation module section in Subsection 6.7.6.

6.7.6 Robot navigation
The robot is designed to deal with the spatial manipulation of digital
materials, for this reason, its controller is deeply involved with nav-
igation, pathfinding, and spatial computing. The robot controller
has low-level access to the context and thus the geometrical rep-
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resentation of the target and current structure as well as possible obstacles. For efficient navigation and
understanding the spatial traversal of the structure with the robot’s locomotion, this information present
in the context, is processed into an easier-to-work-with morphology, a navigation graph. A graph is an
abstract data type or structure consisting of a finite set of nodes that are related or connected with edges
as was introduced in Section 2.5. As can be seen in Figure 6.14 the navigation graph contains all the
lattice nodes the robot can reach interconnected or related by the possible movements that the robot can
perform (in green). In this case, the lattice nodes become the vertices or nodes of the graph and the
movements that relate them, the edges. The discrete nature of the digital material is exploited and used
as representation resolution within the graph.

Figure 6.14: Example of a navigation graph showing the relations between nodes with the green edges.

This section discusses what that graph consists of, how it is built, and how an optimal path can be found.
Before diving into that discussion it is important to remark that the navigation graph is built using inverse
kinematics and it is pre-checked for collisions.

As discussed in the literature chapter, there are many ways to represent such a graph within a com-
puter. The most common ways are Adjacency Matrices and Adjacency Lists. Each one presents different
advantages and disadvantages. Mainly adjacency lists are faster to build as adding elements to lists is
faster than resizing matrices but it is slower to find the cost of edges since they can’t be simply accessed
by index and instead, have to be searched in a list. Generally, adjacency lists are preferred for represent-
ing sparse graphs like this one since the matrix representation would explode in size. There are methods
to mitigate this like utilizing a compressed row/ column representation or as would be more useful in this
case compressed diagonal storage [92] since by ordering the indices of the navigation graph we can
distribute most elements towards the diagonal.
For this reason, a modified adjacency list is utilized. The slowest aspect of assembly is not the computa-
tion but the execution of the work in the physical realm. Given that the time complexity of the adjacency
list graph increases linearly with the size of the graph, it’s difficult to envision a scenario where the com-
putational time would even approach that of the movement execution.

The particular implementation of this graph structure is a bit more complicated than a simple adjacency
list introducing some quality-of-life features enabled by the extensive memory availability of modern com-
putational platforms, that allow scaling past a million nodes.
Graph nodes are represented by ILLAGraphNode objects, a custom class that stores the physical node it
represents, two Dictionaries for the outgoing and incoming edges that take the place of the adjacency lists
as well as some quality of life parameters like user-readable node IDs. Outgoing and incoming edges are
stored facilitating efficient graph navigation in both forward and reverse directions. Each dictionary entry
pairs ILLAGraphNode objects, representing adjacent nodes, with corresponding movement objects that
include the necessary poses for 5DOF movement execution as explained in Subsection 6.7.11. Notably,
the values in the incoming neighbour dictionary exhibit an added layer of complexity. The movement a
robot undertakes to reach a node is influenced not just by the previous node itself, but also by the robot’s
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pose at the preceding node which is determined by the second previous node, that is, the incoming
node of this preceding node. Although not required this is used to compute the most optimal path even
regarding the initial pose.

This is explained visually in Figure 6.15 where the incoming and outgoing dictionaries of node G are
examined. As can be seen, the incoming dictionary of node G has as key G’, that is the previous node
from which the edge is coming and as a value a struct consisting of the second previous node or G” and
the movement used to move the robot arm from G” to G. In reality, up to four movements per G” may
be present as the kinematics of the robot allow for it, similarly, more nodes may exist at both levels of
depth. It can also be seen that when traversing the graph forwards, this two-level deep data storage is
not needed thus a single-level dictionary is used.

Figure 6.15: Diagram showing the outgoing and two levels of incoming neighbours of node G.

This is accompanied by abstractions to add or remove edges and neighbours in the graph without having
to deal with the complexity of modifying these dictionaries manually in the form of an ILLAGraph class. It
contains the ILLAGraphNodes, establishes the interface with the robot controller, and adds some addi-
tional abstraction.

So far, the data structure and organization of the graph have been explained, but the building and
utilization of this graph remain a mystery. In the next sections, these elements are explained.

6.7.7 Mapping: building the navigation graph
The building of the navigation graph involves finding all the nodes, their relations or edges and populating
a graph object with them.

There are two possibilities for when to develop the navigation graph. On one hand, the map can be
discovered during pathfinding. In this way, a partial heuristic-informed graph is built where only the prefer-
entially used areas of the map are explored. Alternatively, a global map spanning the complete structure
can be built and utilized for multiple path-finding exercises trading memory for computational efficiency.
A global navigation graph allows the reuse of a very significant amount of computation as graph building
involves solving inverse kinematics problems and checking for collisions, both computationally demand-
ing tasks. Secondly, as the assembly advances, the graph can be updated progressively rather than in
a single shot meaning that the graph could potentially be built from scratch only once to map the small
initial structure and updated from there every time a robot modifies it, though this is yet to be implemented.
Additionally, to prevent the program from freezing during the graph building, the mapping load is split
throughout multiple frames utilizing a co-routine.

Figure 6.16 describes the building of the navigation graph. With the robot in its initial position, we
find all the collision-free movements it can perform, meaning all the nodes it can reach from its current
base. This high-level computation is enabled by the extensive robot abstractions that make the founda-
tions on which the robot controller is built. They are further explained in Subsection 6.7.11. The possible
movements are obtained by finding all the reachable nodes, that is the nodes inside a sphere with a
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certain hard-coded radius that represents the maximum reach of the robot, finding the inverse kinematics
solution to grab each of those nodes, enforcing the rotation limits of the robot and removing all collisions
from the I.K solution set. These movements are then added to the navigation graph. If the reached
node doesn’t already exist in the graph an ILLAGraphNode object is created. An edge between the
reached or target and the base node is added, where the outgoing neighbour dictionary of the base node
and the incoming dictionary of the target node are populated. The process is now recursively repeated
with the newly added node as a base. In reality and to allow the use of coroutines, a non-recursive or
non-deepening implementation was made that instead returns the next nodes to visit and adds them to a
node to visit stack. Additionally, each node is only visited once.

Figure 6.16: Diagrams showcasing the building of the navigation mesh on the left and the process of finding all
possible movements that can be performed from a base node as required for the first one on the right.

Mapping performance
The mapping process is ideally performed only once on the small initial structure and from there, it is
progressively modified as lattices are placed or removed. However at the current moment, this is not sup-
ported and themap is rebuilt from scratch every time. This means the performance of themapping process
was never an important priority andminimal timewas spent optimizing it. Nevertheless, it is presented next.

Figure 6.17: Performance of the mapping
process for varying geometries and lattice counts.

The performance of the mapping was tested exper-
imentally with two different structures. A flat plane
with 625 lattices in a 25x25 grid and the 215 lat-
tice topology-optimized bridge-like structure shown
in the navigation graph example in Figure 6.14. The
mapping compute time was recorded against lattice
count in increments of 50 as shown in Figure 6.17.
Both cases showed a linear relation between com-
pute time and lattice count with an R2 of over 0.99,
confirming the O(N) nature of the algorithm.
The difference in their slopes is explained by the fact
that the square plane has a higher degree of connec-
tivity in the graph. At the beginning of the mapping,
this is inverted as the assembly order of the plane is
line by line.

The main computational time cost is collision detec-
tion. As will be explained in the section about collision detection performance in Subsection 6.7.10, it is
easily optimizable by caching the Denavit Hartemberg transformation matrices.
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The navigation graph is a data structure that allows for advanced manipulation of spatial data, opening
the door to employ powerful graph search algorithms on the structure. It’s not a goal on its own, but a
medium to satisfy requirements like the ability to find a path to a particular node. This ability is explained
in the next section.

6.7.8 Pathfinding
Pathfinding is the process of finding the most efficient route between two points, in this case, two lattice
nodes; the initial base of the robot and a target node. For this, graph search algorithms are applied to a
navigation graph. In particular, a flexible implementation that allows switching algorithms, heuristics and
the use of states is developed. As detailed in the literature (see Subsection 2.5.2), different pathfinding
algorithms like breadth-first search, depth-first search, Dijkstra’s, or A*, differ in the sequence of node
exploration. For instance, depth-first search prioritizes visiting nodes sequentially in long directional
branches while breath-first does the opposite expanding in a smooth sphere. These algorithms share a
common foundation, which is customized by modifying cost functions and heuristics to establish a priority
queue in the search.

This general template consists of three iterative steps shown in Figure 6.18. Initially, the node with
the lowest cost from the unvisited queue is selected, starting with the initial node. It is then checked
whether this node is the target in which case the path would be complete. Otherwise, the node is ex-
plored by calculating the cost to its neighbours, which are then sorted into the unvisited queue based
on cost, and the process repeats. Provided the heuristics utilized are admissible, meaning they don’t
overestimate the cost, Bellman´s principle of optimality guarantees that the optimal path will be found.

Figure 6.18: Diagram showing the three high-level iterative steps utilized for path finding; Getting the lowest cost
node, checking if it is the goal state and calculating the cost of all its neighbours.

The actual implementation shown in Figure 6.19 is more intricate. First of all, there are different levels
of fidelity possible for pathfinding. While the graph represents the nodes and their relations, the robot is
not only on a base node but has a certain pose on top of that explaining the 2 level depth dictionaries
presented before. Given the relative sizes of the robot and the material system that defines the nodes, this
can have a significant effect, especially in shorter paths. To better understand this let’s put an example. In
a common pathfinding scenario such as getting directions in Google Maps, the intersections are treated
as nodes, and the streets in between as the edges. Here, our pose at a particular node is of no interest.
It doesn’t matter whether your right or left leg is ahead at a particular intersection. The time to travel
between two nodes is the length of the street divided by our speed and the scale is large enough to not
worry about such details. However, in the case of this robot, the resolution of the navigation graph means
the nodes represent the bricks in the pavement of the street instead of the intersections and nodes are
always only one step apart from each other. The cost between two neighbouring nodes is estimated from
the largest rotation any actuator must perform, which strongly depends on the initial pose before moving.
This resolution is required as the nature of the task necessitates placing particular building blocks or
continuing with the example bricks in the street.

This pose-dependent pathfinding becomes computationally expensive and less relevant on long tra-
jectories. For this reason, a parameter that controls to what extent the pose is utilized was added as
explained later. Additionally, a dual-scale graph for both broad and fine movements could be built or the
structure’s surface could be treated as a continuous domain on which continuous pathfinding is applied
as explained in the literature in Subsection 2.5.1.

Pathfinding is performed not on the ILLAGraphNodes but on ILLAState objects, which are temporar-
ily created for each pathfinding process. This serves a dual purpose. Firstly, a navigation graph may
be shared across multiple robot controllers of the same type for computational efficiency, requiring a
container other than the graph node for pathfinding parameter storage.
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But it is also an enabler of this intricate pathfinding that considers the pose and the node simultaneously.
A diagram view of an ILLA States is provided in the PathFinding diagram. They consist on a a reference
to the current node as well as the previous state and movement performed to arrive at the node together
with the required cost parameters as well as an ID that will be useful shortly.

Figure 6.19: Diagram showing the pathfinding process including the different elements or abstractions utilized.

The first step is to create an ILLAState from the initial node and add it to the unvisited queue. From there
the iterative process begins.
After getting the state with the smallest cost functional, it is added to the visited set. This is done to
prevent visiting the same state over and over. As can be seen, the use case regulates the reading and
writing of the visited hash set. This is because to control the extent to which poses and states are utilized,
the interface to the visited set is modified, by storing and comparing different strings. For example, when
the complete space is to be examined, including all possible node and pose combinations, the stateIDs
are utilized. These are unique to each state meaning there is no constraint to exploring the same node
under different poses.

Similarly, instead on utilizing the stateID, the ID of the current node of the state can be employed.
Then after a node has been visited in a particular state it will not be added to the HashSet again. This
does not prevent visiting the node multiple times as multiple states can be added to the unvisited queue
before the node is even visited once. However it presents an in-between mode that allows using states
in the forefront of the state-space exploration, but once a node has been visited and the front of the
exploration moves ahead, corrections to the node disregard states. Lastly, an additional check can be
added to verify that no states of nodes already in the unvisited queue are added.

The first alternative can be useful in shorter paths but is incredibly expensive in comparison with the
other two. The middle on presents a good balance while the last one is fast but not necessarily efficient
to compute as the unvisited queue is checked often.

Coming back to the pathfinding process, it iteratively continues until the goal node is found, at which
point the path is reconstructed. There is no list of nodes that represent a path but rather information em-
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bedded in the ILLAStates. Fortunately, this process is rather simple as the ILLAStates store the previous
state. The states are traversed backwards from the goal state following the chain of previous states and
adding them to a navigation path until the initial one is found at which point the path is inverted back to its
original direction. The navigation path is another object with some quality-of-life utilities for manipulation
of paths.

The performance of the pathfinding implementation was investigated using the Unity CPU profiler. The
main optimization points were utilizing a HashSet for the visited states instead of a list as HashSets have
constant time O(1) containment operations compared to O(n) in lists. This is at the cost of memory, but
tests with up to a couple thousand lattices showed memory was not a pressing issue. Additionally, another
small yet very significant optimization was changing the priority queue to work with the negative of the
cost functional, or more generally have it ordered in such a way that the least costly element is at the end
and not at the beginning. This queue is represented by a list, which in C# are Dynamic Arrays. Removing
the first element results in shifting all the other ones one position to the left resulting in a time complexity of
O(n), however, removing the last element necessitates no such restructuring leading to a time complexity
ofO(1). The importance of this seemingly small element can not be understated as it represented the vast
majority of the computational time before it was improved. Flexibility was established as one of the driving
design goals. In the building of the navigation graph, it was explained that the graph is created using
inverse kinematics and checked for collisions, this is done within the discovery of the possible movements.

The next two sections dive into the two main elements that enable this movement discovery process;
the kinematics and collision checking.

6.7.9 Robot kinematics
Kinematics is the study of the motion of objects, without considering the forces causing them. It is of
great interest in the field of robotics, and in the context of this thesis, it is used to establish the relation
between the position and orientation of the gripper or tool and the rotation of the joints. For this purpose
a kinematics toolbox was developed within the robot controller with two distinct goals or requirements;
calculating the positional forward and inverse kinematics. Forward kinematics involves calculating the
position and orientation of the robot´s end effector based on it’s joint parameters and inverse kinematics
determines the necessary joint angles to achieve the desired end effector position and orientation.

These processes, in particular the inverse kinematics, present unique challenges as the relation be-
tween the joint and gripper spaces is nonlinear.

First, before diving into the details of the toolbox´s computation, the kinematic representation of the
robot is discussed. The robot´s kinematics, meaning the geometrical and hierarchical relations between
joints are represented as a set of Denavit-Hartenberg or D-H parameters. Each joint´s D-H parameters
are a set of four values used to describe the relative positions and orientations of adjacent parts in the
robotic assembler. These parameters, α, θ, d and a are described below:

• Alpha [α] represents the twist of the link. It is the angle between Zi−1 and Zi around the Xi axis.
It is a constant.

• Theta [θ] is the angle a joint is rotated. Formally, it is the rotational angle about the previous z-axis
Zi−1 between the previous link x-axis Xi−1 and the current link Xi. It is the variable in revolut joints
like the ones that make this robot.

• offset [d] is the distance along the previous rotational axis to new joint, or equivalently, the offset
along the Zi−1 axis to the origin of the current coordinate system. It is a constant for revolute joints
like the ones found in this robot but variable for prismatic joints.

• link length [a] is the distance between the axes of two consecutive links, meaning the length of the
arm in between. It is the distance between the z-axis of the previous joint Zi−1 and the z-axis of the
current link Zi along the previous joint x-axis Xi−1. This is a constant.

These parameters can be used to create an affine transformation matrix that represents the transformation
to one link from the previous one in the chain. Realize that only the parameter theta θ is unknown as the
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rest are fixed robot constraints. This process presented in Equation (6.1) is explained in [93].

T i
i−1 = Rotz,θiTransz,diTransx,aiRotx,ai

T i
i−1 =
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(6.1)

Forward kinematics
The process of finding the forward kinematics solution is simple. An affine transformation matrix is devel-
oped for every joint as shown before in Equation (6.1). These transformation matrices are then concate-
nated to find the transformation from the base to the gripper as shown below. The expanded solution is
presented in Appendix A.

T 1
0 · T 2

1 · T 3
2 · T 4

3 · T 5
4 = T 5

0 . (6.2)

Inverse kinematics
As explained in the literature, different inverse kinematics methods exist, from iterative numerical methods
to closed-form analytical solutions. Closed-form solutions result in a simple, yet hard-to-find expression
with fast computations, although there is no guarantee for the existence of such a solution, especially for
higher degrees of freedom and redundant kinematics robots.
To enable a fast and efficient construction of the navigation mesh a closed-form solution is sought. The
general steps in its derivation are explained throughout this chapter, with the in-depth mathematical
process presented in Appendix A.

Initially, the solution was found utilizing a geometric method that exploited breaking the problem into
smaller chunks and solving it one by one. This involved projecting the joints and links into planes, decom-
posing them into vectors and solving using basic trigonometry.

For instance, the angle of the first joint could be readily determined by projecting the target point onto the
horizontal plane defined with the normal being the base joint z-axis and calculating the corresponding
angle with the base x-axis.
The second and third joint angles were calculated by projecting onto the plane containing the base joint
z-axis and target point and applying the trigonometry for planar 2DOF arms like in [94]
The last two joint angles can be easily determined from the rotation of the target pose.

This geometrical approach was however later changed for a matrix equation resolution to better rep-
resent both the inverted and non-inverted cases in a more consistent mathematical approach.

This process consists of concatenating the transformation matrices like in the forward kinematic solu-
tion while keeping the angle of the joint θ unknown. This resulting matrix is compared against an input
affine transformation matrix S composed of unknown elements. An analytical solution is then found that
maps the joint angles to the input parameters of S. This way, a target pose can be represented as a base
to gripper transformation matrix, substitute in the parameters of S and then find a solution of the unknown
joint angles. This mathematical process is detailed in Appendix A.

This robot presents an additional level of complexity. The relation between the joint and gripper spaces
must remain constant as the robot walks and the base and gripper roles are swapped, meaning when
the gripper screws onto a lattice to become the new base and the base unscrews to become the grip-
per. This is not a common occurrence as most robot arms are asymmetrical with a defined base and a
lightweight gripper [95] [96]. The main exception is in robotic arms for space applications like the Space
Station Remote Manipulator System or SSRMS, composed of the Canadarm2 a second generation of the
space shuttle’s original Canadarm with the additional capability of base swapping for walking around the
international space station [97]. More recently the ERA or European Robotic Arm or the inchworm robots
from GITAI have similar walking capabilities. In this case, this was overcome by having two different
Denavit-Hartemberg parameters and calculating two separate closed-forms inverse kinematics solutions
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for the standard and inverted cases.

The D-H parameters for both cases are visualized with the graphical application for robot arm design
and Denavit-Hartenberg parameter creation from MRPT or Mobile Robot Programming Toolkit [98] as
shown in Figure 6.20.

Figure 6.20: MRPT visualization of the developed inchworm robot configuration from its Denavit-Hartenberg
parameters at the zero angle pose.

Limits to the input space
The input to the inverse kinematics mathematical equations is the 4x4 transformation matrix S. This matrix
represents a 3D translation and 3D rotation encapsulating all 6 degrees of freedom. However, the robot
is only capable of 5DOF movement, this means that it is possible to input transformation matrices that
have no inverse kinematics solution as the robot is physically incapable of performing them. The robot is
limited to gripper/screwdriver-pointing vectors that exist in the plane defined by the base rotational axis or
z-axis and the target point. The target gripper pointing vector meaning the last joint´s z-axis can not exist
outside that plane. The implementation detects and can handle inputs outside the possible space in two
different manners.

Firstly, the closest valid solution can be found and moved to. This is done by rotating the input by
the smallest angle possible that translates it into the plausible space. An additional possibility is to raise
an error when the target pose is not in the plausible space. A tolerance was added to relax this criterion.

In general, a mix of the previous two is utilized, where solutions within a certain error range are fixed and
moved to the closest valid solution but after a certain tolerance level, an error is raised. This allows for
small errors to be corrected while raising errors in truly erroneous inputs.

6.7.10 Collision detection
In the mapping process, it was established that colliding poses are removed from the navigation graph
during its building process. This section briefly touches on the tool developed to determine whether a
robot pose collides with the lattices around it.
It works by performing one-on-one collision checks between the lattice mesh and a simplified robot geo-
metrical model composed of simple box, spherical and capsule colliders.

Firstly and to minimize the number of collisions to be checked only the lattices within the bounds of
the robot are tested. The bounds of the robot represent the smallest possible rectangular cuboid (box) in
which the robot fits. This cuboid is calculated by combining all the meshes of the robot and finding the
bounds. This is shown in Figure 6.21 with a green bounding box and the colliding lattices coloured in red.
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Figure 6.21: Image showing the robot bounding box in green and colliding lattices in red as displayed in the
software 3D view.

Then for every lattice that exists within those bounds, it is checked whether there is a collision with each of
the simplified geometrical components of the robot. This is done this way as it is simple to check collisions
between a mesh and a simple box collider but not between two meshes. Additionally, even though the
implementation is single-threaded, breaking the task into a larger number of simpler computations could
be used to increase performance by multitasking.

Figure 6.22: Diagram detailing the working principle of the collision detection algorithm.

Collision detection performance
Collision detection is used predominantly at two instances in time. First of all, before executing any move-
ments and in real time, the robot pose is checked for collisions but also the navigation graph is checked
to be collision-free. As highlighted in Subsection 6.7.7, collision detection represents the majority of the
cost of building a map, meaning it is of great importance.

A test was performed with a batch of 500 different collision detection in different poses during a mapping
frame. The 500 collision checks take a total time of 745ms or roughly 1.5ms per event. Out of this
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543ms are spent in updating the joint positions, meaning performing the forward kinematics calculations
and updating the joint positions and orientations. During the writing of this section, it was unravelled
how inefficient this process is. The joint-to-joint transformation matrices from the Denavit Haremberg
parameters are utilized for the forward kinematics. The problem arises in that when updating each joint´s
position and orientation the matrices are calculated from scratch meaning they have computed a total
of 10 times when a single calculation would be sufficient. Two solutions for this problem exist. On one
hand, the Denavit Hartemberg could utilize a caching system that caches the value of the transformation
matrices after they are requested once as long as the angles are not changed. Alternatively, the function
that updates the joint positions and orientations could be corrected to only request the matrix once and
utilize it for all the joints. It is likely that by the time the reader is seeing this this problem may have been
resolved.

6.7.11 Abstractions
Before moving on to the the UI, a brief explanation is made on certain abstractions that were utilized
throughout the chapter. Different classes that represent the physical environment were created with dif-
ferent data structures and methods. These are PosJ, PosX, Robot configuration and Movement as show-
cased in Figure 6.23. PosJ and PosX refer to Pose representations. PosJ in the joint space and PosX in
the cartesian space. Essentially PosJ represents a robot pose by utilizing the 6 joint angles and PosX by
using a target position and rotation, additionally, a target node can be referenced. Robot configurations
are sets of Pose configurations with a base node and orientation. Lastly, Movements, represent the tran-
sition from an initial confirmation to a target PosX possible through multiple PosJs stored in a dictionary
with their movement cost. This movement cost is computed from the maximum angle difference from the
initial config posJ and target PosJ.

Figure 6.23: Diagram showcasing the most important abstractions the robot controller utilizes and their sub
components.
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6.8 User interface
This software is controlled in real-time via the built-in user interface that allows setting up and modifying
the geometry definition, placing and connecting robotic assets as well as visualizing the digital twin in
real-time. It enables both high-level control of the build process and some low-level control of the differ-
ent assemblers like rotating a particular joint or motor. Figure 6.24 presents a general overview of the
program UI highlighting the different content windows.

The centrepiece of the interface is the real-time 3D view of the build process. This Unity Game ren-
der window showcases the 3D scene with the digital twin. The RTS-like camera controls from 1 have
been integrated to allow for seamless camera movements. Additionally, scripts and functions have been
built to detect mouse clicks on nodes, lattices, and other objects to enable a convenient selection tool
within the intuitive 3D view. Inside this window, on the top left corner, a time manager widget allows to
speed up the passing of time, enabling faster virtual testing, particularly useful with virtual assemblers.
This is further explained in Subsection 6.8.1.

The right-hand side of the screen is occupied by the control window. This custom-made editor win-
dow is the primary means of interaction with the program besides the 3D view. It contains different tabs
and foldout menus with buttons, sliders, and fields that form a strong interaction medium between the
user and the program. This is further explained in Subsection 6.8.2.

On the left-hand side, the Hierarchy and Inspector windows are shown. The Hierarchy presents a
tree with every GameObject placed in the scene hierarchically arranged while the inspector showcases
the elements or components from the selected GameObject, like their position or attached scripts and
their public variables. These are common and handy Unity Editor windows.

Lastly, the console can be seen below the 3D view. Here text output from the program as well as
errors and warnings are displayed and can be conveniently searched and filtered

Figure 6.24: General view of the software developed running within the unity editor and showcasing its main
elements or windows

6.8.1 Time warp
All the time references used throughout the project are linked to Unity’s time system. For example, when
computing how much virtual servo motors should move the deltaTime (UnityEngine.Time.DeltaTime) is

1densylkin, RTSCamera (2023), GitHub repository, available at https://github.com/densylkin/RTSCamera/tree/master,
accessed 22-12-2023
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utilized which provides the time interval between the previous and current frames. This time is affected
by the timescale in Unity, which can be modified to speed up or slow down the passing of time.
In this case, a GUI element inspired and honoring the KSP time warp feature is added that allows to
selection of a timescale between 1-5.

Figure 6.25: Time warp or manager widget situated on the top left corner of the real-time 3D view

6.8.2 Control window
The control window represents the main medium of interaction with the program besides the 3D interface.
It contains all the buttons, sliders and fields that allow controlling the build process, robots and modifica-
tions to the context. Together with its different tabs it is showcased in Figure 6.26.

The control window is composed of a general mode selector that toggles between the currently shown
build control mode and the environment mode which allows tweaking the aesthetics, lightning and location
of the scene. In this build mode, the spawning section is displayed next.

The spawning area is composed of a drop-down menu with the objects that can be spawned and buttons
for the different spawn modes that change where in the hierarchy the object is instantiated. When spawn-
ing, an overlay showcases where the object will be placed as you hover on different nodes and rotate it
using the Numpad. After clicking on a node it will be spawned. Colour cycling allows to show different
objects with different colours, like the display component colours function in CAD software like Fusion 360.

Lastly, the majority of the space in the build mode is allocated to a main tab area that allows chang-
ing the UI between different topics of interest such as the build controller, lattice modification, object
modification, time manager and ILLA robot control. In this case, the ILLA controller tab is selected. All
these different tabs are showcased on the left-hand side of the image and as can be seen, the robot
tab contains a section with foldout menus to further expand it´s functionality while maintaining a compact
footprint. These foldout menus allow opening direct controls for the joints and motors where you can
directly actuate them and change their motion limits, tweak the gearing ratios, control the N20 motors in
the screwdrivers and toggle a battery of visualization tools for collisions, navigation, robot poses etc.

Figure 6.26: Structure and main tabs of the control window



The environment mode was added to exploit the fact that Unity is one of the platforms with the most ad-
vanced and powerful real-time rendering capabilities. For this reason, an environment manager system
was created that allows modifying the environment the assembly process takes place in, its lightning and
more visual aspects. For example, some environments that have been added are simple setups with
different solid colours and lightning or more complex scenes like a photo booth that offers dimensional
and colour references or even a lunar environment.

Lastly, a data logging add-on was integrated that allows to record certain parameters.

6.8.3 Data logging system
To deepen our knowledge of the performance and limitations of the robot and software platform, a data
logging or recording module was developed and implemented within the Unity environment. This logging
module allows to record values of the robot over time easily. A general overview is provided next.

An ILLALogger object is first created containing the CSV file name and the logging rate, meaning the
frames waited between logging events. We can then add parameters to be logged using the LoggerOb-
ject.AddLoggable() method by providing a header or title for the series and the reference to a function
that returns the parameter to log in string format.

For instance, if you want to monitor the variable called supplyVoltage that represents the battery or
power supply voltage you would use the following code to create a loggerObject if one doesn’t already
exist and log the voltage under the header title ”Voltage [V]” and save it in a CSV file named CSVFileName.

1 l oggerObjec t = new ILLAlogger ( t h i s , CSVFileName , loggingFrequency ) ;
2 l oggerObjec t . AddLoggable ( ” Vol tage [V ] ” , ( ) => supplyVol tage . ToStr ing ( ) ) ;

This allows us to easily monitor parameters and record them for later analysis. Additionally, with some
minor modifications, this data could be added to open-source monitoring platforms like Prometheus for
real-time display in Graphana, alerts etc.

6.8.4 Scalability
On a side note, it’s worth noting that the computational requirements that determine the balance between
centralized, and distributed and what level of optimality is sought depend more on the size of the lattices
than their quantity. The volume and power available per lattice mark the difference. When building on the
scale of proteins there is barely space for a few transistors per building block and each movement takes
little energy, however, even if assembling the same number of elements but at much larger scales, you
can much more easily afford the computation since it becomes a fraction of the power needed to move the
robot and the volume of the computational device becomes small compared to the volume of the structure.
For this reason, it is most important that the computational platform can be parallelized and scales linearly
or better with increasing number of lattices.
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7
Autonomous construction demonstration

This chapter showcases how the elements elucidated in the previous sections combine to form a coherent
system by performing an autonomous construction job demonstration. In this case, three different demos
have been ideated, each highlighting different capabilities.

Before the autonomous building can be performed a series of steps need to be taken to prepare the
hardware and software platforms:

• Prepare the structure definition: First of all, a structure definition for the build job is required.
This structure definition shall include the already existing structure in the form of placed lattices
and the desired build geometry as the target structure definition. This can be done by spawning
a complex geometry, adding additional elements and using the time manager feature that sets the
state of lattices as a function of their timestep. Alternatively, the lattice states can be set by selecting
lattices with the selection tool in the lattice UI section and using the place/ un-place buttons.

• Spawn robot: Spawn the robot in the structure in its correct position. If the robot is still not physically
placed in the structure, place it after establishing a connection. Note that depending on the rotation
of the robot, an offset may have to be provided. This can easily be done from the direct controls UI
once the robot is configured and connected, as will become evident in the next steps.

Figure 7.1: Spawning a robot in the structure. When hovering on a node, the overlay in pink is shown, after clicking
on a node, the robot is spawned.

• Turn on the robot: Ensure a battery is mounted and connected to the mainboard via the XT60
connector.

• Load a configuration: Load a configuration file onto the robot. This configuration specifies robot-
specific parameters such as the ID of the servos or the screwdriver modules as explained in Sub-
section 6.7.3. The loading of the configuration is shown on the left-hand side of Figure 7.3

• Establish a connection with the robot: Ensure the Xbee wireless dongle from Subsection 5.6.3
is placed on the computer and establish a wireless serial connection with the robot assembler as

74



75

showcased in the right-hand side of Figure 7.3. If the robot is not on the structure or the desired
initial position, now that it is connected you can manually actuate the N20 motors from the interface
and place it in the correct location. Additionally, to match the base rotation, a base rotation offset
can be added in the direct controls section of the assembler interface.

Figure 7.2: Loading a robot configuration (left) and establishing a serial communication (right).

• Add available lattices or a continuous lattice pickup location: If not performed during the prepa-
ration of the structure’s definition, add some available lattices and unplace some existing ones re-
flecting the work that is to be carried out. Figure 7.3 showcases the placement of a magic lattice
spawner or a continuous lattice pickup location, which is a component that ensures a free available
lattice always exists in a particular location. This device is ideal for virtual testing. It is suggested to
develop a physical spawning location with a sensor, such as a simple end-stop sensor that detects
the presence of a building block for increased reliability.

Figure 7.3: Process of placing a magic lattice spawner on the structure. It is selected on the dropdown menu and
spawning is enabled. When hovering on a node it is overlayed in pink and when the node is clicked it is spawned.

• Map navigation space: Before starting the autonomous assembly process, the navigation space
must bemanually mapped once. It is then remapped autonomously after structure changes. Ensure
the available lattices and insertion locations are set before this initial mapping operation. Figure 7.4
illustrates how a navigation space mapping can be performed and also how the map can be dis-
played on the 3D viewer.
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Figure 7.4: Process of mapping the navigation space and visualizing the resulting navigation mesh.

• Ensure valid pose: For the robot assembly to function, the robot needs to start at a pose where it
is not fully stretched to reach its maximum radius. This is easily avoidable by putting the robot be-
tween two nodes, as it would usually be. This requirement arises from details in the move-to-node
task that first pushes outwards to release from the current node, something not possible with the
robot on its maximum radius.

The robot is moved to grab another node by enabling the ”Grab nearby object (I.K)”, clicking
on a node to select it and enabling the motors. Four inverse kinematics solutions are possible
and can be chosen with the 0-3 buttons. The optimal button automatically selects the closest
collision-free solution.

Figure 7.5: Process of actuating the assembler robot to a valid start pose by moving the tool onto a nearby node.
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• Enable auto assemble in the robot coordinator: Set the robot coordinator to auto assemble
mode. In this mode, it matches available building blocks to assembly locations in the construction
front to generate work packages and auctions them to the assembler robots. Alternatively, to only
perform a single construction step, the construction step button can be used. In the case at hand,
the lattices shown in transparent red were unplaced using the UI to have some unbuilt structure to
construct. Figure 7.6 shows the first work package being overlayed and how the UI section of the
robot updates with a button showing the work package being executed and allowing to stop it.

Figure 7.6: Software platform in auto assembly mode. The 3D view displays the overlay of the pick and place work
package being executed. The UI of the assembler robot is updated to show the work package being executed and
allowing to stop it.

• Feed building material: As the build progresses, ensure the assembly process has enough build-
ing blocks. This can be done by placing and spawning available lattices using the spawning system
or if a magic lattice spawner exists, ensuring there is always a lattice in the spawner.

These steps allow setting up the software environment for a construction process. In the next sections,
small demos of construction and navigation in real life are presented that highlight different functionalities
of the assembly system.

7.1 Demonstration of digital material transportation
In this initial demo, a small elongated bridge-like lattice structure is presented. Here, a robot and an
available lattice are placed on one side of the structure to be assembled and the target assembly location
on the opposite side. Thus the robot must pick up and transport a building block to the opposite side and
then insert it. This process is visually presented in Figure 7.7.

As can be seen, the robot first grabs the available lattice with the tool or free gripper by screwing
onto it in step 4. The assembler then lifts it from its position and approaches the storage location on the
opposite differential joint. When the lattice is in close proximity to the storage location, it magnetically
attaches, as seen in step 7, allowing the gripper that was holding it to unscrew and release it. With this
gripper free, the robot starts walking and traversing the structure. This is done by grabbing one lattice with
the free gripper, visualised in step 11, to then swap bases by unscrewing the opposite end, see step 13,
and sequentially repeating this process by moving it to another lattice. As evidenced in this process, the
walking must finished with the same base gripper as it started to guarantee access to the stored lattice.
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This is implemented in the task-breaking process, where additional moves are added to the planned
path to ensure this is satisfied. Once the robot has finished walking, it takes the lattice from storage by
grabbing it with the tool gripper, visible in step 20, pulling it out like in step 21 and then inserting it into the
assembly location.

Figure 7.7: Sequence of images showing the robot assembler walking and transporting digital material building
blocks across a bridge-like structure.

7.2 Demonstration of a cantilever construction
Having demonstrated the walking and material transport capabilities in the previous section, a short
demonstration of autonomous assembly is now presented. Here the robot elongates the bridge by con-
structing a small cantilever section and then walking on top of it to demonstrate its strength. To shorten
this demo and make it feasible to be photographed in this report, the construction materials are fed from
the centre of the structure, thus not requiring to walk and traverse the bridge every time.

This construction process is shown in Figure 7.8. The first six rows describe the process of picking
up a lattice building block and placing it on the structure by following the six steps described by the
column headers. First, the robot approaches the lattice to pick up and then grabs the lattice by screwing
onto it with the tool gripper screwdriver. Once the lattice is secured, the assembler starts moving towards
the insertion location. As it approaches the insertion location, the lattice building block is magnetically
connected to the structure. The gripper’s screwdriver is then disengaged from the recently inserted lattice,
and the robot retracts from the insertion position. This process is then sequentially repeated for different
lattices until a small six-lattice cantilever extension is built. This extension is made of a lattice plane on
the top row of the bridge and a single additional lattice situated on the bottom level for extra strength for
moment loadings.

In the last row, the robot is shown walking on the newly constructed magnetically attached structure
to demonstrate the strength of this magnetic connection instead of adding additional building blocks.
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Figure 7.8: Sequence of images showcasing the extension of the bridge by building a cantilever section. Each row
represents the placement of one additional building block and in the last row, the assembler walks on top of the
assembled cantilever to demonstrate its strength.

7.3 Demonstration of curved lattice traversal and climbing
To further demonstrate the flexibility of both the robotic hardware platform and the inverse kinematics
powered software planner, a non-regular structure composed of curved lattices is traversed. This is a first
in the field of autonomous assembly of digital materials that is traditionally limited to pre-computed grid
fixed motions. In the case at hand, an arch composed of 9 curved lattices like those shown in Figure 4.5
is climbed in two different manners. Such curved lattices can be used to locally tailor the lattice orienta-
tion to the load direction and more efficiently utilize the digital material. This is exemplified by the arch
assembly presented that could be used for building bridge-like structures that function under compression.

Firstly, the arch structure is climbed from its side as shown in Figure 7.9. In this demonstration, the
robot walks on the outer curved surface of the arch, similarly to how it traverses the flat surface of the
bridge in the previously seen examples. The robot first screws its tool gripper screwdriver into a nearby
node, to then swap the base by unscrewing the previous base gripper. This process is repeated until the
robot reaches the desired location. For this demonstration, the robot’s reach radius was decreased to
force it to take additional middle steps in this climbing process.
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Figure 7.9: Process of climbing an arch-like structure by walking on its outer surface.

Figure 7.10 shows an alternative more direct climbing method by grabbing onto the structure, hanging
off it and performing a pull-up-like motion. An additional lattice was added in front of the arch to show
this motion perpendicular to the camera plane. In this case, the robot was forced to first engage onto the
bottom node of the lattice to display the agility and its capability to attach to alternative nodes of the same
lattice, as shown in step 6.

Figure 7.10: Process of climbing a structure in a pull-up like hanging motion.



Part III
Discussion
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8
Conclusion

This thesis has demonstrated how an inexpensive, fully 3D-printed inchworm robot assembler can be de-
signed to maximize available torque and the range of motions possible. This is done by the use of geared
cable-driven differential joints with partial torque sharing across axes and a structural design that utilizes
the heavy actuator metallic enclosures as load-carrying structures. Additionally, the lattice-to-lattice and
robot-to-lattice attachment vectors are unified by utilizing a screw-in attachment mechanism providing
the same stiff and reliable connection for both scenarios using minimal hardware. This assembler was
tested in a wide range of motions and has demonstrated excellent strength and agility in performing these
movements while being battery-powered and carrying additional building blocks.

Additionally, and more importantly, this thesis demonstrates how powerful, easy-to-use and flexible
software tools can be developed to bridge the gap between 3D models and constructed geometries.
The software developed is designed with expandability to multiple assembler types in mind using a work
package auction system while leveraging inverse kinematics to plan the robot movements, adding a new
degree of flexibility to this blocky field. A path-planning approach that takes into consideration not only the
location but also the state or pose of the robot was also developed. This, combined with the abstraction
layers built into the software, allows for a high-level interaction environment.

Moreover, some conclusions are presented on the delicate balancing act between computational cost
and performance. Microscale construction, like ribosomal protein assembly, presents building blocks in
scales resembling that of transistors in modern computers and small movements with minimal energy
costs. On the other hand, assembly at the meso and macro scales involves building blocks much larger
than billions of transistors and with movement energy costs that surpass the energy expense of move-
ment computation. The volume, cost and energy requirements of the information domain and the physical
domain diverge depending on the size of the building block, how close it is to the transistor size and how
much energy is required to plan and perform a movement. That is the relation between the physical
and the informational domains. Based on this reasoning, it can be concluded that the balance between
computational cost and performance is determined not by the number of building blocks or assemblers
but by their size.

Looking in retrospect at the primary design objective of this thesis and the demonstrations presented
in Chapter 7, it can be said this objective, presented below, was successfully satisfied.

As evidenced throughout the report, a flexible, comprehensive, and user-friendly toolset has been suc-
cessfully developed and demonstrated, expanding the capabilities shown by other autonomous assembly
systems on certain fronts like navigation and flexibility.
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9
Future work

Throughout this thesis, a complete platform for autonomous assembly was presented, from the robotic
asset to the control software and the material system. This platform is an enabler for further research.

9.1 Significance of work
This work represents the first stepping stone towards a greater vision within the research group, where
autonomous assembly and living biological materials are integrated into a unique, dual-scale living and
sensing structure. Through the use of building blocks made from mycelium-based composites (MBCs),
we can develop sensing structures that present micro-scale features and material transportation within
evolving hyphae networks. By leveraging the autonomous assembly methods introduced in this work,
these structures can be expanded from the micrometre scale into the meter and kilometre scales achiev-
ing a truly high dynamic range structure. In this manner, this work aims to become the starting point
and enabler of further developments in the field. The work presented maximizes design freedom and
presents abstraction layers that simplify further development and allow it to transition to increasingly
abstract spaces. This platform represents not an end on its own but the beginning of a wider research
path.

The following sections discuss the main directions in which the work presented can evolve as well
as some points that require further polishing and attention.

9.2 Parametric building blocks and on-demand printing
Imagine a system where the optimal mechanical properties and density of a lattice building block element
are calculated via an optimization process and a parametric lattice is automatically generated to satisfy
such requirements. The lattice is then 3D printed for a robot to pick it up and place it in the structure.
Figure 9.1 presents what such a process could look like. An optimization process determines which lattice
type to use and its parameters such as density, strut thickness and so on. A scriptable CAD software such
as Fusion360 with Python creates a 3D model from those parameters. The model is then sliced and sent
to a 3D printer. After the print is finished a robot can pick up the lattice to place it.

Figure 9.1: On-demand printing of variable and optimized lattice morphologies. Lattice figures courtesy of [99].
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This could allow for extended lifetime reparability with a minimal logistical footprint as a large inventory of
lattices is not needed, but rather, the right building block can be manufactured on demand from a common
material spool without the need to manage large inventories. This capability benefits the use cases that
naturally suit autonomous systems like remote and hazardous environments such as radioactive areas or
space exploration

9.3 Inchworm assembler redesign
Small and inexpensive assemblers capable of walking on the structure with enough dexterity and lifting
capability, are challenging to design and build. The inchworm robot developed presents an advanced
joint configuration and mechanical design. However, this isn’t without some issues.

The cable-driven differential joint brings freedom in the placement of the motors and enables a high-
performance, low backlash 3d printable traction system. Nevertheless, it presents challenges during
assembly. First of all, installing the cables is a labour-intensive process best performed by 2 pairs of
hands. When securing the cables, m3 screws are used to clamp the cable. During the screwing process,
the 3D-printed plastic cable channels deform, limiting their re-usability and repairability. Additionally,
the set screws utilized suffered from yielding of their small hex socket, complicating the process and
necessitating a drop of glue during installation for additional reliability. Lastly, it is difficult to achieve the
correct level of tension in the steel cable due to deformations in the parts that make the cable tensioning
system which limits the tensioning range. With more time and budget, redesigning the cable system or
transitioning to a geared differential joint would be advisable.

Furthermore, after testing the design, it was found that the dynamic response of the robot could be
overhauled with additional torque. The actuation system is capable but can be further improved. The
differential joint gearing ratio could be modified to provide more torque, or the motors could be changed.
With more budget, the Dynamixel servos showcased in Table 5.1 offering 40% extra torque at the same
mass could be used. Or, externally geared BLDC motors with encoders on the robot axis, instead of the
motors themselves, could offer a better response. Nevertheless, these options increase assembler costs.

9.4 Mutli robot types
Continuing in the line of robotic assets, the software platform has been built with the capability of utilizing
different kinds of robotic assemblers simultaneously, enabling specialization of work and cooperation.

Figure 9.2: Flying drone transporting a lattice.

The inchworm robots presented have precise po-
sitioning and the potential capability to screw lat-
tices together for a strong assembly. However, they
are not the fastest when moving long distances and
transporting material. Many of these robots can co-
operate to transport lattices faster, like a fire bucket
brigade, but this requires a high robot density and
still has a limited speed. Alternatively, different
robotic assets could be used for transporting lattices
long distances. For instance, wheeled, tracked, or
flying assets could play the role of long-distance lat-
tice transporters while inchworm robots place and
screw the lattices. This is illustrated in Figure 9.2
with a flying drone carrying a lattice structure. Inte-
grating different kinds of assemblers could lead to
large gains in build efficiency thanks to the special-
ization of work. The currently existing separation be-
tween build and robot controllers and the work pack-
age bidding process make such an integration feasi-
ble within the existing architecture.
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9.5 Large scale assembly capability
The software platform developed has features to import and define geometries, plan robot movements,
and monitor the build process process. It has all the elements necessary to demonstrate large-scale
autonomous building capabilities. For this thesis, around 200 lattice elements were printed and manufac-
tured in a few weeks, but up to one or two thousand could be made within a few months. Demonstrating
the large-scale construction capabilities of the system does not represent an advance in features, but
would nevertheless serve as a strong statement. This would also provide the time and focus to solid-
ify, clean, document and improve the reliability of the system. Some suggestions of items that can be
added or improved for quality of life and performance to enable scaling to larger structures are now pre-
sented. Some of these suggestions can be great exercises to familiarize yourself with the program and
development within Unity.

• Navigation mesh editing: Right now the navigation is built from scratch whenever a modification
is made. This is however not the most efficient process for large structures. Ideally, a system is
built to locally edit the navigation mesh.

• Navigation mesh saving: Together with editing the navigation mesh, saving it would enhance
performance as it would allow the spawning of large complex objects without the need to perform
a long tedious mapping process.

• Collision detection performance: The performance of the collision detection is poor at about 2ms
per collision check, however, most of the compute time is not on the collision detection itself but
rather on setting the robot in the correct pose to be tested and generating the ILLA Mesh. This is
easily optimizable as explained in Subsection 6.7.10.

• Configuration file auto-assignment: The configuration file is assigned by hand from a drop-down
menu before connecting to a robot, however, it could perhaps be stored locally on the robot or be
looked up with a robot ID when connecting. This would more easily allow scaling to a higher number
of robots without requiring memorization of the different configuration names.

• Sensorized continuous lattice pickup location: Develop a physical lattice spawn location that
utilizes simple sensors like end stops to detect the presence of lattices. These spawn locations
could be used to easily and reliably supply a construction process with lattices.
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A
Kinematics derivations

A joint-to-joint transformation matrix can be developed from the Denavit-Hartenberg parameters, this pro-
cess process presented in Appendix A is explained in [93]

Ti = Rotz,θiTransz,diTransx,aiRotx,ai

Ti =


cθi −sθi 0 0

sθi θic 0 0

0 0 1 0

0 0 0 1



1 0 0 0

0 1 0 0

0 0 1 di

0 0 0 1



1 0 0 ai

0 1 0 0

0 0 1 0

0 0 0 1



1 0 0 0

0 cαi −sαi 0

0 sαi cαi 0

0 0 0 1

 =


c1 −s1cα1 sα1s1 a1c1

s1 cα1c1 −sα1c1 a1s1

0 sα1 cα1 d1

0 0 0 1

 (A.1)
This is done, with the Denavit Hartemberg parameters of the Inchworm Locomotion Lattice Assember
developed in Chapter 5. These parameters are shown in Equation (A.2) on the right side for the standard
case and the left for the inverted. Here the terms di and ai represent known assembly constraints

π
2 q1 0 d1

0 q2 a2 0

0 q3 a3 0

−π
2 q4 0 0

0 q5 0 d5





π
2 q1 0 d1

0 q2 a2 0

0 q3 a3 0

−π
2 q4 0 0

0 q5 0 d5

 (A.2)

A.1 Non-inverted case forwards and inverse kinematics
Filling in the Denavig Hartemberg parameters for every one of the five joints in the transformation matrix
equation in Equation (A.2) we arrive at the solutions for T1 to T5. This is shown below for the standard case.
The terms ci and si represent the cosine and sine trigonometric functions of the unknown θi ci = cos θi
and si = sin θi.

T1 =


c1 0 s1 0

s1 0 −c1 0

0 1 0 d1

0 0 0 1

 T2 =


c2 −s2 0 a2c2

s2 c2 0 a2s2

0 0 1 0

0 0 0 1

 T3 =


c3 −s3 0 a3c3

s3 c3 0 a3s3

0 0 1 0

0 0 0 1



T4 =


c4 0 −s4 0

s4 0 c4 0

0 −1 0 0

0 0 0 1

 T5 =


c5 −s5 0 0

s5 c5 0 0

0 0 1 d5

0 0 0 1


By concatenating these transformations T1 · T2 · T3 · T4 · T5 = T 5

0 we get the transformation matrix from
the base to the gripper situated after the last joint. This represents the forward kinematics solution.
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To find a solution of θ values from θ1 to θ5 that when used to calculate the joint transformation matri-
ces T1 to T5 will yield our desired input pose given in the matrix S

S =


nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

 = T1 · T2 · T3 · T4 · T5 (A.3)

Initially, I attempted to find the solution utilizing computerized symbolic manipulation tools, in particular
python SymPy and mathematica but a solution wasn’t found in reasonable computation times of multi-
ple hours. An additional trial was done in Symengine as to utilize more computationally efficient platforms.

Thus the process of finding a solution manually together with validation via symbolic manipulation in
SymPy endured.
Below the solutions for both the non-inverted and the inverted case are presented.

A.1.1 Closed form analytical I.K solution for the non-inverted case
This section presents the I.K solution for an arm with the Denavit Hartenberg parameters showcased
below:

We start with the matrix equation (you can refer to it)

1. Divide both sides of the equation by t−1
1

t−1
1 S = t−1

1 t51 (A.4)
nxc1 + nys1 oxc1 + oys1 axc1 + ays1 pxc1 + pys1

nz oz az −d1 + pz

nxs1 − nyc1 oxs1 − oyc1 axs1 − ayc1 pxs1 − pyc1

0 0 0 1

 =


c5c234 −s5c234 −s234 a2c2 + a3c23 − d5s234

s234c5 −s5s234 c234 a2s2 + a3s23 + d5c234

−s5 −c5 0 0

0 0 0 1


(A.5)

1. Determining the first joint angle θ1
To find θ1 we employ the equation(3,4), that is, we equate the elements in the third row and fourth column
of both matrices. This yields the following equation.

pxs1 − pyc1 = 0 (A.6)
s1
c1

=
py
px

(A.7)

θ1 = arctan py
px

(A.8)

2. Determining the second joint angle θ2
We start with equations(1,4) and (2,4)

pxc1 + pys1 = a2c2 + a3c23 − d5s234 (A.9)

−d1 + pz = a2s2 + a3s23 + d5c234 (A.10)
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Rearrange by moving the s234 and c234 to the other side and use the trigonometric expressions s23 =
sacb + casb and c23 = cacb − sasb for the terms on the right hand side

pxc1 + pys1 + d5s234 = a2c2 + a3c2c3 − a3s2s3 (A.11)

−d1 + pz − d5c234 = a2s2 + a3s2c3 + a3s3c2 (A.12)

Factor the elements of the desired angle we want to find, c2 and s2

pxc1 + pys1 + d5s234 = c2 (a2 + a3c3)− a3s2s3 (A.13)

−d1 + pz − d5c234 = s2 (a2 + a3c3) + a3s3c2 (A.14)

solving for c2 and s2

pxc1 + pys1 + d5s234 + a3s2s3
a2 + a3c3

= c2 (A.15)

−d1 + pz − d5c234 − a3s3c2
a2 + a3c3

= s2 (A.16)

Plug c2 in the equation for s2

−d1 + pz − d5c234 − a3s3
pxc1+pys1+d5s234+a3s2s3

a2+a3c3

a2 + a3c3
= s2 (A.17)

Multiply up and down by (a2 + a3c3) and solve for s2

(a2 + a3c3) (−d1 + pz − d5c234)− a3s3 (pxc1 + pys1 + d5s234)

(a2 + a3c3)
2
+ a23s

2
3

= s2 (A.18)

Realize that the term s234 can be extracted from equation(1,3)

s234 = −(axc1 + ays1) (A.19)

3. Determining the third joint angle θ3 Use equation(1,4) and eqn(2,4). Isolate both sides, square them
up and add them.

pxc1 + pys1 = a2c2 + a3c23 − d5s234 (A.20)

−d1 + pz = a2s2 + a3s23 + d5c234 (A.21)

rearrange to:

pxc1 + pys1 + d5s234 = a2c2 + a3c23 (A.22)

−d1 + pz − d5c234 = a2s2 + a3s23 (A.23)

square and add up:

(pxc1 + pys1 + d5s234)
2
+ (−d1 + pz − d5c234)

2
= (a2c2 + a3c23)

2
+ (a2s2 + a3s23)

2 (A.24)

Realize that very beautifully

(a2c2 + a3c23)
2
+ (a2s2 + a3s23)

2
= a22 + 2a2a3c3 + a23 (A.25)

and thus
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(pxc1 + pys1 + d5s234)
2
+ (−d1 + pz − d5c234)

2
= a22 + 2a2a3c3 + a23 (A.26)

isolating c3

c3 =
(pxc1 + pys1 + d5s234)

2
+ (−d1 + pz − d5c234)

2 − a22 − a23
2a2a3

(A.27)

Remember an expression for s234 was developed in A.19 and realize the value of c234 can be extracted
from equation(2,3) c234 = az

c234 = az (A.28)

4. Determining the fourth joint angle θ4
Since the solutions for θ2 and θ3 are known, θ4 can be extracted θ234

θ4 = θ234 − θ3 − θ2 (A.29)

The values of s234 and c234 are expressed in A.19 and A.28 respectively. Substituting their values in the
expression for s234

θ234 = arctan
(
s234
c234

)
= arctan

(
−(axc1 + ays1)

az

)
(A.30)

θ4 = arctan
(
s234
c234

)
= arctan

(
−(axc1 + ays1)

az

)
− θ3 − θ2 (A.31)

5. Determining the fifth joint angle θ5 Finding θ5. From equation(3,1) and equation(3,2)

−s5 = nxs1 − nyc1 (A.32)
−c5 = oxs1 − oyc1 (A.33)

θ5 = arctan s5
c5

= arctan −nxs1 + nyc1
−oxs1 + oyc1

(A.34)

A.2 Inverted case forwards and inverse kinematics
A.2.1 Closed form analytical I.K solution for the inverted case
The solution process is very similar, however, we start from slightly different D.H. parameters resulting in
some differences in the solution. For the shake of completeness and documentation for future work the
derivation is included here


nxc1 + nys1 oxc1 + oys1 axc1 + ays1 pxc1 + pys1

−nz −oz −az d1 − pz

−nxs1 + nyc1 −oxs1 + oyc1 −axs1 + ayc1 −pxs1 + pyc1

0 0 0 1

 =


c5c234 −s5c234 s234 a2c2 + a3c23 + d5s234

s234c5 −s5s234 −c234 a2s2 + a3s23 − d5c234

s5 c5 0 0

0 0 0 1


(A.35)

1. Determining the first joint angle θ1
In the same manner as before, in order to find θ1 we employ the equation(3,4), that is, we equate the
elements in the third row and fourth column of both matrices. This yields the following equation.

−pxs1 + pyc1 = 0 (A.36)
s1
c1

=
py
px

(A.37)

θ1 = arctan py
px

(A.38)
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2. Determining the second joint angle θ2
We start with equations(1,4) and (2,4)

pxc1 + pys1 = a2c2 + a3c23 + d5s234 (A.39)

d1 − pz = a2s2 + a3s23 − d5c234 (A.40)

and we rearrange as before

pxc1 + pys1 − d5s234 = a2c2 + a3c23 (A.41)

d1 − pz + d5c234 = a2s2 + a3s23 (A.42)

Rearrange by moving the s234 and c234 to the other side and use the trigonometric expressions s23 =
sacb + casb and c23 = cacb − sasb for the terms on the right hand side

pxc1 + pys1 − d5s234 = a2c2 + a3c2c3 − a3s2s3 (A.43)

d1 − pz + d5c234 = a2s2 + a3s2c3 + a3s3c2 (A.44)

Factor the elements of the desired angle we want to find, c2 and s2

pxc1 + pys1 − d5s234 = c2 (a2 + a3c3)− a3s2s3 (A.45)

d1 − pz + d5c234 = s2 (a2 + a3c3) + a3s3c2 (A.46)

solving for c2 and s2

pxc1 + pys1 − d5s234 + a3s2s3
a2 + a3c3

= c2 (A.47)

d1 − pz + d5c234 − a3s3c2
a2 + a3c3

= s2 (A.48)

Plug c2 in the equation for s2

d1 − pz + d5c234 − a3s3
pxc1+pys1−d5s234+a3s2s3

a2+a3c3

a2 + a3c3
= s2 (A.49)

Multiply up and down by (a2 + a3c3) and solve for s2

(a2 + a3c3) (d1 − pz + d5c234)− a3s3 (pxc1 + pys1 − d5s234)

(a2 + a3c3)
2
+ a23s

2
3

= s2 (A.50)

Realize that the term s234 can be extracted from equation(1,3)

s234 = axc1 + ays1 (A.51)

3. Determining the third joint angle θ3 Use equation(1,4) and eqn(2,4). Isolate both sides, square them
up and add them.

pxc1 + pys1 = a2c2 + a3c23 + d5s234 (A.52)

d1 − pz = a2s2 + a3s23 − d5c234 (A.53)

rearrange to:

pxc1 + pys1 − d5s234 = a2c2 + a3c23 (A.54)
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d1 − pz + d5c234 = a2s2 + a3s23 (A.55)

square and add up:

(pxc1 + pys1 − d5s234)
2
+ (d1 − pz + d5c234)

2
= (a2c2 + a3c23)

2
+ (a2s2 + a3s23)

2 (A.56)

Realize that very beautifully

(a2c2 + a3c23)
2
+ (a2s2 + a3s23)

2
= a22 + 2a2a3c3 + a23 (A.57)

and thus

(pxc1 + pys1 − d5s234)
2
+ (d1 − pz + d5c234)

2
= a22 + 2a2a3c3 + a23 (A.58)

isolating c3

c3 =
(pxc1 + pys1 − d5s234)

2
+ (d1 − pz + d5c234)

2 − a22 − a23
2a2a3

(A.59)

Remember an expression for s234 was developed in A.51 and realize the value of c234 can be extracted
from equation(2,3).

c234 = az (A.60)

4. Determining the fourth joint angle θ4
Since the solutions for θ2 and θ3 are known, θ4 can be extracted θ234

θ4 = θ234 − θ3 − θ2 (A.61)

The values of s234 and c234 are expressed in A.51 and A.60 respectively. Substituting their values in the
expression for s234

θ234 = arctan
(
s234
c234

)
= arctan

(
axc1 + ays1

az

)
(A.62)

θ4 = arctan
(
s234
c234

)
= arctan

(
axc1 + ays1

az

)
− θ3 − θ2 (A.63)

5. Determining the fifth joint angle θ5 Finding θ5. From equation(3,1) and equation(3,2)

s5 = −nxs1 + nyc1 (A.64)

c5 = −oxs1 + oyc1 (A.65)

θ5 = arctan s5
c5

= arctan −nxs1 + nyc1
−oxs1 + oyc1

(A.66)

As evidenced in the solution that was found, the robot has 5 degrees of freedom, meaning that not all poses
of the 6 degrees of freedom space are possible and valid, however, this inverse kinematics formulation
does not distinguish those that are from those that are not. For this reason, a pre-check limit to the input
space was added.
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A.2.2 Limitis in the input space
The input to the inverse kinematics mathematical equations is the 4x4 transformation matrix S. This
matrix represents a 3D translation and rotation in all 6 degrees of freedom.

S =


nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

 (A.67)

However, the developed robot, as evidenced throughout this chapter is limited to 5DOFs, this means
that it is possible to input transformation matrices that have no inverse kinematics solution as the robot
is physically incapable of performing them. When such transformations are used as input to the found
I.K equations, the solution will be wrong both in position and orientation due to the solution equations not
having been developed for such scenarios.

The implementation allows the user to handle this situation in 3 different manners. For details on the
implementation visit the I.K function documentation

1. Move to the closest valid solution: In this mode, a solution that satisfies the position and tries to
achieve the closest attainable orientation is found. This is done by rotating the input by the smallest
rotation possible which will translate it into the solution space.
The robot is limited to gripper/screwdriver-pointing vectors that exist in the plane defined by the base
node and the target node. This gripper vector must align with the positive y-axis (transform.up) of
the target node, which is the vector of the screw-insert thread. The valid inputs are those with that
vector in the aforementioned plane.
In this mode we check the angle between the vector and its projection in the plane and rotate its
transformation matrix by said amount, thus changing the input to the closest valid one.

2. Raise an error: if the object to be grabbed is not in the solution space do not attempt to find a
solution and instead raise an error. A tolerance can be added to relax this criterion.

3. Dont handle this scenario: Dont do any special behaviour and solve the I.K normally.

The implementation defaults to Raising an error for large differences and moving to the closest valid
solution for smaller differences. Check the documentation for details on the implementation

https://guillermopresa.github.io/AutomatedLatticeAssemblyDocs/html/class_illa_controller_v3.html#a3d5887cd9a7b71afafbe70de22a2941b
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B
Appendix: Assembler robot bill of materials

Item Quantity Store Unity price (eur, exc VAT) Sub total cost

Bearings

6704 20x27x4mm 4

kugellager-express

2.94 11.76
6703 17x23x4mm 4 2.46 9.84
6701 12x18x4mm 4 1.14 4.56
MR105 5x10x4 2 1.25 2.5
U604 U groove 8 123-3D 1.24 9.92
U603 U groove 8 Aliexpress 1.29 10.32

Motors
LSS-HT1 5 RobotShop 96.08 480.40
N20 motor 12V 298:1 (12Gan20-298) 2 Aleixpress 1.75 3.5

Electronics

LSS-2MC 2 RobotShop 27.57 55.14
LSS - 100mm Serial Cable 3 RobotShop 0.69 2.07
Custom controller board 1 JLC PCB
Arduino nano every 1 Arduino 12.5 12.5

Dowel pins
Dowel pin M3x10 8 Aliexpress 0.83 for bag of 10 0.67
Dowel pin M4x14 8 Aliexpress 1.05 for bag of 10 0.84

Inserts
M3x3 heat set inserts 64 CNC kitchen 7.15 for a bag of 100 4.57
M3x5.7 heat set inserts 8 CNC kitchen 7.55 for a bag of 100 0.60

Set screw M3x4 set screw 24 JRV steel 7.46 for bag of 500 0.36
Steel cable 1mm OD 7x7 49 strands steel cable 4 JRV steel 12.98 for 100m 0.52

Total 610.57
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Mini assembly robot operaƟon safety checklist 

Operator: Guillermo Presa           Test Date: from approval date to TBD/2023   

DescripƟon and scope: 

To operate a miniature (<1Kg total mass) roboƟc assembler, lithium baƩeries of 
11wh are employed.  This document stablishes the protocols for safely working 
with such baƩeries. 

Charging and operaƟon safety 
Yes/No Measure Reason 
 Charge with COTS, load balancing 

charger 
To reduce charging risks a 
commercial charger that balances 
cell voltage is used. See Appendix A 
for setup reference 

 Only COTS components shall 
directly interface with the 
baƩery. No self-made BMS…. 

Prevent damage to the baƩery 

 Electronics that interface with 
the baƩery shall be enclosure 

Prevent short circuits or damage to 
the electronics that could affect the 
baƩery. 
See Appendix A for setup reference 

 Charging is only performed with 
human supervision. Cells can’t 
not be leŌ unaƩended during 
charging 

A human can provide a fast 
response to any situaƟons that 
develop. 

 Charging/ operaƟon must be 
stopped if signs of puffin or other 
damages to the cell appear. 

See the emergency scenarios for 
more  

 Charging and operaƟon shall be 
performed in proximity to a 
sand/ extover expanded glass …. 
box  

See Appendix A for setup reference 

 Charging shall be performed in a 
safe box idenƟfying and 
respecƟng the maximum 
capacity limits of the box uƟlized 

See Appendix A for setup reference 



 

 

 IdenƟfy nearby emergency 
BuƩon 

Press in case of uncontrollable fire 
and/or contaminaƟon. 

 IdenƟfy emergency Number Call in case of life-threatening 
situaƟons 

 Ensure no flammables are 
present on charging or operaƟon 
area. 

Remove paper, texƟle, flammable 
chemicals, and other flammable 
substances from the tesƟng area as 
much as possible. 

 

Storage safety 
Yes/No Measure Reason 
 Prolonged storage shall occur in 

a designated baƩery safe 
cabinet. (MAV lab LIPO cabinet)  

Prolonged storage shall be 
performed in a safe locaƟon, that 
being the lipo cabinet in the MAV 
lab 

 Storage for prolonged Ɵmes shall 
not be performed with a fully 
loaded cell.  
Limit max voltage or state of 
charge in accordance with the 
rules in the designated cabinet 
(below 3.8V in this case) 

To limit energy and potenƟal 
damage, drain baƩery charge 
before prolonged storage 

 Box for prolonged storage shall 
be marked accordingly (UN 
3480)  

See Appendix A setup reference 
with UN 3480 marking. 

 Ensure no flammables near 
storage area  

 

Emergency Scenarios 
Incident Response 

BaƩery shows strong visual 
damage, such as being 
punctured, cut, heavily 
puffed, smoke release or 
other signs of imminent 
danger. 
 

Stop the test/ charging, grab the robot by 
locaƟons at a safe distance from the baƩery and 
insert in the sand bucket, ensuring the baƩery 
side is submerged in the sand.  



 

 

 

Appendix A: setup reference 

 

 

BaƩery shows minor puffing Stop the test/ charging, ensure no flammable 
objects (paper, texƟle, chemicals etc…) are 
surrounding the robot. Evaluate baƩery 
evoluƟon, if it is safe to proceed, remove the 
baƩery from the robot and submerge in sand 
bucket. 



 

 

 

 

 

 



 

 

 

 

 

 

 

Appendix C: Emergency number 

Emergency Number 

015-27 88888 
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