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‘In general,
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Executive Summary

The small satellite market is expanding mostly due to Earth observation (EO) constellations that plan
to launch hundreds of similar satellites at significant lower costs compared to traditional platforms. Mini-
satellites, or CubeSats, have shown the ability of commercial-off-the-shelf (COTS) electronics to work
in space, despite lower reliability than space-qualified components. There is an interest from the space
industry to utilize these commercial electronics due to improved performance and up to 1000 times
lower component costs. However, it is necessary that avionics systems based on COTS components do
not compromise mission reliability and availability figures.

The purpose of this report is to support the development of EO small satellites constellations (50kg
to 200kg) by designing a cost-effective baseline avionics architecture that maximizes availability and
reduces recurrent engineering and integration efforts. It shall understand the requirements for a system
targeted at this market segment. The report shall also deliver a feasible baseline design that can be
further developed into a flight system using current technologies.

The report starts by determining common functional and non-functional requirements of EO satel-
lites in the 50kg to 200kg range. A baseline concept is developed into functional and physical architec-
tures based on these requirements. Radiation analysis comparing candidate COTS and space-qualified
technologies supports their concurrent utilization. Calculated event rates due to ionizing radiation are
utilized to determine system availability figures for three reference low Earth orbits (400km to 1200km).
System design and specifications are verified against requirements.

It is proposed that telemetry and telecommand coding/decoding at data link layer (TM/TC), com-
mand and data handling, input/output management (I/0O), payload interface with data processing and
storage and attitude control functions are similar for all platforms and can be implemented on a generic
system. Target application are five year missions in low-Earth orbits at 400km to 1200km altitude and
low to high inclinations. Separation of TM/TC, essential I/Os and reconfiguration functions into a
dedicated supervisor unit based on space-qualified components enables additional functions to be im-
plemented in two COTS-based units. The high reliability of the supervisor ensures minimal functionality
and constant control of the spacecraft via ground link. Fault masking features and a two-stage boot
process managed by the supervisor unit are designed.

Radiation analysis results suggest that destructive events are unlikely. Mitigable micro-latchups
on the Zynq COTS system-on-a-chip (SoC), the most sensitive device, are to be expected. Lowest
mean time between events is 200 days in solar maximum and highly inclined orbits. Other orbits and
conditions were found to have orders of magnitude lower probability of destructive events occurring.
Upsets in memories are correctable with adequate correction codes. Less than 9 hours downtime per
year due to ionizing radiation effects, or more than 99.9% availability is estimated. Internal redun-
dancy of COTS units has low impact on expected availability. The use of qualified components on the
supervisor unit and storage of boot memory limits the overall system components cost to less than
€100K in non-redundant configuration. Up to 10 times computational power improvement is possible
by using the Zyng SoC compared to the LEON3FT GR712RC microcontroller. Configurable interface
options are provided via custom design of PCB tracks. Single connectors with the possibility of internal
cross-strapping via flexible backplane enables a redundant design option.

The research suggests that a highly-integrated avionics system could reduce recurrent design and
component costs for small satellite constellations. Substantial performance improvements compared to
qualified processing units are potentiated by the use of modern SoC. Flexibility in system configurations
fulfill a variety of use-cases. COTS components, when supported by qualified components implementing
essential functions, are thought to achieve high availability in spite of the harsh radiation environment.
The proposed concept is found to be feasible for further development and validation at the prototype
level.
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Introduction

This document is a high level systems design and analysis of an avionics architecture targeted at
small satellites. It is the result of TU Delft and Evoleo Technologies’ shared interest to potentiate the
use of cost-effective commercial-off-the-shelf (COTS) technologies in the space industry without com-
promising on dependability. The performed work builds upon the conclusions and recommendations
of the previously performed literature study [16].

The thesis contains research into the small satellite market in order to better understand how a new
avionics system could be beneficial. It selects a design concept which is further developed based on
requirements. The effects of radiation are analysed for low Earth orbit (LEO) missions. Metrics such as
availability and cost are presented which allow comparison with current avionics systems available in
the market. The contents of this thesis lay the foundation to produce a detailed design and prototype
system to validate the design features of the proposed architecture.

This chapter introduces the project, describing with greater detail the motivation behind it and
resulting research goals and questions. The methodology employed, which follows the systems engi-
neering approach, is described. The outline of the document is presented at the end of this chapter.

1.1. Motivation

Space is inherently fascinating and useful for humanity. It is a land of fantasy, planets, stars, black
holes and possibly alien life-forms, representing the unknown and humanity’s drive to explore it. It is
also a strategic location to observe and learn about the universe, our planet and us. From orbit, one
has a wide view of meteorological phenomena, Earth’s fauna and flora and of every human being. It
is therefore of great interest for all humanity to sustainability explore and make use of space and its
resources.

The space industry is known for being extremely challenging and costly. It takes an immense
amount of work to design, build, test and launch any spacecraft. Besides all the specialized labour,
the components inside a satellite are also specialized. The harsh radiation environment in space would
destroy most electronics developed for every day use. High energy protons, electrons and ions are
constantly flowing from all directions, affecting not only electronics but also biological tissues. To
ensure the reliability of these very expensive space missions, components for space applications are
designed to consider these challenges, built using special technologies and thoroughly tested. Only
then are these qualified for space applications. Components that survive the radiation environment
are also known as rad-hard, or radiation-hardened. This methodology has been successfully employed
for decades and is one of the reasons why most space missions are successful and spacecraft perform
their functions well beyond their nominal lifetime.

Interest in reducing the full cost of space missions has lead to the CubeSat concept. First, launch
costs are reduced since CubeSats weight only a few kilograms, usually less than 20kg. Second, they
employ electronics used in every day applications such as smartphones or microwaves. Additionally,
these everyday technologies, by forces of open commercial markets, offer better performance at sig-
nificantly lower costs. Due to these and other factors, CubeSats are a less expensive alternative to
larger, more traditional satellites.
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Nevertheless, this new-space era is not without challenges. The reliability of these platform is
generally lower than what is seen in ‘old-space’ with many CubeSat mission failing immediately after
launch. Furthermore, the radiation effects in these commercial-of-the-shelf (COTS) electronics leads
to unpredictable effects that cause the satellite to behave in unintended ways or even to completely
fail. These effects reduce the time the spacecraft is available to perform its mission, called availability.

Growth in the 50kg to 200kg satellite market is drawing the attention of the space industry as a
potential big source of revenue. This mass range is the target range for concepts involving dozens
to hundreds of similar satellites that work together towards the same goal. Together, these so-called
‘constellations’ have uninterrupted view of the Earth, providing real-time observation or supporting
global communication networks. To enable these constellations, cost-effective satellite platforms need
to be built expediently. This includes the avionics systems which are the electronics that control the
spacecraft, or its brains.

Naturally, the performance to cost ratio of COTS components, as compared to qualified space equiv-
alents is drawing the attention of these ventures and the entire space industry. The struggle is in
developing systems based on COTS parts that offer the same reliability, available and functionality as it
is seen in ‘old-space’ applications. One can found avionics based on commercial components but their
functionality and reliability levels are not on par with qualified alternatives. Other ideas incorporate
both component types on the same electronics board but with functional limitations. In this context,
the European Space Agency (ESA) has invited industry from its member states to answer this issue.
In the form of an open invitation to tender (ITT), AO9815 "COTS-based highly integrated computer
system for mini/nano satellites”, ESA asks for a computer system for these satellites to be built, sug-
gesting the implementation of a Zynq system-on-a-chip. The first use-case would be determination
and control of a spacecraft orbital attitude.

In December 2018, contacts with Evoleo Technologies, a small to medium-sized enterprise (SME)

created in 2007 in Porto, Portugal, were initiated. It lead to the collaboration for this thesis project.
Evoleo has four main areas of activity: space, infrastructure, industry and technology. Its experience
in the space industry is in the design of rad-hard on-board computers for missions such as AlphaSat,
power distribution units (one on-board the international space station (ISS) on the ANITA air quality
monitor) and electrical ground support equipment (EGSE) besides other projects. Its has know-how
in dependable ' electrical and electronic systems both at hardware and software levels. Evoleo is
interested in entering the new-space paradigm and increase its competitiveness by developing an
avionics system that can be re-utilized for multiple missions and built on short notice. By integration of
a large number of functionalities in a single avionics system, a monolithic system is envisioned. Such
system would substitute a variety of others and therefore reduce integration complexity. The use of
adequate design features, ensures reliability and availability whilst COTS components lead to lower
costs.
From February 2019 until September 2019, this thesis project was developed at Evoleo facilities in
Porto, Portugal under constant supervision by Evoleo engineers in particular Mr. Rodolfo Martins, the
company’s CEO and MSc Electronics Engineer. Weekly contact with the supervisor from TU Delft, Dr.
A. Menicucci provided extra guidance, ensuring the good progress and quality of this work.

1.2. Research objective

The thesis project will strive to produce a baseline avionics architecture that fulfills the aforemen-
tioned issues, contributing to the development of a next generation of smallsats. For that end, the
state-of-the-art in spacecraft platforms, Earth observation payloads and sub-systems will be consid-
ered in order to generate requirements. Furthermore, a combination of commercial and space-grade
components, along with fault protection methods will be analyzed, traded-off and incorporated into
the design in order to achieve high availability at an effective cost. The radiation response of the main
technology bricks will be characterized and event rates for representation orbital environments calcu-
lated. The achieved availability of the design will be calculated making use of these results. The final
design is then compared to relatable system for size, weight, power, cost and availability.

The research objective can be distilled into the following statement:

Obj-1: To support the development of EO small satellites constellations (50kg to 200kg) by de-

Ipependability: reliability, availability, maintainability and safety. Also known as RAMS.
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signing a cost-effective baseline avionics architecture that maximizes availability and reduces recurrent
engineering and integration efforts.

1.3. Research questions

The review of literature and analysis of commercial markets together with the aforementioned
research objective propels the idealization of research questions. Each of these questions provides a
steering function, addressing a major issue in the design and characterization of an avionics architecture.
By answering these questions, a meaningful design will be produced at the end of the thesis.

The first step in a new avionics design is to determine which functions the system must provide.
Furthermore, it is necessary to create a design that facilitates spacecraft design and reduces integration
efforts from the get-go. These two issues are the essential first steps and questions to address. As the
research objective states, maximizing availability is another major goal of the thesis. It is paramount to
investigate how this can be achieved whilst still maintaining the performance/cost ratio at a high level.
This includes the development of adequate protection systems and the usage of COTS components.
Finally, the system must be characterized in order to validate the design solution developed during the
thesis work.

These key points are compiled in a set of research questions. From one to five, they lay out the
most fundamental questions that need to be answered in an almost chronological fashion. Question
four also includes three sub-questions that are useful to better answer the main question. Each of the
following questions has a dedicated identifier (RQ) followed by a number. In the case of sub-questions,
a number/letter combination is used.

¢ RQ-1: What functional units should an avionics architecture have in order to reduce recurrent
engineering and integration efforts?

* RQ-2: How can a new avionics architecture contribute to reduce recurrent engineering and
integration efforts?

¢ RQ-3: How can the design maximize system availability in a cost-effective way?
RQ-3A: What protection systems are required to increase availability?

RQ-3B: How can the combination of space-grade and commercial components be exploited
to achieve high availability?

RQ-3C: How does the combination of space-grade and commercial components affect overall
cost?

¢ RQ-4: What are the expected performance and dependability figures for this architecture?

1.4. Methodology

Designing a complex system requires careful planning of work packages that follow a well estab-
lished methodology. By following to a large extent, and until possible, the system engineering process
and the V-model [17], it is expected that this thesis project will fulfill the proposed research objective
and answer its questions successfully.

The thesis project begins with a background research into the small satellite market and avionics
systems which builds upon the knowledge obtained in the literature review [16]. This enables the
characterization of reference missions and payloads which are the target of the system to be designed.
Also, understanding the current avionics system in the market provides better understanding of what
are the technologies, capabilities or characteristics that could be beneficial for the future of the industry.

Following these activities, a list of high level system requirements is generated. Gathering and
selecting a number of conceptual ideas, and comparing them to these requirements gives the first idea
of the system’s layout and functionality. The definition of lower level requirements is achieved after a
better understanding of the reference S/C platforms and functions is achieved. At this stage, the most
challenging requirements can already be pointed out.

After these requirements are set, the functional architecture is designed and analyzed. It shall
fulfill the system’s expected functionality and for that, the SAVOIR reference architecture is used as a
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starting point. Functions and message types from SAVOIR are utilized to developed a new functional
architecture in the form of a diagram.

Main technology bricks are gathered, compared and selected, in order to determine how COTS
components can be employed. These include processing units, memories and transceivers. An iter-
ative process designs the physical architecture whilst considering functional allocation and interface
compatibility. With the physical architecture defined, a number of protection systems for fault masking
and reconfiguration are selected and described.

Radiation environments and effects for reference missions are presented and discussed. Upset rates
due to radiation effects are calculated using the SPENVIS tool for a variety of components and validated
with available literature. This radiation analysis process is important as it concludes on the suitability,
dangers and impacts of using commercial ICs in the avionics. Following these results, the availability of
the system can also be calculated. It follows that the most significant culprits of availability reduction
can be identified.

Along with the calculated system availability, other metrics such as size, weight, power, cost and
performance are presented. Comparison with other avionics unit validate the concretization of the
research goal. The verification of the design against requirements is the last step in this methodology.

Figure 1.1 presents a graphical representation of this methodology:

Background research
into small satellite
missions and avionics

}

Define reference
missions and S/C
platforms

Define system high
level requirements

l Compare

Gather and select
conceptual ideas

l

Further characterize
reference S/C
platiorms and required
functions

}

Define system
requirements

l Compare

Gather and select main
technology bricks

Iterate

Design physical
architecture

l

Simulate radiation je——
response of selected Validate results
technology bricks  f——

Verify design

Charactenze system's
availability, SWaP-C,
and performance

Figure 1.1: Methodology employed in this thesis
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1.5. Document structure

This document is composed of 15 chapters and 3 appendixes. Each chapter is further composed
of multiple sections and subsections for improved readability. A bibliography compiles the sources
consulted to produce this work.

Chapter 1 is an introduction to the document and thesis work including research objective and ques-
tions. Chapter 2 provides background into the space radiation environment and its effects on electronic
systems. To complement this background, Chapter 3 dwells on the state-of-the-art in avionics units for
small satellites. The target missions for this project are found and characterized in chapter 4. This is
used to generate high level requirements in chapter 5. The first concepts to fulfill the requirements are
generated and traded-off in chapter 6. The understanding of the system to be designed is further elab-
orated with system requirements in chapter 7. The functional architecture is presented and discussed
in chapter 8. Chapter S presents the proposed physical architecture and its main building blocks. In
addition, chapter 10 presents the employed protection systems for fault tolerance and reconfiguration.
Chapter 11 characterizes the radiation environment expected for the reference missions and calculates
the event rates for some of its building blocks. The system is characterized in chapter 12 in terms
of availability, size, weight, power, cost (SWaP-C) and performance. The achieved design is verified
against requirements and validated in chapter 13. The project is reviewed and conclusions are taken in
chapter 14 which also includes the answer to the research questions. Finnally, suggestions for future
work are elaborated in chapter 15.

Appendix A contains a variety of COTS components that were considered during this project. It
includes processing units and AOCS peripherals. Appendix B contains a preliminary FMECA analysis of
the avionics. Finally, appendix C presents both high and system level requirements defined during this
thesis project and their compliance.






Space Radiation Environment and
Effects

Arguably the most important cause of avionics faults in space is the radiation environment. The
bundle of energetic particles one encounters in orbit and beyond causes damage to avionics, from
memory errors to malfunctions to complete failure. Previously, a literature study on this topic was
performed which described with greater detail these issues [16]. In this chapter, a review of the
most important aspects of radiation environment in space will support the development of this avionics
system.

The chapter begins with an explanation of the radiation environment in terms of particles’ energies
and distribution. Following that, both cumulative as well as single event effects are described consid-
ering the physical mechanisms as well as its consequences. The chapter concludes with a reflection
on how the aforementioned effects translate into a reduction of the availability of an avionics system.

2.1. The radiation environment

Outside of the Earth’s atmosphere, energetic particles create a radiation environment which causes
devastating effects on electronic and biological systems. Radiation takes the form of electrons, protons
or heavy ions of multiple origins and energy levels. Either trapped in magnetic fields or travelling from
the Sun or the galaxy, understanding this environment and the effects it has on systems is of major
importance in any space mission [18].

The Sun produces high energy particles that are released into the Solar System in the form of
solar wind and solar flares. Solar wind consists of a stream of charged particles which escape the Sun’s
gravity field, mostly electrons, protons and alpha particles. Sometimes, fast-moving burst of plasma (in
the form of protons) are released from more active regions of the Sun’s surface. Usually accompanying
these events, sudden flashes of increased brightness also occur, named solar flares. In these events,
high energy ions and electrons are emitted which strongly interact with the Earth’s magnetic field,
affecting its shape and behaviour [19].

For those particles released by the Sun, a percentage of them are captured by the magnetic field
of the Earth and become trapped. In two torodial shaped belts, named Van Allen belts, electrons and
protons are scattered in higher concentrations in an inner and outer belts. In the inner belts, located
mostly at altitudes between 1000km and 6000km, high energy protons are present [20]. In the outer
belt, extending from 13000km to 60000km, high energy electrons dominate. Due to the misalignment
between the Earths magnetic field and rotation axis, in an area approximately over Brazil, the inner
belt becomes as close as 200km to the Earth’s surface, in the so called “South Atlantic Anomaly”. In
this region, low flying spacecraft are expected to encounter increased radiation [21].

Another contribution to the radiation environment in space are high energy particles external to
the Solar system in their origin. These particles, known has galactic cosmic rays (GCR) , are thought
to be originated from inside the Milky Way or even outside the galaxy. They are almost isotropic in
nature. The most energetic particles that can hit a spacecraft are from these galactic cosmic rays, with
energies above 1000MeV [22].
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This wide range of energies and sources of radiation are compiled in table 2.1, where it can be
seem that heavy ions from galactic cosmic rays are by far the most energetic particles.

. . Electrons eV - 10 MeV
Radiation belts Protons keV - 500 MeV
Solar flares Protons_, keV - 500 MeV
Heavy ions 1 to a few 10 MeV/n
Galactic cosmic rays | Protons and heavy ions | Max flux at 300MeV/n

Table 2.1: Energy range of the main sources of radiation particles. As in [13].

2.2. Radiation effects on micro-electronics

The exposure of electronics to radiation can have both cumulative effects as well as effects due
to a single ionizing particle. This radiation alters the behaviour of the electronics circuits by energy
deposition which may degrade the perform of the device, increase its power consumption, produce
faults and errors in its operation or even destroy the device. The study of the effects of radiation in
integrated circuits is paramount in order to create a system that will perform its mission in space as
expected [23].

A complete and detailed analysis of the radiation behaviour of the entire system as well as of individ-
ual components enables the creation of strategies used to cope with the effects of radiation, maintaining
the reliability and availability of the spacecraft. Following the previously mentioned literature study, a
synthesis of these issues is presented here.

2.2.1. Cumulative effects

The long-term energy deposition into a target device is referred to as cumulative effects. The
gradual modification of its electrics characteristics is related not only to ionizing particles but also to
non-ionizing particles, thus leading to two cases: "total ionizing dose” and “displacement damage”
respectively [24].

Ionizing radiation interacts with the atoms of the target device to generate electron-hole pairs. The
energy deposition is achieved either directly by the incoming charged particle or by secondary effects
related to the sudden loss of energy of this particle. In the first case, a ionization track is created in
the particle’s path. In the second, the deceleration of the particle creates photons which are released
as high energy X- or gamma-rays, now capable of creating an ionization path. This is called the
Bremstrahlung effect, specially important when radiation shields are used, since the shielding material
will be responsible for the creation of this secondary radiation [24].

The dominant cumulative effect is the shift of threshold/gate voltages in MOS devices and the
creation of leakage paths. In the first case, the shift in voltage alters the behaviour of transistors and
in the second case, increase power supply currents are expected as the radiation dose accumulates
[24]. These effects are sensitive to the bias condition imposed on the device. Typically, unbiased
(powered-off while exposed) devices are able to accumulated higher doses until failure, up to double
the total dose [25].

The total absorbed dose is measure in Grays, defined as one Joule of energy absorbed per kilogram
of matter. However, the rad is a more commonly used unit, defined as 0.01 Grays. To calculate the
total absorbed dose, the following formula is applied [26]:

TID = F X LET X 1.6 x 1075 (2.1)

where F is the particle fluence measured in the plane normal to the beam in ions/cm? and LET is
expressed in MeVcm?/mg.

The LET, or linear energy transfer is a measure of the energy transferred through ionization by a
particle per unit length (equation 2.2) [26],

1dE
LET(x) = /—)a(x) (units of MeVcm?/mg) (2.2)
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where p is the target density (mg/cm3), E is the particle energy (MeV) and the x is the range (cm).
The effective LET accounts for the angle of incidence of the ion beam according to an inverse cosine
law. As the angle of incidence deviates from the normal of the plane of incidence, the path length of
the ion through the sensitive volume (the volume sensitive to charge deposition) increases, therefore
increasing the effective LET.

Testing for TID is usually performed at a laboratory by exposure to a radioactive source such as
Cobalt-60 or X-rays. The device is exposed until certain accumulated dosages are achieved before
being tested for performance, functionality and power consumption. The exposure is resumed up to
another accumulated dose before the device is tested again. This process is prolonged until the device
fails [27].

2.2.2. Single event effects

As opposed to cumulative effects, single events effects are a consequence of a single high-energy
particle, as the name implies. This particle deposits large amounts of energy in a localized region of
the circuit, therefore causing an instantaneous perturbation. Said perturbations can be permanent
and non-recoverable (hard-errors) or recoverable (soft-errors). The deposited energy leads to charge
collection in the device which causes unwanted current paths or induces unwanted currents [18].

As with total dose effects, the linear energy transfer is an important measurement of the device’s
sensitivity to radiation. The increase in LET is linked to the number of SEE observed. Above a certain
threshold LET, SEE are noticed in a device. Additionally, the device cross-section (the number of
events per particle fluence) can be compared in order to understand the device’s response for particles
of multiple energies [28]. It is common to determine the cross section vs LET curve as a standard
means to compare the radiation hardness of devices. This curve, as seen in 2.1, shows that below
a certain LET threshold no events are detected and the increase in the number of detected events
stagnates when the cross section saturation line is reached.

SEE X-section (cm?)

LET,,

. 1 L

LET (MeV/mg.cm®)
Figure 2.1: Typical variation of cross section as a function of effective LET. Found in [1]

Testing for SEE requires the usage of ion accelerators, which generate beams of heavy ions or
protons that strike on the device. A mix of different ion species are used in order to vary the LET during
experiment. Additionally, degraders, usually as copper plates, are placed between the ion source and
the device under testing for the same end. In order to detect the consequences of radiation, dedicated
test software and hardware is employed. By running the device under testing (DUT) whilst exposed
to radiation, high current states, memory or functional errors can be detected by the test setup which
provides engineers with an understanding of the systems’ behaviour whilst in space [26].

The most relevant SEE on modern OBC are upsets (SEU), latchups (SEL), functional interrupts
(SEFI) and transients (SET). These may lead to reduction in computing availability which, as stated in
the introduction motivates the work of this thesis.

SEU

When a memory component is hit by an ionizing particle, storage data can be corrupted. In these
cases, a single event upset happens due to the energy deposition of the particle inducing an excess
restoring current on a memory'’s cross-coupled inverter. Depending on the particle’s angle of incidence,
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more than one memory bit can be affected at a single time. These cases are referred to as multiple
bit upsets (MBU). The flipped bit can be corrected by rewriting, if error detection and correction codes
are employed [18].

Single event upsets can occur in all memory cells, including those for mass storage, RAM or reg-
isters. The most susceptible technologies are SRAM and DRAM with Flash, MRAM, FERAM and CRAM
presenting higher tolerance to SEU. [29].

SEL

Radiation can also originate high current states in transistors. In this cases, a low-impedance path
is created between the input and the output nodes of the transistor and the high current state can
only be eliminated once the power is removed. The timely detection and power removal in these situ-
ations is paramount, as the high current can eventually destroy the device. Another type of event has
also been identified which consists of small increases in current, but not above the maximum speci-
fied. These events, name micro-latchups are usually observed as step-changes in power consumption.
Consequences are notwithstanding nefarious with permanent damage being observed [30].

This susceptibility of devices for latchups is dependent on the underlying technology. Commer-
cial devices usually have a low threshold for latchups. The previously performed literature study has
revealed a large range in LET thresholds for SEL across the most popular micro-controllers for small
satellites. Latch-ups were detected readily at even the lowest LET values for some devices while other
commercial devices supported up to 86 MeVcm?/mg [16].

Nevertheless, manufacturing methods such as SOI (silicon on insulator) improve immunity at the
expense of increased cost. Additionally, the decrease of supply voltages may also improve immunity
due to the fact that thresholds voltages will soon fall below the voltage required to hold the latchup

[9].

SEFI

Another effect of radiation is the temporary loss of device’s functionality, leading to a SEFI (single-
event functional interrupt). A high energy strike that causes an upset in control circuitry of memories
and processors, corrupts the control data in registers and memories used for operation control. In
these cases, consequences are unpredictable and range from the program being halted, destruction
of normal program control flow, endless loops, self-resets and inability to operate peripherals. Again,
only power cycle or reset of the device is able to restore functionality [9].

SET

Transient effects are, as the name suggests, those which are momentary in nature. A high energy
particle able to deposit enough charge on a sensitive node leads to a voltage/current excursion affecting
the normal operation of a device [31].

These types of events are most noticeable at output ports where negative or positive going signals
are generated. The height and duration of these pulses are dependent on each device and the deposited
energy. Transients are sensed by an input port at the other signal end as a certain logic value. The
mismatch between intended and observed logic values are a source of errors in the communication
link [32].

2.3. Reduction in availability

The aforementioned single event effects are, as expected, not desirable in the context of spacecraft
flying high above the atmosphere or in deep space without constant human control. In these scenarios,
the effects of radiation may cause the system to not perform the functions it was supposed to perform.
If at a given instant or period of time, even though all required external resources are provided to the
system, namely power and data, it does not perform its predefined function, the system is said to be
unavailable [33]. The availability is an important attribute of a system and is increasingly important in
the space domain. Spacecraft are expected to become more autonomous and require less human op-
eration and ground contact. Faults shall be autonomously detected and recovered from and operations
are expected to rely on clever computer vision and artificial intelligence [14].

Availability is a valuable feature in services such as telecommunications or global positioning. In
these cases, availability is a measure of the percentage of time that the system is usable by a receiver,
user or application. Satellite owners promise users a certain level of availability as part of their service
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so it is an important driver in the design of a satellite constellations and its individual segments. Decision
power is also affected by a satellite’s availability as it is the case with defence applications where troops
on the ground expect a satellite link to be available at all times. Communications, global positioning and
surveillance based in satellite systems are used by defence organizations around the globe to acquire
an edge over the enemy or foreign states. Earth observation also benefits with increased availability
of satellites as natural events and catastrophes can be better dealt with when satellite data is reliable.
If an Earth monitoring satellite is unavailable, important climate events such as hurricanes, floods,
volcanic eruptions or tsunamis are not detected in due time, compromising rescue operations [34].

Autonomous fault detection isolation and recovery algorithms, in conjunction with hardware fea-
tures, are indispensable for increased availability. Without these, spacecraft might be stuck in unwanted
conditions until a radio link is establish and the fault can be corrected (if such a feature is provided by
the avionics suite). In the meantime, the spacecraft is unavailable. Furthermore, onboard autonomy
to deal with issues such as the ones originating from radiation exposure reduce the required human
interact effort in order to solve problems, thus reducing operational cost and complexity [35].

Events such as latchups and functional interrupts are the major causes of reduced availability. Fre-
quent actions which require halt of normal program flow to ensure system integrity are also considered
to reduce availability. This includes self-checks or rewriting of memories suffering from SEU. All of
these events are consequence of the chosen architecture and components. Hence, the understanding
of SEE and handling of its consequences is indispensable if one targets a high availability system.

2.4. Conclusions

This chapter presented essential knowledge of the radiation environment in LEO and respective
effects. It presented both cumulative as well as single event effects in their most important varieties.
How a device’s sensitivity to radiation is measured was also introduced. Finally, how these events affect
the systems availability was discussed.

Radiation has both long term as well as single events effects. There is a multitude of SEE related
to the sensitive volume it hits. It follows that the impact of radiation on the system is dependent on
the radiation environment, the device in question and the mitigation techniques employed. Achieving
high availability depends on a radiation hardness assurance process which considers all three aspects.
Latchups, functional interrupts and upsets that require time-consuming recovery methods are the main
sources of reduced availability.

Only a small introduction to the topic of radiation effects on micro-electronics was possible. This
introduces the reader to the main issues so it is able to better understand the thesis context and
the content of later chapters. For further knowledge on this topic, the reader is advised to read
the previously performed literature study [16] and Schwank et al introduction to radiation hardness
assurance [36].






State-of-the-Art in Avionics

In this chapter, the current state-of-the-art in relevant avionics systems is given, aided by means
of a compilation of COTS avionic systems available in annex A.1. It focuses on five main aspects of
the systems: 1) What functions do these systems perform; 2) what is the physical architecture of the
system; 3) which processor and processing architectures are currently in use and in plan; 3) what risk
mitigation strategies are used, with particular focus on the radiation aspects; 4) what type and number
of interfaces are available.

At the end of the chapter the reader shall have acquired a greater understanding of avionics sys-
tems currently available in the market. Additionally, it shall be concluded on what are challenges and
opportunities associated with these systems.

3.1. Functions

The functions performed by the avionics systems are dependent on the mission and type of S/C.
Generally, they can be divided and described in the following way [37]:

¢ TM/TC: The telemetry/telecommand system, or TM/TC handles some of the functions required
to connect with a ground station. In general, spacecraft health data, payload data and telecom-
mands are concentrated in this unit that applies communication protocols at the data link layer of
the OSI model. This process occurs for both incoming uplink data, which is routed to respective
sub-systems, and to ongoing downlink data. The TM/TC interfaces with external RF front-ends
over digital interfaces.

e PLIU: The PLIU or payload interface unit is responsible for collecting and sometimes pre-processing
payload data, controlling the payload(s). It is often the case that this unit also stores data before
routing it to other systems. Data compression or pre-processing algorithms can also be performed
here in accordance to the mission requirements.

« I/0 interface: A large number of sensors and actuators are present in modern satellites. Mod-
ules responsible for I/O interfacing provide functions such as analog to digital conversion, support
for multiple data buses, debug and programming ports.

e C&DH: The command and data handling functions are responsible for the management of the
spacecraft such as running a real-time operating system, task scheduling and execution, space-
craft monitoring and other flight software.

¢ AOCS: The attitude and orbit control system runs the required algorithms and operates an array
of peripherals in order to correctly point the spacecraft and, in the case a propulsion system is
present, maneuver the spacecraft.

3.2. Physical Architecture

Avionics functions can be performed by separate physical units or concentrated in a single unit.
Common architectures are the single board computer (SBC), adequate to less complex satellites, and

13
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the multiple modules interconnected via a backplane [38]. There are advantages and disadvantages
for each of these solutions. This section presents the main features of each solution.

3.2.1. Single Board Computers

As the name suggests, the single board computer consists of a flat circuit board with all required
electronic components such as processors, memories and interfaces. It can perform one single function
or a combination of all the functions described above. Due to its small form factor, it is widely used
in CubeSats, in the form of a PC/104 board. For larger spacecraft, sizes increase to around 350 mm
by 250 mm sides (commonly referred by the supplier as 3U SBC). Although the small compact size
is an advantage in some situations, it affects the possible complexity of the device and, specially, the
number of interfaces. For that reason, SBC are used as general processing systems which can be
employed as the main on-board computer for small S/C or to provide distributed processing power in
larger missions.

3.2.2. Modular

A different architecture relies on the distribution of avionics functions across different modules as
seen in figure 3.1. Despite the larger form factor, it enables flexibility for the designers to select
adequate modules and redundancy schemes as well as the number of interface connectors. In the
case of small satellites, the modules with backplane solution is the most popular. Products using PCI
104S (SpaceMicro Proton box), 6U PCI (Seakr) or 3U cPCI (Aitech) buses are common. With this
solution, suppliers can fulfill a larger number of missions by assembling the avionics system in modules
according to the client’s needs. For instance, data storage can be increased by adding a dedicated
module, interfaces changed and reliability increased by duplication of modules. In addition, each
module can be sold separately which further increases profitability.

High Speed Parallel Bus (64 bits)

Figure 3.1: Functional units for SpaceMicro’s Proton 2X Box. Credits: SpaceMicro

3.3. Processors

As opposed to CubeSats, which apply modern COTS or automotive grade processors, satellites
above 50kg are still relying on rad-hard processors [39]. This is observed by analysis of current and
planned missions and also by the available products in the avionics market. Rad-hard processors offer
protection against radiation effects and due to their proven reliability are thought to be adequate for
commercial satellites. The most common processors for these spacecrafts are:

e LEON: A 32-bit processor core, originally designed by ESA and then by Gaisler Research. It is
based on the SPARC-V8 RISC architecture and designed for harsh environments. The LEON-3FT
is a fault-tolerant version of the LEON-3 and it is commonly seen in space applications in the
dual-core GR712RC and the UT699 devices by Aeroflex Gaisler and Aeroflex Colorado Springs,
respectively [39]. An updated version, the LEON-4 was released in 2010 and it is seen in the
rad-hard GR740 chip by Cobham Gaisler, with flight models expected to be available in 2020. This
processor is described in synthesizable VHDL so it is also seen implemented in FPGAs [40].

e ERC32: A 32-bit SPARC-V7 RISC processor developed in the 90's for space applications and
now owned by Microchip. The currently used version, the ERC32 Single Chip is implement in a
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radiation tolerant TSC695F by Microchip. The company’s website now mentions that this chip
should not be considered for new designs as new models are in offer [39].

¢ PowerPC e500: This is another 32-bit core commonly used in network processors. It is mostly
used in space applications in the form of the dual-core P2020 processor from Freescale, introduced
in 2008 [41].

e PowerPc 750: The 700 series are 32-bit processors and are known for their use by Apple since
1997. The 750 is the base design for the RAD750 chip by BAE Systems, introduced in 2001 as a
radiation hardened version of the 750 processor [42].

These architectures are either implemented as ASICs or in FPGAs. In addition to a processing core,
systems are seldom employing a FPGA chips as I/O interfaces, payload interfaces or board supervisors
due to their programming flexibility. The most common FPGAs models are [43]:

¢ Microsemi RTAX (Anti-fuse, 150nm)
¢ Xilinx Virtex-5QV (SRAM, 65nm)
¢ Microsemi RTG4 (Flash, 65nm)

Previously, a literature review of micro-processors/controllers and SoCs for small satellites, in partic-
ular, CubeSats was performed [16]. In this document, a trend in the usage of highly integrated micro-
controller units (MCU) was described along with some radiation performance characteristics. Common
architectures include, PIC, ARM, MSP and STM. Satellite manufacturer SSTL, developed a new avionics
system, CoreDHS, using a combination of a rad-hard LEON-3FT with a Zyng-7000 series SoC featuring
dual ARM Cortex-A9 processing cores. The addition of the SoC enables tasks that have high compu-
tational demand but lower criticallity, such as image compression algorithms, to be performed much
faster [44].

3.4. Interfaces

According to the general complexity of a system, interfaces are required for both data and power
transmission. In these cases, a large variety of interface protocols and connectors are seen. A survey of
the most common interfaces in components for all S/C subsystems was performed and quickly showed
the trends in this area. '

Serial communications are commonly used in space applications as pin count is lower than par-
allel communications. Most common bus protocols for serial communications are MIL-STD-1553B,
SpaceWire and CAN. Other serial protocol such as I12C and SPI are not as widespread in the small
satellite industry, mostly used in micro-satellites.

The most common interfaces are arguably the TIA/EIA standards more commonly known as RS
(Recommended Standard). The RS-232, RS-422 and RS-485 are complete standards which not only
include electrical characteristics, but also physical and mechanical ones such as the description of the
connector. Although maximum data rate is low, in the order of the Mbps, it is a reliable, legacy standard
that fulfills the demands to exchange basic telemetry and telecommand signals across the S/C.

For more simple components communication protocols are not in place and data is sent in the
form of analog signals. As it will be seen later, sensors and actuators such as temperature sensors or
AOCS components often have analog interfaces for output and input. In these cases, general purpose
input/output pins (GPIO) pins are required as well as analog to digital converters (A/D) in order for
transform the signals into digital.

For high speed communications, required in payloads, other standards are used. Ethernet, RapidIO
and SpaceWire are common as well as low voltage differential (LVDS) signals such as RS-644. The
main advantages of LVDS are twofold: in one hand, the differential signal method, where signal is
measured as the voltage difference across two wires, allows for higher speeds due to the lower voltage
swings; secondly, the twisted pair is more immune to external electromagnetic noise both due to the
coupled electromagnetic fields of both cables and the use of differential signals which eliminates noise
sources that equally affect both wires. The basic operation of a LVDS circuit is seen in figure 3.2.

1The observations made in this subsection are derived from compiled information on COTS parts available online. This survey is
available in annex A
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Receiver

Figure 3.2: Basic operation of a LVDS circuit. Credits: Dave at ti

3.5. Risk mitigation strategies

The means to assure high dependability are diverse and require special attention since the early
stages of the design process. These can be segmented according to the way high dependability is
achieved and the faults are handled. A compilation of fault tolerance and avoidance techniques is
presented in figure 3.3. These two major view points (fault tolerance and fault avoidance) represent
two distinct concepts in spacecraft design. The first relies on the fact that faults are inevitable, due
to unpredictable environmental or operational effects, and focuses on handling these faults in order
to avoid failures. In contrast, the second view-point tries to totally avoid faults during mission lifetime

and, therefore, avoid failure [45] [33].
Tolerance avoidance

Extensive High Reliability Extensive
i Testing Component: reviews |

Recove Software Hardware Time Information | |
v Redundancy Redundancy Redundancy redundancy | |

Pair-and-a- Duplication
s with Watchdog Cold Standby Hot Standby
pair
Comparison

Figure 3.3: Dependability schemes. The left branches are related to fault tolerance whilst the right branches are related to fault
avoidance. Since fault avoidance is against the paradigm surrounding this project, it will not be pursued at an high design level.

As mentioned in the definition of this project, the goal is to apply fault tolerance to a new avionics
architecture in order to achieve high dependability figures, taking into consideration that fault avoidance
is not suitable for the new class of cost efficient small satellites. Therefore, the right branch of the tree
is not considered as a viable concept for further development. With this elimination, the fault tolerance
branch is the one remaining, with the two main techniques, fault masking and reconfiguration. Fault
masking is any process that prevents a fault to propagate in the system and introduce errors that
may lead to failure. Reconfiguration is the process of reconfiguring a system in order to eliminate
a faulty component and restoring the systems functionality. With it, a faulty component would not
be recognized and handled, leaving the system exposed to potential errors and failures. Together,
both approaches allow a system to detect a fault, avoid its propagation, and recover from it into a
well-known, safe and functional state. Following this line of thought, the proposed avionics suite will
include both fault masking and reconfiguration techniques in order to assure proper fault tolerance.
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Fault masking is a concept that allows multiple implementations. As seen in figure, 3.3, masking can
be achieved by redundancy, either in the form of software, hardware, time or information. In the form
of software, redundancy is achieved by the addition of software functionality that surpasses the basic
needs, so that it is possible to detect and tolerate faults. Similarly, hardware redundancy is the addition
of extra hardware components that are able to detect and tolerate a fault. Additional information can
also be added to a system, so that errors can be detected and corrected. Time redundancy is the use
of additional time than the required to perform a function so that transient faults are tolerated. Within
these categories, methodologies are varied, taking many forms according to the designers creativity
and mission requirements. .

As it is described in chapter 2 and in [16], the radiation environment in space increases the risks of
mission failure. In order to assure certain reliability levels, avionics designers have employed a variety
of strategies, some reviewed in [16] and [9]. The most common in small satellites are:

¢ Rad-hard components: As seen above, designers are still relying in rad-hard processors spe-
cially designed for space applications. In addition to that, many other space qualified components
such as memories and discrete logic elements are procured. Despite their high cost and lead
times, they assure high reliability.

¢ Redundancy: The use of redundant design elements has been a historical strategy that prolongs
mission lifetime in the case of a fault occurring. This strategy is strongly employed in the small
satellite industry at the processor level by incorporating an additional, cold-spare processing
board.

« EDAC: EDAC stands for error correcting and detection codes. It consists in dedicated algortihms
to detect and corrected flipped memory bits. In the case of a bit flip due to SEE, additional
versions of the same data or additional bits can be employed to restore original data.

* TMR on FPGA gates: FPGA manufactures now offer the possibility to automatically introduce
triple modular redundancy in the logic gates when compiling a design. Besides other internal
risk mitigation features, this tool simplifies the design process necessary to achieve the desired
reliability levels.

e Supervisors: The supervisor monitors the spacecraft for unexpected changes that may affect
the devices functionality. It continuously checks the system’s status by means of periodic mes-
sages or others to quickly identify a loss of functionality and apply recovery methods such as
reconfiguration.

3.6. Conclusions

The chapter reviewed the state-of-the-art in avionics for small satellites. It presented the main
functionalities and how they are implemented in either SBC or modular systems. Common rad-hard
processors were presented, complementing the research into micro-controllers for small satellites per-
formed during the literature study. From this exercise, interface protocols were also identified along
with risk mitigation strategies. These were divided into fault tolerance and fault avoidance categories.

It is possible to conclude from the aforementioned information and annex A.1 that small satellites
(>50kq) are still relying on fault avoidance as a way to manage risks. Modern MCU and SoC are only
now being utilized to their potential. Modular architectures are often utilized in these satellite as well
as space qualified components. SBC are mostly used for <50kg platforms as the single OBC or in
larger platforms for distributed computational power. Some products were found to provide high levels
of integration and functionality. However, the lack of information makes it difficult to estimate the
contribution of COTS components such processors, transceivers and memories. Promising products
which possibly follow this combination are the OBC-100 + ACC-100 from Berlin Space Technologies
and Proton 2X box suite with the Zyng-7020 option from Space Micro.

A new avionics suite for the 50kg to 200kg segment requires a synergy between fault tolerance
mechanisms and modern commercial technology so that dependability levels are achieved without
excessive cost overhead. It is concluded that such a solution does not yet exist in the market, in
particular one that offers the same functionalities and dependability figures as rad-hard based solutions.
The project shall develop a system that offers the same functionality as current avionics suites for 50kg
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to 200kg platforms in an integrate package. The use of COTS technologies for these ends is still
unexplored, as opposed to what is seen in CubeSats. Hence, determining the best application of COTS
components would benefit the cost-effectiveness and performance of these spacecraft.



Reference Missions

In this chapter, the historical perspectives and short to medium term trends in the small satellite
segment are presented. This discussion is reserved to satellites with a mass between 50kg and 200kg
due to the growth predictions in this segment. Those satellites with lower masses, such as CubeSats,
or higher masses are only presented when a comparison is justified.

An historical perspective of this market provides support to understand the applications these satel-
lites are used for. Each of these applications will be described using reference missions as examples.
This will improve understanding of the similarities and differences between missions and the require-
ments it imposes on space systems and respective avionics. The expected growth in each of these
categories will be presented and justified, corroborating the focus of this thesis on the 50kg to 200kg
market.

Furthermore, the commercial interest in this segment is demonstrated by presenting a selection of
spacecraft platforms dedicated to fulfill the aforementioned applications. These platforms will further
improve the understanding of this segment, in specific the requirements these applications/platforms
pose on the avionics. Earth observation payloads are also characterized in order to derive requirements.
The conclusions of this chapter support the selection of the 50kg to 200kg segment as one benefiting
from the development of highly recurrent avionics suite.

4.1. Historical perspective

As a starting point to understand the context surrounding the small satellite market, the Union of
Concerned Scientists (UCS) satellite database was consulted. In this database, almost 2000 operational
satellites currently orbiting the Earth can be found. The last update dates to the end of November 2018.
Assembled by experts, it contains relevant technical information about each satellite.

From this initial database, a shortlist was generated by retrieving the entries corresponding to satel-
lites within the selected mass range of 50kg to 200kg. This shortlist contains 115 satellites, launched
from 1993 to November 2018. Including all entries of the complete database, the predominance
of this mass range is visible (see figure 4.1), only disturbed by a large number of satellites in the
250kg to 300kg range, related to a large Russian military communications constellation. These are 42
"Rodnik/Strela-3" satellites and their civilian version “Gonets” launched between 2001 and 2015.

A first analysis aimed at determining if satellite mass was a predictor of other characteristics, namely
orbital inclination and perigee, electrical power, expected lifetime and function. It was found that mass
was not a good predictor of any of these parameters, however, by plotting these relationships, other
conclusions were found. In particular, orbits were found to be very similar in all entries, with sun-
synchronous orbits between 400km and 800km being widely popular, as seen in figure 4.2. Other
observed orbits vary from equatorial to 132°. The consumed power was dispersed across all entries
and not directly correlated to the mass of the satellite, which can be seen as representative to its
overall size. The total generated power ranges from 14W to 200W. The expected lifetime also follows
the same conclusion with the numbers ranging from 1 year to 5 years in orbit. Additionally, no increase
in expected lifetime with date of launch was found.

These 115 satellites can be divided into 4 categories as shown in figure 4.3: Communications, Space
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Number of operational S/C per mass range
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Figure 4.1: The number of operational satellites per mass category. Notice that the <150kg sector is largely populated. The
250kg to 300kg sector has a large increase in satellite number due to a Russian constellation of 42 military /commercial satellites.
Derived from UCS satellite database [2].

Science, Earth Observation (EO) and Technology Development/Demonstration (TechDemo). Addition-
ally, a combination of these is also possible. The database revealed that EO satellites are dominant,
with 69 operational satellites, more than half. Another great proportion is attributed to TechDemo
with 26 entries, followed by space science (7), multiple applications (6) and communications (4). A
trend is already noticeable in the EO segment due to the increasing number of operational satellites.
There are 16 operational, launched between 2010 and the end of 2014, whilst there are 43 operational
satellites for this application launched between 2015 and the end of 2018. It was found that there are
no particular concentration of entries with a certain mass range for any application.

Finally, the demographics of the issues were studied, with the goal to determine any particular
countries or continents dominant in this field. The two dominant countries in this area are China with
29 operational satellites followed by the USA with 17 units. Asian countries operate 50% of satellites,
followed by North America and Europe with 23% and 18%.

4.2. Mission types

As seen with the previous analysis, the applications of small satellites in LEO can be segmented into
three major categories: LEO-based constellations, technology demonstrators and scientific [34]. Within
the constellations segment, a distinction is also possible between remote sensing/earth observation
and communications satellites. Each of these applications poses different requirements on the orbiting
platform and, therefore, to the avionics subsystem.

A selection of meaningful missions for each application was made in order to understand these
differences. Information on the spacecraft platforms was collected from news articles, websites such as
ESA's eoPortal and Gunter’s Space Page, corporate websites and publications. The following parameters
were assessed when available in literature or online:

e Launch date;

Payload(s);

¢ Avionics architecture and functions;

AOCS components and requirements;

Nominal and achieved lifetime;

Reliability, Availability, Maintainability and Safety (RAMS) figures;
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Launch mass and orbital parameters
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Figure 4.2: Orbital parameters as a function of satellite mass for currently operational 50kg to 200kg satellites. Derived from
UCS satellite database [2]
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Figure 4.3: Number of satellites per type of application for currently operational 50kg to 200kg satellites. Derived from UCS
satellite database [2].

¢ Generated Data;

e Downlink capabilities;

4.2.1. Constellations

The demand for high capacity, low-latency broadband services and high spatial and temporal reso-
lution imagery services is driving the commercial interest in small satellite constellations. The current
understanding is that these large amounts of data enable other downstream services that create value
by interpreting them. Using large numbers of satellites, the entire Earth is under persistent surveillance
enabling unprecedented revisit times. Any location on Earth can be watched or serviced at all times,
and everything and everyone connected. [46]

As the demand for the services increases, the number of large constellations deployed is also ex-
pected to increase. Figure 4.7 presents a forecast for EO satellite launches, showing not only the
increased number of launches but also a wide variety of companies operating in this segment [46].
Additionally, the need to upgrade and renovate fleets generates a constant demand for satellite com-
ponents such as avionic systems [34].
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The following table 4.1 is a collection of a diverse set of commercial LEO small-sat constellations.
This set of proposed and active constellations was considered as a meaningful representation of the
industry, compiling a variety of LEO applications, payloads and spacecraft sizes, and therefore, it was

used to better understand the state-of-the-art.

Constellation Application Nu_mber of Sat_ellite Or_bitql aIt_itude
units weight [kg] | & inclination [km, ° ]

OneWeb [47] [48] Global Internet 720 150 1200

Spire [49] [50] AIS, ADS-B, Weather Observation | 125 4 650, Various

Sky and Space Global Pearls [51] | Mobile Voice and Data 200 10 650, 0

AisTech [52] EO (Thermal), AIS, ADS-B 150 3to 12 600

Helios Wire [53] IoT >3 20 -

AstroCast [54] [55] IoT 80 4 600, 97

Aerial & Maritime AIS, ADS-B 80 5 -

Planet Flock EO (Visible) 100 5 400, 52

Planet RapidEye EO (Visible) 5 150 620, 98

Planet SkySat[56] EO (Visible) 27 120 450, SSO

Earthi Vivid-i EO (Visible) 15 100 550

ICEYE EO (SAR) 18 70 500, 98

AxelSpace AxelGlobe EO (Visible) 20 80 600, SSO

Table 4.1: A selection of LEO small-sat constellations (non-exhaustive). These entries are thought to be representative off the
industry and the needs of the sector in terms of technology. SSO: Sun-synchronous orbit.

Earth observation/Remote sensing

Earth observation/remote sensing platforms are key enablers for services in a number of existing and
emerging markets, such as agriculture, Earth mapping, disaster and resource monitoring and economic
modelling. These LEO satellites are able to cover the entire Earth in multiple wavelengths in five days,
or in one day if five satellites are used (based on a 660km swath) [4]. The large amounts of generated
data then feed a variety of downstream services that process the raw data using complex algorithms
and artificial intelligence to enable smart decision making. High definition video and sub-meter ground
sampling distance is possible for platforms within the mass range [34].

In this sector, an array of companies are operating constellations or in the process of validating
their technology. Companies like OneWeb, Planet, Earthi, AxelSpace, Satelogic and Exact View are all
basing their business plans in data generated from their satellite constellations, operating in LEO and
with masses situated in the 50kg to 200kg range. In some cases, such as Planet’s Flock constella-
tions, CubeSats are also used although the form factor poses restrictions on the optical payload and
achievable performance figures. The payload is usually a single telescope and sensor setup producing
Gigabytes of data per day. Partnerships with experienced spacecraft manufacturers are common as
a way to developed their own manufacturing capabilities, although Euroconsult predicts that manu-
facturing outsourcing will stay constant at 86% until 2026. The satellites follow the manufacturer’s
available platforms and technologies which seldom include a combination of COTS and rad-hard parts,
with dual redundancy in most subsystems. In terms of avionics, available information on the platforms
points at the use of rad hard processors based on LEON3FT and PowerPC architectures. The number
of satellites per fleet ranges from tens to hundreds of units, deployed in batches [57].

In this segment, a typical example are the SkySat satellites by Planet (formerly Skybox Imaging)
built to acquire high resolution panchromatic and multi-spectral images of the Earth (see figure 4.4).
Based on a commercial platform, Surrey Satellite Technology’s SSTL-50, they weight around 120kg and
were first launched in 2013. As payloads, they contain a Ritchey-Chretien Cassegrain telescope with 3
CMOS detectors [3]. By following the SSTL-50 platform, these satellites are expected to have a dual
redundant, distributed architecture with separate modules for communications, payload interface and
command and data handling. The AOCS system is composed by a variety of sensors and actuators to
enable £0.19 attitude control accuracy and includes a High Performance Green Propulsion system by
ECAPS . The nominal lifetime is 6 years. Based on the SkySat-1 and 2, the prototype satellites for the
constellation, the on-board data storage capacity is 768GB, downlinked via X-band at 470 Mbps [58].
A different example is the ICEYE-X1 launched in early 2018 by Finnish startup ICEYE. It contains a
prototype SAR (Synthetic Aperture Radar) designed to provide near real time SAR imagery in X-band
at a 10m resolution. It weighs 70kg and includes a 3.25 meter long deployable antenna. It is expected
to operate for a maximum of 3 years at an altitude of 500km [59].
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Figure 4.4: The Skysat-3 from Planet’s Skysat constellation. In the bottom of the image, an aperture cover that protects the
imaging payload during launch is visible. Retrieved from space.skyrocket.de [3]

Communications

Another use of LEO is in the creation of global communication networks. The leveraged position in
orbit enables coverage of the entire globe providing high-capacity, low-latency communications, track-
ing systems for maritime vessels (AIS) and aircraft (ADS-B) or Internet of Things (IoT) networks. Also,
affordable internet access from space, not before accessible to remote or impoverished populations
will contribute to a change in their paradigm and be a massive benefit to their development [34].

As with EO constellations, a number of commercial players are already establishing their position.
In this case, focus is also given to MEO and larger satellites, as it is the case with Iridium, SpaceX and
Telesat constellations. As opposed to EO spacecraft, that deploy large optical payloads, communication
satellites are able to rely on smaller platforms, usually CubeSats (3U or 6U). In these cases, small patch
or deployable antennas contribute to lowe size and mass. As launch cost is related to spacecraft mass,
these mass savings by using CubeSats are extremely attractive. Some examples of commercial ventures
in this area are Aerial & Maritime (AIS and ADS-B), AstroCast (IoT), Helios Wire (Machine to Machine)
and Spire (AIS and ADS-B), besides others. Avionics architectures with no redundancy and rad-tolerant
or rad-soft processors are chosen. The lifetime is affected by this with nominal lifetimes of 5 years
planned at maximum with some companies planning to decommission a unit after 2 years in orbit. As
with EO satellites, polar orbits at 400km to 600km are the norm, with more equatorial orbits also used
for some constellations *.

The first Lemur-2 satellites by Spire were launched in 2015 with multiple others being launched
every year since. These satellites, shown in figure 4.5) carry a GPS radio occultation payload and AIS
and ADS-B payloads. Commercial CubeSat components are used, including separate boards for teleme-
try, payload interface, AOCS control and on-board computing empowering modern SoCs and FPGAs.
Lifetime for these platforms is currently limited to less than 5 years due to these technologies including
the available propulsion options. Redundancy is usually not employed and recurrent replacement of
the fleet is expected with Spire expecting to retire a satellite after 2 years of service. The telemetry
data is not as massive as with EO applications as these are communications satellites. S and X-bands
are used in Lemur-2 as well as with other satellites, with UHF/VHF being another option [49].

A different perspective is demonstrated by OneWeb’s Arrow platform, built by Airbus. This is a
150kg spacecraft designed for a minimum of 5 years at 500km to 1500km. Designed to be a highly
reliable, flexible platform hosting payloads up to 80kg, it will serve as the base for OneWeb’s global
internet service. Using the Ku-band, 648 of these satellites will enable global 50 megabits/second
downlink bandwidth [60] [61].

4.2.2. Technology demonstration

The most effective and intuitive way to test space technology is to, in fact, flying it in space. Due to
the challenging characteristics of space flight, new technology is required to show its value in space as
guest payloads thus acquiring flight heritage in the eyes of satellite integrators. With the proliferation of
small satellites, the cost to access space is reduced, and more spacecraft with an array of experimental
components and payloads are being sent to space.

1Based on analysis of missions from UCS satellite database [2]
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Figure 4.5: Lemur satellites in clean room (image credit: Spire Global)

As startups launch their first pathfinders up to ten experimental systems, including scientific exper-
iments, are flown in individual missions. Time in orbit is reduced to one or two years to reduce costs
while meeting the mission goals.”.

The 2017 Flying Laptop mission, developed at the Institute of Space Systems (IRS) at the University
of Stuttgart in Germany, contains ten technologies onboard that it plans to demonstrate and validate.
These include an high-performance OBC, laser communications and AOCS components among others.
A redundant avionics architecture is employed in each of the three boards, securing command process-
ing and normal operations, telemetry decoding/encoding and input/output management. A dedicated
FPGA monitors and controls the payloads and handles its data. Fault avoidance is achieved by using a
qualified UT699 LEON3 processor. The Spacecraft is 3-axis stabilized and has an expected lifetime of
two years. Up to 2GB of payload data can be store onboard a flash memory before being downloaded
via S-band [62] [63]. The spacecraft is shown in figure 4.6.

Figure 4.6: The 2017 Flying Laptop mission, developed at the Institute of Space Systems (IRS) at the University of Stuttgart in
Germany. Credits: IRS, University of Stuttgart.

4.2.3. Science

This application has been greatly favored by the proliferation of small satellites, mostly CubeSats.
Currently, science teams are less restricted in terms of which experiments to fly due to cost reductions.
Despite the growth in the total number of scientific missions launched, analysis of the UCS database
revealed that this growth is support by micro-satellites with weights below 50kg.

The typical mission consists on a satellite equipped with a large variety of payloads, each dedicated
to observe a certain phenomena. A dedicated payload interface data handling unit is usually employed
to integrate the multitude of payloads with the rest of the avionics system. The acquired data is then
stored onboard before it is downlinked. Due to the large number of instruments, the data handling and

2Based on analysis of missions from UCS satellite database [2]
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storage requirements can be more demanding than what is seen in missions with less and more simple
payloads. The lifetime is dependent on each mission and is often extended way beyond the nominal
value if the spacecraft is still operating nominally.

4.2.4. Growth forecasts

An analysis of the prospects for the small satellite market (figure 4.7) has a positive outlook for the
future of the industry. According to Euroconsult [46], 3700 small satellites are expected to be launched
between 2016 and 2025, a $22 billion prediction. The EO sector is expected to launch a massive
number of units, more than 200 on 2022 alone, in order to build the fleets for the constellations, some
mentioned in 4.1. These missions are mostly based in optical systems, 71%, with radar representing
8% and the following percentages a combination of technologies [46].

These growth predictions are clear and show how much LEO will play a role in the future of economy.
In fact, outsourcing in satellite manufacturing is expected to increase to 86% in 2026, in opposition to
in-house manufacturing, further opening the doors to new ideas and companies in the satellite industry.

Commercial EO constellations: satellites launches per year
600

Astro Digital AXELSPACE
m Blacksky m Canon
500 Capella m Chang Guang Satellite Technology
Dauria Aerospace DigitalGlobe
B GeoOptics Harris Corp
400 B Hera MW Planet
o Satellogic Spire
Zhuhai Orbital Control Engineering W Aistech
300 W France TBD Earth-1
lceEye Urthecast
m GHGSat m MSCI ||
200
100 I l l I _— —
j = - = ]
i = = m a
0 — —
Launch Launch Launch Launch Launch Launch Launch Launch Launch Launch Launch Launch
2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 »>2023

Figure 4.7: Commercial EO constellations planned. (data from EuroConsult report: “Satellite-Based Earth Observation: Market
Prospects to 2027"

4.3. Spacecraft platforms

Due to large growth expected in small satellites (see 4.2.4), satellite integrators are investing in
a next generation of S/C platforms and components able to fulfill the market demand. As the space
industry moves from custom manufacturing to higher production levels, a gap is opening for the com-
panies able to offer the best platform for the commercial satellites expected to be launched. These
requirements are different from the traditional space industry. In the future, the cost/performance
ratio is bond to reduce as it is expected in a growing market.

A number of companies have shown interest in providing a versatile, commercially attractive plat-
form for small satellites. These platforms are designed to accommodate a range of different payloads
with low integration effort and lead times. By offering a platform with a complete set of sub-systems
and flight heritage, optimized for piggyback launches, costs and risks for the satellite owner are re-
duced. The following commercial S/C platforms are exemplifying of this trend.
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4.3.1. InnoSat by AAC Microtec

The InnoSat platform is a joint programme between AAC Microtec and OHB Sweden (prime con-
tractor). It is designed for LEO missions, mostly scientific, of up to 5 years. The spacecraft mass is
only 40kg with additional 15 kg available for payload. This basic platform can be adapted to incorpo-
rate larger solar panels (40W up to 120W) or a propulsion system. Telemetry and payload data can
be downlink via S-band or X-band with data rates not exceeding 50Mbps. The pointing accuracy is
+0.01°. The first flight for this S/C bus shall be in 2019, in the MATS (Mesospheric Airglow/Aerosol
Tomography and Spectroscopy) Swedish satellite mission [64] [5]. A render of this platform is shown
in figure 4.10.

4.3.2. SSTL-X Series by Surrey Satellite Technology

Surrey Satellite Technology is a company with a large presence in the small satellite segment sup-
porting satellite constellations from Planet and Earth-i. The new X-series spacecraft, seen in figure
4.9, are planned to substitute the legacy platforms and introduce better performance figures in order
to adapt to the markets. These satellites are particularly prepared for EO missions by offering imag-
ing payloads in the visible and near-infrared (NIR) spectrums, with high definition video capabilities,
high data storage (up to 1 Tbyte), downlink (S or X-band up to 500Mbps) and high speed data bus.
Reliability is assured by the use of dual-redundant systems. The platform also offers modularity in sub-
systems’ configurations and avionics configurations. These satellites have an expected lifetime of over
five years and weight between 50kg and 300kg, with 85W peak power. The first prototype, Carbonite
1 was launched successfully in 2015. [4]

4.3.3. Arrow by Airbus DS

Aerospace company Airbus Defense and Space has, together with constellation operator OneWeb,
developed a S/C platform for the 150kg class, shown in figure 4.8. This platform is designed to support
OneWeb's global internet constellations composed of 720 satellites. These satellites are designed to
host 60kg to 80kg payloads for a minimum of 5 years in LEO. It is equipped with a Xenon based
electric propulsion system which enables up to 700km of orbit raising capability. OneWeb’s downlink
requirements aren’t as demanding as EO optical constellations so expected downlink data rates in this
platform is 480kbps. Nevertheless, Airbus offers a Ka-band upgrade to achieve a 1.6Gbps data link.
Its solar wings provide up to 250W of power [60] [65].

o

o
Figure 4.8: Arrow platform from Air- Figure 4.9: Three configurations for Figure 4.10: The InnoSat platform
bus. Credits: Airbus DS the SSTL-X50 platforms. From top to from OHB Sweden. The grey area is
bottom: 22m GSD, 5m GSD, 0.7 GSD. the satellite platform whilst the blue
Found in [4] area is dedicated to the hosted pay-
load. [5]

4.4. Payload analysis

The previous sections shed some light into EO satellite constellations. However, it is necessary to
build on that knowledge about payloads in order to properly develop and cluster requirements. In this
section, optical and radar payloads will be characterized in accordance to similarities and differences
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regarding the requirements they impose on avionics systems.

A selection of variables is used in order to characterize these payloads. At this stage of the project,
the most relevant ones are the payload type, market share, interfaces and data protocols.

The following two sub-sections will provide quantitative and qualitative results for each of these
variables. At the end of this section it will be possible to derive high level requirements that enable the
avionics system to handle the expected payload types.

4.4.1. Optical

There are two major types of optical payloads according to their architecture. This distinction is of
major importance when it comes to avionics requirements so they will be dealt separately. A table with
a compilation of diverse optical payload systems aimed at the target mass range is given in table 4.2.

Type I: Fully independent

The first payload architecture is an almost autonomous system. It consist of all the optics and
electronics required to interpret telecommands, capture the image, process data, store the data and
prepared the downlink message to be sent to the RF unit. The payload only interacts with the S/C
avionics in order to receive telecommands and send housekeeping telemetry. It may also receive
a pulse-per-second (PPS) signal from the GPS unit for synchronization purposes. The payload unit
interfaces with the RF unit (usually X or S-band) in order to send the payload data via a high speed
downlink.

In this payload architecture, all the required electronics to perform the above functions are inte-
grated into a monolithic payload unit or in a dedicated accompanying unit. In terms of integration
with the main S/C avionics, this system translates into a significant reduction in complexity as it func-
tions like a simple RTU without large data transfer or processing requirements. Some examples of
this architecture can be seen in the JSS-54/56/61 payloads from Jena Optroniks [66], NAOMI from
SSOT mission [67] or the payload from the NEMO-HD mission [68]. Special attention is justified for the
JSS-54 payload as it is installed in the RapidEye Constellation from Planet [66]. This can be understood
as a sign that commercial constellations are interested in acquiring complete systems from external
suppliers that reduce integration complexity.

Type II: Semi-Dependent

These payloads consist of all the optics, focal plane array (FPA) , proximity electronics and some
level of pre-processing electronics. Unlike the type I payloads, their memory capabilities are reduced,
usually to some hundred megabytes RAM memory to act as a buffer. Acquired data is sometimes
pre-compressed and then sent to a separate PLIU or to the main avionics for storage and downlink
via serial interface. This PLIU can either be a commercial product or a custom design for that specific
mission.

In this case, an external device is required to, not only operate the payload, but also to retrieve
payload data. This adds significant requirements to the avionics system. The performed research
shows that data rates have a wide range since image resolution, humber of spectral bands, and frame
rate can vary widely. As an example, the Streego payload from Media Laro Technologies, a multispectral
imager consisting of a FPA and proximity electronics, has a pixel rate of 158Mpx/s at 10 bit per pixel
in video mode. This translates into a 1.5 Gbits per second data rate, which is assumed to be further
compressed in the proximity electronics before it is sent via a RS-644 serial data interface [69]. In
comparison, the HySI hyperspectral imager, flown in India mini satellite 1 (IMS-1) in 2007 produced
4 Mbps [70]. Some payloads of relevance with this architecture are Streego [69] and HyperStreego
[71], HyperScout [69], HySI [70] and Tropomi [72].

4.4.2. Radar

SAR payloads are, in general, not widespread in small satellites due to their SWaP requirements.
The large power required for the radar limits this payload to large satellites. Nevertheless, feasibility
studies are investigating the use of this payload in smaller satellites [74]. Some new mission, such as
ICEYE, a 70kg spacecraft are now demonstrating the capabilities of <200kg satellites [75]. In terms
of architecture, the concepts and products with available information are all type II.
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Payload Interfaces Data Required Pointing Accuracy

CCSDS formatted
) . Triple DES encryption

JSS-54/56/61 [66] | 2x PPS, 2x CAN, 2x serial TM Up to 120Gbit internal storage 0.20

Up to 4x 50Mbps
. 8,10 or 12 bit
Streego [69] RS-644, 2x CAN, Trigger 1550Mbps _
. . 10 or 12 bit
NAOMI [67] 2x Glink, Analog TM, serial TM, PPS 64Gbit internal storage —_—
- 16 bit
HySI [70] TC, Serial 8 Mbps 0.10
Nemo-HD [73] [68] | CAN, 2x Ethernet — 0.03°

Table 4.2: Compilation of optical payloads for small satellites.

This type of payload generates large amounts of data so usually the duty time is only a fraction
of the orbital period. The orbit duty cycle is typically limited by the capability to transmit the data to
the ground. An efficient data compression is essential for these systems [76] [77]. Data rates are
high, with the one in BIOMASS (>300kg) at 270Mbps [78], Sentinel at 1Gbps and a feasibility study for
130kg satellite at 1.5Gbps [74]. Larger platforms will have even higher data rates, up to 60Gbps[78].

Data is usually in 8 bits, transmitted to OBC for storage by high speed serial (ex. sRIO [74] [77]
or MIL-STD-1553 [79]). Since data rate is very high, storage requirements are also demanding, at
hundreds of Gbyte. The resolution of these systems is restricted by physical size of antenna and
transmitting power. The pointing accuracy needs to be at hundredth of a degree level [80] [81].

4.5. Conclusions

This chapter provided an overview of the main aspects related to the reference missions for the
avionics system. It was supported by the analysis of operational and future small satellite missions to
conclude on their similarities and differences. It informed on popular mission concepts and parameters,
S/C specifications and onboard payloads.

Current and future missions in the intended mass range were found to fly between 400km and
1200km with a large concentration of missions in high inclination orbits. These can be divided into
categories: Earth observation, technology demonstration and scientific. Mission lifetime is typically 5
years. Power produce for the entire satellite varies between 40W to 200W depending on the number of
solar panels. Payloads for Earth observation mission can be divided into the ones that require minimal
interfaces with the main avionics and others which are more reliant on external systems. The former,
is able to collect, process and store payload data including interfacing with RF units. The main avionics
only provides control and collects housekeeping telemetry via serial bus interface. The latter, expects
an PLIU to receive the observation data in real-time, provide storage and other functions related to the
control of the payload.

The small satellite market is definitely a growing segment due to the contributions of LEO constel-
lations. Euroconsult predicts that between 2016 and 2025, this segment will generate 3700 units and
22 billion dollars with EO constellations corresponding to 54% of market share. Due to this growth
projections, EO satellites were found to be adequate reference missions for the design of a new avionics
system. In this segment, EuroConsult also predicts the focus on optical payloads with 71% predom-
inance and radar instruments with 8%, with the rest of the missions composed of GNSS instruments
or a combination of instruments. Hence, optical payloads are assumed. The payload is expected to be
of type II, requiring a high speed data link to the main avionics. This leads to a design adaptable to a
large variety of missions. The following list compiles the main characteristics of the reference mission:

e Earth observation constellations.

LEO - 300km to 1300km altitude, 0°to 98°inclination.

50kg to 200kg satellite.

Up to 200W of total S/C power.

Up to 500Mbps downlink.
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e Optical payload - up 400Mbps of raw payload data, requiring up to 64GB of storage.

The following chapter takes into consideration these findings and selected reference missions to
develop high level requirements. These translates into a organized list the implications of the selected
reference missions on the avionics system.






High Level Requirements

Earth observation constellations were found to be an use-case which could benefit from an in-
tegrated avionics solution leveraging COTS components. A summary of the characteristics of these
constellations was presented on the previous chapter. The following step in the system design is to
write high level requirements.

The initial high level requirements are of major importance. They establish the first direction the
project must take and support all other developments from this point onward. These requirements
are divided into functional and non-functional ones. They are written with special caution to not cause
any unnecessary restrictions in later stages of the design process, whilst supporting concept selection.
Hence, they are not particularly detailed or technical.

In this chapter, the project’s high level requirements are described with a requirement list provided
in annex C.2. At the end of this chapter, the baseline specifications for the avionics design shall be
clear to reader. Following this chapter, it is possible to begin designing and selecting concepts that
might fulfill the project’s goal.

5.1. Functional requirements

The functional requirements describe the high level functions expected from the avionics system,
related to section 3.1. As it is mentioned in the introduction and concluded in the previous chapter, this
project strives to produce a design able to integrate multiple avionics functions in a single package,
thus reducing recurrent engineering costs. Therefore, it includes functions related to TM/TC, PLIU, I/O
interface, C&DH and AOCS. The system is also envisioned to receive a 28V unregulated power input
from the S/C platform and provide regulated secondary voltages internally as needed.

The central functionality of the system is the C&DH of the platform by running a real-time operating
system. This shall be able to coordinate task execution, monitor the S/C and operate any other avionics
units. For that end, it shall provide processing power, data storage and interfaces to the exterior. The
minimum set of interfaces shall be a serial data bus, analog interfaces, time and clock sync. The unit
shall be able to both receive these clock and sync signals from external units as well as distributed
them internally and externally. This functionality is commonly known as an OBC in other commercial
products.

In order to stabilize and point the platform to its target, the system shall be able to interact with
AOCS peripherals. These can be either digital or analog interfaces according to the platform. Processing
power is required to run the AOCS algorithms. According to the previously performed research, it is
expected that 20 AOCS peripherals are connected, including nominal and redundant units. Location
data is provided by an external GPS unit. At least one propulsion units is to be interfaced via serial
interface.

Data layer coding/decoding of telemetry/telecommands is expected. The CCSDS standards are
to be implemented along with the ability to interface with nominal and redundant RF units via serial
interfaces. The TM/TC function is also expected to gather telemetry data from each system unit as
well as distribute telecommands.
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Following the conclusions in 4, the avionics unit shall support the expected payloads for EO appli-
cations. This includes two distinct payloads per platform to be controlled via a serial interface with at
least two high speed differential pairs for data transfer per payload. Regarding the payload data, a
minimum data rate of 400Mbps per payload is to be supported with ability to store more than to 64GB
of observation data.

A list of the discusses high level functional requirements is presented in annex C.2.1.

5.2. Non-functional requirements

The non-functional requirements dwell on characteristics and constraints on the avionics system.
The main categories found to be important at this stage are the ones related to dependability, envi-
ronment definition, SWaP and cost.

As concluded in chapter 4, the typical EO mission has a duration of 5 years in LEO aboard a 50kg
to 200kg satellite. These orbits have altitudes between 300km and 1300km at both low and high
inclinations. Operating temperatures are expected to fluctuate between -30°C and +60°C according
to similar products. The system shall handle these conditions, in particular the challenges associated
with the radiation environment both in terms of TID as well as single event effects.

As one of the main aspects of this thesis project, dependability figures are to be taken into con-
sideration since early stages of the design. These depend strongly on the application environment.
The system shall operate without significant performance and functional degradation for a minimum
of 5 years in the expected orbits. Lower limits for availability are set at this stage at 99.9% (8h 46min
downtime per year) in the worst case conditions, expected to be encountered at solar maximum. Also,
the availability shall be maintained autonomously with minimal ground intervention.

Physical characteristics are roughly defined in order to maintain competitiveness in the market.
Physical envelope shall be smaller than 200 x 200 x 200 mm with a combined weight with casing of
less than 5 kg. Peak power consumption shall be lower than 40W at end-of-life (EOL) . Typical power
consumption should be less than 20W.

The avionics shall make use of COTS parts as much as possible, not subject of third party access
restrictions such as ITAR. It shall provide tailoring to the mission both in terms of functionality as well as
performance without requiring major redesigns. Additionally, internal redundancy shall be supported.
For that end, modularity is expected with no negative significant effect on the dependability figures.
Rough order of magnitude (ROM) cost of components should be lower than 100000€.

The list of non-functional is found in annex C.2.2.

5.3. Key, killer & driving requirements

In this section, the most relevant requirements will be identified and categorized. The key require-
ments are those that have the largest influence on the reaching the project’s goal, providing an answer
to the research questions. The driving requirements are those that are likely to have a large influence
on the design, hence they drive the design. Finally, the killer requirements are those that are already
identified as being extremely hard to achieve.

The key requirements are thought to be the goal to design an avionics suite with all the expected
functions whilst using of COTS components (HLR-O04). Achieving this functionality level with mainly
COTS components is fundamental to reduce recurrent engineering costs and potentiating the small
satellite market.

The most important driving requirement is the 99.9% availability in worst case conditions, as the
widespread use of COTS components requires additional design features in order to achieve this figure
(HLR-R04). This requirement represents the design challenge accepted for this thesis project.

Finally, no particular killer requirements were identified at this stage of development. It is thought
that the technical characteristics and dependability potential of COTS components, as will be demon-
strate in chapter 10, combined with appropriate fault handling methods are able to fulfill the purpose
of this thesis.

5.4. Requirement verification

At this stage of the thesis project, it is still premature to establish hard requirements and require-
ments verification processes. As mentioned, these high level requirements mostly perform a steering
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function, improving the definition of the project, its challenges and novelty factors.

The thesis project will stay on the analysis level and, subsequently, so does the verification process.
It is not expected to build a prototype or a complex computer model of the entire system. Still, it is
expected that, at the end of the project, dependability figures related to the radiation challenge are
achieved. Such analysis, complemented with literature resources, will provide a satisfactory verification
process able to support the conclusions of the project for further development outside the scope of
this document.

5.5. Conclusions

High level requirements were presented in this chapter. These represent the first definition of the
system to be built following the research of the previous chapters. Analysis of the most important
requirements was performed.

An highly integrated system is expected to be designed. One that is able to substitute other avionics
units, becoming the center of the S/C system. The target of this system is 5 year EO missions in LEO,
with launch masses between 50kg and 200kg. A target availability of 99.9%, or less than 8h 46min
downtime per year, requires a certain level of autonomy which distinguishes this system from other
COTS based systems.

The following step in the design process is the discovery and selection of concepts. A number of
these concepts are presented and discusses. It shall advise on functional allocation and ability to meet
non-functional requirements.






Concepts

The previous chapters focused on the initial definition of the project including its relevance, market
positioning and basic requirements. Now, the first steps into the actual design of the avionics suite are
taken. The first design possibilities will be presented and at the end a clearer vision of what to achieve
will be formed.

The first section of this chapter is an high level discovery of avionics architecture concepts. With
the use of a discovery tree, multiple concepts will be explored, described and exemplified using satel-
lite missions, COTS products or research papers. Visuals will help better understand the differences
between each concept which is necessary for the following step: a trade-off. An in-depth analysis of
each concept with respect to a selected nhumber of parameters will assist the aforementioned trade-off
to select the most adequate concept. After this selection takes place, it is possible to dwell deeper into
the concept, better map functions and high-level requirements into an initial design.

At the end of this chapter, these issues shall be handled, to generate a rough definition of the
architecture along with supporting technologies required. This shall make it possible for the next
chapter to define more concrete system requirements that will further define the avionics suite.

6.1. High level design option tree

A design option tree is commonly used as a brainstorming tool to identify all possibilities for a design
without overlooking possible solutions. By hiding details of the implementation it avoids distractions at
the same time it allows for organized decision making [17]. Hence, it is used as the first step towards
selecting a baseline conceptual idea of the avionics architecture.

The tree in figure 6.1, is divided into three main branches according to the distribution of functional-
ities behind each concept. The left branch contains all concepts where functions are mostly centralized
in a specific unit. The center branches represents the antagonistic idea, where all functions are dis-
persed inside the system as deemed necessary. Finally, the right branch combines both ideas into a
set of concepts that include a centralized piece in the avionics although de-centralization of functions
is also accomplished.

Each of these three branches is represented by a letter, A, B and C, and each concept within those
branches is identified by a number. Exemplary implementations are mentioned and used as a visual
description. Major advantages and disadvantages are mentioned briefly, as they will be further explored
in the following section.

35



36 6. Concepts

High Level
Architecture
Concepts
e e N
C.10BC +
Al StarTopoIogy} > B.1 Cellular > Payload Router
\ \ J

-~

B.2 Single Router
network

s A
C.2 Supervisor +

> Payload Router +

Micro-controllers |

>

A

A 2 Bus Topology

|

'S 'S - 3
C.3 Supervisor +

B.3 Multiple s
> ) > single Router
L Routers Network network
'S 'S 3\
L,  B-4Micro- |,/ C.4 Supervisor +
controller network micro-controllers
\ \ J
S
Ly| C-5 Supervisor +

routers
|

Figure 6.1: High Level Design Discovery Tree

6.1.1. Centralized

For centralized concepts, there is a unit that handles all or most of the systems functions. It is ade-
quate when functionality and interface requirements are reduced. However, when multiple concurrent
functions and interfaces are required, a single unit is often not the most adequate implementation due
to size constraints.

A.1 - Star topology

In a star topology such as the one of figure 6.2, peripherals are connected to a central unit via
point-to-point interfaces. All the functionalities are provided by this unit so it enables high integration
and small form factor. Due to those factors, it is the most common topology for nano- and pico-
satellites. However, it also brings some disadvantages, most noticeably the limitations in achievable
computational power and also the large number of point-to-point interfaces required as the S/C size
increases [82].

A.2 - Bus topology

A variant of the star topology that still retains centralized functionality is the bus topology. In this
concept, one or multiple data buses connect the electronic equipment to the OBC. This characteristic
contributes to a reduction in number of interfaces although it has an extra disadvantage. In this
topology, the bus might become overloaded with simultaneous communicating peripherals. In this case,
a fast data bus is required with adequate data control to allow priority packets to be sent expeditiously.
This topology can be seen on the 10kg Nano-JASMINE, based on the PRISM project from the University
of Tokyo [83], in figure 6.3.

6.1.2. Distributed

The distributed branch include concepts where functions are distributed across different units. A
particular case is referred to as subsystem intelligence as this usually translates into processing power,
in the form of microcontroller or FPGA within each sub-system to enable a certain level of autonomy.
Nevertheless, this category also includes concepts where functions that do not require dedicated pro-
cessing power, such as I/O interfaces or data storage are distributed across dedicated units. This
division allows individual units to adapt to specific mission requirements.
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power subsystems. Credits: Intelligent Space Systems Laboratory at the University of Tokyo, Japan

B.1 - Cellular

Inspired by biological organisms, the multicellullar architecture is a concept put forward by Erlank
et al from the Surrey Space Center of the University of Surrey [6]. The research proposes to solve the
reliability issue of small satellites by designing identical, fault tolerant hardware blocks that behave and
interact as electronic counterparts to multicellular living organisms.

The proposed artificial cell (figures 6.4 e 6.5) is composed of a MCU, the counterpart of a cell
macromolecular machinery, FPGAs as proteins for interacting with external devices and a non-volatile
memory as the DNA. This ‘cell’ has internal buses that enable the reconfiguration of the block if an
FPGA is faulty, reprogramming the surrounding FPGAs from the non-volatile memory. This method is
thought to increase reliability as functionality is recovered when a fault occurs.

An advantage of this innovative concept is the possibility to distribute functions across ‘cells’ as
needed. Since the entire system is composed of identical interconnected cells, it is entirely reconfig-
urable to fit the requirements at each epoch of the mission. Nevertheless, such concept requires an
immense validation effort, although its feasibility as an ADCS controller for CubeSats was demonstrated.
Despite the increased reliability in lower operating modes (with the possibility to be further improved
by adding ‘cells”), it was found to consume approximately 77% more power than an integrated, COTS
ADCS solution and predicted to be 30% less reliable than the COTS competitor in its full operating
mode after a year of operation [7].

B.2 - Single router network

In order to avoid overloading the data bus(es) and expedite data transfers, a router can be employed
to interconnect modules with high speed data transmission requirements. As Jiang et al suggested [82],
payloads, storage modules, processing modules and others could benefit from having a centerpiece
router as dedicated interface between them (figure 6.6).
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composed of four proteins used on the 3U SME-SAT as an ADCS

controller connected to an array of individual components. Cred-

its: Surrey Space Center [7].

This concept adds a layer of complexity, in comparison to a centralized architecture, as a router
network is harder to implement and test with limited experiences in space applications [84]. However,
it can achieve high data transfer efficiencies as all elements are interconnected via the router.
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MASS IMAGE
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Figure 6.6: Concept B.2: ExoMars SpaceWire Data-Handling Architecture composed of a central router that connects all
instruments and camera to the processing units and mass memory [8].

B.3 - Multiple routers network

Similarly to concept B.2, it is possible to imagine a concept that utilizes more than a single router
[82]. This enables more than one network to be designed according to the needs of the S/C and for
those networks to be reconfigured during mission lifetime or in the case of a failure. It also makes it
possible to segment subsystems and create a network inside each subsystem, isolating it from a shared
bus or network. Such concept is shown in figure 6.7.
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Figure 6.7: Concept B.3: ASNARO SpaceWire Data-Handling Architecture. A router connects all the platform electronics whilst
a separate SpaceWire network connects the AOCS sensors and actuators to the AOCS computer [8].

B.4 - Micro-controller network

The last distributed concept relies on the use of micro-controllers to provide functionality and inter-
face control between components and sub-systems. Bus or point-to-point connections can be estab-
lished to and across MCU in order to spread functions and redundancies as required. In this concept,
seen in figure 6.8, each MCU is the focal point of the architecture. It enables the design to be similar
across subsystems. An example for this architecture is seen on the LUMIO satellite, a 20kg, 12U Cube-
sat to "observe, quantify, and characterize the meteoroid impacts by detecting their flashes on the
lunar farside” [85]. The mission has an AAC Microtec Sirius C&DH unit has central OBC, in addition to
two GomSpace processors based on the Zynq 7000 SoC, one as PLIU and the other as AOCS controller.
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Figure 6.8: Concept B.4: Illustration of the main nodes of the TUBIX20 bus. Each node has its own processing power in the
form of a ucontroller. Image credit: TU Berlin.

6.1.3. Hybrid

The definition of an hybrid concept is that where functions are not totally distributed across subsys-
tems. Some overarching functions may be concentrated in a unit, namely those functions related to
supervisory roles. In this context, a supervisor implements functionalities that directly affect multiple
other functions and/or systems such as functional monitoring, reconfiguration, active control of units
and/or components.

C.1 - OBC + payload router

For S/C that have multiple payloads generating data, a hybrid architecture might be an interesting
possibility. It consists in an added router that creates a network between those payloads and other
relevant functional units for faster data exchanges. In the architecture of figure 6.9 for example, a
SpaceWire router is used to connect two payloads to a mass memory, computational and communi-
cations units. The payload system is therefore isolated from other systems and does not share the
same data paths, minimizing its impact on other units. Besides the increase complexity in the design,



40 6. Concepts

it improves efficiency in handling payload data as this is only shared between relevant units. Low and
high speed data buses can therefore be created.
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Figure 6.9: Concept C.1: Lunar Reconnaissance Orbiter data-handling architecture. In this architecture a router is used to
connects the payloads to the command and data handling computer and to the communications systems [8].

C.2 - OBC + payload router + micro-controllers

For those mission where a complex network of systems and payloads are implemented, concept
C.2 is a possible architectural solution. A main OBC provides support and control over PLIU. This PLIU
has its own computational power and router capabilities in order to interface with a large number of
heterogeneous payloads. BepiColombo mission implemented such a concept as seen in figure 6.10.

The benefits of this implementation are more obvious for highly complex scientific missions. In
these cases, a router supports and manages digital interfaces to many payloads thus reducing the
complexity of a point-to-point interface. However, with I/O capabilities of modern MCU and SoC, a
router is unnecessary if the expected number of elements is reduced. Additionally, the variety of
interface protocols of COTS AOCS peripherals preclude the use of routers, namely the ones based on
SpaceWire, for these functions.

C.3 - Supervisor + single router network

Similarly to B.2, there is a single router has centerpiece of the architecture. It connects both discrete
peripherals as well as entire subsystems and units. There is an additional functionality that assures
system reliability, mentioned as a supervisor. Although it adds some complexity to the architecture
described in concept B.2, this architecture, as put forward by Magbool [86], is aimed at mitigating
SEFIs at a system level. The implementation of this concept, as described by Magbool is shown in
figure 6.11.

C.4 - Supervisor + micro-controllers

Comparable to the previous concept, C.4 is an variant of B.4 where each subsystem has one or
multiple MCUs and a central unit has a supervisory role. This can be seen in the system architecture
of the KySat-2, where a "heartbeat monitor” function in the central unit is able to perform hard-resets
of the multiple MCUs as a fault tolerance and mitigation strategy, as seen in figure 6.12.

C.5 - Supervisor + multiple routers network

The final concept, C.5 is described as a distributed architecture, with multiple units connected via
an array of routers and controlled by a supervisor unit. This allows satellites with a large number of
sensors and components to be connected without a significant cabling and mass overhead. An example
is seen in the BepiColombo Mercury polar orbiter data-handling as seen in figure 6.13.
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Figure 6.10: Concept C.2: BepiColombo Mercury magnetospheric orbiter data-handling architecture. "Each instrument is
connected using a point-to-point link to the mission data processor, which contains two data-handling units, each of which
contains a central processing unit and a SpaceWire router” [8].

6.2. Concepts trade-off

The aforementioned concepts are a good starting point for the system design. It is necessary
to further select a general architecture in order to move on with the design. In this section this
selection will be performed by means of direct eliminations and trade-offs, all fully justified. A number
of parameters for analysis and trade-off were considered in order to guide the discussion. At the end
of this section, the multiple concepts will be reduced to a single most interesting one to be further
developed.

6.2.1. Trade-off parameters
The following parameters were considered as the most important ones for this trade-off. The
definition and reasoning behind the selection of these parameters is as follows:

« Innovation: A thesis project must provide some new information and/or innovation to the field,
in this case aerospace, so innovation is an important factor. In particular, a new approach to
satellite avionics is to be formulated. Just applying the same concept and design a new avionics
system will not suffice. A high score in this parameter is related to a high innovation factor.

« Innate fault tolerance: This parameter is related to the level of fault tolerance that can be
expected from the architecture. Since high dependability, most concretely availability, is one
of the major drivers of the system, it is important to determine from early on if the design
concept supports fault tolerance and reconfiguration techniques. A high score in this parameter
is indicative of a concept that enables the introduction of elements to increase dependability
figures.

o Complexity: The complexity of the concept and predicted implementation. An avionics system
is, by nature, complex. However, features that increase complexity with minimal benefit make
the design more prone to faults and shall be avoided. A high score is indicative of low complexity
to benefit ratio.

» Performance: It should be forecasted if a concept will be able to match the expected per-
formance considering the usage of commercial technologies. A concept which is thought to
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Figure 6.11: Concept C.3: System topology where a center router is used to link all units together in addition to a supervisor
unit that provides SEFI detection and recovery amongst other functions [9].

negatively affect the overall performance of the system (for example: processing power, data
bandwidth, power consumption) will have a lower score.

e Cost: This parameter encompasses all costs related to the system. It is mainly affected by the
complexity of the system and consequent increased design costs and the level of commercial or
space-grade components it requires. A high score in this parameter is a consequence of lower
expected costs.

* Power: The reference S/C for this system is expected to have either body mounted solar panels
or “wings”. In both cases, available power is restricted so the avionics suite must have a reduced
power consumption. A high score in this parameter is related to low power consumption.

6.2.2. Concept analysis

Section 6.1 presented eleven different concepts, organized into three categories. This large set of
concepts was compiled with the goal to acquire as enough information to propel the following phases
of the project. However, some of these concepts are not useful to be considered in later stages as
they do not fulfill the paradigm of the project. Taking that into consideration, seven concepts were
promptly eliminated prior to the trade-off process. This signifies that these concepts are thought to be
inadequate as main design form-factors. However, some of their principals or ideas can still be applied.

Category A of figure 6.1 presents two concepts based on a centralized architecture. Widely used
in CubeSats, where distributed architecture are hard to apply due to the innate SWaP restrictions of
the form-factor, centralized architectures are deemed to be inadequate to handle larger, more complex
S/C. In particular, a centralized architecture naturally represents a single point of failure which would
negatively affect the dependability figures of the avionics suite. A fault of the central OBC has the
possibility to cause catastrophic failure of the entire S/C. Not withstanding, the hard performance,
dependability and functional requirements imposed in that central unit by this design are against the
fundamental ideas and project objective. It is thought that such a design would require a large number
of qualified components which would preclude a COTS-based system.

Concept B.1 "Cellular’ is a futuristic concept from Surrey Space Center. The distributed architecture
is inspired in the resilience of nature, from which one is expected to learn a lot on highly reliable
systems. The results presented so far are mixed, showing some increase of reliability at the expense of
increased power consumption and complexity [7]. This original idea should, therefore, continue to be
pursued by the same researchers as any work performed by this thesis would hardly add any significant
contribution to the scientific community. For those reasons it was decided to not pursue this concept.

Concepts considering the use of routers as design centerpiece were eliminated due to a number
of factors. First, the lack of heritage in small satellites. This would make it difficult to perform any
validation by similarity and would require an entire new approach as a thesis project. Second, the use of
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Figure 6.12: Concept C.4: A distributed architecture where a supervisor function is incorporated. The architecture of Cubesat
KySat-2 seen in the figure applies this concept through a "heartbeat monitor” function [10].

routers requires additional hardware and software design in addition to becoming single points of failure
of the design. SpaceWire routers are the most common application of routers in space applications.
However, multiple interfaces besides SpaceWire, including analog signals, are to be expected, which
are not compatible with router networks. Hence, concepts B.2, B.3, C.3 and C.5 were eliminated.

Following these considerations, four concepts remained, B.4, C.1, C.2 and C.4. These will be
trade-off against each other in order to identify the most promising concepts and ideas for further
development. The following paragraphs present the most noticeable upsides and downsides of each
concept.

B.4 - Micro-controller network
» Upsides: This approach allows for all modules to be interconnected via one or more buses. It
is a rather simple implementation where functions are distributed so SPOF are not so remarkably
present. Component costs are also reduced due to the wide variety of commercial products to
choose from.

* Downsides: Designing a data bus with a large number of nodes poses hard implementation
problems related to signal propagation, line reactance, clock jitter besides other issues.

C.1 - OBC + payload router
» Upsides: From a high level perspective, this concept is a payload focused one, where the avionics
is design around a central payload and its needs. The dedicated network for payload data allows
easy flow of large amounts of data.

« Downsides: In addition to the cost inherent to router networks for space, more complexity is
expected in order to design the other data connections for non-payload related functions.

C.2 - OBC + payload router + micro-controllers
e Upsides: As the central unit of concept C.1 is replaced by a supervisor and micro-controllers,
some benefits are introduced and downsides removed. In particular, the benefits of the distributed
architecture are brought back from concepts B with the addition of a centralized supervision that
supports fault tolerance and handling.

14

* Downsides: Following the analysis of concept C.1, the SPOF in the router and “chicken and egg
problems are maintained. However, the SPOF in the OBC is eliminated. Adding the supervisor as
an extra node in the system may also contribute to complexity and cost parameters.
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Figure 6.13: Concept C.5: BepiColombo Mercury polar orbiter data-handling. A shared memory unit is linked to 9 payloads
and two downlink systems via 4 routers. Additionally, an OBC commands and supervises the operation of the payloads. [8].

C.4 - Supervisor + micro-controllers

« Upsides: Supervised micro controllers allows distribution of functions across multiple compo-
nents and interconnection between them. A centralized supervisor can also improve dependability
without major overhead.

* Downsides: A dependable supervisor is required in order to improve the dependability of its
adjacent systems. Hence, qualified components are to be expected which add significant cost
penalties.

6.2.3. Pugh matrix

A Pugh matrix was selected as an effective tool to visualize and review the analysis described in
the previous paragraphs. As seen in figure 6.14, the parameters/criteria described in 6.2.1 are placed
on the left side and a weight factor from least important, 0, to most important, 10, is attributed to
each one. For each concept/criteria combination, a rating from 0 to 10 is given, with lower scores
representative of negative contributions and higher score positive contributions as explained in 6.2.1.
The rating multiplied by the weight factor gives the ‘weighted’ score which, summed with all other
‘weighted’ scores of each concept gives a final score. The final scores are seen on the bottom of the
figure. A higher score is therefore representative of a more adequate concept. A color scale for the
‘weighted’ score and another for the total score is also implemented to quickly visualize the upsides
and downsides of each concept and also the most and least adequate concepts. Red represents low
scores and green higher scores, with intermediate values in shades of yellow and orange.

From figure 6.14 it is seen that concept C.4 "Supervisor + Micro-controllers’ is the one with the
highest score on the Pugh matrix. Despite the low score on complexity due to the fact that it inte-
grates multiple micro-controllers and an additional supervisor, which poses design and qualification
overheads, it is expected to have good performance and innate fault tolerance. The use of multiple
controllers allows wide functional allocation to improve performance and efficiency at the same time
that a supervisor ensures dependability. Therefore, this concept will be used as a basis for the proposed
high level design in the following section.
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Pugh Matrix
Concepts B.4 - Micro- C.1-0BC+ ‘F:,':y'losa“dp;r:l';::: C.4 - Supervisor +
Crlt eri a controller Network Payload Router Micro-controller Micro-controllers
Weight factor | Rating | Weighted | Rating | Weighted | Rating | Weighted | Rating | Weighted
Innovation 6 4 24 5 30 8 48 6 36
Innate Fault tolerance 6 6 36 3 18 7 42 8 48
Complexity 2 6 12 6 12 4 8 4 8
Performance 7 9 63 8 56 7 49 85 595
Cost 6 5 30 4 24 2 12 3 18
Power 5 3 i) 7 o 3 i) 4 20
Total Score 180 175 174 1895

Figure 6.14: Pugh Matrix for high level concept trade-off. Notice that concept C.4 is the one with the highest score, followed
by B.4, similar concept but without a supervisor. The highest contribution for the trade-off is in the form of the performance
parameter, since it has a high weight and high score for this concept.

6.3. Proposed high level concept

Following the results of the Pugh matrix (figure 6.14), a decision to pursue concept C.4 was made.
The high level analysis, high level requirements and a preliminary FMECA analysis (see annex B) guided
the design of the proposed concept. Visible in figure 6.15, this is the baseline design that will guide
the creation of more specific requirements and the detailed design of the system.

The proposed concept is based on a distributed architecture. It is constituted by a power supply
and distribution unit, a supervisor and redundant OBC and PLIU boards. The PSDU is responsible for
supplying the avionics suite and connected peripherals with regulated power lines, derived from an
unregulated 28V supply from the main S/C power unit. Embedded in the PSDU is a supervisor, based
on a reasonably priced rad-hard microcontroller *, that oversees the status of nominal and redundant
OBC and PLIU. From the preliminary FMECA analysis it was concluded that functional monitoring of the
avionics was required in order to achieve the dependability goals. For that reason, a supervisor unit
inside the PSDU is considered in order to implement FDIR solutions. At the highest level, the supervisor
is able to detect anomalies in the behavior of the system and provide, besides other actions, timely
activation and contextualization of the redundant units. In addition, redundant units for the OBC and
PLIU were selected as fault recovery methods in both first and lower levels procedures.

The OBC unit provides three functions: C&DH, TM/TC and AOCS. The nature of these functions
allows them to be clustered in a single unit, possibly powered by a single SoC. The unit also provides
the necessary interfaces for these functions.

The PLIU is responsible for handling of the payload(s) via the required interfaces. It controls
the payload, pre-processess the observation data and stores it in a non-volatile memory. One or a
combination of data processing chips (SoC, DSP or ASIC) are expected to be utilized. The OBC and
PLIU units can be connected (blue line) if deemed necessary in later stages of the design . ?

6.4. Conclusions

In this chapter, a number of high level concepts for the avionics system were described, traded-
off and finally one was selected. The research put into compiling multiple concepts allowed for an
overview of the existing solutions employed in satellites and also concepts proposed for the future.
Some concepts, such as the ones involving routers were concluded to be too expensive both in terms
of complexity and component cost to be adequate to this paradigm. Additionally, a supervisor unit
was found to be required to achieve the high availability whilst maintaining the COTS, cost-effective
paradigm. For the completion of the Pugh matrix, a thorough reflection of each concept was required,

1At this stage of the design process, the intent is to use one of the microcontrollers in A.4.
2From this point onward, the multiple functions of the avionics (C&DH, AOCS, PLIU, Supervisor, PSDU, TM/TC) are mentioned as
avionics subsystems for clarity. Note that this is an internal sub-division of the avionics and it is distinct from S/C subsystems.
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Figure 6.15: Proposed high level architecture.

which gives confidence on the suitability of the proposed concept. This proposed concept sets a
baseline design to build upon on the following chapters and will be followed until the end of the thesis.

Innovation in the concept of figure 6.15 is related to the integration of all the mentioned functions
inside a single avionics suite. The concept derives ideas and functionalities from larger, more expensive
spacecraft, such as reconfigurable redundant units and powerful payload interface unit, whilst empow-
ering solutions utilized in CubeSats namely the condensation of functions in a single MCU with all the
required connectors under a single casing. To the aware of the author, such a system target at 50kg
to 200kg satellites is not yet available.



System requirements

This chapter is dedicated to the definition of system requirements. This will be accomplished with
the help of functional flow block diagrams and interface control documents for peripherals when nec-
essary. These requirements will improve the understanding of the system to be designed and allow
for verification at the end of the project.

The chapter is divided into sections that represent the subsystem for better readability. A description
of the requirements for each section is given whilst a full requirements list is provided in annex C.3.
Said requirements are analyzed to determine key, driving and killer requirements.

At the end of this chapter, the reader shall understand the requirements of the avionics unit and
their impact on the system design. This represents the last phase before the actual design process
begins.

7.1. AOCS

The AOCS subsystem interfaces with a selection of mission dependent peripherals according to their
specificities, by converting their output data into a signal readable by a micro-controller and producing
a control signal according to the available interfaces of the peripheral. Additionally, for some devices
it is also necessary to supply power although the design of this functionality is out of scope for this
thesis. The most relevant AOCS high level function to be further analyzed is related to the control of
peripherals as in requirement HLR-A02. The functional flow diagram is seen in 7.1.

An analysis of the AOCS subsystems in representative spacecraft (n=10) was performed in order
to support the requirement definition process (see annex A.3).It presents the type, number and in-
terfaces options of AOCS peripherals expected for EO applications. The variety of interface protocols
is noticeable both inside and between spacecraft. The proposed system is expected to cope with this
variety with low recurrent engineering efforts. For that end, a variety of AOCS peripherals was compiled
and analyzed (see annex A.2) in order to improve understanding of these issues. Peripherals from A.2
were selected in the basis of their applicability and availability of interface control documents (ICD) as
use-cases. The selected components are:

Sun sensor
Solar MEMS SSOC-A60

The "Sun Sensor on a Chip A60’ from Solar MEMS is a two-axis, low-cost analog sun sensor for high
precision applications. It consists of four photodiodes, each generating an analog output, plus a ground
line. A digital version with RS-485 outputs is also available. It was selected for being a flight-proven
COTS device targeted at cost-effective small satellite applications with available documentation online.
Each satellite is expected to have four of these devices [87]. As seen in A.2, analog sun sensors are
still common, posing particular signal conditioning requirements.

Star tracker
TERMA T1
The T1 optical heads and electronics units are star trackers designed under ESA contract for high
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Figure 7.1: Function flow of the control of AOCS peripherals. The circle with cross symbol in the diagrams represents a logical
"OR".

reliability and low recurrent costs. The two devices offer SpaceWire interfaces to the S/C platform. If
only the optical head is installed, captured images are directly sent to the S/C’s OBC. The electronic unit,
when installed, makes use of a LEON3-FT processor for autonomous attitude determination. The T1
star tracker suite was selected since it provides SpW interfaces and due to the fact that it represents
the possibility of the S/C owner to select either autonomous or non-autonomous star trackers thus
requiring star tracking at the OBC [88]. It is expected that two star trackers heads are present in the
S/C.

Reaction wheels
Sinclair Interplanetary RW3

A reaction wheel for small satellites with built-in speed, torque or current control can be found in the
RW3. It has flight heritage with 44 units in orbit since 2016. Its ICD provides valuable information for
the definition of requirements for general reaction wheels. The device can be found with two RS-485
pairs which may be used as two half-duplex 2-wire buses, or used together as a 4-wire bus. One of
the RS-485 pair may be exchanged by a CAN bus. The device as an operating range between 20V and
36V [89]. It is common to use four reactions wheels per satellite, using similar RS-485, RS-422 or CAN
interfaces, as seen in A.2.

GNSS
GPS-601

GNSS modules are utilized for navigation purposes in LEO satellites handling the RF-front end before
outputing position, velocity, time and PPS signals. The GPS-601 GNSS receiver from SpaceQuest is
a flight proven design that tracks GPS, GLONASS, Galileo and BeiDou constellations to provide such
outputs. Data interface is via serial RS-422 or CAN ports, and sync and reset signals via LVTTL I/Os. The
expected data rate is below 1Mbps [90]. Other devices in A.2 were found to have similar functionality
and interface options.

Magnetorquers

Sinclair Interplanetary TQ-40
A generic magnetorquer consists in a copper wire coil around an open or ferromagnetic core that
produces a magnetic dipole varying with the flowing current. In the case of the TQ-40, a 40Am? dipole
can be achieved. To control the current, a driving circuit taking a pulse-width-modulation (PWM) signal
is employed. Sinclair Interplanetary offers the TQ-40 with H-bridge or current control circuits controlled
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over a CAN or RS-485 bus, or without any driving electronics [91], much like other manufacturers. Both
options shall be supported. Three magnetorquers are expected.

Magnetometers

New Space System NMRM

This magnetometers provides x, y and z-axis magnetic field component measurements. It con-
tains all sensing, analog to digital conversion and processing features required to produce an digital
measurements of these components over a RS-485 output. It is powered by regulated 5V DC supply.
Analog outputs are also a possibility to be considered.

Fiber optic gyroscopes
Honeywell GG1320AN

Fiber optic gyroscopes are used in space applications for their reduced sized and high accuracy. The
GG1320AN from Honeywell is a ring laser gyro that returns a frame of data containing gyro status
and angle when it receives a sampling pulse. This rate of sampling is, therefore, determined by the
user and, according to its ICD, the maximum guaranteed sample sample frequency is 1.6 kHz for the
GG1320AN1X gyros and 5 kHz for the GG1320AN2X gyros. When not pulled, the serial output port is
set on tri-state, allowing a pseudo-multipoint configuration on RS-422. The data is then provided at
1 Megabaud which is similar to competitors. The instrument is powered by a 15V and 5V regulated
power supplies [92].

7.2. TM/TC

The TM/TC functions of the avionics are responsible to provide the interface between the RF front-
end equipment and the satellite (data link layer or layer 2 of the OSI model [93] ). A survey of satellite
RF-units (transceivers, transmitters and receivers) concluded that these units work on the physical
layer which includes signal modulation/demodulation, signal generation, mixing/demixing and power
amplification. Although some units, in particular for micro-satellites, include layer 2 features, such as
data packetization and encoding, the avionics system is focused on these data link layer processes.

Two functional diagrams were created to better understand the requirements applicable for this
functions. In figures 7.2 and 7.3 the functions related to telecommand and telemetry are described,
respectively. For clarity, a distinction is made between data before and after data link layer protocols
have been applied. Data flowing from the RF unit is transformed from uplink data into telecommands
as it is processed in the avionics. For outflowing data, it is transformed from telemetry data into
downlink data as layer 2 protocols are applied. In the cases where layer 2 protocols are applied in the
RF front-end, telemetry can flow directly to the RF unit. The inverse happens for telecommands.

7.3. Payload interface

The interfaces and functions related to the payload(s) are extremely important in the context of this
system since it is directed to EO applications. For that reason, two high level functions were selected
to be further analyzed in order to establish requirements. In figure 7.4, the gathering of payload
telemetry is distilled into multiple functions that need to be accomplished namely receiving, processing
and storing of data of multiple formats. Additionally, the control of the payload(s) is also reviewed
since it involves multiple steps related to the generation of commands, storage of those commands as
housekeeping data and correctly interfacing with the payload’s data input lines (figure 7.5).

There are two payloads to be considered. Both require one or more LVDS interfaces for high speed
data transfer. There shall be at least 3 LVDS interfaces in the system for payload data. This raw data
shall then be pre-processed or stored in non-volatile memory. The level of pre-processing, either by
applying compression algorithms, clever image processing techniques or others shall be supported and
is mission-dependent. Non-volatile memory size is also mission dependent and shall be at least 64GB.
The system shall also control the payloads and this is expected to be achieved via a CAN bus and two
discrete commands. It shall be possible to substitute the CAN bus by other serial interface without
much overhead.
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7.4. C&DH

The command and data handling subsystem is responsible for the general operation of the satellite
and schedule on-board tasks. Since its tasks are more easily defined, no functional diagram was
deemed necessary to complement the requirement definition. It is however important to stand out
that the C&DH is also responsible for handling general I/O’s that do not fit the other subsystems and
also for the collection of relevant telemetry to operate the S/C operating system.

7.5. Supervisor

As mentioned in the previous chapter, a supervisor subsystem, embedded inside the PSDU is ex-
pected in this avionics architecture. This subsystem implements FDIR policies for dependability assur-
ance so it requires functional and fault mode analyzes in order to be correctly designed. A functional
diagram (figure 7.6) visualizes some of the supervisor functions. This will help to understand how it
operates, what interfaces to establish and support some requirement definition. Since the supervisor
functions are complex and highly dependent on the general architecture of the avionics, it is expected
that this subsystem will gradually evolve as the avionics is developed.

7.6. Non-functional

Non-functional requirements were kept constant to the ones defined in 5. The ones that are ex-
pected to have a greatest impact on the system design are the ones related to RAMS. Interface number
and protocol were consolidated.

The consolidation of system interfaces shows what are the peripherals connected to the avionics.
It hints at the positioning of the avionics as the core of S/C. Figure 7.7 is the result of this exercise.

7.7. Requirement analysis

Following the definition of system requirements it is clear by this point the functions and main
characteristics of each subsystem. A reflection on the written requirements enables a better under-
standing of the system as a whole and subsystems in particular. Moreover, the identification of critical
requirements provides guidance for the design stage of the next chapter.

A selection of system requirements will be presented as the key, killer, and driving requirements,
much like previously performed for high level requirements.
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The key requirements identified and their reasoning are:

SR-001: The combination of PLIU for EO payloads, TM/TC, C&DH, I/O and AOCS functions in a
single system is the answer to research question 1.

SR-011: By designing an avionics system tailored to EO small satellite missions, recurrent en-
gineering costs and integration efforts are reduced. (Research question 2)

SR-SP01: One of the protections that was found to achieve availability was the supervisor.
(Research question 3A)

SR-002: To add to the supervisor, redundant boards will allow functional redundancy and enable
high availability. (Research question 3A)

SR-SP02: The use of space qualified components in the supervisor is necessary to achieve the
RAMS figures. (Research question 3B and 3C)

SR-012: Using COTS parts outside the supervisor functions allow for cost savings whilst main-
taining high availability. (Research question 3B and 3C)

SR-R04: The availability goal is 99.9% throughout the mission lifetime of five years. (Research
question 4)

In turn, the driving requirements are:

SR-A01: A large number of peripherals impose design challenges in the number of interfaces.
SR-T02: As the downlink data is expected to be large, this can be a resource consuming feature.

SR-P06: Since the system is targeting EO missions, the payloads will generate large amounts
of data which demand unique computational resources.

SR-SP12: The ability to supervise and control each board requires dedicated internal interfaces
and components.

SR-R04: The goal of 99.9% availability is driving every design choice.
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e SR-007: All design choices and safety features should always consider fault containment.

Finally, no particular killer requirements were identified as it is thought that current technology
and appropriate design methods are able to meet all requirements.

7.8. Requirement verification

At this stage of the project, it is expected that review of the design is the preferred verification
process. Other designs and literature will be utilized to verify the design by similarity. Radiation
analysis is another method employed to verify non-functional requirements.

7.9. Conclusions

The chapter presented the reader the process utilized to generate more detailed system require-
ments and the results of that process. Functional flow diagrams were extensively used to better under-
stand the expected functions. Further research into AOCS peripherals lead to particular understanding
on the commonalities and differences between components. It shows that the avionics shall support
multiple configurations according to the selected interfaces for AOCS peripherals. A variety of functions
were found for the supervisor unit which improve its contribution to the entire system.

Non-functional requirements did not suffer any alterations from the previously defined High level
requirements of chapter 5. Nevertheless, a consolidation of the system interfaces was performed,
leading to a visual representation which guides further developments.

Key, driving and killer requirements were also identified. The key requirements are largely related
to the suitability of the avionics to multiple LEO missions and availability whilst employing COTS com-
ponents. The most significant driving requirements are related to the challenges associated with the
complexity of interfaces the system provides. No killer requirements were determined. Verification of
requirements is expected to be performed via verification of the design, similarity with literature or
other products or analysis of radiation effects.
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Following this last project definition stage, the design process can begin. The functional architecture
is presented in the next chapter.
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Functional Architecture

The definition of the functional architecture is an important step in the design process with partic-
ular implications in hardware allocation and dependability issues. This chapter presents a functional
architecture that strives to maximize the systems dependability figures and modularity by means of
linked functional blocks.

In order to improve the overall quality of this exercise, the SAVOIR reference architecture was used.
This guided the definition of functional blocks whilst standardizing the design, improving readability and
clarity when comparing the proposed system with other systems. A basic introduction to the SAVOIR
reference architecture is made, followed by three possible configurations for the avionics systems.
These are compared and traded-off to reach a final configuration which becomes the basis from which
a physical design can be developed. The implications of said choice are discussed.

This chapter is the first step into the design of the avionics units. It presents the first detailed
internal view of the system architecture at a functional level. At the end of the chapter, the reader is
expected to understand the functional configuration of the avionics units and its implications.

8.1. SAVOIR reference architecture

SAVOIR stands for Space Avionics Open Interface aRchitecture and its an initiative to improve
the quality of European space avionics systems by agreeing on a set of well defined specifications
based on a reference architecture. The functional reference architecture is supported by an overall
view of avionics functions and their interconnections, redundancy schemes, and possible hardware
allocations. It covers both platform avionics as well as payload interface units. The SAVOIR advisory
group includes some of the most important names of the European space avionics communities such
as ESA, CNES, DLR, Airbus Defense and Space, RUAG amongst others. System designers are expected
to reduce recurrent engineering costs and associated schedule risks, improve the competitiveness of
their products, improve interchangeability and interfacing with other systems by following the SAVOIR
reference architecture and specifications. [94]

This reference provides guidance for this thesis project as it informs and guides the development
of the functional architecture. Following the SAVOIR guidelines ensures the functional completeness of
the project without compromising innovation therefore improving its quality. Furthermore, it improves
readability and understanding between engineers since schematics are traceable to a standard. For
these reasons, the "SAVOIR Functional Reference Architecture” (document SAVOIR-TN-001) is used as
a standard for the definition of functional blocks, data messages and development of schematics.

8.1.1. Functional blocks

It is essential that the functionalities of a system be clearly and thoughtfully described. SAVOIR
defines a set of functions to be provided by the spacecraft avionics which are also considered for
this project. These are more precisely divided and described than the previously mentioned func-
tions (named AOCS, TM/TC, PLIU, C&DH and Supervisor) but represent the same functionalities. The
following is an excerpt from SAVOIR-TN-001 and described the functional building blocks of SAVOIR:

e Telecommand reception, decoding and distribution.
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e Security function that protects the spacecraft from receiving unauthorized commands and that
provides optional decryption and encryption of data sent on the TM/TC link. Optional function.

o Telemetry Transfer Frame generation and coding.

o Essential TM function, collecting essential data and generating data packets for the TM Encoder.
Optional function.

o Essential TC function, distributing pulse commands to control vital spacecraft functions.

o Parallel I/0 to support the acquisition of discrete essential spacecraft data.

» On-Board Time management, providing a time counter and generating synchronisation events.
» Platform Data Storage function for storage of data needed for the spacecraft operation.

o Safeguard Memory function for storage of vital spacecraft data that is needed by the processing
function.

» Reconfiguration function that maintains the operation of the processing function even in case of
errors.

» Processing capability to store and execute Execution Platform and Application software.

o Communication, separated into Mission Data and Cmd & Ctrl communication systems, allowing the
processing function to communicate with platform sensors and actuators and with the spacecraft
payload.

o Data Concentrator function for handling the monitoring of spacecraft sensors.
o Sensor and Actuator Interfaces for interfacing the physical sensors and actuators.
The following payload functions described in SAVOIR are also considered in the design:

e Payload data routing function for routing monitoring and control communication to and from
payload units.

» Payload Data Storage function, for storage of payload TM data during periods of no ground station
contact. Optional function.

8.1.2. SAVOIR functional architecture

In figure 8.1 the SAVOIR functional diagram with typical hardware mapping is presented. It is seen
how the OBC supports most of the functionality with a RTU supporting the interface between sensors,
payload and platform. The diagram also presents the suggested redundancy schemes for each function.
It is interesting to notice the separation between payload functions and platform functions. As it was
seen in chapter 4.4, payloads for Earth observation are diverse in terms of functionality. Therefore,
the diagram suggests an implementation of these functionalities outside of the OBC. Additionally, the
RTU handling IOs is also developed outside the OBC for better adaption to each mission. The proposed
avionics system shall incorporate all of these functions into a single product.

8.2. Proposed functional architecture

Following the presentation of the SAVOIR architecture and the main functions of satellite avionics
systems, it is possible to design and iterate until a functional architecture of the system is achieved.
This section presents possible configurations of these functions and a final configuration is presented
as the building block from which the physical architecture will be designed.
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Figure 8.1: SAVOIR functional architecture as seen in the SAVOIR Data Handling Handbook.

8.2.1. Possible configurations

In chapter 6.3, a high level concept for the system was described. It consisted in the the division of
functions between a Supervisor, an OBC and a PLIU. That idea is further developed into three concepts
which mostly diverge in the placement of TM/TC functions in the Supervisor unit. This exercise shows
how functional allocation plays a major role in the reduction of recurrent engineering costs in order for
this architecture to adapt to a large arena of missions.

The functions provided by the PLIU are similar for all versions. It receives payload data which is
routed for storage or processing by a dedicated processing unit. Another processor provides payload
control via a dedicated control link. The payload also receives synchronization signals from the Super-
visor. The main processor of the PLIU and the payload data processor share interprocessor messages
(inter PM), boot report from the payload data processor to the main processor and context data in
the opposite way. This main processor also develops similar links to the other units. Additionally it
receives telecommand segments from the telecommand function. Payload data storage is linked to the
telemetry function to be downlinked.

There are a number of functions attributed to the Supervisor unit which are immutable between
versions of the architecture. These are thought to be indispensable parts of a supervisor unit, being
divided into three categories: on-board time; reconfiguration and essential TM/TC. The first ensures
the synchronization of all units and accurate knowledge of time. Hence, these signals are distributed to
all units and platform. The reconfiguration function requires a safeguard memory from which to receive
and store context and boot data. Alarms from the avionics and other units are also concentrated in
this unit. Essential telecommands are controlled from the reconfiguration functions as well, which are
then transformed into high priority commands (HPC) to be send to components or power supply units.
Status of the avionics and S/C are compiled in the Essential TM functions. The parallel IO function
provides the interface to the exterior.

The OBC contains, in all versions, functions required to provide processing, storage and control of
peripherals. The general processing function is the centerpiece of this unit, managing the links and
interfaces to peripherals such as sensors and actuators. It is supported by platform storage functions.
Much like the main processor of the PLIU, it receives context data and alarms from the supervisor.
Telemetry packets are sent and telecommands received. The OBC is also able to control the Essential
TC function, much like the Supervisor.
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In the telemetry function, all data to be downlinked is concentrated. It receives packets from
platform data storage, payload data and essential telemetries. Command link control words (CLCW)
are received from the telecommand function, to report the acceptance and reassembly of TC frames.
After assemble, telemetry packets are sent to the RF transmitter via a dedicated interface.

The telecommand function is the symmetric of the telemetry function. It receives telecommands
from an external receiver unit and then routes the segments inside the system. Essential TC segments
are routed to the respective function, whilst other non essential segments are routed to the processing
units of each unit.

Most of these functional allocations are immutable between options. This is related to already
described high level features which guided the design. The distinction is reserved to the functions
related to telemetry and telecommand. It is believed that these functions are extremely important
as ground commands are the last resort to recover the spacecraft in case of unrecoverable failure.
Also, handling of CCSDS communication protocol at hardware level imposes hard requirements at later
stages of the design, therefore requiring attention early on. The following paragraphs describe the
main differences in these aspects between versions.

Version 1

Option 1, figure 8.2, features a separation of essential and non-essential TM/TC between the OBC
and Supervisor. Interface with RF units is performed at the OBC however handling and acting of
essential TM and TC messages is performed at the supervisor. Hence, the essential functions are
allocated to the Supervisor whilst the nominal TM/TC operations occur on the OBC.
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Figure 8.2: Functional architecture for Version 1

Version 2
In this version, figure 8.3, an additional receiver can be connected to the Supervisor unit for ground
access for fault recovery. It is considered a secondary source of telecommands. It is, in essence, a
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Platform
Commanding
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backdoor to the system during safe-mode operation whilst maintaining the nominal radio interfaces in
the OBC.
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Figure 8.3: Functional architecture for Version 2

Version 3

This option, figure 8.4, is marked by the allocation of all essential and non-essential TM/TC to the
supervisor in contrast with the previous options. Such concept minimizes requirements for the physical
design by concentrating functions in one unit. Additionally, it assumes that the dependability figures
of the Supervisor system support communication and control of the avionics in all scenarios.

Trade-off

From the previously presented options one was selected via an elimination process. First, option
1 is eliminated due to the lack of direct access to telecommands by the Supervisor. In the event of
functional interruption of the OBC, the Supervisor is unable to receive and act on essential TC since it
depends on the telecommand function, therefore impeding the resolution of faults. The second option
is also disregarded. That configuration requires the implementation of hardware capable of handling
CCSDS in both the OBC and Supervisor. This increases the complexity of the system by having two
sources of telecommands without significant benefits compared to the third version of the architecture.
Therefore, version 3 was selected as the one which better serves the requirements of this design. The
design is further discussed in the following section.
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Figure 8.4: Functional architecture for Version 3

8.3. Discussion

Increasing dependability figures comes at a cost both monetary as well as complexity-wise. The
goal of this thesis to achieve high dependability figures whilst maintaining the cost-effectiveness of the
avionics is achieved, to a large extent, by the allocation of functions in the Supervisor unit.

There are two aspect thought to be paramount for this goal: the ability to communicate and control
the S/C at all times, in particular during safe-mode operation; second, the ability to autonomously
reconfigure the S/C following fault detection. When these two requirements are combined in a single
unit, named the Supervisor, it is thought that dependability requirements on other units, OBC and PLIU,
are relaxed thus enabling the introduction of COTS components. These two functions, usually not seen
in COTS-based satellites (eg. CubeSats), can be implemented in small satellites by properly mixing
COTS and rad-hard components.

The suggested functional architecture is in essence divided into two segments, the supervisor or
rad-hard unit, and the OBC and PLIU or COTS units. The Supervisor implements the functions required
to ensure the integrity and availability of the system by developing hardware coding/decoding of TM/TC
segments, reconfiguration functionality, clock distribution and certain interfaces with the exterior. Thus,
this unit provides minimum functionality to the avionics. These can be expanded by the addition of
other units such as OBC and PLIU.

The modularity of the design is the distinctive factor of this concept. The Supervisor is by definition
a rad-hard unit, an ‘old-space’ implementation in its design and selection of hardware. However, when
coupled with the OBC and PLIU, the supervisor is a unit which allows the OBC and PLIU to be imple-
mented using COTS components without compromising the dependability of the entire system. Major
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cost reductions can be achieved since the most expensive, rad-hard components, are implemented in
a single unit. Furthermore, the low component cost of the COTS units allow for redundant implemen-
tations without incurring in major cost penalties. The redundancy of these units is managed by the
supervisor. Additionally, the supervisor, by performing reconfiguration functions is able to implement
recovery images in the redundant unit which reduce the mean time to recover from a fault.

Upgrades to the OBC and PLIU hardware can be performed following the improvements of COTS

products without requiring an extensive qualification process. The uncertainty is managed by the Su-
pervisor which manages eventual faults as they occur and minimizes downtime. Additionally, flexibility
in the redundancy of OBC and PLIU is achieved as the supervisor is able to implementation cold, warm
or hot redundancy schemes. Additionally, if no redundancy of OBC and PLIU is employed, the supervi-
sor is still able to reconfigure the unit with a recovery image and minimize downtime. Another feature
is the ability for the supervisor unit to become the basis of other use-cases. Additional boards, tailored
to a particular use-case can be developed with COTS components relying on the Supervisor to ensure
dependability. As the supervisor is only designed once, recurrent engineering costs are reduced.
To the authors knowledge no other system employs this view to support the use of COTS components.
Reconfiguration units in larger satellites are not used to reduced hardness requirements on other units.
Reconfiguration in smaller satellites such as CubeSats is either not available or not supported by a
dedicated space-qualified unit.

8.4. Conclusions

This chapter dwell on the functional architecture for the system. The SAVOIR reference architecture
was introduced since it was used as a basis from which this particular architecture was built. This re-
duced development risks as functions and links between functions suggested by the SAVOIR were
followed. Three options for the architecture were considered and traded-off with a final solution pre-
sented in figure 8.4. The benefits of this architecture were discussed in the last section.

The division of functions per unit and suggested qualification levels of their components are the
key distinctive factors of this architecture. The segregation of rad-hard components into a Supervisor
board, implementing reconfiguration, TM/TC and clock distribution functions is thought to minimize
reliability and radiation hardness requirements on adjacent units. It is expected that the Supervisor
unit incurs in significant component costs as a results of the required space-grade qualification of its
components. However, the basic functionalities it supports, allow for it to become a baseline for future
use-cases. This increases the design and selection freedom for adjacent units leading to lower recurrent
costs. Redundancy of this additional units is possible with a small component cost penalty, as they are
mostly composed of COTS components, reducing overall system costs.

At this stage of the report, the reader is expected to have a deep understanding on the system’s
functional architecture, the reasoning for that design and its impact on dependability. This chapter
is the basis for the following chapter which develops the physical architecture and allocates functions
to components. The procurement of components is guided by the considerations presented in this
chapter.






Physical Architecture

In this chapter, the physical architecture for the avionics is presented. First, the methodology
for the design process is explained, followed by an overview of the design. Sections dedicated to
particular features of the design complement this overview improving the understanding of some its
design challenges and innovation factors.

Iteration and research are two of the most important aspects of the methodology employed to
develop this architecture. This is described in the first section. Secondly, an overview of the design
is provided. In particular, the cross-strapping scheme and suggested backplane design, a distinct
factor of this architecture that reduces integration costs, is presented. Each unit of the system is also
described with the help of visual representations. The following section describe some trade-offs, most
noticeably related to processing units and memory technologies. A design feature that provides the
ability to change the type of serial outputs, thus reducing recurrent engineering costs, is described in
section 9.5. The design of internal and external interfaces is also considered. The former, demonstrates
how to support a large number of I/Os which are required according to the functional architecture. The
latter, concludes on the impact of small size connectors in the overall system size and the ability to
adapt this architecture into a single-board computer. Finally, a review of the entire design is given.

In combination, these sections present the function to component mapping for the architecture.
The reader shall be able to, at the end of this chapter, understand the design features that distinguish
this architecture from others and make it possible to reduce component, integration and recurrent
engineering costs. Additionally, it shall understand the flexibility of the design to be implemented in
multiple configurations of interfaces, functionally and performance.

9.1. Methodology

The design of the physical architecture builds on the functional design defined in the previous
chapter. The chapter provided some clues and guidance to the design of the physical architecture
although this is an iterative process. This process begun with considering the Zyng-7000 SoC as a
candidate technology as described and explored in the literature study [16]. Despite the fact the other
SoCs and MCUs were also considered, this device was the basis from which the physical architecture
was developed. The methodology to develop the physical architecture was the following:

1. Analysis of candidate processing system, interfaces and their effects on the system.
. Trade-off and selection of candidate processing systems.

. Function to component mapping.

. Research into the effect of different IC packages and functions on the system specifications.

2

3

4. Candidate technologies for integrated circuits (transceivers and memories).
5

6. Interface definition between processing systems and ICs (allocation of pins).
7

. Compilation of physical dimensions of devices (ICs, connectors, PCBs).

63



64 9. Physical Architecture

8. Effects of candidate technologies in system dimensions.

Following this iterative process, a design was consolidated which is presented in the following
sections. This design is found to be realizable particularly in terms of interfaces between devices,
physical dimensions, radiation harness assurance and verification of requirements. This issues are
discussed in the following chapters.

9.2. Overview

The system is envisioned has being composed of multiple PCB boards staked inside a structural
casing. A baseline system consists of a Supervisor board, a PSDU, complemented with OBC and
PLIU units with or without redundancy. Interfaces to the exterior are available on a single plane
of the structural casing providing a single output scheme independent of the internal redundancies.
Furthermore, the functional allocations and size advantage of using COTS components allows each unit
to be implemented as single board computer if such a demand occurs.

Internally, the layout of the PCB has not only structural implications as well as cable harnessing and
radiation effects assurance implications. Due to radiation, there is a benefit from physical separation of
these units. Adjacent boards are prone to simultaneous ion strikes and similar TID levels as calculated
by [95] and shown in figure 9.1. As a result of these factors, the redundant set of boards are expected
to be placed in the middle of the assembly. In the case of an high energy ion penetrating the cas-
ing, the probability that the ion strikes multiple active boards is reduced. Additionally, the redundant
boards benefit from additional shielding and absorb less radiation if some sort of hot or warm standby
is employed.

Figure 9.1: The trajectory of an high energy ion penetrating through the avionics at an angle. Notice that depending on the
incidence location and angle, the ion will strike multiple PCB's as its energy is much larger than the stopping power of the silicon.
Positioning the nominal systems as the outer boards minimizes the probability of multiple ion strikes in nominal systems and
shieldings redundant systems.

At this stage of the design, no selection of backplane technology is made although some considera-
tions on internal cross-strapping are made. Either backplane or cables are expected to carry a variety of
data buses, control and power signals in-between boards. In particular, this choice has an implication
on the cross-strapping scheme that enables internal cross-strapping hence minimizing the number of
external connectors. A proposed backplane is presented in the following paragraphs.

Cross-strapping

A wide variety of cross-strapping schemes are seen in space avionics. From total absence of re-
dundancy to totally redundant, cross-strapped systems, the trade-off and design of these features is
of major importance to the behaviour of the system.

An analysis of cross-strapping models, as presented in the SAVOIR architecture, has revealed some
potential improvement points, in particular for applications in small satellites. Figure 9.2 represent how
peripherals and subsystems of a spacecraft are connected to the avionics system in legacy systems.
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Schemes 1 and 2 of figure 9.2 show two arrangements of nominal and redundant units which
increase harnessing mass and complexity by requiring separate wires from the peripheral to each OBC.
Additionally not all peripherals, in particular COTS ones, offer redundant interfaces. Scheme 3 does
not require redundant outputs in the peripheral, however each OBC has its own peripheral set which
imposes harder requirements for the rest of the S/C design. In order to improve mass and cost of
wire harnessing from the peripherals to the avionics, and to relax requirements on peripheral selection
(targeting COTS components), other concepts were developed. The goal is for the avionics unit to
provide a single interface for a particular peripheral bus, thus simplifying the design of the entire
spacecraft. Internally, that bus is then cross-strapped to the multiple boards as seen in figure 9.3.

The options displayed in figure 9.3 allow for redundant control of a single data bus which is con-
nected to a number of redundant and nominal peripherals. It was concluded, from the analysis of the
ICDs of the AOCS peripherals presented in annex A.2, that these devices are fail-safe which means
that if the device is not powered or a latch-up is detected by its internal electronics that their outputs
are set to a high impedance state, also known as tri-state or floating. From this, one can argue that
after a peripheral fault has been timely detected and the device has been turned off, that the bus it
is connected to will not be further affected by said fault. This allows for more flexible designs and
redundancy schemes which will benefit from this internal cross-strapping of the avionics system.

The trade-off between the options of figure 9.3 is mostly based on signal integrity, dependability
and development aspects. Options 1 and 2 are eliminated since they require the design of additional
hardware. Options 3 and 5 are eliminated based on the fact that stub length shall be minimized and
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equal for both nominal and redundant units in order to minimize reflections [96]. Therefore, option 4
is the selected option.

Backplane

It is envisioned that I/O signals are passively divided for interfacing nhominal and redundant units.
This routing is achieved via a solid PCB, supporting the external connectors and signal routing along
with flexible PCB sides which, using connectors at their tips connect to nominal and redundant units.
Such an implementation, besides allowing for internal cross-strapping has low design and product cost
as it consists of a passive PCB. Additionally, impedance matching of the vias in the solid and flexible
parts of the PCB has been demonstrated in literature [96] [97], allowing for good signal integrity. The
use of flexible PCB, besides signal integrity considerations, also minimizes integration complexity, as a
flexible PCB is easier to manipulated compared to a large array of cables and connectors. An example
implementation of this concept is seen in figures 9.4 and S.5. The first one is an exploded view. The
second one is an assembled view which shows the small form factor achieved by using flex PCBs.

Figure 9.4: Exploded view of redundant board crossstraped to the same output pins via a PCB with flexible sides. Courtesy of
Evoleo Technologies.

9.2.1. OBC

Figure 9.6 represents the proposed physical architecture of the OBC board. It develops six con-
nectors for data interfacing with external units and an additional JTAG connection for debugging and
programming purposes. Furthermore, it interfaces with the other boards via the proposed backplane.
This interface not only exchanges data but also provides regulated power for all components in the
PCB.

A major guideline during the design process is to maximize the potential of each physical device,
in particular the chosen microcontrollers. This is accomplished by prioritizing the design around the
microcontroller, in particular by utilizing its native I/Os and features. This reduces the complexity and
cost of the design since less components are required and the advantages of microcontrollers are
enhanced.

Therefore, the design of the OBC board is centered around a SoC, complemented with an array of
components to support its functions and also to provide the interfaces to external devices. Despite the
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Figure 9.5: Assembled view of redundant board crossstraped to the same output pins via a PCB with flexible sides. Courtesy of

Evoleo Technologies.
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fact that no particular selection of components is realized at this point of the design (besides the SoC),
representative allocation of interfaces and functions to components is achieved.

The processing function is developed by the Zyng-7000 series SoC, supported by volatile memo-
ries (SDRAM), first stage boot memory (NOR Flash) and NAND flash acting as platform data storage.
Command and control links and data interfacing with other boards is achieving by means of discrete
signals for time, resets and redundant CAN transceivers connected to one of the two CAN controllers of
the SoC. External sensors and actuators are connected to the SoC with the physical layers of the data
protocols and conditioning of analog signals supported by a variety of ICs. Analog signals from the sun
sensors are multiplexed and amplified before being sampled by one of the Zyng’s internal ADC. The
use of six-channel multiplexers in combination with the internally multiplexed inputs of the ADC allow
for tailoring of the sampling procedure according to the mission. The second ADC is utilized to sample
additional external signals allocated by the end-user. The implementation of the physical layer of the
RS-422, RS-485, SpaceWire and CAN protocols is assured by a set of transceivers which, due to their
characteristics make it possible to adjust the number and type of protocols provided to external units
without major redesigns. This ability to adapt the external interfaces with low recurrent engineering
costs is further explained in 9.5.

9.2.2. PLIU

The design of the PLIU, see figure 9.7, differs from the OBC in particular since it employs a processing
unit, the Zyng-7000 and a dedicated payload data processor. Similarly to the OBC, these functions are
aided by volatile memories (SDRAM) and first stage boot memories (NOR Flash and EEPROM). Payload
data storage is based on an array of NAND flash memories, controlled by the programmable side of the
Zyng. The payload data interface is based on LVDS transceivers connected to the data engine which
routes this data to programmable logic of the Zynq for further routing or storage. A memory bus is
developed for sharing of payload data between units. Control and synchronization of the payload is
made by the general processing unit via discrete signals and a payload CAN bus.

The data engine is programmed by the Zynq SoC. Due to its programmable logic capabilities, it is
possible to personalize this link between both units according to the chosen data engine, for instance via
parallel or serial interfaces. As an example, a Spacewire link can be established supported by physical
layer LVDS transceivers. This implementation would allow the Zyng SoC to program and control the
data engine as well as supporting data transfers. The selection of data engines is discussed in 9.3.2.

9.2.3. Supervisor

The centerpiece of the Supervisor board is a rad-hard FPGA aided by other rad-hard ICs. Volatile
memory is in the form of SDRAM whilst its boot memory is an EEPROM. Second stage boot images for
the OBC and PLIU boards are stored in a NOR flash.

Interface with other boards is via redundant CAN buses along with the distribution of reset and
time sync signals. The supervisor also measures currents from the PDSU which are sensed, amplified,
multiplexed and then converted with digital signals. External interfaces consist of 5 full duplex differ-
ential signal pairs which are expected to support redundant interfaces to receiving and transmitting
radio units. Additionally, 6 switches are developed for control of external units. The design is seen in
figure 9.8.

9.3. Processing units

At the heart of an embedded system there usually is a processing unit. In the form of an FPGA,
SoC, MCU or processor, these provide not only processing power as well as interface with peripherals
and memories. In this system, three types of processing units are expected. On the OBC unit, a SoC,
on the PLIU the same SoC with an additional data engine, and in the supervisor an FPGA.

In this section, technology candidates and important trade-off parameters are presented. These
strive to provide a state-of-the-art overview of the available technologies and their benefits if im-
plemented on the design. For the SoC, a target device is selected on the basis of the literature study
findings. Multiple options for the data engine are given based on current developments in the European
space industry. Rad-hard FPGAs for the supervisor are discussed and some suggestions presented.
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Figure 9.7: Physical architecture of PLIU unit. Not to scale. Blue lines: digital data; green lines: control; yellow lines: power;
red lines: analog; brown lines: time and sync.

9.3.1. SoC

The SoC for the OBC and PLIU must perform complex tasks related to the real-time control of
the S/C and its peripherals. A large number and variety of peripherals are expected to be operated
simultaneously, in particular in the OBC. Therefore, a device with high processing power and I/O
possibilities is to be found whilst maintaining the cost low by using commercial devices.

Previously, a literature study focused on the state-of-the-art in processing units for small satellites.
It concluded that significant performance improvements are achievable with COTS devices, despite
some consequences on the radiation hardness. Most noticeably, the Zyng-7020 SoC was found to be
particularly suited to this use-case as a consequence of the combination of programmable logic (Artix
FPGA) and embedded processing cores (dual-core ARM Cortex-A9). Additionally, a variety of peripherals
are available as seen in figure 9.9. Its radiation harness, studied in chapter 11 further justifies the use
of this SoC as the central core of the OBC and PLIU.

Other micro-controllers were also considered for completeness. These were selected based on
the findings of the literature study and evidences of chapter 3. Listed in annex A.5, it is possible to
conclude that despite the much lower cost of the Zyngq, it is capable around 10 times more DMIPS than
the popular rad-hard GR712RC LEON-3FT MCU . In fact, the cost parameter is a major decision factor.
The differences between COTS controllers and space qualified devices is also seen in the maximum
power consumption and radiation hardness with qualified devices assuring lower power consumption
and improved hardness.

9.3.2. Data processor

The choice of a suitable data processor is based on the needs for the system to support the in-
creasingly demanding requirements of EO payloads with flexibility and low power consumption. For
these applications, very long instruction words (VLIW) digital signal processors (DSP) and FPGAs are
the most adequate devices due to their efficiency in applying complex operations in large data sets

1DMIPS: Dhrystone Millions of instructions per second . A popular benchmark program to assess the relative performance of a
processing architecture [98].
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[39] [99].

There are a number of differences inherent to FPGAs and ASIC implemented DSPs that affect the
choice of technology for a certain application. For example, ASICs allow faster clocks at lower power
consumption whilst FPGAs allow better parallelism and flexibility. Additionally, the memory technologies
employed in each device affect its radiation harness, namely the sensitivity of SRAM based FPGAs [100].

Selection of a data engine for the architecture is a complex process. The ESA 2007 Round Table on
"Next Generation Processor for On-board Payload Data Processing Applications” [78] provides guidance
and background for this selection. It is possible at this stage to point out promising devices worth
considering based on current developments and heritage. The two presented data processors are
being considered for future ESA missions and are not COTS products [101] [78]. Besides these rad-
hard devices, one can also consider high-end commercial FPGAs such as the UltraScale devices from
Xilinx.

The first option is the High Performance Data Processor (HPDP) from Airbus seen in figure 9.10.
The HPDP "has been initiated by the European Space Agency (ESA) and DLR to address the need for a
flexible and re-programmable high performance data processor”. It is implemented on a 65nm technol-
ogy from ST Microelectronics which provides radiation robustness along with low power consumption.
With 40 Arithmetic and logic units (ALU) running at 250MHz and 2 VLIW cores at 1250MHz it provides
40 giga operations per second through parallelism via four 1.1Gbps streaming ports. A SpaceWire
interface enables control and cascading by using multiple devices. It has 4MB internal SRAM memory,
watchdog circuitry and controllers for DDR3 memory [102].

Another possibility is a 65nm CMOS DSP from RAMONChips, the RC64. Targeted to space applica-
tions, it is a rad-hard implementation of 64 single-precision floating point units (FPU) cores at 130MHz.
The peak performance is as high as 65Gops for 16-bit fixed-point multiply and add operations. There is
a variety of interfaces, including 12 high-speed serial links, supporting SpaceWire for control and con-
figuration and 48 LVDs links. It has also 4MB of internal memory and DDR3 and NAND flash controllers
[103].
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Figure 9.9: Internal architecture of the Zyng-7000 series SoC. Courtesy: Xilinx

9.3.3. Supervisor FPGA

There are three types of FPGAs based on the technology used to store the configuration bitstreams
[104]. Radiation response, power consumption and other factors vary among these technologies which
requires careful analysis before selecting a technology for a certain application. Recent advances in
commercial FPGAs are complicating the trade-off process for engineers. [105] FPGAs are widely used
in the space industry for their flexibility in implementing complex digital circuits. SRAM-based FPGAs
store configuration data in SRAM which is volatile thus requiring an external non-volatile memory when
powering up. They also require correction of upset bits in configuration memory, known as scrubbing.
In contrast, Flash-based FPGs are non-volatile, consume less power and are more tolerant to radiation
[104]. These have become more resourceful than the SRAM variant with the recent advances in Flash
memory technology. Lastly, antifuse FPGAs can only be configured once and were, for a period, the
only radiation tolerant FPGA technology [43].

Recently, commercial FPGAs have gained the attention of the space industry for their tolerance to
radiation. In combination with considerable higher performance at lower power consumption, com-
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mercial FPGAs are now considered appropriate for many LEO missions. Most significant issues are
related to the more frequent scrubbing required to mitigate SEU, as described by Glein et al [106],
which predict similar reliability levels between a space grade Xilinx Virtex-5QV and commercial Xilinx
Kintex-7 devices in N modular redundancy.

Despite these promising results, the proposed architecture predicts a single space-grade FPGA to
assure high reliability and availability levels. This is based on the argument that the implementation
of NMR incurs on a unnecessary design and validation effort. Additionally, the feature to update the
configuration of the FPGA mid-flight is required. This eliminates anti-fuse based devices from the
selection process leaving Flash and SRAM as two possible solutions. The aforementioned differences
between technologies are to be considered for a trade-off. However, the two most important aspects
to consider are the unit cost and SEL threshold LET.

Space grade FPGAs are extremely specialized, expensive products. The cost of a single FPGA ranges
from a few tens of thousands of euros to close to a hundred thousand euros, a major difference from
the couple thousands euros for high performing commercial devices. In the context of this system,
the supervisor FPGA easily outshines the COTS based OBC and PLIU units in terms of cost, as it will
be described in chapter 12. In order to maintain cost-effectiveness it is therefore important to further
analyze the requirements for this device and avoid unwise choices. Popular devices are the flash-based
RTG4 or RT ProASIC3 FPGAs from Microsemi or SRAM-based Virtex-4QV and Virtex-5QV devices from
Xilinx.

Furthermore, the variable radiation hardness of space qualified FPGAs requires attention when
selecting a technology. The presupposition that the Supervisor is an always available unit requires
that its components are SEL immune. Hence, the procurement of components for the Supervisor, in
particular the FPGA, shall eliminate all devices which, besides being space-grade are not SEL immune.
As will be presented in chapter 11, the threshold LET for SEL shall be higher than 100 MeVcm? /mg.

9.4, Memories

The memory technologies selected for this application can be divided into two main categories,
volatile and non-volatile. For each main categories, distinctions are also possible depending on the
particular functions they fulfill, which are described in the following paragraphs.

9.4.1. Volatile

Regular operation of an embedded system requires fast access memories to temporally hold relevant
information such as executable code and variable data. This is typically performed by volatile random
access memories (RAM) which are able to store information whilst powered and have much better
write/read times than non-volatile memories such as EEPROM or FLASH [107].

There are two types of RAM, dynamic (DRAM) or static (SRAM), if the stored bit needs to be
refreshed or not, respectively. Although SRAM is faster, its density is also reduced so it is commonly
used as cache memory whilst DRAM is used as system memory, despite its higher power consumption.
Dynamic RAM can be synchronous (SDRAM) or asynchronous to an external clock signal. Due to this
synchronicity, the flow of instructions to the memory is more efficient and therefore, SDRAM operates
at much higher speeds. Beyond SDRAM one can also have DDR memory, for double-data-rate, where
both rising and falling edges of the clock are considered, doubling the transfer rate, and clock frequency
is increased from 100MHz in first generation DDR to 400MHz in DDR4 [108]. DDR memories also allow
very large densities and advanced error correction features. These state-of-the-art DDR SDRAMs are
the target technologies of interest for this application .

Both commercial and radiation hardened components can be found for DDR, DDR2 and DDR3
SDRAM and used in space applications. For the case of DDR4, testing from NASA's Electronics Parts
and Packaging (NEPP) is underway, preparing for the use of these products in satellites. For now, DDR3
is still the most advanced technology to be flown with well studied components on both commercial
and space qualified sides of the spectrum [109]. For these reasons, DDR3 SDRAM is the targeted
technology for volatile memory in this context.

9.4.2. Non-volatile
The use of non-volatile memories in this system is further explored in the following paragraphs.
In particular, payload and platform data storage, as well as boot memory were consider the most



9.4. Memories 73

important trade-offs for this architecture. The outcome of this process is the selection of NAND flash
devices for payload and platform data storage and NOR flash storing boot and reconfiguration data.

Payload and platform data storage

The increasing storage demands of modern spacecraft are pushing new designs. In the situations
where viable space qualified parts do not exist, COTS NAND Flash devices are a viable solution, even for
harsh radiation environments like in the JUICE mission, as long as component screening and system
level mitigation techniques such as EDAC and recovery methods are employed. For those reasons,
interest in COTS memory devices from the industry is increasing. In particular, high density Flash
memory provides the required densities for payload and platform data storage without the volatility
and power consumption of DDR SDRAM [110].

NAND Flash density is increased by increasing the number of voltage bands in each cell, effectively
increasing the number of bits per cell, as seen in figure 9.11. In consequence, SLC (single level cell)
technology maps one bit per cell whilst MLC (multi level cell) maps 2 bits per cell and TLC (triple level
cell), 3 bits per cell. The increase in density reduces cost per bit at expense of poorer access times
and endurance. Most importantly, reliability in radiation environment is reduced with increased SEU
susceptibility of TLC and MLC Flash compared to SLC [111]. As a consequence, a careful trade-off is
required when individual component procurement is performed, trading the radiation behaviour of SLC
and MLC technologies against capacity and performance requirements. Furthermore, technologies are
evolving from planar to 3D layouts for even higher densities [112].

Non-volatile memory supports platform and payload data storage functions in the OBC and PLIU
units, respectively. Since the storage requirements for these two functions are distinct, considering the
much larger capacity for payload data, it is possible to combine SLC and MLC technologies with ECC
as necessary to fulfill error rates requirements. Considerations on this subject are made with radiation
analysis results in chapter 11.
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Figure 9.11: Voltage allocation in SLC, MLC and TLC NAND flash technologies.

Boot memory

The selection of boot memory technology and the design of the booting process are extremely
important as this procedure is key to achieve high availability and reconfigurability. In the following
paragraphs the selection process of memory technology employed in the first stage boot loader is
described with the booting process itself being described in 10.2.3.

A number of particularities were identified related to the use-case for the boot memory. First, it
shall be a space qualified non-volatile memory since a faulty first stage boot loader would impede the
configuration of that board, thus reducing reliability and availability. Second, it should be supported
as a source of fast boot data by the microcontroller in the OBC and PLIU and its read time shall be
as small as possible. Finally, the chosen component shall support the expected size of installed boot
memory. For reference, the target Zyng-7000 series SoC supports NOR, NAND, Quad-SPI, SD and JTAG
as primary boot devices.
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Four technologies were identified as candidates for this application: NOR Flash, SLC NAND Flash,
EEPROM and FRAM. Despite the innate tolerance to radiation by FRAM memories, large read/write
endurance, low power consumption and fast read times, it was eliminated as a candidate technology
since it is not supported by the Soc. Also, it has low capacity and there is a lack of space qualified
parts [113]. On the other hand, SLC NAND flash is a technology that presents very large memory
capacity. However, its large memory capacity has low read speeds which is a disadvantage when high
availability, and therefore fast reconfiguration, is the goal [114] [115].

In order to select between the remaining options, NOR Flash or EEPROM, focus was put into gather-
ing metrics that could help the trade-off process. In particular, radiation tolerance, capacity, endurance
and access times were metrics obtained from manufacturers of both products. Despite the better ra-
diation tolerance of EEPROM, NOR flash is available in higher capacities, available in serial or parallel
interface options and has a faster access time [113]. In addition, these conclusions are based on re-
covered metrics of available rad-hard memories from vendors such as 3D Plus, Renesas, Micron and
Maxwell Technologies presented in table 9.1. Due to these reasons, a NOR Flash will be used as boot
and configuration memory in the system.

Manufacturer 3D PLUS Maxwell DDC Aeroflex | Atmel
Technology NOR EEPROM NOR EEPROM NOR EEPROM
Capacities 64Mb to 2Gb | 1Mb to 8Mb 1Mb to 20Mb | 4Mb to 20Mb 64Mb 4Mb
Endurance 1 Million 10K 100K 10K 10K 50K
Interface Parallel, QSPI | Parallel, Serial | Parallel Parallel Parallel | Serial
Access Time [ns] 90 150 to 250 120 to 200 150 to 200 60 A
TID [krad] 20 80 100 >100 10 20
SEL Lo[MeVcm?/mg] | 51,2 80 60 >120 (device) 80 95
>90 (memory cells)
SEU Ly[MeVcm?/mg] | 10 80 A 102 A
>18 (write mode)

Table 9.1: Specifications for a variety of NOR and EEPROM devices as seen in the manufacturers websites. Maximum TID values
are under bias conditions. Endurance in number of write/erase cycles. a: No data

9.5. Transceivers

Transceivers, or transmitters-receivers, are paramount in a system required to interface with other
units. These manage the physical implementation of a communications protocol, interfacing with
exterior peripherals in one side and a MCU on the other. In this implementation based on differential
signals, the exterior signals are a differential pair and the internal signals are a certain digital logic,
such as TTL or CMOS.

The choice of communication protocols and physical layers is case dependent and varies from
spacecraft to spacecraft. As it was discussed before, differential signals are the preferred communi-
cation medium in space applications namely as RS-485, RS-422 or CAN networks. Therefore, as a
means to reduced recurrent engineering costs, it would be beneficial that these physical layers could
be implemented as per case basis without requiring major redesigns of the PCB tracks.

The reduction of recurrent engineering costs is effectively achieved by making use of the character-
istics of the Zyng-7000 SoC and the packaging of transceivers into discrete ICs. Like other system-on-
chip, it develops a number of multiplexed I/Os (MIO) in the processing system segment which means
that the large array of supported interface protocols are multiplexed into a smaller number of pins.
Most importantly, the similarities in packing for RS-485, RS-422 and CAN transceivers allow the design
of the PCB to easily adapt to each of these by means of specially designed vias and the use of 0Q
resistors. Depending on the application a certain transceiver would be soldered into the PCB holes with
the resistors adapting the PCB for that particular configuration. In figure 9.12, the design of a PCB
able to accommodate these 3 standards is shown.

The design is oversized to allow full-duplex communications. With such configuration, RS-485 and
CAN networks which only require two lines are also possible with the rest of the lines not internally con-
nected. In the OBC, the 6 UART outputs, prepared for full duplex signals allow 28 possible combinations
of RS-485, RS-422 and CAN interfaces.
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Figure 9.12: An example design to accommodate ISO15, ISO35 and ISO1042 transceivers from Texas Instruments which share
the same SOIC-16 package. In theory this design principal can be use to prepare the PCB for whatever transceivers that share
some of its pinouts. Note that the pin allocation on the SoC can be configured. The pinouts were obtained in the transceivers
datasheets available in Texas Instruments website. NC: Not-connected

9.6. Interfaces

The design of interfaces, both internally between individual ICs and externally with peripherals is
paramount not only for the system performance but also in terms of its suitability for the intended
application. This section is divided into these two categories.

9.6.1. Internal interfaces

In this sub-section, attention is given to demonstrate the compatibility of the previously described
technologies and their ability to integrate in a system. First, the pin allocations for the Zyng SoC are
presented for the OBC and PLIU, supporting the diagrams in 9.2.1 and 9.2.2. Then, the connections
running through the backplane are explained including the internal CAN bus. Finally, considerations on
the impact of different size connectors on the systems and possible SBC implementations are made.

OBC

It is around the SoC that the design of the subsystems revolve. Therefore, it is important to assure
that the SoC is compatible with the intended ICs it is connected to, both in terms of number of pins as
well as data protocols.

The Zynqg SoC is divided into a processing and programmable logic segments with different interface
options. The MIO feature of the Zyng-7000 allow its pins to be assign as needed. In the case of
the Zyng-7020, 50 pins are available as MIO. However, some protocols are only allowed in a subset
of these pins therefore constricting the design. For example, interfacing with NAND flash in MIO,
which occupies 22 of the 50 pins, precludes the use of Quad-SPI, Ethernet, NOR and SRAM. Detailed
information regarding the use of MIO is available Zyng-7000 SoC technical reference manual [116].
Dedicated pins are provided for SDRAM interfacing.
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The 200 pins connected to the FPGA side of the Zyng-7020 are divided in 4 banks of 50 pins.
Additionally, a central interconnect fabric allows pins from processing and programmable sides to be
accessed by both units. This architecture is seen in figure 9.9. An iterative process was used to map the
intended ICs to the available pins. The availability of interface controllers and minimization of IP-core
based controllers were the main drivers of this process. The following table 9.2 presents the suggested
implementation.

Pin Type Pin Numbers Protocol / Peripheral
Processor System 0-39 NOR Flash
Processor System 40-41 CANO
Processor System 42-43 CAN 1
Processor System 44-45 UART 0
Processor System 46-47 UART 1

DDR - SDRAM
Programmable logic Bank 1 SpaceWire 0 + SpaceWire 1
Programmable logic Bank 2 UART 2 to UART 5 + GPIOs
Programmable logic Bank 3 NAND Flash
Programmable logic Bank 4 ADC (4 Mux outputs + 5 platform inputs)

Table 9.2: Assignment of Zynq pins in the OBC unit.

The processor system MIO is connected to the NOR flash, the two internal CAN buses, and two UART
ports, therefore making use of the native protocols supported by the SoC. The dedicated DDR pins are
assigned to the DDR3 SDRAM selected as candidate technology. The PL segment handles, besides the
rest of the required UARTS, particular protocols not natively supported by the system and implemented
as IP cores. In the case of the UART ports, the flexibility of the FPGA code supporting these ports, in
addition to the findings in 9.5, allow for RS-422, RS-485 or CAN networks to be implemented without
major redesigns of the PCB. The system develops two SpaceWire networks in pin bank 1 and a NAND
controller in bank 3. By implementing the NAND controller in the PL segment, the design not only frees
up pins in the PS segment but also allows custom hardware based memory management and EDAC
algorithms to be developed according to the customer requirements. The last pin bank is assigned to
the inputs of the internal ADC.

PLIU

Similarly to what was mentioned in the previous paragraphs, the allocations of the pins for the PLIU
segment builds on the native strengths of this particular SoC. The MIO and DDR pins are assigned
similarly to the previous case. The PL pins are assigned to the link between the Zynqg and the data
engine. Bank 1 is expected to support the chosen protocol for communication between processors, for
example Spacewire. Bank 2 is expected to support fast payload data transfers as LVDS or as a parallel
interface. Bank 3 supports the NAND flash array used to store payload data. The allocation of the Zynq
pins in the PLIU is seen in table 9.3.

Pin Type Pin Numbers | Protocol / Peripheral
Processor System 0-39 NOR Flash
Processor System 40-41 CANO
Processor System 42-43 CAN 1

DDR - SDRAM
Programmable logic Bank 1 Link to data engine
Programable logic Bank 2 Payload data transfer
Programmable logic Bank 3 NAND Flash

Table 9.3: Assignment of Zynq pins in the PLIU.

Backplane signals
The backplane transports a variety of signals between the system’s units. These are divided into
four categories, power, time sync, digital data and control lines.
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Regulated power from the PSDU is transported via the backplane. There is a yet to be determined
number of power and ground vias, which are dependent on the particular design of the PSDU and
power requirements of each board.

The internal data bus connecting all boards is a redundant CAN bus. The differential pair and ground
signals for each bus leads to 6 lines running through the backplane. A variety of resets signals, for the
processing units and other ICs are also transported over the backplane.

In the case of the PLIU, it is expected that payload data is transported from this board into the
supervisor for encoding prior to downlink. Hence, a memory bus is established over the backplane so
that the supervisor unit has direct access to the memory array.

Synchronization signals are generated in the supervisor and run via the backplane to each board.
The particular configuration and number of these signals is dependent on more detailed design.

Most notoriously, the backplane supports all external connectors and, thus, the corresponding elec-
trical lines. External interfaces are compiled in table 9.4. It is important to notice that there is a
considerable number of lines required to support all this interfaces. The PCB tracks shall then be
designed in order to avoid cross-talks and with special attention to signal integrity.

CAN network

Traditionally, spacecraft avionic systems have relied on data buses to connect multiple modules with
a reduced number of wires. The most common ones are the MIL-STD-1553B and SpaceWires buses.
In the case of smaller platforms, such as CubeSats, other solutions are common such as 12C, RS-232,
SPI, USB, CAN, in descending order of popularity [117].

There is a number of important aspects to consider when selecting the data bus protocol to be
implemented, in particular:

* Robustness: Resistance to noise and other errors, in the form of differential signals or error
detection and correction mechanisms;

e Costs: In the form of component or implementation costs. For the former it is mostly related
to the cost of acquiring IP cores and discrete components. For the latter, it is attributed to the
physical layer protocols which might increase design and V&V complexity;

e Procurability: The level of difficult associated with procuring components (eg. transceivers)
with the required specifications and qualification levels. It is also related to the ability of the
processing units to support said protocol.

¢ Flexibility: The ability of the protocol to support multiple masters and nodes.

¢ Heritage: The confidence in the suitability of such data bus based on its utilization on previous
missions.

The chosen internal data is the CAN bus. CAN was first developed by Bosch GmbH in 1983 as a
solution to the then increasing number of wires required to connect subsystems in automobiles. It is a
multi-master, low power consumption, two-wire differential signal protocol with robust error detection
and correction mechanisms at the transfer layer [118].

Widely used in terrestrial applications it has caught the interest of the space industry and ESA, em-
ploying the protocol in missions such as ExoMars, NeoSat, the OneWeb Constellation to name some.
Due to these benefits and its popularity, most microcontrollers now provide one or multiple CAN con-
trollers, at all qualification levels including space grade. The physical layer is also supported by a large
variety of transceivers, interface converters and controllers, also at all qualification levels (although
selection variety is lower at higher qualification levels) [119].

Despite the relatively low data rates (up to 1Mbps) and lack of de-facto high layer standards for
space applications, CAN is an appropriate choice for this avionics system which requires parts at dif-
ferent qualification levels. The differential signal is also favorable to signal integrity, allowing for the
implementation of a robust connection between all microcontrollers. It supports the transmissions of
the following messages between boards and the supervisor: on-board time, TM packets, TC segments,
context data and boot report.

The SoC of the OBC and PLIU has one of the two native CAN 2.0 controller connected to nominal
and redundant transceivers and subsequent CAN networks. The intent is to assure communication
between the microcontrollers in the system in the event of a fault of a transceiver. In these cases, the
redundant controller and lines are activated to ensure communications.
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9.6.2. External interfaces

The large integration achieved with this design, translates into a significant number of pins in the
external interfaces. Not considering the ones required for the PSDU and configuration of the system
(JTAG), there are an estimated 148 pins in external interfaces. From these, the largest percentage is
for the OBC, 82 pins, followed by the supervisor, 48 pins, and the PLIU, 18 pins.

Table 9.4 contains a suggested allocation of pins to connectors according to signal type and origi-
nating PCB. These connectors, described below, were selected in order to optimize their number and
footprint. For that, high density connectors are employed except for cases where separation of sig-
nals is required or beneficial, for example, Spacewire buses. These connector are implemented in
the structural casing of the avionics. However, as it will be seen, their small footprint enables their
implementation in each PCB, leading to multiple SBC configurations for other use-cases.

Board | Connector ID Outputs
nanoD51_OBC_1 | UART_0-5, CAN_O, Analogs 0-4
OBC MicroD9_OBC_1 | SpaceWire_0
MicroD9_OBC_2 | SpaceWire_1
nanoD25_OBC_1 | Analog 5 - 24
PLIU M?croDQ_PLIU_l LVDS_0, LVDS_1, Command_0
MicroD9_PLIU_2 | LVDS_3, CAN_1, Command_1
nanoD15_SUP_1 | UART_6, UART_7, UART_8
Sup nanoD15_SUP_2 | Commands_2-7
nanoD9_SUP_1 UART_9, UART_10
nanoD9_SUP_2 PPS_0 (Rx+Tx)

Table 9.4: Allocation of external interfaces to connectors. The connector ID is formed my amalgamation of the connector type
(NanoD or MicroD) and number of pins with and identification the originating unit.

Connectors

The physical interface to the avionics is provided by a number of connectors. Currently, the vast
majority of satellites utilize D-subminiature connectors, named after their D-shape metal shield. These
connectors are extremely common in computer systems, normally known as being the blue external
display connectors [120]. The number and type of pins per connector is customizable with options
ranging from a few pins to up to 100 pins.

Other solutions are also offered to replace the bulky D-Sub connectors. For mass and volume saving
purposes, Micro-D and Nano-D connectors were also developed. These offer surface reductions of 2.8
and 14 times, compared to the D-Sub standard respectively, with similar ratios for mass reductions. In
the space segment, these considerations are relevant in particular when designing highly integrated
solutions for small spacecraft [120].

Some standards, such as SpaceWire's ECSS-ST- 50-12, predict the use of Micro-D connectors, al-
though i