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Preface

The contents of this thesis report represent the conclusion of my Individual Double Degree (IDD) jour-
ney at the Mechanical Engineering and Aerospace Engineering faculties at TU Delft. During this three
and a half year period, I have been introduced to many very interesting topics within both control and
aerospace engineering that, instead of saturating my initial fascination, have sparked only more in-
terest in what lies beyond the borders of the educational programmes. Although completing these
programmes posed numerous significant obstacles, overcoming them has allowed me to grow tremen-
dously, both on a professional and personal level, for which I am very grateful. As a result of this, I can
confirm that my expectations of the IDD being a challenging but extremely rewarding program were ex-
actly right, and I sincerely recommend any student to follow their curiosity and expand their academic
path wherever possible.

The material of this report covers a research project contributing to the improvement of Environmental
Control System (ECS) technology aboard future aircraft. Within this context, the aim of the research
is to obtain a better understanding of the transient behaviour of Vapour Compression Cycle (VCC)
systems used for cooling in aeronautical applications. To this end, a dynamic model of a novel VCC-
based ECS test facility was developed, and a control system was designed for consistent testing of the
compressor. Since the dynamic model and control system are inextricably linked, the thesis highlights
the importance of a multi-disciplinary approach in addressing the complex and interrelated nature of
next-generation ECSs. It follows that extensive knowledge of both thermodynamics and control theory
is required to unlock the full potential of VCC technology. Therefore, this report aims to demonstrate
the potential of combining the expertise of Power & Propulsion and Systems & Control and encourage
additional collaborative projects between the two groups in future research.

Over the last three years, and especially during the thesis, I have been fortunate to connect with many
inspiring individuals in academia. Above all, I want to thank my supervisors, Carlo and Dimitris, for
the many hours they dedicated to following and, when necessary, adjusting the course of my project. I
have been deeply impressed by their ability to identify future challenges and determine the best steps
forward through a combination of expertise and instinct. I would also like to thank Federica for her help
in the early stages of the project. Without her insights, I would still be struggling to get my Modelica
code to work. Lastly, I want to thank Rúben for stepping in after Federica’s PhD project ended. I greatly
appreciate his patience and informal attitude in the face of my endless questions during meetings that
ran far beyond the scheduled time.

On a social level, I have also received a great deal of support from those around me. For the many
hours spent tackling the challenging courses in Systems & Control together, I want to thank my fellow
Goonies: Berend, Bob, Emiel, and Gijs. Being able to share the experiences of the first, and perhaps
toughest, year of the master’s with friends made all the difference. I also want to thank Guillaume and
Job for their companionship during the Power & Propulsion year. Without the extensive coffee breaks
and the occasional visits to the Skihut, I most likely would not have made it through the year.

Finally, I want to thank my family. Despite the distance between us, my parents and sister have guided
me through difficult times and we have celebrated successes together. In particular, I want to thank
Lauren. In times of intense stress, she has always been able to support me like no one else, and
without her unwavering encouragement, I would not be where I am today. Thank you.

C.J. Luiten
Delft, February 2025
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Summary

Aviation’s growing contribution to greenhouse gas (GHG) emissions has intensified research into More
Electric Aircraft (MEA) concepts, where electrically powered non-propulsive systems replace traditional
ones to improve efficiency and reduce environmental impact. The Environmental Control System (ECS)
is the main consumer of non-propulsive power, traditionally relying on the Air Cycle Machine (ACM)
powered by bleed air from the main engine. In lieu of electrifying the ACM, utilization of the Vapour
Compression Cycle (VCC) offers a promising alternative for the refrigeration tasks of the ECS, primar-
ily for its higher thermodynamic efficiency. However, the implementation of VCCs in aviation remains
a challenge due to excessive system weight, the environmental impact of refrigerants, and high con-
trol complexity. To address these challenges, at Delft University of Technology (TU Delft), the Inverse
Organic Rankine Cycle Integrated System (IRIS) test facility was developed to investigate the perfor-
mance of a novel VCC-based ECS configuration and support research on integrated design optimiza-
tion methods for the preliminary design of next-generation ECSs. Two key innovations are of particular
interest in the IRIS: the use of a high-speed electric centrifugal compressor and the use of the low
Global Warming Potential (GWP) refrigerant R-1233zd(E). Given these innovations, the main goals
of the facility are threefold: evaluating the performance of centrifugal VCCs for aviation applications,
investigating the aerothermal behaviour of heat exchangers in the VCC, and analysing the refrigeration
cycle using R-1233zd(E) and other low-GWP refrigerants.

The literature study in this thesis examines the background of ECS technology, the historical develop-
ment of VCC-based cooling in aviation, and the modelling and control approaches commonly used in
research. It highlights that while existing steady-state models are widely used for ECS design, they
do not capture the transient behaviour of VCC systems, which is crucial for understanding thermal
responses, control dynamics, and component interactions. To address this, a review of dynamic mod-
elling approaches is presented, focusing on Moving Boundary (MB) and Finite Control Volume (FCV)
methods for heat exchangers and the use of steady-state performance maps for compressor modelling.
Additionally, different VCC control strategies, ranging from conventional PID methods to advanced
model-based and intelligent control techniques, are assessed for their suitability in the IRIS.

Building on this foundation, the scientific paper presents the core research contributions of this thesis.
The first objective was to develop a dynamic model of the IRIS facility, using a modular approach in
Modelica to construct individual component models before integrating them into a full system repre-
sentation. This framework allows for transient simulations to analyse system behaviour under varying
external conditions. The second objective was to design a control strategy that ensures stable and
consistent operation of the IRIS, particularly for compressor testing. Unlike conventional ECS control
strategies that focus on optimizing efficiency, the IRIS control system was designed to enable precise
and repeatable test conditions to support future research on high-speed centrifugal compressors.

The predictions of the dynamic model were found to be reliable, as they were successfully verified
against steady-state experimental data and physical reasoning. This confirms the model’s ability to
accurately represent the system’s transient behaviour, providing a valuable tool for further research
on VCC-based cooling systems. The controller demonstrated its capability to maintain the system at
desired operating conditions, ensuring stable and repeatable compressor testing. This allows for the
full evaluation of the centrifugal compressor across different operating scenarios. More broadly, the
model presented in this thesis provides valuable insights into the performance of VCC-based cooling
equipment for aircraft applications. Additionally, the developed control methodology offers a structured
approach to assess the operation of centrifugal compressors, supporting their integration into next-
generation aircraft ECSs.
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Ẇc Compressor work W
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Modelling and Control of a Vapour Compression

Cycle for Centrifugal Compressor Testing in a Novel

Environmental Control System

C.J. Luiten
Delft University of Technology, 2628 CD Delft, the Netherlands

The adoption of Vapour Compression Cycle (VCC) refrigeration technology in aircraft Environmental
Control Systems (ECS) presents efficiency advantages over conventional Air Cycle Machine (ACM) ar-
chitectures. However, the implementation of VCCs in aviation remains a challenge due to excessive
system weight, negative environmental impact of refrigerants, and high control complexity. This study
focuses on the Inverse organic Rankine cycle Integrated System (IRIS) at TU Delft, which investigates
electrically driven VCC systems with novel refrigerant types for aircraft applications. A dynamic model
of the IRIS refrigeration loop is developed to assess transient behaviour and evaluate the performance
of a high-speed centrifugal compressor to be integrated into the system. The model employs a modular,
physics-based approach using the Modelica/Dymola environment, incorporating the Moving Boundary
method for heat exchangers and steady-state performance maps for the compressor. Model verification
is performed through steady-state and transient analyses. Subsequently, a linear decentralized control
strategy is designed to regulate the compressor inlet and outlet conditions, ensuring stable operation
across varying test conditions. Simulation results demonstrate that the controller successfully regulates
the refrigeration loop of the IRIS to reach the desired setpoints for full compressor testing, while keep-
ing inputs within operational limits. Additionally, it is shown that key system dynamics are correctly
captured by the model, providing valuable insights into the operational feasibility of centrifugal VCCs in
aerospace ECS applications.

Nomenclature

Acronyms

ACARE Advisory Council for Aeronautic Research

ACM Air Cycle Machine

AEA All Electric Aircraft

DAE Differential-Algebraic Equation

ECS Electronic Expansion Valve

ECS Environmental Control System

EoS Equation of State

GHG Greenhouse gas

GWP Global Warming Potential

HEA Hybrid Electric Aircraft

HEM Homogeneous Equilibrium Model

IPCC Intergovernmental Panel on Climate Change

IRIS Inverse Rankine Cycle Integrated System

ISA International Society of Automation

LTC Lumped Thermal Capacity

LTI Linear Time Invariant

MB Moving Boundary

MEA More Electric Aircraft

MIMO Multiple Input Multiple Output

P&ID Process & Information Diagram

PI Proportional Integral

RGA Relative Gain Array

SISO Single Input Single Output

VCC Vapour Compression Cycle

Symbols

Q̇ Heat transfer rate per unit length

ṁ Mass flow rate

Q̇ Heat transfer rate

Ẇc Compressor work

C Perimeter

A – Area

– State-space state matrix

Ac Cross-sectional area

Av Nominal valve flow area

B State-space input matrix

C State-space output matrix

Cp Heat capacity at constant pressure

cw Specific heat capacity

COP Coefficient of Performance

D State-space direct feed-through matrix

d Non-controlled input vector

Dh Hydraulic diameter

E Energy

FF Critical pressure ratio factor
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FL Recovery factor

fp Petukhov’s friction factor

G – Mass flux

– Linear transfer function

g Valve opening characteristic

h Specific enthalpy

h2s Isentropic enthalpy compressor outlet

I Identity matrix

i Index

j Colburn factor

K Controller

k Thermal conductivity

KP Proportional gain

L – Length

– Open-loop transfer function

La Length air flow path perpendicular to refrig-
erant stream

Lp Louver pitch

M Mass

NT Corrected compressor speed

Nu Nusselt number

P Pressure

PI Proportional Integral control element

PR Pressure ratio

Pr Prandtl number

q Vapour quality

r Reference vector

Re Reynolds number

S Sensitivity function

s – Entropy

– Laplace transform variable

SH Degree of superheating

T – Temperature

– Complementary sensitivity function

t Time

u – Velocity along spatial direction x

– Input vector

V Volume

x – One-dimensional spatial coordinate

– Dynamic state vector

y Output vector

Z Scaling matrix

z Vector of unknowns

n Normal direction pointing out of control vol-
ume

α Heat transfer coefficient

β Position along corrected speed line

δ Deviation from steady-state

ϵ Relative error

ηs Isentropic efficiency

ηt Total area efficiency

ηfin Fin efficiency

γ Void fraction

Λ Relative gain array

µ Dynamic viscosity

Ω Rotational speed

ωB Bandwidth frequency

ωI Integral action frequency

Φ System matrix heat exchanger working fluid
equations

ϕ System vector heat exchanger working fluid
equations

ρ Density

Σ Relative difference

σ Singular value

τf Time constant first order filter

τI Integral time constant

θ Valve opening percentage

Ξ Constant for Chang and Wang correlation

Subscripts

( · )h Partial derivative at constant specific en-
thalpy

( · )P Partial derivative at constant pressure

a Air side

C Condenser

d Non-controlled inputs

E Evaporator

f Refrigerant

h Heat transfer

s Glycol-water side

v Expansion valve

w Wall

cond Condensation

cor Corrected

crit Critical

c Compressor

down Downstream

eff Effective

fin Fin

init Initial

int Intermediate boundary glycol-water

in Inlet

max Maximum

mid Centre value
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out Outlet

pass Heat exchanger pass

ref Reference

sat Partial derivative along saturation line

sink Sink

ss Steady-state

tot Total

up Upstream

Superscripts
ℓ Saturated liquid
v Saturated vapour
∗ Critical conditions
+ Positive maximum deviation
− Negative maximum deviation
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1 Introduction
Global warming is expected to continue

increasing Earth’s surface temperature unless
global policies to reduce greenhouse gas (GHG)
emissions undergo substantial changes. The 2023
synthesis report by the Intergovernmental Panel
on Climate Change (IPCC) indicates that rising
GHG emissions from human activities have al-
ready driven an average global temperature in-
crease of approximately 1.1 °C between the time
periods 1850–1900 and 2011–2020 [1]. Current
policies are unfortunately insufficient to flatten
this trend enough to limit global warming to a
maximum of 2 °C and pursue the more ambitious
goal of staying below 1.5 °C, as outlined in the
2015 Paris Agreement [2]. Consequently, catas-
trophic weather events, such as the recent flood-
ing in the Valencia region in Spain, are likely to
occur more frequently and with an increased in-
tensity [3]. To mitigate these consequences, it is
imperative to take action to reduce GHG emis-
sions wherever possible, minimizing our collective
negative impact on the environment.

GHG emissions are distributed across various
sectors, with aviation currently contributing ap-
proximately 2% [4]. Alarmingly, this share is ex-
pected to rise as passenger air travel grows at an
annual rate of 4%, while other sectors continue
to reduce their carbon footprints [5]. A 2015
study by the European Parliament projected that
the CO2 emissions from international aviation
could reach 22% of global emissions by 2050 [6].
In response to these concerning trends, the Ad-
visory Council for Aeronautic Research in Eu-
rope (ACARE) developed the FlightPath 2050
roadmap, outlining environmental goals for avia-
tion. These include reducing perceptible aircraft
noise by 65%, cutting NOx emissions by 90%, and
lowering CO2 emissions by 75%, all relative to a
typical new aircraft from the year 2000 [7]. To
meet these targets, research in both industry and
academia has shifted toward aircraft electrifica-
tion, with a focus on minimizing weight and spe-
cific fuel consumption. The initial step in this
transition is the More Electric Aircraft (MEA)
concept, which replaces non-propulsive onboard
systems with electrical alternatives while main-
taining fossil-fuel-powered propulsion. This ap-
proach enhances the efficiency of the main engine
and auxiliary systems but introduces unique chal-
lenges in the generation, distribution, and utiliza-
tion of electrical power [8]. By focussing on over-
coming these challenges, the MEA concept paves
the way for the integration of hybrid and fully
electric propulsion systems. The corresponding
aircraft concepts are called Hybrid Electric Air-
craft (HEA) and All Electric Aircraft (AEA) ,

respectively.
The Environmental Control System (ECS) is

the largest consumer of non-propulsive power in
an aircraft, responsible for approximately 5% of
the total specific fuel consumption [9]. By regu-
lating temperature, pressure, and humidity, the
ECS ensures cabin conditions that provide pas-
senger comfort. Recent research has focused on
the design and optimization of ECS architectures,
as improving their efficiency can lead to signifi-
cant fuel savings for the aircraft [10]. Tradition-
ally, ECS designs for large aircraft rely for cabing
cooling on the Air Cycle Machine (ACM) , which
uses high-pressure bleed air from the main en-
gines as its power source [11]. Following a reverse
open Brayton cycle, this air is compressed, cooled
in a heat exchanger, and expanded through a tur-
bine to produce low-temperature air. The cooled
air is then mixed with hot bleed air that by-
passed the ACM to maintain the desired con-
ditions. Although the ACM is simple and reli-
able, its reliance on bleed air presents challenges
for the MEA framework, where bleed air is no
longer available. To address this, additional elec-
tric compressors must be integrated. These modi-
fications have promoted the investigation of alter-
native thermodynamic cycles that may be more
suitable for electric aircraft.

Figure 1: Pressure-enthalpy diagram of an ideal
single-stage inverse organic Rankine cycle.

One promising option is the Vapour Compres-
sion Cycle (VCC) , which is based on the inverse
Rankine cycle, as shown in Figure 1. A work-
ing fluid is circulated through system undergoing
four main processes: Evaporation, compression,
condensation, and expansion [12]. The desired
cooling capacity is achieved through the evapora-
tion process. Here cabin air passes through a heat
exchanger, where heat is transferred to the work-
ing fluid, causing it to evaporate. Subsequently,
the fluid is compressed from low to high pressure,
increasing its temperature correspondingly. Sub-
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sequently, the vapour is condensed by rejecting
thermal energy to a cooling medium, typically
ram air. Finally, the fluid is throttled through an
expansion valve back to the evaporation pressure.
By exploiting the phase transitions of the working
fluid, the VCC achieves a much higher Coefficient
of Performance (COP ) compared to the ACM
[11]. Additionally, since the VCC is not directly
connected to the main engine, the cycle can be
controlled independently, allowing for more flexi-
bility. However, implementing the VCC requires
almost the realization of a new technology in the
case of aircraft ECS, including the development
of specialized compressors, heat exchangers, and
valves for the working fluid. This added complex-
ity, along with an increase in volume and mass of
the ECS, may offset the VCC’s performance ben-
efits. Consequently, the suitability of the VCC
for future more electric aircraft remains an ac-
tive area of research.

1.1 The IRIS
At Delft University of Technology, an ongoing

research project investigates novel ECS designs
based on the adoption of an electrically driven
VCC system to enhance efficiency and reduce en-
vironmental footprint [13]. Although this tech-
nology has already been implemented in the ECS
of rotorcraft and small aircraft [11, 14], its suit-
ability for larger aircraft is constrained by several
factors, including excessive system volume and
weight, safety concerns about refrigerant flamma-
bility and toxicity, and a lack of research ded-
icated to airborne applications [15]. Two key
innovations are pursued in the project. Firstly,
the traditional scroll compressor used in existing
VCC-based ECS designs is replaced with an elec-
trically powered high-speed centrifugal compres-
sor. These centrifugal compressors are not only
highly compact and lightweight, but also feature
foil bearings. The use of these bearings eliminates
the need for an oil system, thereby preventing
fluid contamination and further reducing weight.
Secondly, low-Global Warming Potential (GWP)
working fluids are assessed as replacement of the
conventional R-134a refrigerant, significantly re-
ducing the environmental impact if the working
fluid is released into the atmosphere.

During the project’s initial phase, several nu-
merical studies on centrifugal VCC design were
carried out, as documented in the dissertations
of Giuffré [15] and Ascione [13]. These studies
involved developing multi-objective design opti-
mizations to determine the optimal thermody-
namic state of the VCC and to size the com-
pressor and heat exchangers accordingly [16–18].
In addition, the impact of the use of differ-

ent refrigerants was evaluated [19]. The IRIS
test facility (Inverse Organic Rankine Cycle In-
tegrated System) was developed to support this
research by providing an experimental platform
to validate the numerical models and test com-
ponents [20]. More specifically, the IRIS features
test sections for compressor systems and air-to-
refrigerant heat exchangers, bridging the gap be-
tween theory and practical implementation and
offering insights into system performance under
real-world conditions.

However, the IRIS was not initially designed
as a fully versatile test platform. Instead, the fa-
cility was built to mimic the ECS of a helicopter,
with its components sized for the critical condi-
tions of that kind of application [21]. Although
this design provides a starting point for the test
rig, it also introduces significant limitations: The
system is not fully adaptable to test a wide range
of operating conditions and does not fully reflect
the configuration of the system it aims to rep-
resent. For example, the original plan called for
an intercooler paired with a high-speed centrifu-
gal compressor. However, due to the unavailabil-
ity of the compressor, a reciprocating compressor
was temporarily installed, which led to changes in
the system architecture. Since reciprocating com-
pressors cannot operate safely at very low suction
pressures, the intercooler was removed to increase
the evaporation temperature, further deviating
from the intended design. Consequently, the IRIS
configuration is the result of a trade-off between
two opposites; it serves as both a test facility for
specific VCC components and a prototype that
loosely mirrors a future ECS for larger aircraft.
This dual role means that while the IRIS can test
up to certain operating conditions, it cannot offer
the full flexibility of a purpose-built test rig, nor
does it provide a perfect representation of a VCC
as implemented in a real ECS.

Despite these limitations, the IRIS remains a
valuable tool in the advancement of novel ECS
research. The variety of measurement equipment
of the facility allows the acquisition of crucial
experimental data that complement the numeri-
cal optimization studies, aiding in the refinement
of theoretical models. Although it may not be
fully adaptable to every possible VCC configu-
ration, the IRIS is particularly effective in en-
abling testing conditions that closely resemble
those found in actual aircraft operations. This
capability helps address knowledge gaps in the
behaviour of components such as the high-speed
centrifugal compressor, which has not been ex-
tensively tested in airborne applications.

Furthermore, the modular nature of the IRIS
means that it can be continuously updated and
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improved as the project progresses. The planned
replacement of the reciprocating compressor with
the high-speed centrifugal compressor, for exam-
ple, will bring the test rig closer to the specifica-
tions of a fully functional ECS, thus enhancing its
relevance and accuracy in simulating future sys-
tems for electric aircraft. Additionally, the flex-
ibility of the facility allows for further adapta-
tions, such as the integration of an intercooler or
other critical components that could expand its
testing capabilities. By enabling these updates,
the IRIS serves not only as a current test bed
but also as a dynamic research platform capa-
ble of supporting the ongoing development and
optimization of environmentally sustainable ECS
designs.

1.1.1 Component Architecture
To provide a clearer overview of its system

layout, Figure 2 presents a schematic of the Pro-
cess & Information Diagram (P&ID) for the IRIS
test facility. This diagram illustrates three dis-
tinct loops: the heating loop, cooling loop, and
refrigeration loop, each corresponding to a sub-
system in the ECS of a helicopter [18]. The fol-
lowing paragraphs will describe these loops in
more detail.

The heating loop supplies heat to the system
and simulates the heat sources found in an air-
craft, such as passengers in the cabin or avionics.
Instead of air, the loop uses an antifreeze mixture
of ethylene glycol and water to enable more pre-
cise temperature control, due to its greater heat
capacity and lower compressibility compared to
air. As shown in the diagram, the fluid is heated
by an electric heater and stored in a large insu-
lated tank. A constant speed pump ensures a

constant volumetric flow rate, pushing the fluid
through the evaporator. To maintain the de-
sired temperature at the inlet of the evaporator,
a three-way mixing valve blends hot fluid from
the storage tank with colder fluid from the evap-
orator’s outlet. This method offers more effec-
tive temperature control than using the heater
directly, as it avoids delays caused by the ther-
mal capacity of the heater or the fluid stored in
the tank. By preheating the fluid in the tank
and regulating its flow through the mixing valve,
the desired temperature can be maintained more
efficiently.

The cooling loop functions as a heat sink, sim-
ilar to the ram air system in an aircraft. In the
IRIS system, the cooling loop operates as an open
cycle, using air as the cooling medium. Fresh
air is drawn from the environment by a variable-
speed fan located just upstream of the exit duct.
After passing through a filter, the air is heated to
the desired temperature using an electric heater.
It then flows through a straightener and screen
before reaching the condenser, where it is heated
up. Subsequently, the air moves through the fan
and exits the duct.

The refrigeration loop represents the core of
the ECS. Its layout mirrors that of the VCC in an
aircraft and incorporates five main components:
the evaporator, compressor, condenser, liquid re-
ceiver, and Electronic Expansion Valve (EEV) .
The working fluid in the refrigeration loop is the
low-GWP haloolefin R-1233zd(E) [22]. Starting
at the outlet of the evaporator, indicated as point
1 in the diagram, the refrigerant (now a super-
heated vapour) moves through the compressor,
where both its temperature and pressure are in-
creased. Between points 3 and 4, the refriger-

Figure 2: Schematic representation of the P&ID of the IRIS , adapted from [20]. The heating loop is
shown with blue process lines, the cooling loop with green, and the refrigeration loop with red. Temper-
ature and pressure sensors are indicated with ‘T’ and ‘P’ labels respectively.
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ant passes through the condenser, where heat is
rejected until it reaches saturated vapour condi-
tions first and then condensation occurs. Further
cooling brings the working fluid to subcooled liq-
uid conditions at point 4. From points 4 to 5,
the liquid flows through the liquid receiver, which
acts as the main refrigerant storage. This com-
ponent sets the active charge in the cycle and can
also store refrigerant when the system undergoes
maintenance. Finally, the high-pressure liquid is
expanded through the EEV, reducing the pres-
sure and thereby causing flash evaporation. This
process creates a two-phase stream at point 5. In
the evaporator, the remaining liquid in the two-
phase stream evaporates. The vapour is further
heated to prevent liquid droplets from entering
the compressor.

The evaporator and condenser consist in
a counterflow brazed-plate heat exchanger and
a microchannel cross-flow heat exchanger with
multi-louvred fins on the air side, respectively.
The compressor is currently a semi-hermetic re-
ciprocating piston compressor, but in a near fu-
ture, this machine will be replaced by a twin-
stage high-speed centrifugal machine.

1.2 Research Objectives
The goal of this research is to develop a

dynamic numerical model of the refrigeration
loop of the IRIS test facility. This model will
be instrumental in assessing the off-design per-
formance of existing components and predict-
ing the behaviour of the system once the high-
speed centrifugal compressor is integrated into
the rig. Given the susceptibility of centrifugal
compressors to stall phenomena in certain oper-
ating ranges [23], the model will also serve as a
foundation for developing a control strategy to
regulate the operating conditions of the compres-
sor. With this controller, the operational range
of the centrifugal compressor may be assessed ef-
fectively, avoiding instabilities at the edges of its
performance envelope.

From these goals, the following two research
objectives are formulated:

1. Develop a dynamic model of the refrig-
eration cycle of the IRIS to simulate tran-
sient behaviour under varying external con-
ditions. The model assumes the future inte-
gration of the centrifugal compressor in the
working fluid loop.

2. Design and implement a control sys-
tem to regulate critical process variables
for the operation of the compressor, specif-
ically temperatures and pressures at the in-
let and outlet. The control system will

maintain stable and consistent conditions
for the compressor, enabling its reliable
testing.

The scope of the dynamic model is limited to
the refrigeration loop, given the time available for
this project. Consequently, the thermodynamic
variables at the interfaces with the heating and
cooling loops, such as temperatures, pressures,
and mass flow rates, are treated as time-varying
inputs or outputs of the model. In the context of
control system design and the future integration
of the dynamic model in integrated design op-
timization frameworks, the dynamic order of the
model should be kept as low as possible, while re-
taining a physical interpretation of the variables.
In other words, the number of dynamic states in
the model should be minimized to ensure low sim-
ulation times, allowing for quicker development
and verification of controllers.

Ultimately, by offering a way to assess the
performance of the facility under off-design con-
ditions, the dynamic model enables faster and
more cost-effective evaluations than modifying
the physical setup. Additionally, the controller
streamlines the compressor testing process by au-
tomatically adjusting appropriate inputs. These
contributions are vital for improving the func-
tionality of the IRIS and advancing the next gen-
eration of environmentally sustainable ECS de-
signs.

1.3 Outline
To address the research objectives outlined in

the previous section, this report is organized as
follows:

Chapter 2 introduces the modelling method-
ologies, divided into three parts. Section 2.1 out-
lines the employed modelling paradigms. Sec-
tion 2.2 provides detailed descriptions of the indi-
vidual component models, including the assump-
tions and methods used. Section 2.3 explains the
integration of these component models within the
Dymola environment, highlighting the use of aux-
iliary submodels and simplifications for successful
implementation.

Chapter 3 focuses on verifying the developed
model. Section 3.1 presents the model’s steady-
state prediction, which serves as the basis for ini-
tialisation for dynamic simulations. Section 3.2
analyses transient simulation results for three sce-
narios, assessing the trends for their physical va-
lidity. Finally, Section 3.3 evaluates the model’s
integrity, with particular emphasis on the conser-
vation of mass and energy.

Chapter 4 addresses the design of the control
system for compressor testing. Section 4.1 defines
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the control problem, specifying the plant, inputs,
outputs, and disturbances. Section 4.2 describes
the linearization of the model around the steady-
state initialisation point, followed by scaling and
a comparison between the linearized approxima-
tion and the full nonlinear model. Section 4.3
details the development and tuning of a decen-
tralized controller using established linear control
methods. In Section 4.4, the performance of the
closed-loop system is evaluated for three distinct
cases, using both the full nonlinear model and the
closed-loop linearized system.

Finally, Chapter 5 presents the conclusions,
discussing key implications of the methodologies
employed and suggesting potential directions for
future research.

2 VCC Modelling
This chapter focuses on the transient mod-

elling of the Vapour Compression Cycle (VCC) in
the Inverse organic Rankine cycle System (IRIS).
The chapter begins with the selection of an ap-
propriate modelling paradigm, which serves as
the foundation for the entire modelling process.
Next, the individual component models, i.e. heat
exchangers, compressor, and expansion valve, are
described in detail. Finally, the integration of
these component models into a complete VCC
model within the Dymola environment is ad-
dressed, including the incorporation of necessary
auxiliary components.

2.1 Modelling Paradigm
Modelling complex thermodynamic systems

can be approached in various ways, each with
its own advantages and limitations. A modular
approach was chosen to derive the model equa-
tions. Unlike a monolithic method, which con-
siders the full system as a single entity, modular
modelling involves dividing the system into sub-
models and deriving the dynamic equations for
each part. This method is particularly well-suited
for the VCC of the IRIS facility, as it allows for
easy updates or model extensions in response to
evolving requirements. For example, components
can be replaced, or the submodels can be refined
to better fit experimental data, without the need
to reconstruct the entire model.

Interactions between the various submodels
occur through ports, which use specific variables
to exchange information. In physical modelling,
it is often convenient to select pairs of connect-
ing variables that represent energy when multi-
plied together [24]. These variables, referred to
as effort and flow, enable seamless integration of
submodels across various physical domains, such

as translational, rotational, electrical, hydraulic,
and thermal systems. When two submodels are
connected, equality equations enforce that all ef-
fort variables at the ports are equal and that the
sum of all flow variables is zero. The total sys-
tem model can then be represented as a system of
Differential-Algebraic Equations (DAEs), which
can be solved using specialized numerical meth-
ods [25].

The chosen modelling environment for this
work is Dymola, a commercial simulation tool
that uses the Modelica language [26]. A key
strength of Modelica is its non-causal modelling
approach, which eliminates the need to predefine
inputs and outputs for submodels. Instead, equa-
tions are written symbolically, and the solver de-
termines the inputs and outputs automatically,
based on the boundary conditions of the over-
all system model. This flexibility greatly reduces
the modeller’s workload and allows any type of
submodel to connect with another provided that
the connecting ports are compatible. However,
the approach also has drawbacks. Careless con-
nections or poorly chosen boundary conditions
can introduce unnecessary sets of implicit nonlin-
ear algebraic equations or high-index DAEs [27].
Such difficulties increase computational cost or
solvability of the model, and careful attention is
therefore required to avoid complications.

To address these challenges, a causal mod-
elling method was employed. In causal mod-
elling, inputs and outputs are predefined in a way
that ensures convenient and computationally ef-
ficient connections between submodels. This ap-
proach minimizes the index of the DAE system
and avoids unnecessary algebraic loops. Two fun-
damental module types are used: storage mod-
ules and flow modules.

• Storage modules accept flow variables as
inputs and provide effort variables as out-
puts. The effort variables follow from dy-
namic states within the module. These
states govern the behaviour of the system
over time, and result from the integration
of time-differential equations.

• Flow modules, on the other hand, are
static. They take effort variables as inputs
and compute the resulting flow variables
based on their difference.

Storage and flow modules can be directly con-
nected, as their inputs and outputs are compat-
ible. By connecting storage and flow modules in
an alternating pattern, the components of com-
plex systems can thus be modelled systematically
and efficiently.
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Figure 3: Causality diagram of refrigerant cycle
in VCC of the IRIS.

Applying the causal modelling method to de-
rive the dynamic model of the IRIS working fluid
loop involves a key assumption: the dynamics of
the compressor and expansion valve are signifi-
cantly faster than those of the heat exchangers
[28]. This assumption enables time-scale decou-
pling, where the fast components can be modelled
as static, while the dynamic states of the model
represent only the slower transients of the sys-
tem. Consequently, the compressor and expan-
sion valve are treated as flow modules, while the
heat exchangers are represented as storage mod-
ules. The interactions between these modules are
illustrated using a causality diagram, shown in
Figure 3. While this diagram resembles the rep-
resentation of the refrigeration loop in Figure 2,
the arrows in the causality diagram indicate the
flow of information rather than the flow of mass.
Each module’s ports correspond to the inlets and
outlets of the associated component, with pres-
sure and mass flow rate serving as the effort and
flow variables, respectively. To account for the
convection of energy, specific enthalpy is also in-
cluded as a port variable. Its direction aligns with
the flow of refrigerant, which is assumed to not
change during operation. For improved readabil-
ity, the causality diagram is only shown for the
working fluid.

Notably, the liquid receiver is excluded from
the model for simplicity. Doing so results in a
constant refrigerant charge in the model and im-
plies the additional assumption of negligible mass
and thermal inertia of the receiver. Although
some authors have reported on the importance
of including a liquid receiver model to appropri-
ately account for the varying refrigerant charge
at off-design conditions [30–32], it was decided to

neglect the modelling of this component as the
variation of the active charge of fluid in the op-
erating range of the IRIS setup is expected to be
small. Future studies will assess the validity of
this hypothesis, as mentioned in more detail in
Section 5.2.

2.2 Components
Each of the submodels in Figure 3 requires

specialized modelling approaches and will there-
fore be discussed in separate sections. Given the
complexity of the heat exchanger models, their
description is further divided into sections cover-
ing the working fluid equations, glycol-water side
equations, air side equations, and wall temper-
ature equations. Additionally, the heat transfer
correlations used for the various convective heat
transfer processes are addressed in a dedicated
subsection.

2.2.1 Heat Exchangers
For the heat exchanger models, the Moving

Boundary (MB) method is used, since it provides
a good balance between accuracy and computa-
tional efficiency in comparison with alternative
methods [33, 34]. The MB method relies on the
following simplifying assumptions:

• The heat exchanger can be modelled as a
long, horizontal tube.

• The flow in the heat exchanger is one-
dimensional, meaning properties are uni-
form over the cross-sectional area.

• The cross-sectional area of the flow is con-
stant.

• Pressure drop along the heat exchanger is
negligible.

• Axial heat conduction through the fluid and
solid material of the heat exchanger is neg-
ligible.

These assumptions simplify the differential con-
servation equations governing flow dynamics, re-
ducing them to their one-dimensional form [35]:

∂ρ

∂t
+

∂ρu

∂x
= 0 (1)

∂ρh

∂t
+

∂ρuh

∂x
=

∂P

∂t
+

Q̇
Ac

. (2)

Equation (1) and (2) represent conservation of
mass and energy, respectively, where ρ is the
fluid density, t represents time, x is the one-
dimensional spatial direction, u is the velocity
along this direction, h is the specific enthalpy,
P is the pressure, Q̇ is the heat transfer rate per
unit length, and Ac is the cross-sectional area of
the flow. As pressure is assumed uniform along
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the length of the heat exchanger, the momentum
equation is omitted. These conservation equa-
tions apply to all fluids in the heat exchanger,
including refrigerant, glycol-water, and air, al-
though the relations between the thermodynamic
properties in (1) and (2) and their effect on the
dynamic states differ for each fluid.

Working Fluid

The key principle of the MB method is to in-
tegrate (1) and (2) according to the phase of the
working fluid [29]. For instance, in the evaporator
illustrated in Figure 4, the refrigerant enters as a
two-phase flow and exits as superheated vapour
(this transition is also depicted in Figure 1). As
the fluid moves through the heat exchanger, the
liquid evaporates until the fluid reaches saturated
vapour conditions, where all liquid has evapo-
rated. The MB method assumes that this phase
transition point can be represented by a one-
dimensional position within the heat exchanger,
denoted as L1 in Figure 4. Changes in pressure,
mass flow rate, and heat transfer to the refrig-
erant over time alter the characteristics of the
evaporation process, causing the position of this
phase transition boundary to shift dynamically
along the heat exchanger length. Consequently,
the evaporator is divided into two regions whose
sizes fluctuate based on the flow conditions. Sim-
ilarly, the condenser is divided into three distinct
regions. As shown in Figure 1, the refrigerant
entering the condenser is first desuperheated in a
single-phase vapour region, then fully condensed
in a two-phase region, and finally subcooled in
a single-phase liquid region. It is assumed that
no phase regions (dis)appear in the two heat ex-
changers during operation: the evaporator always
contains a two-phase and superheating region,
while the condenser consistently features desu-
perheating, two-phase, and subcooling regions.

Building on this approach, the model equa-
tions can be found by integrating (1) and (2) with
respect to the spatial coordinate x for each phase
region. In the context of the causal modelling ap-
proach, the goal is to arrive at a system of equa-
tions that can be solved explicitly for the time
derivatives of dynamic states, preferably with no
implicit algebraic loops. As will become clear in
the following derivation, the choice for the dy-
namic states is not fixed, and suitable variables
must be selected based on the structure of the
conservation equations.

The integral conservation equations are de-
rived from (1) and (2) by applying the diver-
gence theorem and the Leibniz rule [36]. For in-
stance, the dynamics of the two-phase region in
the evaporator, indicated with the 1 subscript,
are described by

Ac,E

(
L1,E

dρ̄1,E
dt

+ ρ̄1,E
dL1,E

dt

)
= ṁv − ṁv

E

(3)

Ac,E

(
L1,E

(
d(ρh)1,E

dt
− dPE

dt

)
+ (ρh)1,E

dL1,E

dt

)
= ṁvh4 − ṁv

Eh
v
E + Q̇f,1,E ,

(4)
where ṁ indicates the mass flow rate and Q̇ is
the heat transfer rate. The subscripts E , v, and

f respectively represent variables for the evapo-
rator, expansion valve, and refrigerant. The su-
perscript v indicates variables at the saturated
vapour boundary. The bar notation is used to de-
note the average of a property throughout the re-
gion, e.g. (ρh) indicates the average of the prod-
uct of density and specific enthalpy in the vol-
ume. The definitions of these average properties
depend on the phase of the fluid in the region.

For two-phase flow, the Homogeneous Equi-
librium Model (HEM) is used, stating that the

Figure 4: Schematic drawing of the refrigerant flow through the evaporator, adapted from [29].
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two phases have equal velocity and are in thermo-
dynamic equilibrium. The average density then
follows from the void fraction γ , which repre-
sents the local ratio between the area occupied by
vapour and the total cross-sectional area. Follow-
ing the assumptions of the HEM, it is a function
of the vapour quality, q, and saturation densities
[37] through

γ =
1

1 + 1−q
q

(
ρv

ρℓ

) , (5)

where the superscript ℓ denotes saturated liquid
conditions. The average void fraction can be de-
termined through integration with respect to the
spatial coordinate. For simplicity, it is assumed
that the vapour quality varies linearly along the
length of the two-phase region, resulting in

γ̄ =
1

qout − qin

∫ qout

qin

γ

(
q,

ρv

ρℓ

)
dq, (6)

with in and out indicating the inlet and outlet
respectively. It is additionally assumed that the
average void fraction is time-invariant [38]. This
means that its value for the evaporator and con-
denser can be computed once and then used as
fixed parameters for the models. Given the con-
figuration of the phase regions in the condenser,
the inlet and outlet quality of its two-phase region
will always be 1 and 0 respectively. Similarly, the
outlet quality of the two-phase region in the evap-
orator will always be equal to 1. As a result, the
average void fraction of the condenser is a func-
tion of only the pressure. In the evaporator, the
average void fraction is a function of the pressure
and inlet quality. To compute the values of the
average void fractions, the pressures and evapo-
rator inlet quality at the design point of the IRIS
are used. For the evaporation region, again de-
noted by the 1 subscript, the average density is
then given by

ρ̄1,E = γ̄Eρ
v
E + (1− γ̄E)ρ

ℓ
E . (7)

Similarly, the average of the product between
density and specific enthalpy can also be ex-
pressed using the average void fraction:

(ρh)1,E = γ̄Eρ
v
Eh

v
E + (1− γ̄E)ρ

ℓ
Eh

ℓ
E . (8)

Since the average void fraction is assumed con-
stant, the time derivatives of these average prop-
erties are a function of only the evaporation pres-
sure and its time derivative. For example, the
time derivative of the mean density of evapora-

tion is given by

dρ̄1,E
dt

=

(
γ̄E

(
∂ρvE
∂P

)
sat

+ (1− γ̄)

(
∂ρℓE
∂P

)
sat

)
dPE

dt
,

(9)

where the partial derivatives along the satura-
tion lines are indicated with the sat subscript.
These partial derivatives are functions of only
the evaporation pressure, and can be found in
an external package used to calculate the ther-
modynamic properties of R-1233zd(E), namely
REFPROP [39], that is called in the Modelica
environment through the ExternalMedia package
[40].

For single-phase regions, the average proper-
ties in the conservation equations are computed
using the pressure and average specific enthalpy
in the region. In contrast with the two-phase re-
gions, where the mean void fraction is used, the
single-phase regions require the inlet and outlet
enthalpy to determine the average enthalpy. It
is assumed that the enthalpy profile within the
single-phase region is linear. For example, in the
superheating region of the evaporator, indicated
with the 2 subscript, the average specific enthalpy
is given by

h̄2,E =
hv
E + h1

2
. (10)

All other fluid properties in the region can then
be determined from the pressure and average en-
thalpy by calling the appropriate Equation of
State (EoS) through ExternalMedia, e.g.

ρ̄2,E = f(PE , h̄2,E), (11)

and for the average of the product of density and
enthalpy it is assumed that (ρh) ≈ ρ̄·h̄. The time
derivatives of the average properties are then a
function of the time derivatives of the pressure
and average specific enthalpy, resulting in

dρ̄2,E
dt

=

(
∂ρ̄2,E
∂P

)
h

dPE

dt
+

(
∂ρ̄2,E
∂h

)
P

dh̄2,E

dt

dh̄2,E

dt
=

1

2

((
∂hv

E

∂P

)
sat

dPE

dt
+

dh1

dt

)
,

(12)
where the h and P subscripts indicate that the
partial derivatives are computed with respect to
a constant specific enthalpy and pressure, respec-
tively.

After combining the conservation equations of
each phase region the evaporator model consists
of a total of four conservation equations in the fol-
lowing seven unknowns: PE , L1,E , h1, ṁ

v
E ,

dPE

dt ,
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dL1,E

dt , dh1

dt . From this, it follows that an appro-
priate selection of the dynamic states of the evap-
orator includes the pressure PE , phase transition
position L1,E , and the outlet enthalpy h1. Doing
so results in a system of 4 conservation equations
and 4 unknowns. Combining the unknowns into a

vector zE =
[
dPE

dt
dL1,E

dt
dh1

dt ṁv
E

]T
, the final

form of the evaporator equations can be written
as [36]

zE = Φ−1
E ϕE , (13)

where the matrix ΦE and vector ϕE are uniquely
determined by the model inputs and dynamic
states. Recalling the assumption that no phase
regions (dis)appear, matrix ΦE will always be in-
vertible, and the unknowns of the working fluid
equations can thus be found explicitly, guarantee-
ing a minimal index and proofing that no implicit
algebraic loops have to be solved.

For the condenser, indicated with subscript

C , a total of six conservation equations re-
sult from combining the three phase regions.
Similar to the evaporator model, the dynamic
states are selected as PC , L1,C , L2,C and h3,
resulting in a total of six unknowns; zC =[
dPC

dt
dL1,C

dt
dL2,C

dt
dh3

dt ṁv
C ṁℓ

C

]T
. The

equations can be written similarly to the evapo-
rator system in (13), and a minimal index and ab-
sence of algebraic loops is therefore also ensured
for the working fluid equations of the condenser.
More details on the derivation of the working fluid
equations can be found in Appendix A.

Glycol-water Side

The glycol-water side of the evaporator, denoted
with subscript s is divided into two regions, cor-
responding to the phase regions of the working
fluid. As the phase transition point of the work-
ing fluid shifts, the boundary separating the two
glycol-water regions moves accordingly. Simi-
lar to the working fluid, the glycol-water flow
is assumed to have uniform pressure throughout.
The resulting integral mass and energy conser-
vation equations resemble (3) and (4). However,
since the position of the phase transition, L1,E , is
determined solely by the conservation equations
of the working fluid, this variable and its time
derivative are treated as outputs of the work-
ing fluid equations and inputs to the glycol-water
equations.

The glycol-water average thermodynamic
properties are calculated using the pressure and
specific enthalpy, as was done for the single-phase
regions of the working fluid. For this, a linear
enthalpy profile is again assumed between the
boundaries of each region. However, due to limi-

tations in defining the EoS for mixtures in the Ex-
ternalMedia framework, the glycol-water mixture
is approximated by using a water fluid model,
which is available in the Modelica Standard Li-
brary [41].

The dynamics of the glycol-water side of the
evaporator are described by a total of four con-
servation equations, and the variables selected as
dynamic states are the pressure Ps, the interme-
diate enthalpy at the boundary between the re-
gions hs,int, and the outlet enthalpy hs,out, yield-
ing a total of four unknowns. Note, however, that
the evaporator has a counter-flow orientation, re-
sulting in the inlet and outlet boundaries to be
geometrically opposite to those of the working
fluid. In vector form, the unknowns are given by

zs =
[
dPs
dt

dhs,int

dt
dhs,out

dt ṁs,int

]
. The un-

known vector can be computed explicitly using
an approach similar to that adapted for solving
the working fluid equations in (13). More details
on the glycol-water side equations are provided
in Appendix A.

Air Side

The air side of the condenser, indicated by sub-
script a, is modelled analogously to the glycol-
water flow in the evaporator, splitting the air flow
into three volumes corresponding to the phase re-
gions of the working fluid. However, to minimize
the number of dynamic states and thereby im-
prove computational efficiency, only the dynam-
ics of the storage of energy in the air are consid-
ered. As a result, the pressure is assumed uniform
and constant, and the air mass flow rate through
the condenser is equal to the specified inlet flow
rate. Since the condenser has a cross-flow config-
uration, the total air mass flow rate must be split
in accordance with the sizes of each of the three
volumes, which depend on the lengths of their
respective fluid phase regions. This results in a
slightly different formulation of the conservation
of energy in the volumes of the air flow in com-
parison with the glycol-water equations, where a
counter-flow stream is modelled. For example, in
the desuperheating region of the condenser, the
conservation of energy equation is given by

Ac,aLa

Ltot,C

(
L1,C

d(ρh)a,1
dt

+ (ρh)a,1
dL1,C

dt

)
=

ṁa
L1,C

Ltot,C
(ha,in − ha,out,1)− Q̇a,1,

(14)
where La is the length of the air flow path per-
pendicular to the refrigerant stream, Ac,a denotes
the total cross-sectional area of the air flow, and
the tot subscript denotes the total heat exchanger
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length in the direction of the refrigerant flow. The
boundary position L1,C and its time derivative
are inputs of the energy equation for the airflow,
following from the working fluid equations. Simi-
lar to the single-phase regions of the working fluid
and glycol-water flows, the enthalpy profile is as-
sumed linear, and the average properties of the
air are determined at the pressure and average
air enthalpy of the respective volumes. The EoS
of dry air contained in the Modelica Standard Li-
brary is used for this. In total, the equations for
the air side of the condenser include three dy-
namic states: the outlet enthalpies of each re-
gion, ha,out,1, ha,out,2, and ha,out,3. The time
derivatives of these states follow explicitly after
substitution of the average property equations in
the energy equations. More details on the deriva-
tion of the air side equations are provided in Ap-
pendix A.

Wall Temperature

To account for the thermal capacitance of the
metal interface between the hot and cold streams,
a wall element is included in the heat exchanger
model, indicated with subscript w. Similar to
the approach used for the secondary flows, the
wall is divided into sections corresponding to the
phase regions of the working fluid, with its ther-
mal properties lumped and averaged within each
region. For example, referring to the schematic
representation of the evaporator in Figure 4, the
integral energy equation describing the average
wall temperature in the two-phase region of the
evaporator is given by

L1,E
dT̄w,1,E

dt
=

dL1,E

dt

(
T v
w,E − T̄w,1,E

)
+

Q̇s,1 − Q̇f,1,E

ρw,Ecw,EAc,w,E
,

(15)

where cw is the specific heat capacity of the wall.
The first term on the right-hand side of this equa-
tion accounts for the change in energy of the wall
section caused by the movement of the working
fluid’s phase transition boundary. To ensure en-
ergy conservation, the value of T v

w,E has to be
adapted depending on which direction the bound-
ary moves. This is achieved through a switch-
ing policy for the boundary wall temperature
[42]. When the phase transition boundary moves
downstream, the wall temperature at the bound-
ary is set equal to the average wall temperature
of the superheating region. Conversely, if the
boundary moves upstream, it is set to the average
wall temperature of the two-phase region.

The physical reasoning behind this switch-
ing strategy lies in the interaction between the
two regions of the wall. When the boundary

moves downstream, the two-phase wall section
effectively absorbs part of the superheating wall
section. Since the average wall temperatures of
these regions typically differ, the energy of the
two-phase wall section must adjust (either in-
creasing or decreasing) depending on the average
temperature of the neighbouring section. Simi-
larly, when the boundary moves upstream into
the two-phase region, the effect is reversed, al-
tering the energy of the superheating wall sec-
tion. This process ensures that no energy is lost,
hence guaranteeing conservation across the entire
wall. For the evaporator, this switching strategy
is mathematically expressed as

T v
w,E =


T̄w,2,E

dL1,E

dt
≥ 0

T̄w,1,E
dL1,E

dt
< 0

. (16)

A similar switching strategy is applied for the
wall energy equations of the condenser. How-
ever, since the condenser contains two phase tran-
sition boundaries, two wall boundary tempera-
tures are defined. The wall section of the con-
denser corresponding with the two-phase region
thus contains two boundary movement terms, one
for each phase transition boundary. A more de-
tailed derivation of the wall energy equation can
be found in Appendix A.

Heat Transfer

To complete the heat exchanger models, it is es-
sential to define expressions for the heat transfer
rate. In general, these expressions take the fol-
lowing form:

Q̇f = ᾱAh(T̄w − T̄f ), (17)

with ᾱ as the average convective heat transfer
coefficient. The heat transfer rate is considered
positive when directed towards the refrigerant.
Note that the average temperature of the fluids
follows from the average enthalpy and pressure.
For internal flows, the heat transfer area is ex-
pressed as Ah = LC, where L is the length of the
region and C represents the perimeter of the flow
channel. On the air side, the heat transfer area
for the ith region depends on the region’s length
and the fin efficiency ηf , resulting in

Ah,a,i = ηt
Li,C

Ltot,C
Ah,a

ηt = 1− Afin

Ah,a
(1− ηfin).

(18)

The average convective heat transfer coeffi-
cient ᾱ is determined separately for each phase
region on both the refrigerant and secondary fluid
sides. These coefficients are typically obtained
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from empirical correlations that account for the
geometrical characteristics of the heat exchanger
and thermodynamic properties of the fluids. Such
correlations often rely on dimensionless numbers,
e.g. Reynolds, Prandtl, and Nusselt, which are
defined as

ReDh
=

GDh

µ

Pr =
Cpµ

k

NuDh
=

αDh

k
.

(19)

Here, Dh denotes the hydraulic diameter, i.e.
Dh = 4Ac

C , µ is the dynamic viscosity, Cp is the
heat capacity at constant pressure, and k is the
thermal conductivity. To avoid algebraic loops,
the mass flux G = ṁ/Ac is calculated from the
average of the inlet and outlet mass flow rates,
which are model inputs for all fluids. Since the
flow characteristics differ significantly for each
fluid, particularly in the two-phase regions, the
heat transfer correlations for each scenario are
discussed individually.

For heat transfer between the wall and the
refrigerant, three different correlations are ap-
plied, depending on the fluid’s phase. In single-
phase regions, when the Reynolds number is be-
low 3000, a constant Nusselt number of NuDh

=
3.66 is assumed. For Reynolds numbers above
3000, Gnielinski’s correlation is used, along with
Petukhov’s friction factor [43], given by

NuDh
=

fp
8 (ReDh

− 1000)Pr

1 + 12.7
(

fp
8

) 1
2
(
Pr

2
3 − 1

)
fp = (0.790 ln(ReDh

)− 1.64)
−2

.

(20)

The average heat transfer coefficient is then de-
termined by evaluating this correlation at the av-
erage fluid properties: NuDh

≈ NuDh
(P, h̄).

For two-phase flow in the evaporator, the fol-
lowing correlation of Lee et al. [44] is used:

NuDh
= 0.9243Re0.6151ℓ Pr0.33ℓ

Reℓ =
GeqDh

µℓ

Prℓ =
Cℓ

pµ
ℓ

kℓ

Geq = G

(
(1− q̄) + q̄

(
ρℓ

ρv

)0.5
)

q̄ =
qin + 1

2
,

(21)

where the inlet quality qin is derived from the
inlet enthalpy and evaporator pressure using the
EoS, while the Reynolds and Prandtl numbers are
calculated based on saturated liquid properties.

In the condenser’s condensation region,
Shah’s correlation [45] is employed. Under the as-
sumption of a linear quality profile between 0 and
1, the local correlation is integrated to compute
the average heat transfer coefficient, resulting in

ᾱ = αℓ

(
1 +

1.128

1.817

((
ρℓ

ρv

)0.3685

×

(
µℓ

µv

)0.2363(
1− µv

µℓ

)2.144

Pr−0.1
ℓ

))

αℓ = 0.023Re0.8ℓ Pr0.4ℓ

kℓ

Dh
,

(22)
where the definitions of the Reynolds and Prandtl
numbers follow those in (21).

For the glycol-water mixture, the average heat
transfer coefficient is assumed constant in both
regions. It is calculated based on inlet conditions
using Gnielinski’s formula and Petukhov’s fric-
tion factor, as depicted in (20). The thermody-
namic properties of the flow follow from the EoS,
where the mixture is approximated as pure water.

Finally, for the air side Chang and Wang’s
correlation [46] is applied in each region, given
by

ᾱ =
jCpG

Pr
2
3

j = ΞRe−0.49
Lp

.
(23)

Here, j denotes the Colburn factor, Ξ is a con-
stant dependent on the air-side fin geometry, and
Lp is the louver pitch of the fins. The thermody-
namic properties of the air are determined from
the pressure and average enthalpy of the region.

Table 1: Heat transfer coefficient correlations for
each fluid and phase region.

Fluid Phase Region Correlation

R-1233zd(E)

Single-phase
Gnielinski with
Petukhov [43]

Evaporation Lee et al. [44]

Condensation Shah [45]

Glycol-water All
Gnielinski with

Petukhov

Air All
Chang and
Wang [46]

To provide an overview, Table 1 summarizes
the chosen heat transfer correlations for each fluid
and phase region.

14



2.2.2 Compressor
The compressor model is static, containing no

dynamic states. This allows the use of a steady-
state performance map to determine the mass
flow rate through the centrifugal compressor at
a given compressor speed and pressure ratio. Al-
though the compressor consists of two stages con-
nected in series, a combined single-stage perfor-
mance map is used, which has two important im-
plications.

Firstly, while using performance maps for
both independent stages would improve accuracy,
the available experimental data only contain mea-
surements at the inlet of the first stage and the
outlet of the second stage. Therefore, a single-
stage performance map is assumed to approxi-
mate the combined behaviour of both stages.

Secondly, the single-stage map inherently ac-
counts for interstage heat transfer from bypass
flows used in the bearing system and from cool-
ing the electric motor that powers the compres-
sor. Specifically, refrigerant exiting the first stage
flows through a cooling duct near the motor coils
before entering the second stage, absorbing some
of the heat generated by the motor. In addi-
tion, a portion of the refrigerant stream at the
compressor inlet bypasses the main flow to lu-
bricate the bearings, where frictions between the
static and rotating elements increase the temper-
ature of the fluid before reinjection. The extent
of these effects depends on the rotational speed
and flow conditions of the compressor. However,
due to the lack of detailed thermodynamic data
within the compressor, these effects are assumed
to be captured adequately in the single-stage per-
formance map.

The performance map itself is constructed us-
ing experimental data provided by the compres-
sor manufacturer. During testing, the rotational
speed and inlet conditions (temperature and pres-
sure) were held constant, while the discharge
pressure was varied. This process generates speed
lines; curves of data points corresponding to a
specific compressor speed, defined by the suction
and discharge pressures and temperatures. The
measurement range is constrained by two limits:
surge and choke.

• Surge occurs when the pressure ratio be-
comes too large, causing flow separation
and reattachment at a certain frequency.
This results in violent oscillations and a sig-
nificant performance drop. The speed lines
are measured just before surge, where the
pressure ratio reaches its maximum.

• Choke occurs when the flow reaches the lo-
cal speed of sound, preventing any further

increase in mass flow rate regardless of pres-
sure difference. The speed lines approach
this condition asymptotically.

By performing experiments across a range of
compressor speeds (from minimum to maximum
rotational speed), the operational regime of the
compressor is mapped. The data are obtained at
constant inlet conditions, defined by a reference
temperature Tref and pressure Pref. However,
when the compressor operates in off-design con-
ditions with varying inlet conditions, the speed
lines change shape. To address this, the rota-
tional speed and mass flow rate are corrected us-
ing the following relations, valid for an ideal gas
[47]:

NT =

√
Tref

T1

Ω

Ωref

ṁcor =

√
T1

Tref

Pref

PE
ṁc.

(24)

Here, NT is the corrected speed, non-
dimensionalized by the reference rotational speed
Ωref = 80 kRPM, and the subscripts cor and

c indicate corrected properties and compressor
variables respectively.

The corrected compressor map consists of two
plots (see Figure 5): one showing the pressure
ratio PR as a function of the corrected mass
flow rate, and another showing the isentropic ef-
ficiency ηs as a function of the corrected mass
flow rate. The map can be converted into numer-
ical tables using the β-line method [48], allow-
ing interpolation to determine the required vari-
ables for specific input conditions. Three tables
are constructed, one for the pressure ratio PR,
one for the corrected mass flow rate ṁcor, and
one for the isentropic efficiency ηs. The indepen-
dent variables are the β variable from the β-line
method, and the corrected compressor speed NT .

To compute the mass flow rate and isentropic
efficiency in the compressor model, the inlet pres-
sure PE , outlet pressure PC , and compressor
speed Ω are used as inputs (see Figure 3). The
procedure is as follows:

1. Compute the pressure ratio PR as PC/PE .

2. Correct the compressor speed NT using the
relation in (24).

3. Initialize an iterative procedure to identify
the corresponding β-value for the given PR
and NT . This starts with a guess (half the
total number of β-lines) and evaluates the
compressor map tables for varying β until
convergence.
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4. Extract the corrected mass flow rate and
isentropic efficiency from the tables at the
converged β.

5. Determine the actual mass flow rate using
(24).

6. Use the isentropic efficiency to compute the
outlet enthalpy h2 of the compressor with

h2 = h1 +
1

ηs
(h2s − h1),

where h2s, the isentropic outlet enthalpy,
is evaluated from the EoS at the condenser
pressure PC and entropy s1, which is deter-
mined at the inlet conditions (PE , h1).

Since the procedure requires solving an implicit
relation to determine β, the model includes an
algebraic loop. Fortunately, a unique solution to
this set of equations is always guaranteed as long
as the operating point of the compressor remains
within the boundaries of the map. This is evi-
dent from the speed lines in Figure 5a, where, at
a given corrected speed, each point along the line
corresponds to a single pressure ratio. Contrar-
ily, if the speed lines were horizontal at low mass
flow rates, pressure ratio values near surge could
result in multiple valid solutions for β, making
the implicit system underdetermined.

2.2.3 Expansion Valve
The Electronic Expansion Valve (EEV) model

is implemented using the liquid flow valve model
with potential choked flow conditions provided
in the ThermoPower Modelica library [49]. This

model applies standard valve sizing equations
from the International Society of Automation
(ISA) [50]. The mass flow through the valve is
described by

ṁv = Avg(θ)
√

ρin∆Peff

∆Peff =

{
∆P ∆P < ∆Pcrit

∆Pcrit otherwise

∆P = PC − PE

∆Pcrit = F 2
L(PC − FFP

ℓ
in)

FF = 0.96− 0.28

√
P ℓ
in

P ∗ ,

(25)

where ∆Peff and ∆Pcrit are the effective and
critical pressure ratios, respectively, and Av is
determined from nominal operating conditions,
chosen based on the design point of the IRIS.
The opening behaviour of the valve is described
by the characteristic equation g(θ), where θ rep-
resents the valve’s opening percentage, ranging
from 0 % (fully closed) to 100 % (fully open). A
linear opening characteristic is adopted based on
the valve manufacturer’s specification sheets [51].

From the pressure difference equations, it fol-
lows that when the pressure drop across the valve
exceeds the critical pressure difference, the flow
becomes choked, and the effective pressure differ-
ence is limited to the critical value. The recovery
factor FL is assumed constant at 0.9. The criti-
cal pressure ratio factor FF is derived using the
Homogeneous Equilibrium Model (HEM). Under
the assumption that flash evaporation leads to
two-phase flow within the valve, the HEM shows
that the critical pressure ratio depends solely on

(a) Pressure ratio (b) Isentropic efficiency

Figure 5: Single-stage compressor performance map of centrifugal compressor, constructed from exper-
imental data provided by the manufacturer. The reference temperature and pressure are Tref = 25 °C
and Pref = 0.72 bar respectively, and the corrected speed is indicated in the figure as a percentage of the
reference speed Ωref = 80 kRPM.
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the saturation pressure corresponding to the in-
let temperature P ℓ

in and the refrigerant’s critical
pressure P ∗ [52]. This dependence is reflected in
the given equation for FF .

To determine the outlet enthalpy, an adia-
batic expansion process is assumed, meaning no
heat is exchanged with the surroundings as the
fluid passes through the valve. It follows that
the outlet specific total enthalpy equals the inlet
specific total enthalpy, i.e.

h4 = h3. (26)

2.3 Model Implementation
After formulating the model equations for the

individual components, the submodels were im-
plemented in Modelica to construct the complete
Vapour Compression Cycle (VCC).

Figure 6: Evaporator model in Modelica.

To connect the submodels, standard connec-
tion interfaces were primarily used, taken from
the ThermoPower library or the Modelica Stan-
dard Library. However, within the heat ex-
changer models, a custom connection interface
was introduced as part of the moving bound-
ary method. This interface extends the standard
thermal connection by incorporating the lengths
of the phase regions of the working fluid as inputs
or outputs.

For instance, in the evaporator model shown
in Figure 6, three submodels (working fluid, wall,
and secondary fluid) are connected using this cus-
tom interface. Two interface variants are em-
ployed: the outlet interface, represented by a
white-filled connector, outputs the phase region
lengths, while the inlet interface, represented by
a red-filled connector, takes these lengths as in-
puts. This setup ensures that the phase region
lengths are calculated by the working fluid part
of the model and passed directly to the wall and
secondary fluid parts as inputs. A similar connec-
tion scheme is applied in the condenser model.

The full VCC model, as depicted in Figure 7,
consists of 18 dynamic states: 8 within the evap-
orator model and 10 within the condenser model,
summarized in Table 2. The overall model re-
quires six time-dependent input signals: valve
opening ratio θ, compressor speed Ω, air inlet
temperature Ta,in, air mass flow rate ṁa, glycol-
water inlet temperature Ts,in, and glycol-water
inlet mass flow rate ṁs,in. Additionally, a valve
and pressure sink were added at the outlet of the
glycol-water stream in the evaporator. The valve
opening is controlled based on the inlet mass
flow rate, determining the outlet mass flow rate
through the linear relation

ṁs,out =
Ps − Psink

Ps,nom − Psink
ṁs,in. (27)

This approach addresses numerical stability is-
sues. In causal modelling, the glycol-water stor-
age module in the evaporator requires the inlet
and outlet mass flow rates as inputs. A simple
strategy would be to set the outlet mass flow rate
equal to the inlet value, which is a direct input
to the overall VCC model. However, because the
glycol-water pressure responds rapidly to mass
flow rate differences, this would cause significant
pressure spikes, leading to numerical instability.
By defining the outlet mass flow rate based on the
pressure difference between the glycol-water and
the pressure sink (held constant), pressure spikes
are mitigated, improving the model’s numerical
robustness.

Table 2: Dynamic states within the heat ex-
changer models.

Component Dynamic States

Evaporator

PE L1,E h1

T̄w,1,E T̄w,2,E Ps

hs,int hs,out

Condenser

PC L1,C L2,C

h3 T̄w,1,C T̄w,2,C

T̄w,3,C ha,out,1 ha,out,2

ha,out,3

Before verifying the VCC model through
steady-state and transient simulations, a final
modification to the working fluid submodel in the
condenser must be discussed. In the desuperheat-
ing region, the working fluid is in a single phase,
and the time derivative of the average enthalpy
in this region is expressed as

dh̄1,C

dt
=

1

2

(
dh2

dt
+

(
∂hv

C

∂P

)
sat

dPC

dt

)
. (28)
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From this it can be seen that the time derivative
of the condenser inlet enthalpy, dh2

dt , must be pro-

vided as an input to compute
dh̄1,C

dt . However,
since the upstream compressor model lacks dy-
namic states, its outlet enthalpy derivative can-
not be directly obtained from the model. Instead,
it would have to be derived from the evaporator
outlet enthalpy, which is a dynamic state, and
any time-varying effects resulting from changes
in the compressor speed input. Given that the
compressor relies on compressor map tables for
outlet enthalpy calculations, determining its time
derivative is highly complex, and the current con-
figuration of the model equations prevents Dy-
mola from finding the relation between the com-
pressor outlet enthalpy and the dynamic states
of the system. It was therefore decided to modify
the expression for the time derivative of the av-
erage enthalpy in the first zone of the condenser
to

dh̄1,C

dt
≈
(
∂hv

C

∂P

)
sat

dPC

dt
. (29)

This adjustment assumes that changes in the av-
erage enthalpy within the desuperheating region
depend solely on the condenser’s pressure dy-
namics, excluding the influence of upstream tran-
sients. While this assumption has been applied in
previous studies [53], it is important to note that
it can lead to inaccuracies during rapid compres-
sor speed changes or fast transients at the evap-
orator outlet.

3 Model Verification
With the model developed in the previous

chapter, the next chapter focuses on verifying its
predictions. This involves comparing the model’s
steady-state solution with experimental data ob-
tained during the Inverse organic Rankine cycle
Integrated System (IRIS) commissioning phase,
as well as evaluating the dynamic trends that
arise from variations in the model’s input vari-
ables. Additionally, the chapter examines the in-
tegrity of the model by assessing its adherence to
the principles of mass and energy conservation.

3.1 Steady-state
Finding a steady-state solution for the Vapour

Compression Cycle (VCC) model equations in-
volves setting all time derivatives to zero and
solving for the dynamic states summarized in
Table 2. However, with six system inputs that
can be set arbitrarily, numerous solutions to
this problem are possible, depending on the cho-
sen boundary conditions. To verify the steady-
state solution effectively, it is helpful to define
these boundary conditions based on experimen-
tal steady-state data collected during the com-
missioning of the IRIS. This data, detailed in
the dissertation of Ascione [13], provides a refer-
ence for evaluating whether the model produces
steady-state conditions similar to those observed
experimentally. Since the experimental data was

Figure 7: Complete refrigeration loop in Dymola.
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obtained using the reciprocating compressor cur-
rently installed in the facility, perfect agreement
with the model is not expected, but this approach
still offers an initial indication of the model’s
credibility.

In line with this methodology, an equivalent
steady-state model of the complete system was
implemented in MATLAB. For this, the equa-
tions presented in Chapter 2 were used with all
time derivatives equal to zero. The goal is to find
the steady-state values of all dynamic states of
the model with the boundary conditions set to
those of the IRIS during commissioning, listed
in Table 3. To this end, the steady-state prob-
lem is formulated as a constrained optimization,
with the objective of minimizing the difference
between the cooling load of the real system dur-
ing commissioning and the cooling load predicted
by the model. Constraints are included to en-
sure energy conservation and that the lengths of
the phase regions within the heat exchangers sum
correctly to the total heat exchanger lengths. The
outputs of the algorithm are the steady-state val-
ues of the dynamic states of the model, which can
be used to initialize the dynamic simulation of the
model.

Table 3: Boundary conditions of the IRIS during
commissioning [13].

Property Unit Value

Ts,in °C 40.8

Ps bar 1.01

ṁs,in
kg
s 0.40

Ta,in °C 38.0

Pa bar 1.01

ṁa
kg
s 1.30

The results of the optimization problem are
shown in Figure 8, with the corresponding model
constants reported in Appendix B. The steady-
state values of the dynamic states indicate the
VCC system model is valid. Additionally, the
temperatures and pressures within the heat ex-
changers are consistent with expectations, as the
inlet and outlet temperatures closely match those
observed during the facility’s commissioning. A
comparison between the experimental data and
the steady-state optimization results is provided
in Table 4. While some quantitative differences

are apparent, the predicted values remain within
a comparable range. Using the relative difference

Σ = |Model−IRIS|
IRIS , all properties in the table show

deviations within 12% of the experimental re-
sults. This level of agreement is particularly rea-
sonable, given the substantial differences between
the compressors in the model and the real setup,
and the fact that piping and pressure drops in the
heat exchangers were not modelled. To fully val-
idate whether the steady-state predictions of the
model align with the actual facility, experimen-
tal testing would be required. However, since the
centrifugal compressor has not yet been installed
in the rig, such validation lies beyond the scope
of this work.

Table 4: Comparison between experimental
steady-state of the IRIS [13] and model predic-
tions.

Property Unit IRIS Model Σ(%)

T1 °C 24.4 21.8 0.87

T2 °C 78.4 74.7 1.05

T3 °C 56.8 56.3 0.15

T4 °C 22.6 17.6 1.69

PE bar 1.12 0.99 11.7

PC bar 4.48 3.95 11.8

ṁf
kg
s 0.12 0.11 8.33

Q̇E kW 17.9 16.8 6.15

COP - 3.76 3.84 2.13

3.2 Transient Response
The transient verification of the dynamic

model is evaluated through three simulation
cases: a change in the Electronic Expansion Valve
(EEV) opening percentage, a change in the com-
pressor speed, and a change in the air mass flow
rate at the condenser. Each simulation is initi-
ated from the steady-state solution obtained in
the previous section. The DASSL solver [54] is
employed for all simulations, with a tolerance set
at 1e-8 to ensure numerical precision. The pri-
mary objective of these simulations is to verify
whether the transient responses of the system can
be understood and explained based on physical
reasoning.
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Figure 8: Steady-state solution of the VCC model corresponding to the boundary conditions given in
Table 3.

3.2.1 Valve Opening
Starting from steady-state conditions, the

first transient simulation investigates the effect
of changes in the EEV opening. The valve is ini-
tially closed from θinit = 30% to θ1 = 25% over
30 seconds using a ramp function. After a de-
lay of 40 seconds, the valve opening is ramped
to θ2 = 32% over 30 seconds and held at this
position for the remainder of the simulation.

As the EEV is typically used to control the
degree of superheating, SH , at the outlet of
the evaporator [55], the input signal and the re-
sulting superheating are plotted together in Fig-
ure 9. As expected, closing the valve increases
the degree of superheating, while opening it re-
duces it. This behaviour stems from changes
in the mass flow rate through the valve: clos-
ing the valve reduces the mass flow rate, deliv-
ering less, low-temperature, refrigerant from the
condenser to the evaporator. Consequently, the
point of complete evaporation shifts upstream,
leaving more evaporator length available for su-
perheating. This leads to a higher degree of su-

perheating at the outlet. When the valve opens,
the reverse occurs, and the degree of superheating
decreases.

Figure 9: Transient plot of the expansion valve
opening θ and the resulting degree of superheat-
ing SH.
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It is important to note that when the degree
of superheating drops to zero, the superheating
region in the evaporator vanishes. This makes
the ΦE matrix in Equation 13 singular, prevent-
ing the evaporator equations from being solved
and ultimately causing the model to crash. Al-
though this singularity is a limitation of the dy-
namic model, it can serve as a safety indicator
from a practical perspective. In standard opera-
tion, VCC systems are designed such that the re-
frigerant entering the compressor is always single-
phase. This is crucial because liquid droplets
can degrade compressor performance [56] and
even damage internal components [57]. Thus,
the singularity caused by the disappearance of
the vapour region in the evaporator acts as an
early warning that liquid refrigerant may enter
the compressor, transforming a limitation of the
model into a useful diagnostic tool.

Figure 10: Transient response of evaporator and
condenser pressures, PE and PC , to the valve
opening θ shown in Figure 9.

Figure 11: Transient response of refrigerant heat
flows, Q̇f,tot,E and Q̇f,tot,C , to the valve opening θ
shown in Figure 9. Note that the condenser heat
flow is negative, since energy is removed from the
refrigerant.

Although the cause-effect relationship be-
tween valve opening and superheating is rela-
tively straightforward, interpreting the response
of other thermodynamic variables in full-cycle
simulations is more complex due to the simul-
taneous occurrence of multiple dynamic effects.
For example, closing the expansion valve influ-
ences the pressures and mass flow rates in both
the condenser and evaporator, but the net effect
is not immediately intuitive because two oppos-
ing mechanisms are at play:

• Mass accumulation perspective: A more re-
stricted valve reduces the mass flow leav-
ing the condenser, causing more refrigerant
to accumulate and increasing the condenser
pressure. Conversely, less refrigerant enters
the evaporator, leading to a pressure drop.
This aligns with a simple volume-pressure
analogy: pumping air into a tire increases
pressure, while releasing air decreases it.

• Heat transfer perspective: Closing the valve
reduces refrigerant flow through the evap-
orator, altering the phase distribution. As
the two-phase region shrinks and the single-
phase region grows, the heat transfer coeffi-
cient drops significantly, reducing the over-
all heat addition to the cycle. This low-
ers the energy input, which in turn reduces
both evaporator and condenser pressures.

The simulation results in Figure 10 show that
while the evaporator pressure initially drops and
the condenser pressure briefly rises, both eventu-
ally follow a downward trend. At the same time,
heat transfer in the cycle decreases in magnitude
(Figure 11). This suggests that the reduction in
heat flow, rather than mass accumulation effects,
dominates the overall pressure response.

This example highlights the intricate interre-
lations between multiple causes and effects, un-
derscoring the value of the dynamic model in en-
hancing the understanding of system behaviour.

3.2.2 Compressor Speed
The second transient verification involves

ramping the compressor speed from Ωinit = 74.8
kRPM to Ω1 = 82.8 kRPM over 15 seconds. In
Figure 12 this signal is shown, where Ω is nor-
malized to allow for easier comparison with the
corrected compressor speed, NT (given in (24)).
The normalized compressor speed, Ωnor, is given
by

Ωnor(t) =

√
Tref

T1,init

Ω(t)

Ωref
. (30)

The plot reveals that as the compressor speed,
Ωnor, increases, the compressor inlet tempera-
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ture, T1, also rises. This can be attributed to the
higher mass flow rate, which extracts more refrig-
erant from the evaporator. The increased mass
flow rate reduces the size of the two-phase re-
gion in the evaporator, leaving more of its length
available for the single-phase superheating region.
Unlike the two-phase region, where the temper-
ature remains constant, the temperature of the
single-phase vapour rises as heat is supplied, lead-
ing to an increase in the outlet temperature. Ad-
ditionally, the higher mass flow rate enhances
heat transfer, further elevating the outlet tem-
perature.

Figure 12: Normalized compressor speed input
Ωnor with corresponding transients of the cor-
rected speed NT and compressor inlet temper-
ature T1.

The rise in compressor inlet temperature leads
to a slight decrease in the corrected speed, NT ,
which reflects the physical effect of reduced re-
frigerant density at higher temperatures. A lower
density reduces the mass flow rate and pressure
ratio achievable at a given compressor speed. The
correction method captures this behaviour by ad-
justing the effective speed used to interpolate the
compressor maps. This ensures that the pressure
ratio and mass flow rate align with the physical
principles governing the system, demonstrating
that the model provides results consistent with
these expectations.

In Figure 13, the compressor map displays the
transient trajectory resulting from the compres-
sor ramp up, along with the surge and choke
lines, which are necessary for applying the β-
line method. A conservative approach was taken
when defining these lines to ensure the compres-
sor remains well within its operating range at all
times. The trajectory, marked by a triangle at the
start and a cross at the end, shows that as the
compressor speed increases, the corrected mass
flow rate rises. However, the pressure ratio does
not rise as fast, resulting in the operating point

to move closer to the choke line, eventually set-
tling near this limit. Similar to the disappearance
of the superheating region discussed in Section
3.2.1, β-values exceeding the surge or choke lines
violate the assumptions of the compressor model,
leading to a crash if these thresholds are crossed.
Since modelling surge and choke dynamics is not
a primary objective of this work, this limitation
is acceptable.

Figure 13: Corrected compressor map with surge
and choke lines and the transient trajectory re-
sulting from the compressor ramp up in Fig-
ure 12.

Figure 14: Transient response of evaporator and
condenser pressures, PE and PC respectively, as
a result of the compressor ramp up in Figure 12.

The compressor’s tendency to reach choking
conditions during the ramp-up is explained by the
pressure plots in Figure 14. These plots reveal
that the pressures in the heat exchangers, par-
ticularly the condenser, respond relatively slowly
to the increase in compressor speed. As a result,
the pressure ratio does not adjust quickly enough
to accommodate the ramp-up, causing the op-
erating point to approach the choke line. This
slow pressure response is physically intuitive, as
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the large volumes and two-phase dynamics of the
heat exchangers dampen the effects of rapid mass
flow changes.

3.2.3 Air Mass Flow Rate
In the final verification simulation, the air

mass flow rate is varied. Practically, this cor-
responds to adjusting the speed of the variable-
speed fan in the cooling loop. In the simulation,
the mass flow rate is increased from an initial
value of ṁa,init = 1.13 kg/s to ṁa,1 = 1.43 kg/s
over a period of 30 seconds. After being held
constant for 40 seconds, it is then reduced to
ṁa,2 = 0.93 kg/s over another 30 seconds.

Figure 15: Input signal for the air mass flow rate
ṁa and corresponding average convective heat
transfer coefficient on the air side in the two-
phase region of the condenser, ᾱa,2.

Increasing the air mass flow rate directly en-
hances the heat transfer coefficient. This occurs
because the higher flow rate increases air veloc-
ity through the condenser fins, promoting turbu-
lence and thereby improving heat transfer. This
behaviour is evident in Figure 15, where the heat
transfer coefficient rises during the increase in air
mass flow rate and falls when the flow rate de-
creases. Figure 16 and 17 further illustrate that
improved heat transfer on the air side leads to
a drop in the wall temperature, which, in turn,
causes a reduction in condensation temperature.
The lower condensation temperature, which is
directly related to the refrigerant pressure, re-
flects greater energy removal from the refrigerant,
which reduces overall pressure levels. As the wall
temperature and pressure decrease, the temper-
ature difference between the two-phase wall sec-
tion and refrigerant becomes smaller, diminishing
the heat transfer rate.

In Figure 17 the transient behaviour of the
air-side heat transfer rate in the two-phase re-
gion exhibits non-minimum phase dynamics. Ini-
tially, an increase in heat transfer occurs due

to the higher mass flow rate. However, as the
wall temperature drops, the temperature differ-
ence between the wall and air decreases, eventu-
ally counteracting the effect of the increased heat
transfer coefficient. This non-minimum phase ef-
fect is particularly pronounced during the second
phase of the simulation, where the air mass flow
rate is changed at a faster rate.

Figure 16: Transient response of the average
wall temperature, T̄w,2,C , and refrigerant tem-
perature, T̄f,2,C , of the two-phase region of the
condenser, as a result of the air mass flow rate
variation shown in Figure 15.

Figure 17: Heat flow rates from the refrigerant,
Q̇f,2,C , and to the air, Q̇a,2,C in the two-phase re-
gion of the condenser, as a result of the air mass
flow rate signal in Figure 15.

The discontinuities observed in the air-side
heat transfer trend arise from the algebraic de-
pendency of the heat transfer coefficient on the
mass flow rate. Since the mass flow rate varies
discontinuously as a ramp signal, the resulting
heat transfer coefficients on the air side (see Fig-
ure 15) also exhibit discontinuities. For instance,
at t = 60 seconds, when the slope of the heat
transfer coefficient abruptly levels off due to the
ramp signal, the opposing effects of the decreas-
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ing wall temperature and pressure in the con-
denser become more pronounced. This causes an
immediate change in the slope of the air-side heat
flow, with the absolute value decreasing more
rapidly as the balance between these competing
effects shifts.

The observed variations in heat transfer co-
efficient, wall and refrigerant temperature, and
heat flow rates can be reasonably attributed to
changes in air mass flow rate, with trends that
align with physical expectations. However, as
noted in the EEV response analysis in Section
3.2.1, interpreting these results is challenging due
to the interplay of multiple simultaneous effects.
Regardless, the overall behaviour observed in this
simulation adds confidence in the capability of
the model to correctly capture the system dy-
namics.

3.3 Model Integrity
As a final step, the integrity of the model can

be assessed by verifying the conservation of mass
and energy throughout the simulations. This in-
volves evaluating whether conservation laws in
the heat exchangers are fulfilled during the sim-
ulation. In each heat exchanger, the total mass
and energy are computed by summing the con-
tributions from individual control volumes. For
example, for the evaporator, these summations
are given by

ME =
2∑

i=1

Ac,ELi,E ρ̄i,E

EE =
2∑

i=1

Li,E

(
Ac,E(ρh)i,E

+ ρw,Ecw,EAw,E T̄w,i,E

)
.

(31)

Here, ME and EE represent the mass and energy
in the evaporator, respectively. It can be seen
that the mass in the evaporator is computed from
the volume, i.e. the product of cross-sectional
area Ac and length L, and average refrigerant
density ρ̄ in the control volume. Similarly, the
energy follows from the product of refrigerant
density and specific enthalpy (ρh). Addition-
ally, the energy contained in the wall is deter-
mined from the wall volume, i.e. the product of
length and wall cross-sectional area Aw, wall den-
sity ρw, wall specific heat capacity cw, and aver-
age wall temperature T̄w. The total mass M and
energy E in the system are obtained from com-
bining the contributions of both heat exchang-
ers: M = ME + MC and E = EE + EC . It is
worth noting that only the energy of the refriger-
ant and wall is considered, excluding the energy
of secondary fluids.

To verify model integrity throughout dynamic
simulation, two variables are introduced:

∆M = M −Minit

∆E = E −
(∫ (

Q̇in + Ẇc + Q̇out

)
dt+ Einit

)
.

(32)
The heat flows Q̇in and Q̇out represent the heat
transferred from the glycol-water to the evapo-
rator wall and from the condenser wall to the
air, respectively, while Ẇc denotes the compres-
sor work and Minit and Einit are the initial mass
and energy contained in the system at the start
of the simulation. The variable ∆M represents
the deviation in total refrigerant mass relative to
the initial value, while ∆E quantifies the differ-
ence between the change in system energy (calcu-
lated using integral equations, as defined in Equa-
tion 31) and the added thermal energy and work
to the system. Ideally, these variables should re-
main zero throughout the simulation to satisfy
conservation principles. However, due to sim-
plifying assumptions and numerical approxima-
tions, small deviations are expected.

Figure 18: Integrity check for the EEV opening
simulation from Section 3.2.1.

As an example, Figure 18 presents the in-
tegrity check for the EEV opening simulation
from Section 3.2.1. Initially, during steady-state
conditions, both ∆M and ∆E are zero, confirm-
ing conservation. However, deviations arise when
the system dynamics respond to the valve ad-
justment. These deviations are likely caused by
certain assumptions, such as the constant aver-
age void fraction in the heat exchangers, which
neglects some density dynamics and directly im-
pacts mass changes. Additionally, modifications
to the enthalpy derivative in the condenser’s
desuperheating zone, as discussed in Section 2.3,
may also contribute to the deviations.

Fortunately, the maximum deviations in mass
and energy are negligible compared to the sys-
tem’s initial values of 183 grams and 2.85 MJ,
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respectively. Defining relative errors as ϵM =
max(|∆M |)

Minit
and ϵE = max(|∆E|)

Einit
, Table 5 shows

that the deviations remain within 0.3h across all
verification simulations. This demonstrates that
the model sufficiently respects conservation prin-
ciples. However, since these simulations are rela-
tively short, the cumulative effects of deviations
over extended periods remain partially hidden.
Therefore, care should be taken when perform-
ing long-duration simulations, and the integrity
of the model should always be verified in such
cases.

Table 5: Integrity check of the transient simula-
tion in Section 3.2, with the simulations repre-
sented by their respective input symbols (θ, Ω,
and ṁa). Only the maximum relative errors for
mass (ϵM ) and energy (ϵE) deviations are shown,
each taken from the simulation in which it is
largest.

Units Mass Energy

Initial [kg, MJ] 0.183 2.85

max (|∆M |)
max (|∆E|)

θ [mg, J] 42.8 66.6

Ω [mg,J]] 46.5 29.8

ṁa [mg,J] 11.2 63.9

Max ϵM and ϵE [h] 0.254 0.0234

4 Control
In this chapter, the design of a control system

for the Inverse organic Rankine cycle Integrated
System (IRIS) is presented. The chapter begins
with formalizing the control problem, defining the
plant, with control inputs and outputs. The non-
linear Modelica model is then linearized around
the steady-state initialization point (outlined in
Section 3.1). Based on this linearized model,
a decentralized controller is constructed, where
three independent control loops are tuned using
established linear techniques. Lastly, the chap-
ter presents the results of the closed-loop perfor-
mance of the decentralized control strategy.

4.1 Problem Formulation
The ultimate goal of the IRIS experiments is

to determine the performance maps of the com-
pressor being tested. This can be achieved by set-
ting an operating environment similar to that in
the stand-alone compressor test described in Sec-
tion 2.2.2, where the compressor speed is set to

specific values, the inlet conditions are held con-
stant, and the outlet pressure is varied in a con-
trolled way. However, the implementation of such
a control system presents challenges due to the
inherent coupling between the compressor inlet
and outlet conditions. Disturbances at the outlet
propagate through the loop, influencing the inlet,
and making it difficult to maintain consistent op-
erating conditions. This coupling and the need
to approach surge and choke limits for map con-
struction, where nonlinearities dominate, make
manual operation impractical. Therefore, an ac-
tive control strategy is required to regulate the
compressor operating conditions across the de-
sired range, preventing the compressor from en-
tering surge or choke.

From a control engineering perspective, it is
crucial to abstract the dynamic model developed
in Section 2 into a plant with control inputs and
outputs. As shown in the Dymola model in Fig-
ure 7, six variables must be provided as model in-
puts. However, not all of these inputs are equally
practical or effective for control purposes. In ad-
dition, selecting appropriate outputs is a non-
trivial task due to the large number of states and
internal variables in the model. To address this,
the following section will discuss how to carefully
select the inputs and outputs to ensure effective
regulation of the system.

4.1.1 Input/Output Selection
To select the outputs of the plant, the com-

putational steps from the compressor model in
Section 2.2.2 are recalled, where the operational
conditions of the compressor are represented by
the instantaneous point on the compressor map.
The operating point in the map is determined by
the pressure ratio PR and corrected speed NT ,
which depends on the actual compressor speed Ω
and the compressor inlet temperature T1. There-
fore, the position on the map is uniquely defined
by four variables: the pressures PE and PC , the
inlet temperature T1, and the compressor speed
Ω. The first three of these variables are thermo-
dynamic properties that can be measured directly
from the physical system, making them suitable
candidates for feedback control. In contrast, the
compressor speed is a model input variable, which
makes it intuitive to use as a control input. How-
ever, in typical compressor testing procedures,
the compressor speed is set at constant values for
each individual speed line, making it impractical
for continuously regulating an output. Therefore,
the compressor speed is not treated as a con-
trol input, but rather as an non-controlled input,
unavailable for regulation by the control system.
In this approach, during testing, the compressor
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speed can be set at an arbitrary value and the
control system is tasked with adjusting the other
three parameters (PC , PE , and T1) to reach the
desired operating conditions at the given com-
pressor speed.

For proper control system design, it is gen-
erally recommended that the number of inputs
matches or exceeds the number of outputs to be
controlled [58]. Consequently, three control in-
puts are used, resulting in a Multiple Input Mul-
tiple Output (MIMO) plant.

The Electronic Expansion Valve (EEV) open-
ing θ is a natural choice for the first control input,
since it is the only model input, aside from the
compressor speed, that directly influences the in-
ternal conditions of the Vapour Compression Cy-
cle (VCC). As such, it is expected to have a sig-
nificant effect on the outputs PE , PC , and T1.
This expectation is further supported by the fact
that the EEV is conventionally used to control
the degree of superheat at the evaporator outlet
[55], which parallels controlling the outlet tem-
perature T1 for a given pressure PE .

The remaining two control inputs must be
chosen from the secondary fluid variables at the
heat exchangers. These variables depend on the
dynamics of the heating and cooling loops of
the IRIS and cannot be directly controlled. In-
stead, external controllers regulate the operation
of these loops to achieve the desired conditions
at the heat exchanger inlets, introducing addi-
tional dynamics and time delays. However, for
the scope of this work, it is assumed that the
secondary fluid variables can be set instantly, al-
lowing them to be treated as direct control in-
puts. Under this assumption, the selection of the
remaining inputs follows from the following phys-
ical reasoning.

Since the refrigerant pressures of both heat
exchangers, i.e. PC and PE , must be controlled,
it is sensible to include one input at each heat
exchanger. As discussed in Section 1.1.1, the
glycol-water mass flow rate ṁs,in is maintained
by a constant-speed pump, which ensures a fixed
volumetric flow rate. As a result, the mass flow
rate cannot be varied significantly, making it un-
suitable for control. However, the glycol-water
inlet temperature, regulated by a three-way mix-
ing valve, can be adjusted rapidly, making it a
suitable control input. Therefore, Ts,in is selected
as the second control input.

On the air side, the inlet temperature is con-
trolled by a heater upstream of the condenser,
while the air mass flow rate is regulated by a
variable-speed fan. Since the mass flow rate re-
sponds more quickly to changes in fan speed than
the temperature does to changes in heat input,

ṁa is chosen as the third control input. The
choices for the control inputs and outputs are il-
lustrated in Figure 19, where the VCC plant is
represented as a 3 × 3 nonlinear Multiple Input
Multiple Output (MIMO) system. The control
inputs θ, ṁa, and Ts.in are combined to form in-
put vector u. Similarly, the outputs PE , PC , and
T1 are represented by vector y. The input vari-
ables of the Dymola model that are not used as
control inputs, Ω, ṁs,in, and Ta,in are indicated
with vector d.

Figure 19: Nonlinear MIMO plant representing
the VCC system. The inputs, outputs, and non-
controlled inputs are respectively combined in the
u, y, and d vectors.

4.2 Linearization
Since the VCC model is nonlinear, analysing

its dynamic behaviour is most straightforward
when linearizing around a steady-state point.
This approach enables the application of well-
established linear systems theory and provides
access to a wide range of control system design
methods. The dynamics of the deviations near
the steady-state point can be expressed in the
general state-space form as

δẋ = Ãδx+ B̃δu+ B̃dδd

δy = C̃δx+ D̃δu+ D̃dδd.
(33)

Here, δ denotes deviations from the steady-state,
while the state-space matrices Ã, B̃, B̃d, C̃, D̃,
and D̃d correspond to the first-order derivatives
(Jacobian matrices) of the nonlinear system with
respect to the states, inputs, and non-controlled
inputs, evaluated at steady-state. Before the non-
linear model can be approximated in this linear
structure, some adjustments are necessary to ad-
dress the explicit appearance of input derivatives.

4.2.1 Input Derivatives
The dynamics of the VCC plant, depicted in

Figure 19, can be expressed as

ẋ = F (x, u, d, u̇, ḋ). (34)

This equation explicitly defines the time deriva-
tives of the dynamic states ẋ as a function of
the states x, inputs u, non-controlled inputs d,
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and the time derivatives of the inputs u̇ and non-
controlled inputs ḋ. The inclusion of input time
derivatives arises because the time derivatives of
the inlet temperatures of air,

dTa,in

dt , and glycol-

water,
dTs,in

dt , are needed to calculate the enthalpy
change in the initial control volumes of the sec-
ondary fluid flows within the heat exchangers.
Consequently, the system dynamics cannot be di-
rectly transformed into the linear form presented
in (33), as that formulation does not account for
time derivatives of inputs. To address this issue,
two solutions are proposed:

• Neglecting input transients. As in Section
2.3, upstream transient effects are omitted
from the enthalpy derivative equation in
the first control volume of the secondary
fluid. If the inlet temperature variations
are small, this simplification has little im-
pact on model accuracy.

• Adding first-order low-pass filters between
the temperature signals and model inputs.
The filter adds a dynamic state to the sys-
tem, defining the time derivative of the in-
put as a function of this state. A small
filter time constant allows the filtered tem-
perature to closely track the input, captur-
ing rapid changes like step variations effec-
tively.

To maintain simplicity, the first solution was
chosen for the air inlet temperature Ta,in, as it is
expected to remain relatively steady during test-
ing in the physical setup. For the glycol-water
inlet temperature Ts,in, the second solution was
selected, since this temperature is a controlled
input and its temporal variation is therefore ex-
pected to be significant. A filter time constant
of τf = 10−5 seconds was applied, resulting in
an augmented model with one additional state,
bringing the total number of states to 19.

With the adjustments to the inlet tempera-
ture inputs, the state-space matrices in (33) can
be calculated. The built-in linearization feature
in Dymola was employed for this purpose. The
software first simulates the system up to a prede-
fined time point and then computes the Jacobian
matrices with respect to the states, inputs, and
outputs.

4.2.2 Scaling
The final step in the linearization process in-

volves scaling the state-space matrices. This step
is necessary because the variables have units that
differ by several orders of magnitude, which can
lead to numerical issues and control challenges
[58]. For instance, as shown in the steady-state

solution in Section 3.1, the evaporator outlet tem-
perature is T1,ss = 295 K, while the condenser
pressure is PC,ss = 3.95 · 105 Pa, differing by
three orders of magnitude. To address these dif-
ferences and bring the variables to a comparable
scale, scaling expressions are applied [58] given
by

x =
δx

δxmax
u =

δu

δumax

y =
δy

δymax
d =

δd

δdmax
,

(35)

Here, x, u, y, and d represent the scaled deviation
variables, with the δ notation omitted to improve
readability. The subscript max denotes the max-
imum expected deviation from the steady-state
nominal conditions. In most cases, the maximum
positive and negative deviations, indicated by the
superscripts + and −, are not symmetric. As a
result, the worst-case scenario is used, leading to

δxmax = min
(∣∣x+ − xss

∣∣ , ∣∣x− − xss

∣∣)
δumax = min

(∣∣u+ − uss

∣∣ , ∣∣u− − uss

∣∣)
δymax = min

(∣∣y+ − yss
∣∣ , ∣∣y− − yss

∣∣)
δdmax = max

(∣∣d+ − dss
∣∣ , ∣∣d− − dss

∣∣) .
(36)

For instance, for the glycol-water inlet temper-
ature, the upper and lower limits are set to
55 °C and 35 °C, respectively. This results in
δ (Ts,in)max = min (|55− 40.8| , |35− 40.8|) =
min(14.2, 5.8) = 5.8K. The scaling of the in-
puts, outputs, and non-controlled inputs can then
be represented as a multiplication with diagonal
scaling matrices Z:

u = Z−1
u δu y = Z−1

y δy d = Z−1
d δd. (37)

The scaling matrices have the maximum devia-
tions placed along their diagonal. For example,
for the inputs, the scaling matrix is expressed as
Zu = diag [δ(ṁa)max, δ(θ)max, δ(Ts,in)max]. By
incorporating these matrices into the linear sys-
tem described in (33), the state-space matrices
are scaled accordingly by

A = Z−1
x ÃZx B = Z−1

x B̃Zu

Bd = Z−1
x B̃dZd C = Z−1

y C̃Zx

D = Z−1
y D̃Zu Dd = Z−1

y D̃dZd,

(38)

and the final linear system can then be formu-
lated in the familiar Linear Time Invariant (LTI)
form as

ẋ = Ax+Bu+Bdd

y = Cx+Du+Ddd.
(39)

As previously mentioned, x, u, y, and d represent
the scaled deviations from the steady-state nomi-
nal conditions around which the linearization was
carried out.
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Figure 20: Comparison between the outputs of the linearized model and the full nonlinear model. The
input signal of the EEV opening verification in Section 3.2.1 is used.

4.2.3 Comparison with Dymola
To verify that the linearized model aligns with

the full nonlinear Dymola model, the linearized
system is implemented in Simulink. The model
is then integrated over time for a given input
signal, and the corresponding outputs are com-
puted. These outputs are subsequently unscaled
and added to the steady-state values from the lin-
earization point to obtain the final output tran-
sients. As an example, the outputs from the lin-
ear model are compared with those from the Dy-
mola model for the input signal used in the EEV
opening verification (see Section 3.2.1). In Fig-
ure 20, the outputs from both models are plotted.
The overall trends and response times of the lin-
earized model are in reasonable agreement with
those of the Dymola model. However, the steady-
state predictions from the linearized model do
not align with the nonlinear model, in this case
leading to an absolute error of up to ∼16.7% for
the condenser pressure deviation from the initial
steady-state. These discrepancies suggests sig-
nificant nonlinearities in the system, limiting the
effectiveness of the linearized model for steady-
state predictions. Despite these errors, the abil-
ity of the linearized model to predict transients
accurately makes it suitable for analysing system
characteristics during the initial controller design
phase.

4.3 Decentralized Control
Building on the linearized model derived in

the previous section, the system’s characteris-
tics are analysed to evaluate its potential for
achieving desirable control performance. As de-
tailed in the following sections, various tools from
linear control theory are employed, leading to
the selection of a decentralized control strategy.
Within this framework, three independent con-
trollers are designed and tuned, and the closed-

loop behaviour of the complete linear MIMO sys-
tem is subsequently analysed.

4.3.1 Relative Gain Array
To evaluate the feasibility of diagonal control,

the Relative Gain Array (RGA) is employed [59].
The RGA is a matrix that quantifies the relative
interaction between control input-output pairs in
a system. For an ideally diagonal and decou-
pled system, the RGA equals the identity matrix,
implying that independent Single Input Single
Output (SISO) controllers are sufficient for each
input-output pair, with no additional interactions
between the control loops. Deviations from the
identity matrix, however, indicate coupling be-
tween control loops, which may limit the perfor-
mance of diagonal control strategies. As such,
the RGA of the linearized VCC system serves as
a metric for assessing the suitability of these ap-
proaches.

Figure 21: Linear system represented by transfer
functions G(s) and Gd(s).

To compute the RGA, the linear system de-
fined in (39) is transformed into the frequency
domain using the Laplace transform. This yields

y(s) = G(s)u(s) +Gd(s)d(s), (40)

where G(s) = C(sI − A)−1B +D represents the
input-to-output dynamics of the system, while
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Gd(s) = C(sI − A)−1Bd + Dd accounts for the
effect of non-controlled inputs. A graphical rep-
resentation of these transfer functions is provided
in Figure 21 for clarity.

Given the transfer function G between the in-
puts and outputs, the RGA is computed as

Λ(G) = G⊙ (G−1)T , (41)

where ⊙ denotes element-by-element multiplica-
tion, also known as the Schur product. Since G
depends on the Laplace transform variable s, the
RGA is expressed as a function of the complex
frequency s. Using the model constants described
in Appendix B, the RGA of the linearized VCC
system at steady-state is given by

Λ(G|s=0) =

ṁa θ Ts,in 1.78 -0.58 -0.19 PC

-0.74 1.02 0.72 PE

-0.04 0.56 0.47 T1

. (42)

In this matrix, the inputs are displayed above the
columns, while the outputs are indicated along-
side the rows. Several observations can be made
from the computed RGA values.

First, the absolute values of the elements
are not excessively large, suggesting that con-
trol challenges associated with input uncertainty,
such as those arising from neglected actuator dy-
namics, are unlikely to be critical. Addition-
ally, there are no negative values on the diago-
nal, which is favourable for stability. Negative
diagonal couplings in the RGA can lead to insta-
bility when controllers with integral action are
employed [58].

Further examining the RGA elements reveals
that the interactions between input-outputs pairs
align with intuition. For instance, the air mass
flow rate ṁa has the most significant effect on

the condenser pressure PC . This is logical be-
cause the air mass flow rate directly influences
the condenser conditions, thereby affecting the
working fluid pressure. Similarly, the valve input
θ exerts a notable influence on PC as well, since
the valve is positioned directly downstream of the
condenser. Finally, the interaction between the
glycol-water inlet temperature Ts,in and PC has
the smallest absolute value, which makes sense
because its influence originates further away from
the condenser, resulting in a less direct effect
compared to the other inputs.

Despite the interactions indicated by the
input-output pairings in the RGA from (42), pur-
suing a decentralized control approach remains a
justified choice. Developing such a control struc-
ture offers the following key advantage:

• Diagonal controllers can be designed and
tuned relatively quickly using straightfor-
ward methods such as Proportional Integral
(PI) control and loop shaping.

For this reason, the development of an initial di-
agonal controller with a PI approach is detailed
in the following section.

4.3.2 PI Control and Loop Shaping
With the input-output pairs shown in (42),

three independent control loops are established.
For each loop, Proportional Integral (PI) con-
trollers are implemented, forming the feedback
structure illustrated in Figure 22, where K rep-
resents the complete controller. Each diagonal
control element, PIi, is defined as

PIi(s) = KP,i

(
1 +

1

τI,i · s

)
, (43)

where KP,i and τI,i represent the proportional
gain and integral time constant, respectively.

To tune the individual PI controllers, a SISO
loop shaping method is applied. The Bode plot

Figure 22: Feedback control for the linearized system using a decentralized PI controller.
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of the open loop transfer function L = GK is
adjusted to achieve desirable low-frequency per-
formance, adequate high-frequency roll-off, and
appropriate gain and phase margins at the cross-
over frequency. Further details on the loop shap-
ing method are provided in Appendix C. The
resulting controller gains are summarized in Ta-
ble 6.

Table 6: Controller gains resulting from SISO
loop shaping for each individual control loop.

Control loop KI τI

ṁa ↔ PC -10 10

θ ↔ PE 0.08 0.1

Ts,in ↔ T1 9 10

4.3.3 Closed-loop Analysis
To evaluate the performance of the decentral-

ized controller, a MIMO closed-loop analysis is
necessary. This is because the SISO loop shap-
ing method described in Section 4.3.2 does not
consider the interactions between control loops,
which can degrade performance when all loops
operate simultaneously. For the MIMO analysis,
the singular values of the closed-loop sensitivity
and complementary sensitivity functions, S and
T , are examined across a range of frequencies.
These transfer functions are defined as

S = (I + L)
−1

T = (I + L)
−1

L,
(44)

where I is the identity matrix.
The sensitivity function, S, describes how the

effects of non-controlled inputs (yd = Gdd) and
disturbances propagate to the output y, while the
complementary sensitivity function, T , charac-
terizes the mapping from the reference signal r
to the output y. Ideally, the magnitudes of S
and T should be very small and close to iden-
tity, respectively, meaning that disturbances are
completely rejected and the reference signal is
tracked perfectly. However, in practice, achieving
a low magnitude of S at high frequencies requires
large control gains, which can introduce instabil-
ities [58]. Therefore, a low magnitude of S is
typically desired only up to a certain bandwidth,
beyond which larger magnitudes are allowed at
higher frequencies, trading off disturbance rejec-
tion for improved stability. Since S + T = I,
the magnitude of T is then close to identity at

low frequencies and decreases at higher frequen-
cies, indicating good reference tracking at low fre-
quencies, with performance deteriorating as the
frequency increases.

Given that S and T represent the closed-loop
transfer functions of a MIMO system, interpret-
ing their magnitudes requires a decomposition
of the system responses for different combina-
tions of reference and disturbance signals. This
is achieved through singular value decomposition.
The upper and lower singular values, σ̄ and σ, of
S represent the worst-case and best-case distur-
bance rejection, respectively, while for T , they in-
dicate the opposite in terms of reference tracking
performance. Consequently, the stability margins
and bandwidth of the MIMO system are directly
related to these singular values.

Figure 23: Singular values of closed-loop trans-
fer functions S and T . The solid line and dashed
line indicate the upper and lower singular values,
σ̄ and σ, respectively.

In Figure 23, the upper (solid) and lower
(dashed) singular values, σ̄ and σ, of the closed-
loop transfer functions are plotted as a function
of frequency. The system bandwidth, ωB , is de-
fined as the frequency at which the sensitivity
function first satisfies S(ωB) = 1√

2
. For the di-

agonally controlled system, this corresponds to
ωB = 0.0827 rad/s. The peak of the sensitivity
function is max(σ̄(S)) = 2.00028. As a general
guideline, a sensitivity peak around 2, given the
relatively low values of the elements in the RGA,
ensures adequate stability and robustness mar-
gins [58]. Based on these indicators, i.e. the RGA
and upper singular value peaks, the closed-loop
MIMO system is expected to exhibit good stabil-
ity and reference tracking performance up to the
bandwidth frequency.

It is important to note that this analysis is
applicable only to linear systems. For the full
nonlinear model, reference tracking performance
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and stability margins may differ. However, near
the steady-state linearization point, the analysis
provides a useful approach for understanding the
system’s behaviour.

4.4 Results
This section reports the performance of the

controller developed in the previous section for
reference tracking and disturbance rejection. To
this end, closed-loop simulation results are pre-
sented for three scenarios: tracking a single speed
line, rejecting a disturbance in the inlet air tem-
perature Ta,in, and reconstructing the full com-
pressor map.

4.4.1 Single Speed Line Tracking
To trace speed lines on the compressor map,

appropriate reference signals must be defined for
the outputs: condenser pressure (PC), evaporator
pressure (PE), and compressor inlet temperature
(T1). For a single speed line, this process follows a
method similar to standard compressor testing in
an isolated environment. The inlet temperature
and pressure of the compressor are kept constant,
while the outlet pressure is varied sequentially to
reach the surge and choke limits. The simulation
is divided into the following steps:

1. Transition from the initial steady-state
point to the centre of the nearest speed line,
corresponding to βmid = 1

2 max (β).

2. Move to the surge point of the speed line
by increasing the outlet pressure.

3. Move to the choke point of the speed line
by decreasing the outlet pressure.

4. Return to the centre of the speed line and
allow the system to settle back to steady-
state.

These steps are illustrated in the compressor
map in Figure 24, where the various steady-state
operating points reached at the end of each phase
are marked by magenta asterisks. The surge
and choke limits are represented as straight lines.
Given the uncertainty in the performance map,
these limits have been defined with a conserva-
tive approach. Note that although the compres-
sor inlet temperature and pressure are fixed in
this scenario, alternative combinations of outlet
pressure and inlet conditions could achieve the
same reference points on the compressor map.

In Figure 25 the results of the simulation are
shown. For the reference signal of the condenser
pressure PC (shown in the top left panel), a tran-
sition time of 5 seconds is used to ramp between
the reference points indicated in Figure 24. The

only exception to this is between points 2 and 3,
where a ramp time of 10 seconds is used. At each
new point, the reference value is kept constant
for 75 seconds, while at the final point the refer-
ence value is kept constant for an additional 30
seconds.

Figure 24: Compressor map with magenta points
indicating the various steady-state operating
points reached at the end of each test phase. The
numbering of the points corresponds to the four
distinct steps of the simulation.

The results include the outputs and control
inputs of two closed-loop systems: the decentral-
ized controller implemented in the full non-linear
Dymola model, and the controller in closed-
loop with the linearized model, simulated in the
Simulink environment. The first thing to notice
in Figure 25 is that the controller is in general
capable of tracking the imposed reference sig-
nals with an acceptable response time and zero
steady-state error. This excellent steady-state
performance can be attributed to the integral ac-
tion in the Proportional Integral (PI) controllers.
In addition to this, two other important observa-
tions can be made.

First, the interactions between the control
loops can be clearly seen in centre left and bot-
tom left panel of Figure 25, where the evapora-
tor pressure PE and compressor inlet tempera-
ture T1 are shown. If the system would be per-
fectly diagonal, the condenser pressure reference
could be tracked without the need for control in
the other loops. However, as the condenser pres-
sure is changed by the first controller, the evapo-
rator pressure and compressor inlet temperature
can be seen to change as well and the controllers
of the other loops have to adjust for this. Fortu-
nately, the coupling is not too detrimental, since
the system can be seen to remain stable and the
maximum deviations from the references are ap-
proximately 0.05 bars and 1.3 °C for the evapo-
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Figure 25: Closed-loop reference tracking results of the nonlinear model and linearized model for the
speed line closest to the linearization point. From top to bottom, the panel rows correspond to the
control loops of the condenser pressure PC , evaporator pressure PE , and compressor inlet temperature
T1, respectively. The right column panels contain the plots of the control inputs.

rator pressure and compressor inlet temperature
respectively, which is considered acceptable for
the speed line tracking task.

Second, while the initial responses of both
closed-loop systems are very similar, their control
inputs, shown in the right column panels of Fig-
ure 25, begin to diverge once a new steady state

is reached. This behaviour can be attributed to
differences in the steady-state predictions of the
nonlinear Dymola model and its linearized ap-
proximation, as discussed in Section 4.2.3. How-
ever, linking the steady-state differences observed
in the closed-loop simulation to those caused by
a single input change is not straightforward. For
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instance, considering the evaporator pressure in
Figure 20, the linear model underestimates the
impact of valve closure on the evaporator pres-
sure. Based on this, one might expect the closed-
loop simulation of the linearized system to show
more valve closure to counteract the increase
in evaporator pressure during reference tracking.
Yet, the centre right panel of Figure 25 reveals
the opposite: the controller closes the valve more
when paired with the Dymola model than with
the linearized system.

This counter-intuitive result highlights the
complex coupled dynamics of the VCC system,
especially in closed-loop operation. Interactions
between the independent control loops introduce
additional dynamic couplings, further complicat-
ing the system’s behaviour. Regardless, despite
the discrepancies arising from unmodelled non-
linearities, the controlled Dymola model outputs
demonstrate that the controller delivers perfor-
mance comparable to the linearized model for
which it was designed. This finding is encourag-
ing for the implementation of the designed control
system in the IRIS setup, as it suggests that the
decentralized PI control strategy can perform ef-
fectively even when the steady-state behaviour of
the actual system deviates from the models used
during controller tuning.

4.4.2 Air Temperature Disturbance Re-
jection

In the second simulation, the temperature of
the air entering the condenser, Ta,in, is rapidly
increased by 10 °C using a ramp signal over 5
seconds. While this scenario may not seem par-
ticularly realistic, given that outdoor tempera-
tures in the Netherlands are unlikely to sponta-
neously rise by 10 °C, the goal is to investigate
the controller’s response to a sudden and extreme
disturbance that reduces the effectiveness of heat
rejection at the heat sink.

The inlet temperature disturbance is shown
in the top panel of Figure 26. The air tempera-
ture ramps from 38 to 48 °C over 5 seconds. For
the output response only the condenser working
fluid pressure PC is shown in the middle panel,
as it is the output most directly influenced by the
inlet air temperature. The sharp increase in air
temperature causes an initial pressure peak in the
condenser, which gradually decreases once the in-
let air temperature stabilizes. For the Dymola
model, this pressure peak is significantly larger
than for the linearized system, suggesting that
the controller has greater difficulty managing the
disturbance due to nonlinearities in the heat re-
jection process. This is confirmed by the air mass
flow ṁa rate computed by the controller, depicted

in the bottom panel, which shows that the non-
linear model requires a much larger input to re-
ject the disturbance compared to the linearized
system.

Figure 26: Closed-loop disturbance rejection re-
sults of the nonlinear model and linearized model
for a sudden change in air inlet temperature Ta,in.

To understand these nonlinearities, the gen-
eral expression for heat transfer is recalled as

Q̇a = ᾱAh(T̄a − T̄w). (45)

Unlike in (17), this formulation considers the
temperature difference between the wall and the
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air. When the average air temperature, T̄a, in-
creases due to the inlet air temperature distur-
bance, the absolute heat transfer from the con-
denser wall to the air decreases. This reduction
in energy removal leads to an increase in con-
denser pressure, as was also discussed in section
3.2.3. To counteract this, the controller increases
the air mass flow rate to enhance the heat transfer
coefficient. However, the relationship between air
mass flow rate and heat transfer coefficient, based
on the correlation from Chang and Wang in (23),
is nonlinear. The correlation states that the rate
of increase in the heat transfer coefficient dimin-
ishes as the mass flow rate rises, limiting the con-
troller’s ability to compensate for the disturbance
at higher mass flow rates.

Additionally, the formulation of (45) reveals
another source of nonlinearity: the temperature
difference between the air and the wall. As the air
temperature increases, this difference inevitably
decreases, since the maximum wall temperature
is directly linked to the working fluid pressure.
In the condenser’s two-phase region, where most
heat transfer occurs, the condensation tempera-
ture is defined by the condenser pressure, which
the controller aims to keep constant. As a re-
sult, the wall temperature does not increase sig-
nificantly, as the refrigerant temperature acts as
an upper limit. The resulting narrowing temper-
ature difference between the wall and air makes
it increasingly difficult to remove sufficient heat
from the system by merely increasing the heat
transfer coefficient. In the extreme case where
the air temperature matches the wall tempera-
ture, heat transfer becomes impossible, regardless
of the heat transfer coefficient’s value.

Although this simulation examines a large
and somewhat unrealistic disturbance, it high-
lights a fundamental limit in the controllability
of the VCC. When extreme disturbances or im-
posed setpoints reduce the temperature difference
between the secondary fluid and refrigerant, the
required control input to maintain desired condi-
tions becomes excessively large. This limitation
in controllability will be further explored in the
next simulation, targeting the reconstruction of
the complete compressor map.

4.4.3 Full Map Testing
The final test involves the reconstruction of

the complete compressor performance map, as
shown in Figure 5a. This is accomplished by
providing the decentralized controller with refer-
ence signals to sequentially track corrected speed
lines ranging from 62% to 106% of the nominal
compressor speed (80 kRPM). For each speed
line, the approach mirrors the single-speed line

tracking simulation described in Section 4.4.1,
where the evaporator pressure and compressor in-
let temperature remain constant while the outlet
pressure varies. However, transitioning between
speed lines to reconstruct the full map introduces
additional considerations for the reference sig-
nals. Moreover, because the input variables are
bounded in the actual IRIS facility, adjustments
to the air inlet temperature are necessary to en-
able complete map reconstruction under realistic
conditions.

This section is therefore divided into three
parts. First, the procedure for constructing ref-
erence signals to track multiple speed lines is
explained, where the air inlet temperature of
the linearization point is used (Ta,in = 38 °C).
Next, the closed-loop simulation results of the
Dymola model and linearized approximation are
presented, and the limitations of the controller
with respect to the input bounds are discussed.
Finally, the simulation is repeated with a lower
air inlet temperature to improve the feasibility of
compressor map reconstruction in the real sys-
tem.

Constructing Reference Signals

The challenges discussed in the previous section
regarding small temperature differences between
the air and the condenser wall also arise when
reconstructing the full compressor map, partic-
ularly at lower corrected speeds. Maintaining a
constant evaporator pressure equal to that of the
linearization point, PE = 0.990 bar, through-
out the simulation proves infeasible. For in-
stance, consider the condenser pressure required
to achieve the lowest pressure ratio in the map
(PR ≈ 1.5) at this evaporator pressure, given by

min(PC)|PE=0.990 bar ≈ 1.5 bar

=⇒ Tcond ≈ 29 °C.
(46)

The corresponding condensation temperature,
Tcond, is obtained from the fluid properties of
R-1233zd(E) at the specified condenser pressure.
At the steady-state linearization point, derived
from the IRIS commissioning conditions (see Ta-
ble 3), the air inlet temperature is Ta,in = 38 °C.
Since the condensation temperature at the low-
est pressure ratio is below the air inlet tempera-
ture, the controller cannot achieve this pressure.
Therefore, the evaporator pressure and compres-
sor inlet temperature reference signals must be
carefully chosen to ensure the condenser pressure
remains high enough for effective heat rejection
under the boundary condition of Ta,in = 38 °C.

To address this, the evaporator pressure ref-
erence signal is defined as an array of linearly
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spaced pressures within the range

(PE)ref ∈
[
0.80, 2.00

]
bar. (47)

This approach assigns a specific evaporator pres-
sure to each speed line, with higher evaporator
pressures applied to lower corrected speeds and
vice versa, ensuring sufficiently high condenser
pressures. For pressure ratios ranging from 1.5
to 6.5, the corresponding range of condenser pres-
sures and condensation temperatures is

(PC)ref ∈
[
3.00, 5.20

]
bar

=⇒ Tcond ∈
[
50.8, 70.7

]
°C.

(48)

These condensation temperatures are well above
the air inlet temperature defined in Table 3, re-
ducing the demands on the controller at these
conditions.

For the compressor inlet temperature refer-
ence, a unique value is assigned to each speed
line as well. The degree of superheat is main-
tained at its initial steady-state value of approx-
imately SH ≈ 4.20 K to ensure that no liquid
enters the compressor. Using this degree of su-
perheat, the compressor inlet temperature is cal-
culated for each evaporator pressure.

The speed lines of the compressor map repre-
sent corrected speeds, requiring the actual com-
pressor speed at each line to be calculated based
on the compressor inlet temperature. To deter-
mine this, the expression in (24) is rearranged to
solve for the actual compressor speed Ω, using the
desired corrected speed NT and the compressor
inlet temperature T1 corresponding to that speed
line.

Figure 27: Compressor map with operating set-
points for full reconstruction of the machine
performance, showing evaporator pressure vari-
ations: magenta represents high pressures, and
green represents low pressures.

In Figure 27, the reference points used to
track the full compressor map are shown. For

each speed line, the procedure follows the steps
outlined in Figure 24, with ramp functions ensur-
ing smooth transitions between setpoints. The
main difference is that evaporator and compres-
sor inlet temperatures vary across speed lines.
These variations are highlighted in Figure 27,
where green asterisks indicate low evaporator
pressure and magenta asterisks indicate high
evaporator pressure. The reference signals for
PC , PE , and T1 follow a specific order: they start
at the centre of the speed line closest to the ini-
tialization point, then shift step by step from one
speed line centre to the next, down to the low-
est speed line (62% of the nominal compressor
speed). From there, the setpoints are imposed
as described in Section 4.4.1, and the process re-
peats for each subsequent speed line. To improve
clarity, the first eight steps are numbered in Fig-
ure 27, while later steps remain unnumbered for
readability.

To demonstrate that the tracking procedure
is not limited by the availability of specific speed
lines in the experimental map, the 68% speed line
is included in the tracking sequence, even though
it was not part of the original dataset provided
by the compressor manufacturer.

Although it is in theory possible to track any
speed line, the robustness of the control system
in case the compressor characteristics deviate sig-
nificantly from those used for its design should
be demonstrated. This demonstration is not in-
cluded in the scope of the current work. However,
the methods demonstrated here suggest that an
iterative procedure can be used to improve the
quality of the compressor performance map and
control system simultaneously. The motivation
for this procedure is discussed further in Section
5.2.

Simulation Results for Air at 38 °C
In Figure 28, the transient responses and cor-
responding control inputs for condenser pres-
sure PC and compressor inlet temperature T1

are presented with the air inlet temperature set
at Ta,in = 38 °C. Both the closed-loop results
from the Dymola model and its linearized ap-
proximation are included. The controller effec-
tively tracks the steady-state references, although
at lower corrected speeds, the condenser pressure,
PC , shows a slower response compared to speed
lines closer to the linearization point, as can be
seen in more detail in the close-ups in Figure 29.
This slower response is only observed in the Dy-
mola model, suggesting that nonlinearities are re-
sponsible for the reduced performance at these
lower speeds.

This is further supported by the air mass flow
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Figure 28: Closed-loop reference tracking results of the nonlinear model and linearized model for the full
compressor map reconstruction at Ta,in = 38 °C. The panels contain from top to bottom the condenser
pressure PC , air mass flow rate ṁa, compressor inlet temperature T1, and glycol-water inlet temperature
Ts,in, respectively. In the top panel, two close-up windows of the lowest corrected speed line, NT = 62
%, and speed line closest to the linearization point, NT = 94 %, are shown in Figure 29.

rate plots, ṁa, in Figure 28, which show signif-
icant divergence in the control inputs computed
by the controllers in the two systems at lower
corrected speeds. While the controller’s response
speed remains consistent across all speed lines
in the linearized system, the Dymola system ex-
hibits a slower response at lower speeds. This in-
dicates that the fixed control gains lack the abil-
ity to compensate for the reduced heat transfer
effectiveness, caused by lower mass flow rates and
smaller temperature differences with ambient air,
as discussed in Section 4.4.2.

For the compressor inlet temperature, T1, the
closed-loop performance of the Dymola and lin-
earized systems is comparable in Figure 28. This
suggests that the system nonlinearities captured
in the Dymola model have less impact on the abil-
ity of the controller to track the reference signal
for the compressor inlet temperature than for the
condenser pressure. However, the glycol-water
inlet temperature, Ts,in, computed by the con-
troller shows notable deviations between the Dy-
mola and linearized models, particularly at lower
corrected speeds.
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Figure 29: Close-up windows of the NT = 62 % line (left) and NT = 94 % line (right) for the closed-loop
reference tracking of the condenser pressure PC from Figure 28.

Although the controller’s tracking perfor-
mance is less effective at lower corrected speeds,
it still successfully reaches all steady-state refer-
ence points defined by the set points. For testing
purposes, achieving the desired set points is more
critical than the speed at which they are reached.
As such, the controller’s tracking performance is
considered acceptable for the intended testing ap-
plications at Ta,in = 38 °C.

However, a significant issue arises when ex-
amining the control inputs, i.e. ṁa and Ts,in,
in Figure 28. During the commissioning of the
IRIS, it was determined that the variable-speed
fan of the cooling loop can achieve a maximum
air mass flow rate of approximately 1.5 kg/s [20].
Additionally, a safety interlock is in place to shut
down the heater if the glycol-water temperature
exceeds 50°C. For the given air temperature of
38 °C, these constraints pose a challenge, as the
simulation results indicate that both the air mass
flow rate and glycol-water inlet temperature ex-
ceed these limits during the first half of the sim-
ulation.

Unfortunately, adjusting only the reference
signals for PC and T1 does not resolve this issue.
Increasing the condenser pressure at lower cor-
rected speeds requires a corresponding increase
in evaporator pressure to maintain the lowest
pressure ratios. To ensure vapour conditions
at the compressor inlet, this would require a
higher glycol-water temperature, which exceeds
the heater’s operating limits. Conversely, lower-
ing the glycol-water inlet temperature would re-
quire reducing the evaporator pressure and, con-
sequently, the condenser pressure to maintain the
required pressure ratios. This, in turn, would de-

mand a higher air mass flow rate, which exceeds
the maximum capacity of the fan.

Therefore, to enable the reconstruction of the
full compressor map under the given control in-
put limitations, the inlet temperature of the air,
Ta,in must be adjusted. In the following para-
graph, this scenario is discussed in detail.

Reducing the Air Temperature to 20 °C
To cope with the limitations on the control inputs
of the IRIS facility, the simulation from the pre-
vious paragraph was repeated with the air inlet
temperature reduced to 20 °C. Lowering the air
temperature allows heat to be rejected effectively
at lower condenser pressures, thereby reducing
the overall pressure levels in the system. This ad-
justment eases the conditions for the controller,
making it less challenging to reach the imposed
set points while staying within the input limits.
However, before discussing the simulation results,
additional modifications to the reference signals
must be explained. The chosen evaporator pres-
sure range and the corresponding condenser pres-
sure and temperature ranges are as follows:

(PE)ref ∈
[
0.80, 1.20

]
bar

=⇒ (PC)ref ∈
[
1.80, 5.20

]
bar

Tcond ∈
[
34.5, 70.7

]
°C

(49)

The first key adjustment is the reduction of the
highest evaporator pressure reference. This al-
lows for lower glycol-water inlet temperatures,
meaning the controller is not required to raise
this temperature as much. However, lowering
the evaporator pressure reference also necessi-
tates a decrease in the condenser pressure ref-
erence to maintain the desired pressure ratio.
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At first glance, this reduction in condenser pres-
sure might seem problematic, as it decreases the
condenser wall temperature and could limit the
heat rejection. However, due to the significantly
lower air temperature, the temperature differ-
ence at the reduced condensation pressure re-
mains sufficient, with approximately 14.5 °C be-
tween the lowest condensation temperature and
the air. This ensures effective heat transfer de-
spite the lower pressure levels.

With the adjusted air temperature and refer-
ence signals, the simulation is repeated. Start-
ing 20 seconds after initialization, the air tem-
perature is reduced from 38°C to 20°C over a
30-second ramp. At t = 50 seconds, the refer-
ence signal procedure begins, driving the system
toward the tracking points shown in Figure 27.

The simulation results, presented in Figure 30,
confirm that the control inputs estimated with
the nonlinear model remain feasible (ṁa < 1.5
kg/s and Ts,in < 50 °C) with tracking perfor-
mance comparable to that obtained in the higher
air inlet temperature scenario. Notably, at lower
corrected speeds, the slower condenser pressure
setpoint tracking observed in the higher temper-
ature case is slightly improved.

To further illustrate these results, the tracking
trajectory of the compressor map reconstruction
at Ta,in = 20 °C is overlaid on the compressor
map in Figure 31, showing only the results ob-
tained with the nonlinear model for clarity. The
controller successfully tracks all reference points
outlined in Figure 27, remaining close to the cor-
rected speed lines during both increases and de-

Figure 30: Closed-loop reference tracking results of the nonlinear model and linearized model for the full
compressor map reconstruction at Ta,in = 20 °C. The panels show, from top to bottom, the condenser
pressure PC , air mass flow rate ṁa, compressor inlet temperature T1, and glycol-water inlet temperature
Ts,in, respectively.
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creases in outlet pressure. However, at lower cor-
rected speeds, the trajectory covered by the com-
pressor when shifting from one speed line to the
other does not end up at the centre of the tar-
geted speed line, as instead achieved at higher
rotational speeds. This deviation occurs because
the condenser pressure PC responds more slowly
at lower speeds, as observed in Figure 28 and 30.

When shifting to a higher corrected speed,
the deviation in Figure 31 leans toward the choke
line, while the opposite trend is observed in case
the shift is towards a lower corrected speed. Ad-
ditionally, since the corrected speed lines diverge
more at higher pressure ratios and mass flow
rates, the relative deviations at lower corrected
speeds become more pronounced due to smaller
pressure ratios and the shorter distance between
speed lines.

Despite these deviations, the controller suc-
cessfully reaches all reference points while keep-
ing control inputs within bounds. Moreover, the
method allows tracking of any corrected speed
line, enabling further refinement of the compres-
sor map by reconstructing intermediate speed
lines. With a total simulation time of approxi-
mately 47 minutes, the full compressor map can
be reconstructed efficiently. These results suggest
that the proposed control strategy is suitable for

a proper testing of the compressor and it does not
require modifications to the current IRIS layout.

However, it is worth noting that as the air in-
let temperature decreases, the system moves fur-
ther away from the linearization point used in the
controller design. This can be seen in Figure 30,
where small deviations in the reference compres-
sor inlet temperature become more pronounced
compared to Figure 28, which is closer to the
linearization point. Additionally, in Figure 30,
the mass flow rate calculated by the controller in
the linear closed-loop system becomes sometimes
negative, an unphysical result since flow reversal
is not supported in the model.

These deviations highlight that the linear per-
formance indicators of the controlled system,
such as the sensitivity and complementary sen-
sitivity functions discussed in Section 4.3.3, may
lose accuracy as the system moves too far away
from the linearization point. Significant devi-
ations could lead to performance deterioration,
and the closed-loop system’s stability and robust-
ness may even become insufficient. Nevertheless,
as shown in Figure 28, 30, and 31, the controller
maintains acceptable performance for the scenar-
ios considered, proving its validity for the opera-
tion of the IRIS setup.

Figure 31: Closed-loop tracking trajectory obtained with the nonlinear model for Ta,in = 20 °C, where
the trajectory’s colour reflects the simulation time, as indicated by the colour bar on the right.
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5 Conclusions
In this research, a numerical model was devel-

oped to investigate the transient operation of the
Inverse organic Rankine cycle Integrated System
(IRIS) test facility, whose operating principle is
based on that of the Vapour Compression Cy-
cle (VCC). Additionally, a control strategy was
presented to enable reliable compressor testing
with the goal of characterizing its off-design per-
formance maps.

For the dynamic modelling, a modular and
causal approach was adopted, with individual
submodels developed for each of the main com-
ponents of the working fluid loop of the setup:
evaporator, compressor, condenser, and expan-
sion valve. Leveraging time-scale separation prin-
ciples, only the dynamics of the heat exchangers
were considered, while the compressor and valve
were modelled statically. These submodels were
then interconnected to form the complete VCC
system model.

Heat exchangers were modelled using the
Moving Boundary (MB) method, dividing the
component into distinct control volumes sep-
arated by boundaries where refrigerant phase
change occurs. Mass and energy conservation
equations were applied within each control vol-
ume, with empirical correlations from literature
used to model convective heat transfer. It was
shown that with the MB formulation of the
heat exchanger models a minimal Differential-
Algebraic Equation (DAE) index is guaranteed,
enabling efficient numerical simulations.

The compressor model reproduces the per-
formance of a two-stage centrifugal compressor
that will be installed in the IRIS facility in the
next months. Compressor performance maps de-
rived from experimental data were converted into
numerical interpolation tables using the β-line
method, allowing the computation of mass flow
rate and isentropic efficiency from suction and
discharge pressures and inlet enthalpy. Surge and
choke dynamics were excluded, since operation in
these regimes lies outside of the scope of the re-
search.

The submodels were implemented in Dymola,
a modelling environment that uses the Modelica
language. The complete VCC model includes six
inputs: air inlet temperature, air mass flow rate,
glycol-water inlet temperature, glycol-water in-
let mass flow rate, expansion valve position, and
compressor rotational speed.

Verification showed that the steady-state pre-
dictions of the model aligned well with exper-
imental data from the facility’s commissioning
phase, despite differences in the compressor type
and neglecting the heat exchanger pressure losses

and piping. Key parameters deviated by less
than 12%, which was deemed reasonable. Tran-
sient analyses demonstrated the model’s ability
to capture system responses, such as the effects
of changes in valve opening, compressor speed,
and airflow rates. The observed trends were con-
sistent with physical reasoning, and the model
was shown to conserve mass and energy appropri-
ately, confirming its reliability for studying VCC
dynamics.

The control strategy focused on maintaining
consistent compressor conditions, with evapora-
tor pressure, condenser pressure, and compressor
inlet temperature identified as key outputs. The
rotational speed of the compressor was treated as
an external disturbance to align with typical test-
ing procedures. From a physical perspective, the
appropriate control inputs were selected as the
expansion valve position, the air mass flow rate,
and the glycol-water inlet temperature. Lineariz-
ing the system around a steady-state operating
point, a Relative Gain Array (RGA) analysis jus-
tified the use of an initial decentralized control
design. Three independent Proportional Integral
(PI) controllers were tuned using a loop-shaping
method. While a full robustness analysis was not
performed, the closed-loop transfer functions in-
dicated good stability and robustness properties.

The controller’s performance was evaluated
through three scenarios. First, it was demon-
strated that a single corrected speed line in the
compressor map could be tracked effectively by
providing appropriate reference signals. The re-
sults indicate that the integral action of the PI
controllers allows for excellent steady-state per-
formance, even when the steady-state prediction
of the model does not fully align with the be-
haviour of the actual system. Second, the impact
of changing the condenser air inlet temperature
was analysed, and it was shown that nonlinear-
ities in the system led to degraded performance
when the condenser pressure set point was too
low. Finally, the reconstruction of the full com-
pressor map was presented. Initial simulations
at 38°C ambient air temperature revealed viola-
tions of input constraints, prompting additional
simulations at 20°C. In both cases, the results in-
dicated that the corrected speed lines could be
tracked sequentially, though some degradation in
performance was observed at lower speed lines.
Overall, the findings showed that the controller
enabled the reconstruction of the compressor map
within a reasonable time frame and without ex-
ceeding inlet constraints.

Based on the results of this research, the
developed dynamic model proves to be a valu-
able tool for analysing the transient behaviour
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of the VCC in the IRIS facility. It offers in-
sights into the complex interactions between cycle
components, which are challenging to investigate
quickly and safely in real-life settings. Further-
more, the tracking performance achieved with
the decentralized controller demonstrates that
the compressor map can be successfully recon-
structed within the existing system architecture.

The modelling and control system develop-
ment presented in this research involved several
simplifications and methodological choices aimed
at managing computational demand and address-
ing practical constraints. These assumptions,
while necessary to achieve the objectives within
the given scope, introduce limitations that influ-
ence the generalizability and interpretation of the
conclusions. Therefore, the following section will
provide a discussion on these topics.

5.1 Discussion
This section explores the implications of sev-

eral key simplifications and the potential effects
they may have on the findings of the study. Three
topics are discussed: active charge predictions,
heating effects in the compressor, and control
tuning and robustness.

Active Charge Modelling and the Liquid Receiver

In the heat exchanger models developed in this
research, the void fractions of the two-phase re-
gions in the condenser and evaporator were as-
sumed to be time-invariant. Their values were
determined using the Homogeneous Equilibrium
Model (HEM) formulation in (5). However, this
assumption is generally valid only for small tran-
sients, as highlighted in prior studies [34, 38].
During the construction of the full compressor
map, the transients in the simulations may ar-
guably exceed this range, particularly consider-
ing the condenser pressure variations illustrated
in Figure 30.

As a result, the assumption of time-invariant
void fractions introduces inaccuracies in captur-
ing the two-phase transport phenomena, poten-
tially leading to significant deviations in the pre-
dicted active refrigerant charge compared to ac-
tual system behaviour. In this context, another
important simplification is the omission of the
liquid receiver, which may further impact active
charge predictions. Although dynamic modelling
of the liquid receiver has received limited atten-
tion in the literature [60], studies suggest that its
dynamics are intricately linked with other cycle
components [30], and that accurately predicting
the active charge may require an integrated mass
analysis that considers all system components, in-
cluding the receiver [31].

To evaluate the effects of these simplifications,
validation against experimental results from the
IRIS facility is essential. If the heat exchanger
models are found to lack predictive accuracy,
more elaborate void fraction models that account
for time-varying behaviour should be incorpo-
rated, as suggested by Qiao et al. [61]. Addition-
ally, if challenges with active charge predictions
persist, the model can be expanded to include
a dynamic representation of the liquid receiver,
although inclusion of this component is rare in
open literature [28].

Compressor Interstage Cooling and Secondary
Flow

In the compressor submodel, a single-stage per-
formance map was employed to represent the
off-design behaviour of the two-stage centrifugal
compressor. As discussed in Section 2.2.2, this
approach assumes that the effects of interstage
cooling and secondary flow to the foil bearings
are adequately captured by the equivalent single-
stage map. However, since refrigerant heating
between stages and in the foil bearings are inher-
ently dynamic phenomena, this assumption may
become invalid over large operating ranges, such
as those encountered during the reconstruction of
the compressor map.

Additionally, the accuracy of the correction
method used in the model may be questionable
for such a broad operating range, as the ideal
gas assumption might not hold under all simu-
lation conditions. Similar to the time-invariant
void fraction assumption, the validity of the com-
pressor model’s underlying assumptions should
be evaluated through comparison with experi-
mental results. However, since the centrifugal
compressor is not yet installed in the IRIS facil-
ity, such validation can only be performed after
the facility’s architecture has been updated.

If these assumptions prove inadequate, the
current model could be extended by indepen-
dently modelling the two compression stages,
each with its own performance map, while also in-
corporating the effects associated with interstage
cooling and secondary bearing flow.

Controller Tuning and Robustness Analysis

Although the controller performance demon-
strated in the simulations is satisfactory, it is
important to highlight that the development of
the control strategy and its corresponding gains
was based on a somewhat heuristic approach. For
instance, in the analysis of the RGA in Section
4.3.1, a qualitative assessment determined that
the steady-state RGA was sufficiently close to
the identity matrix to justify a decentralized con-
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trol strategy. Similarly, the loop-shaping pro-
cess involved manually tuning the gains of the
PI controllers to achieve a desirable loop trans-
fer function. Lastly, the evaluation of closed-loop
performance relied on the singular values of the
sensitivity and complementary sensitivity func-
tions, with a rule of thumb applied to the peak
of the sensitivity function as an indicator of sta-
bility margins and robustness for the Multi-Input
Multi-Output (MIMO) system.

While these well-established methods often
yield effective controller designs, as evidenced by
the simulation results, more rigorous approaches
could be employed to mathematically guarantee
specific stability and robustness properties of the
closed-loop system. Such methods could account
for uncertainties in inputs, outputs, and system
dynamics, enabling more precise optimization of
the controller for reference tracking, disturbance
rejection, and input constraints. However, due to
time limitations, these advanced techniques were
not pursued in this research. For the purpose of
providing an initial understanding of the control
challenges associated with compressor testing in
the IRIS facility, the heuristic methodology pre-
sented here proved to be effective. Further in-
sights into modern and classical methods for ro-
bust controller design can be found in the book
of Skogestad and Postlethwaite [58].

5.2 Future Work
Based on the findings of the research, sev-

eral directions for future work were identified.
Some of these directions are aimed at addressing
the challenges discussed in the previous section.
However, additional ideas are presented consid-
ering the broader applicability of the dynamic
VCC model. In addition, possible alternative ap-
proaches for more advanced control system design
in later research endeavours are suggested.

Experimental Validation

The most important future step regarding the dy-
namic model of the VCC is validating its pre-
dictions against experimental data from IRIS.
System-level properties, such as the distribution
of the active charge, can only be validated once
the centrifugal compressor is installed. However,
component-level validation can already be per-
formed for the heat exchangers and expansion
valve, regardless of the compressor installed in
the IRIS.

To achieve this, the component models must
be provided with appropriate inputs and outputs,
as outlined in the causality diagram in Figure 3.
For example, validating the evaporator model re-
quires a transient experiment in the real facility,

during which the mass flow rates entering and ex-
iting the heat exchanger are recorded, along with
the evaporator pressure, inlet and outlet tem-
peratures, and the properties of the glycol-water
streams. These recorded mass flow rates and
inlet enthalpies can then serve as inputs to the
model, allowing its predicted outputs to be com-
pared with the experimental data. By systemati-
cally performing these validation steps, inaccura-
cies in the submodels can be identified, enabling
improvements that bring the models into closer
alignment with the actual system behaviour. Po-
tential areas of improvement include the void
fraction models incorporated in the two-phase re-
gions of the heat exchangers, the convective heat
transfer correlations, and the expansion valve dis-
charge coefficient and opening characteristics.

Including Additional Components

As discussed in Section 5.1, neglecting the liquid
receiver in the dynamic model may lead to sig-
nificant errors in predicting the active charge dis-
tribution throughout the cycle. To address this,
incorporating a dynamic model of the receiver in
a future update would be a logical step. Fur-
thermore, the modular structure of the model al-
lows for the inclusion of additional components as
needed. This flexibility aligns with the evolving
nature of the IRIS, where changes to the system
architecture are anticipated in upcoming project
phases.

The conceptual design of the IRIS, as detailed
in the dissertations of Ascione and Giuffré [13,
15], highlights the need for future models to ac-
count for additional components, particularly an
intercooler and various (three-way) valves. De-
veloping these submodels and integrating them
into the full VCC model will be essential to ac-
commodate the facility’s planned extensions.

Expanding Controller Performance Analyses

Another important direction for future develop-
ment is expanding the controller performance
analyses presented in this work. Advanced math-
ematical tools, such as the structured singular
value [58], could be utilized to further evalu-
ate the robust performance of the closed-loop
system, accounting for input and output uncer-
tainties as well as unknown system dynamics.
Gaining a deeper understanding of these prop-
erties could aid in developing more effective con-
trollers for component testing while also enhanc-
ing the general applicability of the results pre-
sented here. In the long term, rigorous mathe-
matical proofs of system stability and robustness
could provide a strong foundation for an effective
deployment of VCC-based Environmental Con-
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trol System (ECS) technology aboard aircraft.
To achieve this, the analysis methods should pos-
sibly also include nonlinear approaches, ensuring
that performance can be guaranteed over a suffi-
ciently wide operating range.

Iterative Compressor Testing

In Section 4.4.3, the flexibility of tracking any de-
sired speed line was linked to the quality of the
compressor performance map and control system,
with an iterative testing procedure suggested.
The central idea is that the control methodology
presented here can be used to reconstruct a more
detailed compressor map than the one initially
used in the controller design. Once the map is
reconstructed, the compressor model can be up-
dated by replacing the original map with the new
one. This allows the control system to be refined
for the updated model, improving control during
compressor testing. In this way, both the control
system and compressor map can be enhanced si-
multaneously. It is important to note that im-
proving the control system goes beyond simply
tuning the current PI controllers. As the map
becomes more detailed, more advanced control
designs can be incorporated into the methodol-
ogy, enabling tighter control near the surge and
choke lines, which can help expand the compres-
sor map close to or even beyond these limits.

Integrated Design Optimization

The integrated design optimizations developed by
Ascione and Giuffré considered only steady-state
conditions. However, since ECSs inherently op-
erate under transient conditions during a typical
commercial flight mission, optimizing solely for
steady-state scenarios may result in conservative
system designs that overlook transient phenom-
ena, which could relax design constraints. To ad-
dress this, the dynamic model developed in this
work could be used in future optimizations to ex-
tend existing methods and account for dynamic
effects. Furthermore, integrating the control sys-
tem design into the optimization process would
allow system components and controllers to be
designed simultaneously rather than sequentially,
potentially improving both the efficiency and per-
formance of the overall system.
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Appendices

A Full Heat Exchanger Derivations
To support the discussion on the heat exchanger model equations in Section 2.2.1, the full derivation

of the equations presented in the paper are provided here. Starting from the general differential forms of
the conservation of mass and energy given by

∂ρ

∂t
+

∂ρu

∂x
= 0 (1)

∂ρh

∂t
+

∂ρuh

∂x
=

∂P

∂t
+

Q̇
Ac

, (2)

the following sections will focus on finding the integral forms for the working fluid, glycol-water side and
air side. Additionally, the derivation of the wall temperature energy equation will be discussed separately.

A.1 Working Fluid
For the Moving Boundary (MB) method, (1) and (2) are integrated with respect to the spatial

coordinate x for the distinct control volumes in the heat exchanger, separated by the phase transitioning
boundary. In general, starting with (1), integrating over a time-varying control volume length L(t) yields∫

L(t)

(
∂ρf
∂t

+
∂ρfuf

∂x

)
dx = 0. (50)

When multiplied by the constant cross-sectional area Ac, this length integral becomes a volume integral,
where the volume, V (t), is a function of time. The resulting expression is given by∫

V (t)

(
∂ρf
∂t

)
dV +

∫
V (t)

(
∂ρfuf

∂x

)
dV = 0, (51)

where the single integral is split into two. The first term represents the change of mass within the control
volume and the second term represents the convection of mass in and out of the control volume. Using
the Leibniz rule for the first term and the Gauss theorem for the second, the following is obtained:

d

dt

(∫
V (t)

ρf dV

)
−
∫
∂V

(
ρf

dL

dt

)
· n dAc +

∫
∂V

(ρfuf ) · n dAc = 0. (52)

Here, ∂V represents the outer surface of the volume, and n is the orthonormal direction pointing out
of the control volume. Noting that only one-dimensional flow is considered with its properties assumed
uniform over the cross-sectional area, the surface integrals can be simplified to only the inlet and outlet
surfaces of the control volume. This yields

d

dt

(∫
V (t)

ρf dV

)
= Acρf,in

(
uf,in − dL

dt

∣∣∣∣
in

)
−Acρf,out

(
uf,out −

dL

dt

∣∣∣∣
out

)
=⇒ d

dt
(AcLρ̄f ) = ṁf,in − ṁf,out

Ac

(
L
dρ̄f
dt

+ ρ̄f
dL

dt

)
= ṁf,in − ṁf,out,

(53)

where ρ̄f = 1
AcL

∫
V

ρf dV . The mass flow rates in and out of the volume, ṁf,in and ṁf,out, include the

effects of moving boundaries, i.e. dL
dt

∣∣
in

and dL
dt

∣∣
out

. Depending on which control volume is considered,
these boundary velocities are either equal to those of phase transition boundaries, or zero at the inlet
and outlet of the heat exchanger. Since both the average density ρ̄f and control volume length L are
functions of time, the chain rule is applied to find the final form of (53). The derivational steps presented
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above for the conservation of mass can also be applied to the energy equation. Doing so yields

d

dt

(∫
V (t)

ρfhf dV

)
−AcL

dPf

dt
= Acρf,inhf,in

(
uf,in − dL

dt

∣∣∣∣
in

)
−Acρf,outhf,out

(
uf,out −

dL

dt

∣∣∣∣
out

)
+ Q̇f

=⇒ d

dt

(
AcL(ρh)f

)
−AcL

dPf

dt
= ṁf,inhf,in − ṁf,outhf,out + Q̇f

Ac

(
L

(
d(ρh)f

dt
− dPf

dt

)
+ (ρh)f

dL

dt

)
= ṁf,inhf,in − ṁf,outhf,out + Q̇f .

(54)

Note that the final forms of (53) and (54) are directly reflected by (3) and (4), respectively, and the
further derivation of the working fluid equations is explained in the main content of the paper.

Figure 32: Evaporator schematic of Figure 4 including counter-flow glycol-water stream. The liquid phase
is indicated in light gray, while the wall element is dark grey.

A.2 Glycol-water Side
The evaporator is shown once more schematically in Figure 32, where the wall element and glycol-

water stream are included. Here it is important to note that the flow direction of the glycol-water is
opposite to that of the refrigerant. The hot side of the glycol-water is thus on the right and the cold side
on the left. For the evaporator, two control volumes of the glycol-water can be seen, which are separated
by an interface that corresponds to the moving boundary of the working fluid. For each of these control
volumes, the differential form of the conservation equations (1) and (2) can be integrated analogously
to the method presented for the working fluid equations in the previous section. As such, these integral
equations for the glycol-water are given by

d

dt
(AcLρ̄s) = ṁs,in − ṁs,out

d

dt

(
AcL(ρh)s

)
−AcL

dPs

dt
= ṁs,inhs,in − ṁs,ouths,out + Q̇s.

(55)
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The chain rule can then be applied to the left hand sides for each of the time-varying variables. This
results in

Ac

(
L
dρ̄s
dt

+ ρ̄s
dL

dt

)
= ṁs,in − ṁs,out

Ac

(
L

(
d(ρh)s
dt

− dPs

dt

)
+ (ρh)s

dL

dt

)
= ṁs,inhs,in − ṁs,ouths,out + Q̇s.

(56)

The dynamic states are chosen as Ps and hs,out. Given that h̄s = 1
2 (hs,in + hs,out) and ρ̄ = f(Ps, h̄s),

further expanding to the time derivatives of the dynamic states then yields

dρ̄s
dt

=

(
∂ρs
∂P

)
h

dP

dt
+

(
∂ρs
∂h

)
P

dh̄s

dt

dh̄s

dt
=

1

2

(
dhs,in

dt
+

dhs,out

dt

)
d(ρh)s
dt

= ρ̄s
dh̄s

dt
+ h̄s

dρ̄s
dt

(57)

In contrast with the derivation of the working fluid equations, dL
dt is now known from the working fluid

equations. This means that the system in (56) can be solved for the time derivatives of the dynamic

states, i.e. dPs

dt and
dhs,out

dt , given
dhs,in

dt and dL
dt as inputs, using the methods described in Section 2.2.1.

Figure 33: Schematic of condenser section with cross-flow orientation.

A.3 Air Side
For the air side equations, the condenser section in Figure 33 is considered. Since the boundaries of

the working fluid control volumes change based on the phase transitioning, the cross-sectional area of the
air flow changes accordingly. The integral energy conservation equation is then, recalling the assumption
of uniform mass flow rate and constant pressure, given by

d

dt

(
L

Ltot
Ac,aLa(ρh)a

)
= ṁa

L

Ltot
(ha,in − ha,out)− Q̇a. (58)

Expanding the time derivative on the left hand side then yields

Ac,aLa

Ltot

(
L
d(ρh)a
dt

+ (ρh)a
dL

dt

)
= ṁa

L

Ltot
(ha,in − ha,out)− Q̇a. (59)
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Given that h̄a = 1
2 (ha,in + ha,out), ρ̄a = f(Pa, h̄a), and that the pressure is assumed constant, the time

derivative of the average product of density and enthalpy is given by

dρ̄a
dt

=

(
∂ρa
∂h

)
P

dh̄a

dt

dh̄a

dt
=

1

2

(
dha,in

dt
+

dha,out

dt

)
d(ρh)a
dt

= ρ̄a
dh̄a

dt
+ h̄a

dρ̄a
dt

.

(60)

With
dha,in

dt being an input and ha,out as dynamic state, this means that the only unknown is the time

derivative of the dynamic state, i.e.
dha,out

dt . Solving the system of equations for the air side is then done
as explained in Section 2.2.1.

A.4 Wall Energy
The wall energy equation follows from the Lumped Thermal Capacity (LTC) approach for transient

heat transfer [43]. Starting from the differential form, the general wall energy equation is given by

∂ (ρwcwTw)

∂t
=

Q̇in

Aw
− Q̇out

Aw
. (61)

Integrating along the heat exchanger length, assuming constant cross-sectional wall area Aw, yields∫
V (t)

(
∂ (ρwcwTw)

∂t

)
dV = Q̇in − Q̇out. (62)

Next, applying the Leibniz rule results in

d

dt

(∫
V (t)

ρwcwTw dV

)
−
∫
∂V

(
ρwcwTw

dL

dt

)
· n dAw = Q̇in − Q̇out, (63)

which, considering that the wall density and specific heat capacity are uniform throughout the wall,
further simplifies to

ρwcwAw

(
L
dT̄w

dt
+ T̄w

dL

dt

)
− ρwcwAw

(
Tw|down

dL

dt

∣∣∣∣
down

− Tw|up
dL

dt

∣∣∣∣
up

)
= Q̇in − Q̇out. (64)

Here, the up and down subscripts denote conditions at the upstream and downstream boundaries of the
wall element. Considering that dL

dt = dL
dt

∣∣
down

− dL
dt

∣∣
up
, it follows that

L
dT̄w

dt
=
(
T̄w − Tw|up

) dL

dt

∣∣∣∣
up

−
(
T̄w − Tw|down

) dL

dt

∣∣∣∣
down

+
Q̇in − Q̇out

ρwcwAw
. (65)

From this expression, the two additional terms on the right hand side account for the moving upstream
and downstream boundaries of the wall element, respectively. Since for the evaporator the upstream
boundary of the two-phase wall element is stationary, the above equation can indeed be recognized in
(15) in Section 2.2.1.
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B Model Constants
In this appendix, the model equations used for the models presented in the paper are reported. To

this end, the appendix contains four sections: constants regarding the fluid models, heat exchangers,
compressor, and expansion valve.

B.1 Fluid Models
In total, three fluid models are used. For the refrigerant fluid model, the ExternalMedia package is

used, while for the glycol-water and air models, the Modelica Standard Library are used. The names of
these models are listed in Table 7.

Table 7: Fluid models used in Modelica and their corresponding packages.

Fluid Model name Package

Refrigerant R-1233zd(E) ExternalMedia

Glycol-water WaterIF97 ph Modelica Standard Library

Air Air ph Modelica Standard Library

B.2 Heat Exchangers
For the heat exchangers, different model constants are used for the evaporator and condenser. There-

fore, the following subsections report on both heat exchangers.

B.2.1 Evaporator
In Table 8, the model constants of the evaporator are listed. Note that only one value for the

cross-sectional flow area and channel perimeter is provided, since the channels of the glycol-water and
refrigerant stream are assumed identical. The constants were computed from data sheets and drawings
from the heat exchanger manufacturer.

Table 8: Evaporator constants.

Name Symbol Value Unit

Total length Ltot,E 0.530 m

Cross-sectional area flow Ac,E 3.96 · 10−3 m2

Flow channel perimeter CE 3.86 m

Cross-sectional area wall Ac,w,E 1.66 · 10−3 m2

Mean void fraction γ̄E 0.996 -

Wall density ρw,E 7980 kg/m3

Wall specific heat capacity cw,E 500 J/(kg K)

Nominal glycol-water pressure Ps,nom 1.01 bar
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B.2.2 Condenser
In the condenser, the refrigerant flows in a two-pass configuration, as shown in the top schematic of

Figure 34. Due to this flow configuration, the geometrical constants required for the model equations
depend on where the phase transitioning boundaries are located, e.g. the cross-sectional area of the first
pass is larger than that of the second pass. Since it is not convenient to dynamically account for this
change in geometry, an equivalent single-pass configuration is used, shown in the bottom schematic of
Figure 34, where the geometrical constants no longer depend on the location along the flow path. Here,
all geometrical parameters, such as the cross-sectional area and flow perimeter, are averaged between the
first and second pass.

Figure 34: Schematic of real (top) and equivalent single-pass (bottom) configuration for the refrigerant
flow in the condenser. The superheated control volume is indicated in red, the two-phase control volume
in white, and the subcooled volume in blue. The transparent arrows indicate the flow direction.

In Table 9, the constants of the condenser model are reported, given the assumption of a single-pass
refrigerant flow. The geometrical properties of the heat exchanger follow from data sheets provided by
the manufacturer, where the Chang and Wang constant, Ξ, follows from the fin geometry.

Table 9: Condenser constants.

Name Symbol Value Unit

Total length Ltot,C 1.5 m

Cross-sectional area refrigerant Ac,C 7.86 · 10−4 m2

Refrigerant flow perimeter CC 3.01 m

Cross-sectional area wall Ac,w,C 1.46 · 10−3 m2
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Mean void fraction γ̄C 0.944 -

Wall density ρw,C 2710 kg/m3

Wall specific heat capacity cw,C 900 J/(kg K)

Total cross-sectional area air side Ac,a 0.399 m2

Fin efficiency ηfin 0.6 -

Total heat transfer area air side Ah,a 21.9 m2

Total area fins Afin 19.3 m2

Chang and Wang constant Ξ 0.369 -

Air pressure Pa 1.01 bar

B.3 Compressor
In Table 10, the compressor constants are given. Note that the performance maps are also constant,

constructed from experimental data provided by the manufacturer.

Table 10: Compressor constants.

Name Symbol Value Unit

Reference temperature Tref 25.0 °C

Reference pressure Pref 0.720 bar

Reference speed Ωref 80.0 kRPM

B.4 Expansion Valve
In Table 11, the Electronic Expansion Valve constants are shown. The nominal valve flow area follows

from the steady-state conditions at the initialisation point, i.e. the model equations presented in Section
2.2.3 are solved at the initialisation point for Av with the nominal mass flow rate from the steady-state
solution.

Table 11: Expansion valve constants.

Name Symbol Value Unit

Nominal valve flow area Av 4.07 · 10−5 m2

Recovery factor FL 0.9 -
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C Loop Shaping
Given the diagonal control structure depicted in Figure 22, the individual Single Input Single Output

(SISO) control loops of the VCC are shaped using a loop shaping approach. The key idea of loop shaping
is to design controller K such that the loop transfer function L = GK has desirable magnitude and phase
characteristics over a range of frequencies. In general, three main goals are to be achieved [58]:

• For good reference tracking and disturbance rejection, the loop gains |L| should be large at low
frequencies. Additionally, L(s) should contain at least one integrator for each integrator in the
reference signal r(s).

• To reduce the effects of noise, the loop gains |L| should be small at high frequencies, with a typical
roll-off rate of 2, i.e., the slope of |L| should be −2 at high frequencies.

• To ensure stability and robustness, the slope of |L| should be −1 around the crossover frequency
(the frequency where |L| first crosses 1), with sufficient gain and phase margins of at least 2 dB
and 30 degrees, respectively.

Examining the diagonal elements of the transfer function G of the VCC, several key observations can
be made, as shown in blue in Figure 35.

The phase plot of the first element ofG (mapping air mass flow rate to condenser pressure) shows a 180-
degree phase shift at low frequencies, meaning that an increase in input results in a decrease in output. To
ensure negative feedback and prevent instability, the first loop therefore requires a negative proportional
gain. All diagonal elements exhibit steady-state gains smaller than 1 with a slope of 0, requiring integral
controllers to achieve sufficient steady-state gains. Since a slope of −1 at low frequencies is sufficient for
the setpoint tracking of the compressor map reconstruction, Proportional-Integral (PI) controllers are
used for all control loops.

Figure 35: Bode diagrams of diagonal plant elements, G, and loop transfer function elements, L, with
decentralized controller K. From left to right, the panels show the mapping from the air mass flow rate
ṁa to the condenser pressure PC , the valve opening θ to the evaporator pressure PE , and the air inlet
temperature Ta,in to the compressor inlet temperature T1.

The first step in tuning the PI controllers is selecting the integral time constants. The integral time
constant τI determines the frequency ωI = 1

τI
up to which integral action dominates. At frequencies

much lower than ωI , the PI controller’s magnitude slope is −1, while at higher frequencies, it flattens to
0.

A naive approach would be to set τI very low, making the frequency range over which integral action
dominates very large. However, this means the 90-degree phase lag introduced by integral action occurs
at higher frequencies, reducing the phase margin at the crossover frequency and potentially leading to
instability. To ensure adequate phase margin (preferably above 30 degrees), τI values are therefore chosen
based on the frequencies where G transitions from 0 to negative slope. Respectively, they are τI,1 = 10
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s/rad, τI,2 = 0.1 s/rad, and τI,1 = 10 s/rad, as listed in Table 6. These values ensure proper low-frequency
behaviour without excessive phase lag close to the crossover frequency.

To increase system bandwidth, proportional gains are adjusted iteratively. While increasing KI

improves bandwidth, it also reduces gain and phase margins, requiring careful balancing. The final
proportional gains are KI,1 = −10, KI,2 = 0.08, and KI,3 = 9, as shown in Table 6.

The resulting loop transfer functions L are shown in Figure 35 in orange, exhibiting gain and phase
margins well beyond the required 2 dB and 30 degrees. However, analysis of the closed-loop sensitivity
function S in Figure 23 reveals a peak upper singular value of max(σ̄(S)) ≈ 2, which approaches the
recommended limit. This discrepancy highlights a fundamental difference between SISO and Multiple
Input Multiple Output (MIMO) stability considerations. While SISO margins can be defined in terms of
gain and phase, MIMO stability depends on input directionality, where specific input combinations can
yield significantly different responses. Consequently, tuning the proportional gains based solely on SISO
loop shaping would lead to overly aggressive settings. Instead, the peak of S was therefore used as the
tuning criterion for KI , ensuring robust stability across all input directions while maintaining adequate
performance.
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Literature Study Summary

Aviation’s growing contribution to greenhouse gas (GHG) emissions has intensified research into More
Electric Aircraft (MEA) concepts, where electrically powered non-propulsive systems replace traditional
ones to improve efficiency and reduce environmental impact. The Environmental Control System (ECS)
is the main consumer of non-propulsive power, traditionally relying on the Air Cycle Machine (ACM)
powered by bleed air from the main engine. In lieu of electrifying the ACM, utilization of the Vapour
Compression Cycle (VCC) offers a promising alternative for the refrigeration tasks of the ECS, pri-
marily for its higher thermodynamic efficiency. However, the implementation of the VCC in the ECS
architecture introduces challenges related to excessive system mass, component complexity, and com-
plicated dynamic operation. To address these challenges, at Delft University of Technology (TU Delft),
the Inverse organic Rankine cycle Integrated System (IRIS) test facility was developed to investigate
the performance of a novel VCC-based ECS configuration, and support research on integrated design
optimization methods for the preliminary design of novel ECSs. Two key innovations are of particular
interest in the IRIS: the use of a high-speed electric centrifugal compressor, and the use of the low
Global Warming Potential (GWP) R-1233zd(E) refrigerant. Given these innovations, the main goals of
the facility are threefold: evaluating centrifugal VCC performance for application in aviation, investigat-
ing the aerothermal behaviour of the heat exchangers in the VCC, and analysing the refrigeration cycle
using R-1233zd(E) and other low-GWP refrigerants.

The literature study highlights that while current integrated design methods for ECSs rely solely on
steady-state models, a thorough understanding of the VCC’s dynamic behaviour is essential to fully
exploit its potential for ECS applications. Developing a dynamic model of the IRIS provides insight into
the physical principles that govern these dynamics. Since the IRIS is a test rig with a flexible compo-
nent architecture, a modular modelling approach is most suitable, allowing individual components to
be modelled separately before integration into a full system model. The equation-based Modelica lan-
guage offers an appropriate framework for this modular approach. According to common practices in
the literature, the dynamics of the compressor and expansion valve can be neglected, as they evolve
on much faster time scales than the slow thermal transients of the heat exchangers. For the heat
exchangers, two main modelling approaches were identified: the Moving Boundary (MB) and Finite
Control Volume (FCV) methods. Both require models for key variables such as void fraction and heat
transfer coefficients. For this, explicit formulations were found to be the most suitable, as implicit cor-
relations introduce computationally expensive algebraic loops. For the compressor, steady-state off-
design performance maps can be used with appropriate corrections for varying inlet conditions. The
expansion valve can be modelled using static valve sizing equations based on Bernoulli expressions,
with empirically adjusted correction coefficients.

Beyond developing a dynamic model of the IRIS, the literature study also examines control system
design for the facility. Three main classes of control methods were identified: conventional, advanced,
and intelligent controls. Most approaches aim to improve system performance metrics, such as effi-
ciency, disturbance rejection, or actuator effort. However, given the role of the IRIS as a test facility,
there is a gap in control strategies specifically designed for testing the novel high-speed centrifugal com-
pressor in the VCC configuration. An advanced control approach is the most suitable, as it provides
deeper insight into the physical principles that shape the system’s control behaviour.

From the findings of the literature study, two research objectives were synthesized: the development
of a dynamic model of the IRIS and the design of a control system for compressor testing.
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II.1
Introduction

Global warming is expected to continue increasing Earth’s surface temperature unless global policies
to reduce greenhouse gas (GHG) emissions undergo substantial changes. The 2023 synthesis report
by the Intergovernmental Panel on Climate Change (IPCC) indicates that rising GHG emissions from
human activities have already driven an average global temperature increase of approximately 1.1 °C
between 1850–1900 and 2011–2020 [1]. As can be seen in Figure II.1.1, current policies are unfortu-
nately insufficient to flatten this trend enough to limit global warming to a maximum of 2 °C and pursue
the more ambitious goal of staying below 1.5 °C, as outlined in the 2015 Paris Agreement [2]. Con-
sequently, catastrophic weather events, such as the recent flooding in the Valencia region in Spain,
are likely to occur more frequently and with increased intensity [3]. To mitigate these consequences,
it is imperative to take action to reduce GHG emissions wherever possible, minimizing our collective
negative impact on the environment.

Figure II.1.1: Projections of global Greenhouse Gas (GHG) emission pathways, adapted from [1]. The red range assumes
policies as implemented by the end of 2020. The green and blue ranges show pathways that limit global warming to 2 °C and

1.5 °C respectively.

GHG emissions are distributed across various sectors, with aviation currently contributing approxi-
mately 2% [4]. Alarmingly, this share is expected to rise as passenger air travel grows at an annual
rate of 4%, while other sectors continue to reduce their carbon footprints [5]. A 2015 study by the Euro-
pean Parliament projected that the CO2 emissions from international aviation could reach 22% of global
emissions by 2050 [6]. In response to these concerning trends, the Advisory Council for Aeronautic
Research in Europe (ACARE) developed the FlightPath 2050 roadmap, outlining environmental goals
for aviation. These include reducing perceptible aircraft noise by 65%, cutting NOx emissions by 90%,
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and lowering CO2 emissions by 75%, all relative to a typical new aircraft from the year 2000 [7].

To meet these ambitious targets, research in both industry and academia has shifted toward aircraft
electrification, with a focus on minimizing weight and specific fuel consumption. The initial step in this
transition is the More Electric Aircraft (MEA) concept, which replaces non-propulsive onboard systems
with electrical alternatives while maintaining fossil-fuel-powered propulsion. This approach enhances
the efficiency of the main engine and auxiliary systems but introduces unique challenges in the gener-
ation, distribution, and utilization of electrical power [8]. By focusing on overcoming these challenges,
the MEA concept paves the way for the integration of hybrid and fully electric propulsion systems in
Hybrid Electric Aircraft (HEA) and All Electric Aircraft (AEA), respectively.

The Environmental Control System (ECS) is the largest consumer of non-propulsive power in an aircraft,
responsible for approximately 5% of the total specific fuel consumption [9]. By regulating temperature,
pressure, and humidity, the ECS ensures cabin conditions that provide passenger comfort. Improving
the efficiency of ECS architectures can significantly reduce fuel consumption, making this an important
focus for research [10]. Traditionally, ECS designs for large aircraft rely on the Air CycleMachine (ACM),
which uses high-pressure bleed air from the main engines as its power source [11]. However, since the
MEA concept eliminates this power source, alternative thermodynamic cycles are under investigation.

One promising alternative is the Vapour Compression Cycle (VCC), based on the inverse Rankine cycle
[12]. The VCC uses phase changes in a working fluid to achieve a higher Coefficient of Performance
(COP) compared to the ACM [11]. However, implementing the VCC introduces new challenges, includ-
ing the need for specialized components and increases in system volume and mass, which may offset
its performance benefits. As a result, determining the feasibility of the VCC for future electric aircraft
remains a key area of research.

At Delft University of Technology (TU Delft), efforts to address these challenges include the develop-
ment of novel methodologies for electrically driven VCC-based ECS designs aimed at improving effi-
ciency and reducing environmental impact [13]. Two key innovations under investigation are the use of
high-speed centrifugal compressors and a low Global Warming Potential (GWP) alternative to the state-
of-the-art R-134a refrigerant. To support this research, the Inverse organic Rankine cycle Integrated
System (IRIS) test facility was developed as a modular platform for validating numerical models and
assessing VCC performance under experimental conditions. Since current ECS design methodologies
rely solely on steady-state analysis, initial experiments focus on characterizing the IRIS under these
conditions. However, ECSs inherently operate in dynamic environments, making it essential to also
evaluate the transient behaviour of the system. Understanding these dynamics could provide insight
into time-dependent phenomena such as thermal inertia, unstable operating regimes, and interactions
between system components and control strategies; effects that cannot be fully captured in steady-
state analyses. Currently, such dynamic behaviour in the IRIS can only be studied through physical
testing. This approach is time-intensive, constrained by hardware limitations, and requires extensive
(dis)assembly when testing different components or configurations. Furthermore, achieving consistent
steady-state conditions manually has proven challenging due to oscillatory interactions between sys-
tem components. This limits the flexibility of the IRIS as a testing platform. The issue is particularly
significant for centrifugal compressor experiments, where strict operational limits [14] require precise
and repeatable system control.

To address these limitations, twomain objectives have been identified: developing a transient numerical
model of the IRIS and designing a control strategy to enable consistent compressor testing. Defining
precise research objectives, however, requires a thorough understanding of VCCmodelling and control
principles, which is best achieved through a review of existing literature. Additionally, it is important to
first establish a solid foundation in ECS fundamentals, VCC technology, and the specific characteristics
of the IRIS facility. To support this, the report presents an extensive literature study that provides
background information, examines common methodologies, evaluates their applicability, and identifies
potential research gaps. The insights gained from this study will ultimately guide the formulation of
clear research goals and questions, shaping the next stages of the thesis project.

The report is structured as follows. Chapter II.2 provides background information on ECSs, covering his-
torical developments and the challenges associated with conventional technology in MEA applications.
Chapter II.3 introduces the fundamentals of VCC technology, including its thermodynamic principles,
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aviation applications, and challenges for future ECS designs. Building on this, Chapter II.4 explores
recent research efforts at TU Delft related to VCC-based ECS design, detailing both theoretical work
and the IRIS facility.

Chapter II.5 examines the dynamic modeling of VCC systems, beginning with historical developments
before discussing overall modeling paradigms and key concepts for individual component models.
Chapter II.6 focuses on VCC control approaches, presenting a classification of existing methods and
assessing their suitability for the IRIS.

Finally, in Chapter II.7, the insights from the literature study are summarized and used to define spe-
cific research objectives, fulfilling the report’s intended purpose. As such, this chapter serves as the
conclusion of the literature study, enabling the subsequent thesis project activities to commence.



II.2
Environmental Control System

This chapter provides extensive background information on Environmental Control Systems (ECSs). It
begins by explaining the need for an ECS, followed by a brief overview of its historical development.
Next, the current state-of-the-art technology for ECSs in large passenger aircraft, the Air Cycle Machine
(ACM), is examined. Finally, the use of the ACM in More Electric Aircraft is discussed.

II.2.1. Flying at Altitude: The Need for an ECS
Commercial flights typically operate at altitudes between 9 and 12 km above sea level [15]. As shown
in Figure II.2.1, temperatures and pressures at these altitudes range from -45 to -56.5 °C and 0.3 to 0.2
bar, respectively. Such conditions are extremely hazardous for humans; without protection, the time of
useful consciousness is less than one minute, and prolonged exposure is fatal [16]. To mitigate these
risks, Federal Aviation Administration (FAA) regulations mandate that the cabin pressure altitude of
occupied areas must not exceed 8,000 feet (2.44 km) [17]. Additionally, the flight crew and passengers
must have control over cabin temperature to maintain comfortable levels, typically between 18 and 30
°C. The Environmental Control System (ECS) is responsible for meeting these requirements. In addi-
tion to temperature and pressure control, maintaining air quality at high altitudes is crucial. Extremely
low humidity can lead to dehydration and discomfort, while unfiltered air may carry harmful particles or
contaminants that affect both passengers and sensitive equipment. These challenges underscore the
critical role of the ECS in ensuring safe and comfortable flight conditions.

(a) Temperature. (b) Pressure.

Figure II.2.1: Atmospheric conditions at altitude, based on the International Standard Atmosphere [18].
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II.2.2. Historical Development
Since the early days of aviation, technological innovations have been implemented to protect humans
from the harsh environmental conditions associated with flight. As Rood [19] reviewed, when flight
velocities and altitudes were low, adequate clothing and goggles provided sufficient protection against
weather conditions. However, during the First World War, advancements in technology enabled faster
aircraft capable of operating at higher altitudes. This necessitated the use of stored oxygen, distributed
to the pilots through oxygen masks during missions. Additionally, after the war, electrically heated
clothing was introduced to address the extreme cold that caused discomfort for the extremities of the
pilot. Although such clothing was further developed after the Second World War, cabin pressurization
and heating were increasingly adopted during the Cold War era, eventually becoming the standard for
civil aviation.

The first experiments with cabin pressurization date back to the early 1930s, with aircraft such as the
Junkers Ju 49 and the Farman F. 1000 serving as early examples. These designs featured compact,
can-shaped cabins that could be hermetically sealed for high-altitude operation. Insulation maintained
suitable cabin temperatures, and at lower altitudes the cabin could be opened to improve visibility.
Although technical details on the operation of these early high-altitude aircraft are limited, illustrations
from contemporary publications, such as the one shown in Figure II.2.2, provide a visualization of the
concepts behind their design.

As with many emerging technologies, cabin pressurization and climate control initially found use only in
military applications. The first commercial airliner to feature large-scale cabin control systems was the
Boeing 307 Stratoliner [20]. Designed to carry 33 passengers, the B307 featured a sealed fuselage that
could withstand a significant pressure difference between the cabin and the outside environment. The
aircraft was powered by four radial internal combustion engines, of which the inner two drove blower
compressors that supplied pressurized air to the cabin. A novel cabin-pressure regulator was used to
manage the inflow of this air and the outflow to the atmosphere through a series of mechanical control
valves. These valves operated based on differential pressure, using adjustable springs to achieve the
desired performance. The system activated at altitudes above 8,000 feet and maintained the cabin
pressure altitude below 12,000 feet (3.66km).

Figure II.2.2: Illustration of the first pressurized cabin concept in the Popular Science Monthly magazine, October 1932 [21].

In addition to the pressurization system, the B307 was equipped with heating and ventilation systems
tailored to the operational requirements of the aircraft. At lower altitudes, fresh air could flow into the
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cabin through overhead ventilators. However, when the pressurization systemwas engaged or external
temperatures were too low, these ventilators were sealed, and the system switched to recirculating air
inside the cabin. To adjust the temperature, additional air streams could pass through heat exchangers,
where heat from the main engines could increase the air temperature as needed. This configuration
ensured that conditions in the cabin remained controlled throughout the flight, providing comfort for
passengers as the aircraft cruised at an altitude of 20,000 feet (6.10 km). At the time, operation of the
pressure and temperature systems required a specialized flight engineer due to the limited automation
available when the B307 entered service in July 1940.

Before 1944, refrigeration was not included in environmental control systems used in commercial air-
liners. Cabin ventilation relied entirely on outside air, and heaters were used to regulate temperature
[22]. However, this setup often resulted in excessive temperatures inside the cabin on hot days and at
low altitudes. Pressurization made this issue worse, leading to the need for a complete air conditioning
system capable of fully controlling pressure, temperature, and ventilation. This need ultimately led to
the development of the Air Cycle Machine (ACM). It was first introduced for civil applications in the
Lockheed Constellation, which entered service in 1945 [23].

The ACM operates by compressing environmental air, cooling it, and then expanding it through a turbine
to achieve temperatures well below ambient levels. Initially, compressed air for cabin pressurization
and the ACM was supplied by shaft-driven compressors connected directly to the propulsion system,
which consisted of reciprocating engines. However, the introduction of turbojet technology in the 1950s
marked a major shift in the design of cabin conditioning systems.

Jet engines naturally produce high-pressure air as part of their operation, and this compressed air
could be extracted directly from the engine compressors to supply the cabin pressurization and cooling
in the ACM. This innovation eliminated the need for traditional shaft-driven compressors used with
reciprocating engines, reducing the overall weight and volume of the system [22].

Despite the high power consumption of ACM systems, their seamless integration with gas turbine en-
gines, simple design, and compact size have proven to outweigh their drawbacks. Consequently, ACMs
have become the standard choice for modern airliners since the 1960s. To understand the design of cur-
rent ECSs, it is thus essential to explore the ACM of today in detail. The following section is dedicated
to this discussion.

Figure II.2.3: Ideal reverse open Brayton cycle, adapted from [11].

II.2.3. Air Cycle Machine
In modern environmental control systems (ECSs), air conditioning is most commonly achieved using
Air Cycle Machine (ACM) technology. Various ACM architectures exist, ranging in complexity from
the simple air cycle to the bootstrap cycle, the three-wheel simple/bootstrap cycle, and the four-wheel
condensing cycle. A comprehensive overview of these cycles can be found in literature, such as the
review by Merzvinskas et al. [11]. For this study, only the simple-cycle ACM is discussed in detail, as it
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adequately illustrates the fundamental working principles of the technology. It should be noted, however,
that the simple-cycle system is predominantly used in military applications, while more complex cycles
are preferred in commercial airliners to achieve lower air temperatures.

The simple-cycle ACM follows a reverse open Brayton cycle, as shown in Figure II.2.3. For simplicity,
the temperature-entropy diagram illustrates the ideal cycle, omitting the complexities introduced by
real-world losses. The cycle consists of four state points, marked in the figure, and involves three key
thermodynamic processes: compression, cooling, and expansion. Starting at point 1, air is compressed
from low to high pressure, reaching point 2. In simple air cycles, compression typically occurs in the
compressor sections of the engine, although additional compressors within the ACM can increase the
pressure ratio. At point 2, the air temperature is elevated due to compression. Between points 2 and
3, the temperature is reduced by passing the air through a heat exchanger, where heat is transferred
to a cooling medium, such as ram air or fuel, while the pressure remains nearly constant. This process
produces high-pressure, low-temperature air at point 3. Finally, the air expands in a turbine between
points 3 and 4, causing its temperature to drop, potentially to levels below the inlet temperature. This
expansion process extracts energy from the air as work, which can be used to power ACM components,
as shown by the shaft linking the turbine and compressor in Figure II.2.3.

A schematic layout of the simple-cycle ACM is shown in Figure II.2.4. Bleed air from the primary
compressor (PC) of the jet engine is directed to the ACM via a pre-cooler (PREC). Pressure regulating
and flow control valves (PRV and FCV) control the pressure and flow rate of the hot air entering the ACM.
A portion of the hot air is bypassed to the ACM outlet, where a temperature control valve (TCV) adjusts
the air temperature supplied to the cabin. Within the ACM, the air first passes through a heat exchanger
(HX), where ram air lowers its temperature. The cooled air is then expanded in a turbine, further
reducing the temperature at the ACM outlet. In the simple-cycle configuration, the work generated by
the turbine drives a fan in the cooling duct, ensuring adequate airflow through the heat exchanger.

Figure II.2.4: Schematic representation of a simple-cycle ACM architecture for the ECS of an aircraft, adapted from [11].

Through these processes, the ACM accomplishes all critical functions of the ECS. It uses high-pressure
bleed air for pressurization, provides ventilation with fresh, non-recirculated air, and regulates cabin
temperature by mixing a bypass stream with cooled air from the reverse Brayton cycle, allowing for
both heating and cooling as needed. The combination of jet engines and ACM technology thus ensures
precise control of air conditions in the aircraft.
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II.2.4. More Electric Aircraft and the ACM
Traditionally, non-propulsive power on aircraft includes electrical, pneumatic, hydraulic, and mechan-
ical loads [24]. This load distribution is illustrated in Figure II.2.5a, which shows the typical power
consumption of each subsystem. However, recent advances in aircraft design have led to a shift to-
ward purely electrical loads. The core idea behind this shift is that using an electrical supply for all
onboard subsystems can achieve significant gains in both efficiency and weight, which would not be
possible with the traditional power supplies. Known as the More Electric Aircraft (MEA) concept, this
approach seeks to replace all non-propulsive systems with electrical components, potentially resulting
in a power distribution like the one shown in Figure II.2.5b.

As shown in Figure II.2.5a, the pneumatic energy extracted from the main engine for the ECS makes
up the largest portion of non-propulsive power. However, modern turbofan engines are equipped with
highly optimized gas generators for thrust production, and extracting air from the compressor stages for
bleed purposes compromises their overall performance [25]. Consequently, eliminating the bleed sys-
tem can substantially enhance aircraft performance, provided suitable alternatives for the subsystems
dependent on pneumatic power can be identified. Boeing has adopted this approach in the ECS design
of the 787 Dreamliner, where shaft-driven compressors have been reintroduced to supply compressed
air to an ACM system. According to the company, this change results in an overall fuel saving of ap-
proximately 1 to 2 percent during cruise [8]. Similar findings were reported by Slingerland and Zandstra
[26], who conducted a numerical comparison between bleed-air and electric ECSs and concluded that
thrust specific fuel consumption could be reduced by 2% across the entire flight cycle.

(a) Traditional distribution. (b) MEA distribution.

Figure II.2.5: Typical power distribution of an aero-engine [8].

While these results suggest notable fuel savings, removing the bleed air system sacrifices the simplicity
provided by the integration between the ACM and the turbomachinery of the engine, as discussed in
Section II.2.2. Therefore, it is not surprising that researchers have begun exploring alternative technolo-
gies that were competitive options before the widespread adoption of jet engines and ACM systems.
One such alternative is the Vapour Compression Cycle (VCC), which will be the focus of the next chap-
ter.



II.3
Vapour Compression Cycle

Technology

This chapter explores the Vapour Compression Cycle (VCC) by first introducing its underlying thermody-
namic principles. It then examines its historical use in aviation, highlighting key developments. Finally,
the chapter discusses the challenges associated with integrating the VCC into future ECS designs.

II.3.1. Thermodynamic Principles
Before discussing the thermodynamics of the VCC, it is useful to revisit the fundamentals of refrig-
eration cycles, starting with the ideal Carnot cycle. This cycle consists of four reversible processes:
two adiabatic and two isothermal, arranged alternately. For refrigeration purposes, the Carnot cy-
cle can be represented by the system in Figure II.3.1. In this representation, a working fluid moves
steadily in a counter-clockwise direction, undergoing the four distinct processes: compression, con-
densation, expansion, and evaporation. The temperature-entropy diagram illustrates the alternation
between isothermal and adiabatic processes. During condensation and evaporation, the fluid under-
goes phase changes at constant temperature and pressure. In contrast, during compression and ex-
pansion, the entropy remains constant, indicating that no heat is exchanged with the surroundings and
no losses are generated in these two processes. The condensation and evaporation temperatures are
equal to the temperatures of the regions where heat is rejected (TH ) and absorbed (TC), respectively.
Notably, when no work is supplied for compression, points 1 and 2 in the cycle collide, indicating that
no temperature difference between the hot and cold regions can be established. This demonstrates
that the refrigeration effect can only be realized if a non-zero amount of work is provided to the system.

In accordance with the second law of thermodynamics, the Carnot cycle achieves themaximum theoret-
ical efficiency of any refrigeration cycle operating between regions at TC and TH [27]. For refrigeration
systems, this efficiency is typically expressed as the Coefficient of Performance (COP), defined as the
ratio of heat removed from the cold region to the net work input, i.e., Q̇in

Ẇc−Ẇt
. For the Carnot cycle, the

definition of the COP reduces to:
COPmax =

TC

TH − TC
(II.3.1)

This definition emphasizes the importance of discussing the Carnot cycle first, as it represents the
theoretical ideal thermodynamic cycle for refrigeration. However, practical systems inevitably deviate
from this ideal process, not only because truly reversible processes are impossible in nature but also
due to practical constraints. Consequently, discussing the VCC requires modifying certain aspects of
the Carnot cycle to address the limitations of real-world cooling equipment.

In general, there are three key adjustments to the Carnot cycle to arrive at the VCC:

• The heat transfer between the refrigerant and outside environment does not occur reversibly.
As a result, the condensation temperature is always higher than the temperature of the warm
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region to achieve the desired heat flow. Similarly, the evaporation temperature is lower than the
temperature of the cold region.

• As can be seen in Figure II.3.1, the compression process in the Carnot cycle occurs in the
two-phase liquid-vapour regime. In practice, two-phase compression is impractical, since liq-
uid droplets can damage the internals of the compressor. Therefore, for VCC systems, the fluid
is heated to (saturated) vapour conditions prior to compression.

• The expansion process generates a small amount of work, but the potential for extraction is typi-
cally minimal. When accounting for internal losses in real turbines, implementing a turbine is often
uneconomical. As a result, the expansion process is usually carried out using a simple throttling
device or expansion valve.

By incorporating the outlined adjustments, the Vapour Compression Cycle (VCC) is obtained, as shown
in Figure II.3.2. Compared to the Carnot cycle in Figure II.3.1, several differences stand out. First, the T-
s diagram clearly shows that the condensation and evaporation temperatures in the VCC are offset from
the surrounding environmental temperatures, due to the irreversible nature of the heat transfer. Second,
the compression process occurs entirely in the vapour phase. The ideal isentropic compression from
state 1 to state 2s (solid black line) is replaced in practice by an irreversible process from state 1 to state
2 due to internal losses in the compressor. Third, the expansion valve replaces the turbine, resulting in
an irreversible yet adiabatic expansion process. While this change sacrifices the ability to extract work,
it significantly simplifies the system.

Figure II.3.1: Schematic representation of the Carnot cycle for refrigeration and corresponding temperature-entropy diagram,
adapted from [27].

Finally, the heat exchangers in the VCC serve purposes beyond condensation and evaporation. After
compression, the vapour must first be cooled to a saturated state in the condenser before condensation
can begin. Since the superheated vapour is in a single phase state, the temperature of the fluid will
decrease here. Additionally, at the ends of the process lines, the heat exchangers either cool or heat
the fluid beyond saturation. This is referred to as subcooling in the condenser and superheating in the
evaporator. Superheating in the evaporator is particularly important, as it ensures that no liquid enters
the compressor, enabling safe operation.

The steady-state coefficient of performance (COP) of the VCC can be calculated using the specific
enthalpies of the state points:

COP =
Q̇in

Ẇc

=
ṁ∆h4−1

ṁ∆h1−2
=

h1 − h4

h2 − h1
(II.3.2)



II.3.2. Historical Development in Aviation 69

The COP is fundamentally limited, with the Carnot cycle providing the theoretical upper bound, as
shown in Equation II.3.1.

Figure II.3.2: Schematic representation of the vapour compression cycle for refrigeration and corresponding
temperature-entropy diagram, adapted from [27]. For the temperature-entropy diagram, the dashed black lines indicate

irreversible processes.

II.3.2. Historical Development in Aviation
The application of VCC technology in aviation has historically been limited. While VCC systems gen-
erally offer superior thermodynamic efficiency, their core components, such as compressors and heat
exchangers, were traditionally large and heavy, making them unsuitable for aircraft use. As a result,
the ACM concept, discussed in Section II.2.3, became the more widely adopted solution. Nonetheless,
early developments did explore VCC systems, with the first aircraft applications dating back to before
the 1960s [28]. Examples of early aircraft featuring VCC packs include the Boeing 707, the Douglas
DC-8, and the Convair 880/990 [22]. However, technical details on the performance of these early
systems are scarce in open literature.

Although VCC systems saw limited adoption in large airliner ECSs, they found more extensive use in
smaller aircraft and rotorcraft. This is largely due to the limited availability of bleed air in such aircraft,
which renders the ACM concept impractical [11]. Furthermore, when refrigeration demands are high,
the large COP of VCC systems can outweigh the simplicity of ACMs. Modern examples of aircraft using
VCC-based ECSs include the Piaggio Avanti, the Socata TBM, and the Cessna Citation family [13].

With the ongoing shift toward electrification, driven by the More Electric Aircraft (MEA) and All Electric
Aircraft (AEA) concepts, research and industry are increasingly focusing on novel ECS configurations
for future aircraft. This renewed interest has brought VCC technology back into consideration for large
passenger aircraft. For example, in 2015, Airbus patented an ECS design that integrates ACMand VCC
technologies [29]. These novel ECS designs are inherently complex, requiring advanced optimization
techniques to properly design thermodynamic cycle characteristics and component dimensions. As
a result, current research on VCC-based ECSs primarily focuses on developing such optimization
methodologies. Notable contributions in this field can be found in the dissertations of Ascione and
Giuffré [13, 30].

Before discussing the complexities of multi-objective optimization for future ECS designs, it is important
to first examine the key challenges that must be addressed to enhance the performance and efficiency
of next-generation aircraft. The following section will explore these challenges in detail.

II.3.3. Challenges in Future ECS Design
It is widely recognized that the design of any aircraft subsystem should aim to minimize weight and max-
imize efficiency. Both objectives contribute to the broader goal of reducing fuel consumption, which
provides environmental and economic benefits. However, designing ECSs involves additional com-
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plexities, such as ensuring reliability and safety, simplifying maintenance, and integrating the system
within existing frameworks [31]. When critically evaluating VCC technology, several challenges arise
in large scale aircraft applications.

The first significant challenge is that, unlike the ACM, which uses air as a working fluid, the VCC re-
quires a phase-changing working fluid in a closed-loop cycle. This fluid must evaporate and condense
within specific temperature ranges while meeting strict safety standards, such as low flammability and
toxicity. Historically, the hydrofluorocarbon R-134a became an industry standard, replacing the earlier
R-12 refrigerant due to its high ozone depletion potential. However, R-134a has a relatively high Global
Warming Potential [32], and the Kyoto Protocol mandates its eventual replacement with more environ-
mentally friendly alternatives [33]. Identifying and developing suitable alternative refrigerants for VCC
systems in aviation remains a critical area for future research.

A second challenge relates to compressor technology. Compressors are typically large and heavy, sig-
nificantly contributing to the total weight of VCC-based ECSs. In current applications, such as business
jets and helicopters, the compression process is often achieved using scroll compressors [34]. These
compressors function with two spirals, one stationary and one moving eccentrically, creating sealed
compartments that compress the refrigerant as its volume decreases. Scroll compressors offer sev-
eral advantages over reciprocating compressors, including greater compactness, fewer components,
lower vibration levels, and higher volumetric and isentropic efficiencies [35]. Despite these benefits,
scroll compressors also have drawbacks. Continuous movement of the spirals requires an oil system
to reduce wear on internal components [36], which increases weight and complexity. Additionally, the
intricate geometry of the spirals can make maintenance challenging and costly.

The design of heat exchangers in VCC systems presents another major challenge. Efficient heat trans-
fer requires a large surface area, but increasing the size of the heat exchanger also results in penalties
in weight, drag, and pressure drop. This creates a trade-off between efficiency and the mentioned
penalties. Recent research has focused on highly compact heat exchangers with area to volume ratios
exceeding 700 square meters per cubic meter [37]. These designs often include complex geometries,
such as high fin densities and microchannels, to enhance performance. Additive manufacturing, a rel-
atively new technique, shows great potential for improving compact heat exchanger performance. As
reviewed by Careri et al. [38], the ability of additive manufacturing to create intricate and thin features
could revolutionize the aerospace industry as the technology matures.

To summarize, while the VCC presents a promising alternative to conventional ECS architectures, its
successful integration into future aircraft requires overcoming key design challenges related to effi-
ciency, weight, and component optimization. To address these challenges, researchers at TU Delft
have been developing novel ECS configurations that leverage advanced optimization techniques and
experimental validation. The following chapter explores these efforts, detailing innovative approaches
to ECS design and the role of the IRIS test facility in bridging the gap between theory and practical
implementation.



II.4
Novel ECS Designs: From Theory to

Practice

As highlighted in Section II.3.2, addressing the challenges outlined in Section II.3.3 requires advanced
optimization techniques for ECS design. This chapter explores the relevant research conducted at Delft
University of Technology (TU Delft) in this area. The first part focuses on theoretical advancements,
emphasizing ongoing developments in novel optimizationmethods for electric ECS design. The second
part provides an in-depth discussion of the experimental test facility known as the Inverse Organic
Rankine Cycle Integrated System (IRIS), which is designed primarily to validate the theoretical models
and provide better insight into the operational characteristics of VCC-based cooling systems.

II.4.1. Key Advancements
Designing an ECS is a complex process. It involves selecting thermodynamic characteristics that define
system-level performance (e.g., the COP) and determining the size of individual components (e.g.,
heat exchanger dimensions). Complicating matters further, aircraft systems face strict limitations on
efficiency and weight. As a result, the ECS must maximize efficiency, minimize weight, and avoid large
drag penalties. To achieve this balance, design procedures often include multi-objective mathematical
optimization to determine the design variables that influence both the performance and the size of the
system.

The strong coupling between system-level performance and component sizing means that optimization
of one inherently affects the other. This has led to a growing focus on simultaneous optimization in ECS
design [39]. An early exploration of this concept is found in the work of Vargas and Bejan [40]. Using
an exergy destruction analysis, they showed that the ECS design affects global aircraft performance in
two ways. First, the irreversibilities within the ECS directly influence overall system efficiency. Second,
the size of the ECS impacts the power required to sustain flight associated with drag penalties. This
approach has inspired extensive research on integrated design optimization for ECS development.
While much of this research focuses on ACM-based systems [41–44], some studies also consider
hybrid ACM-VCC architectures [45, 46].

At TU Delft, integrated design optimization has been employed to develop innovative electric ECS
concepts aimed at meeting the cooling demands of a typical single-aisle, short-haul passenger aircraft.
The progress in this research is captured in the dissertations of Giuffré [30] and Ascione [13], which
introduce several notable advancements:

• The adoption of the VCC as the primary cooling system for the ECS, with both standalone VCC
configurations and hybrid systems incorporating the ACM explored.

• The integration of electric centrifugal compressors as an alternative to conventional scroll com-
pressors, driven by their potential to be lighter, more compact, and more efficient.

• The evaluation of alternative working fluids to replace the widely used R-134a refrigerant, focusing
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on options with significantly lower Global Warming Potential (GWP) to minimize environmental
impact.

To further explore these novelties, a detailed review of the approaches and findings documented in the
dissertations of Giuffré and Ascione follows next.

The work of Giuffré [30] places particular emphasis on the implementation of low-weight, high-speed
electric centrifugal compressors with gas foil bearings. These compressors achieve the required pres-
sure ratio using specially designed impellers, as shown in Figure II.4.1. The impellers are mounted
on a rotating shaft driven by an electric motor. Fluid enters through the eye of the rotor and is forced
radially outward by the impeller, providing the energy needed for compression [34].

A novel design methodology for centrifugal compressor stages has been developed based on earlier
work by Rush and Casey [47]. This methodology represents the compressor in a simplified manner
using a low-order, lumped-parameter model with a limited number of stream-wise stations. By reducing
the degrees of freedom of the compressor design, this approach ensures that numerical optimization
of the design variables remains computationally feasible. The predictive capabilities of the model have
been validated using test cases from open literature and Computational Fluid Dynamics (CFD) simula-
tions, demonstrating strong agreement between the results.

The low-order compressor model is subsequently used in a system-level integrated design optimiza-
tion. This methodology simultaneously optimizes the design of the centrifugal compressor and the
geometry of the compact heat exchangers in the ECS. Additionally, an alternative approach has been
developed where a data-driven compressor model is used instead of the low-order model. These inte-
grated optimization techniques demonstrate that VCC-based ECS designs with high-speed centrifugal
compressors can outperform the efficiency and weight performance of existing ACM technology, and
a (conservative) theoretical reduction in fuel weight penalty of 20% is reported.

Figure II.4.1: Three-dimensional rendering of a centrifugal compressor impeller, adapted from [30], with isometric and side
views shown on the left and right, respectively. The rotational direction of the impeller is shown with a black arrow, the blue

region indicates the meridional flow channel, and the red arrow denotes the mean flow direction.

The dissertation by Ascione [13] closely relates to the work of Giuffré, with significant overlap between
the two. While Giuffré focused on electric ECS configurations in general, including ACM, VCC, and
hybrid setups, Ascione concentrated specifically on systems based on the VCC. This narrower focus
likely reflects the superior performance of VCC systems demonstrated in Giuffré’s work. Ascione ad-
vanced the earlier framework by introducing a method for selecting the optimal working fluid during
the preliminary design phase, replacing the fixed use of R-134a in the original procedure. The study
examined four integrated design optimization approaches for determining the compressor design, heat
exchanger configurations, and system parameters. A fifth optimization method targeted the selection
of the working fluid. All methods relied on a modular steady-state model of a VCC-based ECS.
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Ascione demonstrated the effectiveness of the five optimization methods by designing ECS configu-
rations for two applications: a single-aisle, short-haul passenger aircraft, and a large helicopter with
a capacity for 20 passengers and two pilots. The set of possible working fluids was limited, such
that they complied with the Kigali Amendment to the Montréal Protocol [48], promoting natural refriger-
ants, haloolefins, and blends. For the single-aisle aircraft, a full multi-point multi-objective optimization
method was applied, including a pseudo-fluid optimization for the working fluid. The results indicated
that 1-butene and 1-butyne were the most suitable fluids for this application. While these refrigerants
achieved similar performance to R-134a, they exhibited significantly improved environmental proper-
ties. For the helicopter application, potential drop-in replacements for R-134a from the haloolefin family
were considered. These included R-1233zd(E), R-1224yd(Z), R-1234ze(Z), and R-1336mzz(Z), all of
which have a lower GWP compared to R-134a. Although these refrigerants can pose risks to aquatic
life, they are still regarded as good short-term replacements for R-134a [49]. The resulting designs
achieved lightweight, high-efficiency ECS configurations suitable for helicopter applications, with feasi-
ble centrifugal compressor designs showing total-to-total efficiencies of up to 80 %.

To summarize, the work of Giuffré and Ascione has significantly advanced the field of integrated opti-
mization for the preliminary design of novel ECSs for future aircraft. The three novelties that stand out
are the adoption of the VCC in such systems, the use of high-speed electric centrifugal compressors,
and the exploration of environmentally friendly working fluids. The results of the studies clearly indicate
the potential of these solutions in improving the performance of the ECS.

Figure II.4.2: Typical layout of a VCC-based ECS for large rotorcraft and corresponding temperature-entropy diagram [50].

II.4.2. The IRIS Experimental Facility
To support their theoretical work discussed in the previous section, Giuffré [30] and Ascione [13] de-
veloped the IRIS test facility. Designed to mimic the typical cooling requirements of a large helicopter,
this facility features a high-speed centrifugal compressor and the R-1233zd(E) refrigerant as working
fluid. The choice for this working fluid was based on the analysis of the helicopter use case in the work
of Ascione [13], as discussed in Section II.4.1. The IRIS serves as a modular platform designed to
support a wide range of component and system-level experiments, providing valuable insights into the
operation of VCC-based cooling systems for aviation applications. Its objectives can be summarized
as follows:

• Evaluating the performance of (centrifugal) compressors within VCC systems for aviation use.
• Investigating the aerothermal behaviour of heat exchangers, particularly the condenser.
• Analysing the refrigeration cycle using R-1233zd(E) and other low-GWP refrigerants.

As the IRIS is central to the activities outlined in this thesis, its development and layout are examined
in detail in this section. This is done in three parts. First, the typical ECS configuration of a large
helicopter is explained, which formed the inspiration for the layout of the IRIS. Subsequently, deviations
from the original conceptual design are discussed, since practical limitations have resulted in a change
of architecture. Finally, the current architecture of the IRIS is presented in detail.
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II.4.2.1. Typical Helicopter ECS
The typical layout of a VCC-based ECS for large rotorcraft is presented in Figure II.4.2. Comparing
this with the simple cycle in Figure II.3.2, it is clear that the compression process is divided into two
separate stages, with an additional heat exchanger (intercooler) placed between the high-pressure and
intermediate-pressure levels. Known as an economized configuration [51], the intercooler increases
both the cooling capacity and the efficiency of the compression process. By bypassing part of the fluid
exiting the condenser and allowing it to expand to the intermediate pressure level (from 7 to 8), the
fluid temperature is reduced. This cooler fluid serves as a heat sink to lower the temperature of the
main stream (from 7 to 10), beyond the temperature reached at the condenser outlet. As a result, the
expansion to the evaporator pressure (from 11 to 12) results in lower vapour quality at the evaporator
inlet compared to direct expansion from the condenser outlet to the evaporator pressure (from 7 to the
evaporation temperature between 12 and 1), allowing more heat to be absorbed during evaporation
for a given rotational speed of the compressor. Regarding the compression process, the introduction
of cooler fluid at the intermediate pressure level effectively cools the fluid (mixing between 3 and 9
to reach 4). Since the isentropic lines diverge more at higher degrees of superheating, this leads to
greater efficiency when the fluid is further compressed to the high-pressure level. The combined effect
of increased cooling capacity and more efficient compression ultimately results in a higher COP (see
Equation II.3.2).

Figure II.4.3: Configuration of the IRIS, based on the typical helicopter ECS in Figure II.4.2, adapted from [52]. The shaded
components are to be implemented in a later phase of the project.

In Figure II.4.3, a conceptual representation of the process flow diagram of the IRIS facility is shown.
The layout closely resembles the typical architecture of Figure II.4.2, but some differences are notice-
able. First, instead of the air-to-refrigerant evaporator used in the typical ECS configuration, the IRIS
employs a water-to-refrigerant heat exchanger. The supply of warm water allows for more precise
temperature control, resulting in better regulation of the cooling load [52]. Second, while not depicted
in the figures, the conventional ECS uses a mechanically powered scroll compressor with interstage
refrigerant injection (i.e., to mix in the cooler fluid from the economized configuration) to achieve the
desired compression. In contrast, the IRIS features a two-stage electric centrifugal compressor, with
the stage design optimized through the integrated methods discussed in Section II.4.1. Interstage cool-
ing is implemented, meaning the compressor’s electric motor is cooled by refrigerant flow between the
outlet of the first and inlet of the second stage (from 2 to 3). Finally, the shaded components included
in the IRIS layout are intended for a future phase of the research, which will explore cooling avionics
using a second evaporator at a higher temperature level. Thus, the IRIS serves as a modular facility
designed to evolve alongside the research project, offering flexibility through its adaptable architecture.
Its two test sections allow for easy swapping of the condenser and compressor of different types, en-
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abling component comparisons at various stages of the project. This adaptability also extends to the
working fluid, facilitating the exploration of haloolefins with properties similar to R-1233zd(E) and further
enhancing the facility’s versatility.

II.4.2.2. Deviations from the Conceptual Design
The experimental activities of the IRIS began with the setup commissioning, as documented by Ascione
et al. [53]. The system architecture during this phase is depicted in the schematic in Figure II.4.4. This
design notably differs from the conceptual layout shown in Figure II.4.3, making it essential to examine
the reasons behind these deviations to gain a comprehensive understanding of the facility.

Figure II.4.4: Schematic representation of the component architecture of the IRIS at the time of commissioning, including the
corresponding temperature-entropy diagram [13].

During the construction of the facility, unforeseen delays in producing the two-stage centrifugal com-
pressor required an alternative approach. To move forward, a different compressor was temporarily
installed, with plans to replace it later with the intended centrifugal machine. Since the compressor
section is designed for testing and replacement, this adjustment aligns with the modular capabilities of
the IRIS. However, the implementation of haloolefins in refrigeration systems is relatively recent, and
the associated component technologies, including compressors, are still under development [54]. As
a temporary solution, a reciprocating compressor was selected due to its availability for R-1233zd(E)
and its well-established technology [55].

However, reciprocating compressors have strict lower limits on suction pressure to ensure safe op-
eration, which prevents the inlet pressure from dropping below atmospheric levels [13]. This limita-
tion imposes a corresponding lower bound on the evaporation temperature, as this temperature de-
pends on the evaporator pressure, which is approximately equal to the compressor inlet pressure.
For R-1233zd(E), the evaporation temperature corresponding to atmospheric pressure at sea level is
Tevap|Patm

= 18.26 °C, or 291.41 K. The evaporation temperature indicated in Figure II.4.2 (between
points 12 and 1) is well below this threshold, necessitating modifications to the IRIS architecture.

Since the evaporation temperature in the intercooler (between points 8 and 9 in Figure II.4.2) lies above
the lower limit, the decision was made to construct only the high-pressure cycle of the VCC. This
adjustment involved removing the intercooler, shifting the evaporator pressure up to the intermediate
pressure level, and implementing only a single expansion valve. The resulting temperature-entropy
diagram in Figure II.4.4 thus corresponds to the upper cycle in Figure II.4.2, with condensation and
evaporation temperatures that closely match. To achieve this cycle, the IRIS includes three distinct
loops of the which the component layouts are described in detail in Chapter III.1.

Although the current IRIS configuration was successfully commissioned, the setup suffers of significant
limitations: the system is not fully adaptable to test a wide range of operating conditions and does not
fully reflect the configuration of the system it aims to represent, due to the practical adjustments to
the conceptual design. Consequently, the current configuration is the result of a trade-off between to
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opposites; it serves as both a test facility for specific VCC components and a prototype that loosely
mirrors a future ECS for larger aircraft. This dual role means that while the IRIS can test up to certain
operating conditions, it cannot offer the full flexibility of a specifically designed test rig, nor does it
provide a perfect representation of a VCC as implemented in a real ECS.

Despite these limitations, the IRIS remains a valuable tool in the advancement of novel ECS research.
The variety of measurement equipment of the facility allows the acquisition of crucial experimental data
that complement the numerical optimization studies, aiding in the refinement of theoretical models.
Although it may not be fully adaptable to every possible VCC configuration, the IRIS is particularly
effective in testing conditions that closely resemble those found in actual aircraft operations. This
capability helps address knowledge gaps in the behaviour of components such as the high-speed
centrifugal compressor, which has not been extensively tested.

Furthermore, the modular nature of the IRIS implies that it can be continuously updated and improved
as the project progresses. The planned replacement of the reciprocating compressor with the high-
speed centrifugal compressor, for example, will bring the test rig closer to the specifications of a fully
functional ECS, thus enhancing its relevance and accuracy in simulating future systems for electric
aircraft. Additionally, the flexibility of the facility allows for further adaptations, such as the integration of
an intercooler or other critical components that could expand its testing capabilities. By enabling these
updates, the IRIS serves not only as a test bed but also as a dynamic research platform capable of
supporting the ongoing development and optimization of environmentally sustainable ECS designs.

This concludes the background information on the IRIS and its role in novel ECS designs. Building on
the knowledge from the previous chapter, the next chapter will provide a more detailed exploration of
modelling techniques for VCC systems.



II.5
Dynamic Modelling of VCC Systems

With a solid foundation in novel VCC-based ECS designs developed in the previous chapters, this chap-
ter explores the modelling methods for the IRIS. It begins with a review of the historical development
of VCC modelling, followed by an introduction to different modelling paradigms, focusing on modular-
ity and causality. The use of the Modelica programming language is then presented as an effective
approach for constructing modular models. Finally, key aspects of individual component models are
examined, covering the heat exchangers, compressor, expansion valve, and liquid receiver.

II.5.1. History of VCC Modelling
Before exploring the development of transient models for VCC systems, it is worth noting that early
research largely concentrated on steady-state analyses, which nowadays can be found in standard
thermodynamics textbooks [27]. The intricate dynamics of VCC systems, including two-phase flow,
flash evaporation in the expansion valve, compressor behaviour, and the complexities of predicting
active charge, posed significant challenges to transient modelling, especially prior to the widespread
adoption of computer technology. Nevertheless, early efforts to describe the refrigerant’s transient
behaviour emerged, and since the modern modelling methods of today were derived from these original
methods, it is imperative to understand their development. The current section aims to address this
topic and provide a historical review of the relevant research regarding dynamic VCC modelling.

In transient modelling of a full VCC system, individual component models are typically developed and
integrated. Thismodular approach reflects the differing time scales of the cycle’s components. As noted
by several authors [56] [57] [58], most modelling efforts focus on heat exchangers, while the expansion
valve and compressor are often treated as static. For reciprocating compressors, common in most
refrigeration applications, mass flow rate and discharge enthalpy are typically derived from volumetric
and adiabatic efficiencies interpolated from performance maps. Centrifugal compressors, however,
additionally require detailed transient modelling to effectively capture stall and surge dynamics [59].
Expansion valve modelling typically relies on simple orifice equations, with experimental data used
to refine mass flow predictions. While Thermostatic Expansion Valves (TEVs) were conventionally
employed to regulate superheating at the evaporator outlet, recent developments have shifted toward
Electronic Expansion Valves (EEVs) for enhanced control flexibility.

Early attempts at transient heat exchanger modelling date back to the 1940s, employing spatial dis-
cretization through simple lumped parameter methods. Although limited information on these ap-
proaches is available in the open literature, it is reportedly known that they were unsuitable for laminar
flows or scenarios involving phase transitions [60], which limited their applicability to VCC systems. A
key advancement came in 1965 with Wedekind’s pioneering work on two-phase heat exchanger mod-
elling [60]. His research focused on a horizontal tube evaporator, as shown in Figure II.5.1, aiming to
predict outlet conditions for superheated vapour and the tube wall temperature. Wedekind introduced
a model that divided the heat exchanger into distinct regions, each corresponding to a different phase
of the refrigerant. The transition point between two-phase and single-phase regions was represented
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as a time-varying length variable. By spatially integrating the partial-differential conservation equations,
Wedekind formulated lumped conservation equations for each region, expressed as a system of Ordi-
nary Differential Equations (ODEs) with pressure and enthalpy as state variables. Later known as the
Moving Boundary (MB) method, this approach became foundational for multi-phase heat exchanger
modelling. Its advantages and limitations are further discussed in Section II.5.4.1.

In the 1980s, improved computational power enabled the adoption of alternative numerical approaches
for heat exchanger modelling. Among these, the Finite Difference (FD) and Finite Control Volume (FCV)
methods gained significant traction. Unlike the MB method, which tracks moving phase boundaries,
these approaches divide the heat exchanger into fixed-length sections and assign dynamic states to
each of them. The FD method numerically approximates the derivatives in the conservation equations,
while the FCVmethod, displayed in Figure II.5.2, integrates across the volumes of each section, treating
the fluid properties as lumped parameters [57]. One of the earliest applications of the FCV method was
demonstrated by MacArthur and Grald [61], who modelled a dynamic heat pump. Their simulations
showed good agreement with experimental data, though the approach required implicit time-stepping
and fine temporal resolution, inherently resulting in higher computational demands. Despite these
challenges, FD and FCV methods became widely adopted for their ability to capture detailed spatial
variations in refrigerant properties and their improved robustness during large transients [62] compared
to the MBmethod. A detailed comparison between the MB and FD/FCVmethods is provided in Section
II.5.4.1.

Figure II.5.1: Moving Boundary model of a horizontal evaporator, based on the approach developed by Wedekind [63].

Figure II.5.2: Finite Control Volume model of the heat pump heat exchanger, as proposed by MacArthur and Grald [61].

In addition to physics-based models, data-driven approaches have also been explored for dynamic
VCC modelling. These methods use generic sets of modelling equations and fit specific parameters
within these equations to experimental data, achieving good quantitative agreement. However, they
may lack reliability when system features change, requiring re-identification for each modification. Se-
lecting the appropriate model structure, dynamic order, and input excitation also requires significant
expertise. As reviewed by Rasmussen [57], Single Input Single Output (SISO) systems are typically
captured using simple process control models (e.g., first-order transfer functions) or discrete time meth-
ods like autoregressive moving-average (ARMA) and subspace methods. However, linear models are
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typically valid only within narrow operating ranges. To extend this range, nonlinear approaches such
as Hammerstein, Wiener, and linear parameter-varying models have been explored. Additionally, arti-
ficial neural networks and fuzzy logic models have been developed to capture transients and improve
control. While these methods have been applied to model dynamic VCC behaviour, their relevance to
the IRIS is limited, as the research focuses on understanding the physical principles driving the sys-
tem. Moreover, the modular configuration of the IRIS aligns better with the physics-based methods
described earlier. As a result, further discussion of data-driven methods is not included in this report.

To summarize the previous discussion, the dynamic modelling methods for heat exchangers are pre-
sented schematically in Figure II.5.3. The data-driven methods are shown in gray to highlight their
lesser relevance to the current study. Since a decision must be made between the MB and FD/FCV
methods, Section II.5.4.1 will provide a more detailed discussion of these approaches.

Figure II.5.3: Graphical representation of modelling approaches for the dynamic modelling of VCC systems, based on the
review of Rasmussen [57].

II.5.2. Modelling Paradigms
Having covered the origins of dynamic VCC modelling, particularly regarding heat exchangers, it is
now useful to take a broader view of the modelling process. In any modelling task, the first step is to
understand and select the most appropriate modelling paradigm. To establish a solid foundation on
modelling paradigms, this section will explore the concepts of modularity, followed by a discussion on
causal and non-causal modelling approaches.

II.5.2.1. Modularity
In the context of system modelling, a common choice exists between a monolithic or modular approach
[64]. The former, where the entire system is treated as one module, proves effective for problems with
a limited number of equations solvable in closed form, offering insights into the general solution’s char-
acteristics. However, as systems grow larger and more complex, closed-form solutions often become
more difficult to obtain. Additionally, modifying a small subset of system equations may render the orig-
inal solution obsolete, as the inter-dependencies among all equations must be reconsidered to derive
a new solution. To address these issues, complex system modelling frequently employs a modular
approach.

Modular methods offer several advantages over simultaneous approaches. Firstly, modular problems
are designed to be solved numerically, accommodating unlimited model complexity since the solution
procedure is not determined by the existence of a closed-form solution. Secondly, as components are
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defined independently, more detailed information can be incorporated within each individual module,
and modules can be easily added, modified, or swapped without affecting other components. Finally,
library packages can be built to facilitate module reuse, significantly reducing modelling efforts when
constructing new systems.

Splitting a system into individual modules requires information exchange between these modules. To
this end, a module is usually assigned specific ports, where the module can interact with other com-
ponents via connections. Depending on the modelling goals, different variables can be used at these
ports, however in physical modelling it is often convenient to use power ports, which are represented
by dynamically conjugated variables called effort and flow [65]. Note that the concept of inputs and
outputs is deliberately avoided here, since these definitions imply a direction of the information flow,
explained in the next section.

II.5.2.2. Causal versus Non-causal
The flexibility associated with modular modelling is not always an advantage. The freedom of selecting
the inputs and outputs of the system, and thereby fixing the direction of the information flow between
the modules, may lead to unnecessarily complicated model structures. To prevent this, it is important to
understand the difference between causal and non-causal modelling. Therefore, these two approaches
will be explained briefly, including their respective advantages and disadvantages.

Causal Modelling
The basis for causal modelling is formed from Newton’s paradigm that nature is not instantaneous; a
specific cause leads to a corresponding effect. In the context of modular modelling, this translates to
specifying the input and output variables at the ports of the modules according to a set of causality
rules. Firstly, the modeller must ensure that each individual module is locally balanced, i.e. the number
of unknown variables is equal to the number of equations of the module. Finally, the causal modelling
principle requires that a module must be able to act and react with respect to neighbouring modules.
Hence, the variables at the ports of the modules must be bilaterally coupled, such that input-output
pairs are formed.

For physical models, where the connection variables at the module ports are effort and flow pairs, the
causality rules can be used to identify two types of fundamental modules; storage and flow modules.
These modules capture behaviour that is generally observed in various physical domains. A storage
module has its connection ports oriented such that all flow variables are inputs and the effort variables
are outputs. The difference between the in- and outflow of the module is equated to the change of an
internal state with respect to time. The effort variables are related to this state via constitutive equations,
which can be solved sequentially to obtain the outputs. Typically, storage modules follow from mass
and energy balances with dynamic terms. Flow modules use effort variables as inputs and provide flow
variables as outputs. Lacking internal states, the resistive modules define the flow between storage
modules based on their difference in the effort variable. Often, flow modules result from conservation
equations such as mass, momentum, and energy balances.

Causal models are constructed by coupling storage and flow modules in an alternating pattern. This
ensures that the inputs and outputs of each consecutivemodule matches with its neighbouringmodules,
ultimately resulting in a globally well-posedmodel. The equations of all modules can be re-ordered such
that they can be solved sequentially, and the resulting set of equations are always in an ODE form.
As such, causal models are computationally attractive in comparison with higher-index Differential-
Algebraic Equation (DAE) representations [66].

The causal modelling approach, while valuable as it guarantees index one models, does come with
its limitations and drawbacks. One significant issue is the inability to directly connect two storage or
flow modules without violating causality rules. To circumvent this, additional “dummy” modules must
be inserted between the homogeneous modules to maintain the required alternating pattern. However,
this introduces extra dynamics or flow resistances that may not be the focus of the analysis. Moreover,
in some cases, it can even lead to high model stiffness if the time scales of the dummy modules differ
from those of the main dynamics [67]. Furthermore, adhering to the alternating pattern requirement
poses challenges at a system level. When constructing system models from networks of fundamental
modules, modellers must manually ensure compatibility between the boundaries of different compo-



II.5.3. Modelica 81

nents before they can be interconnected. This necessitates the construction of different models for
various boundary conditions, ultimately limiting the modularity of the approach.

Non-causal Modelling
To overcome the rigidity of pre-defining a model’s causality, non-causal modular modelling methods
have been developed starting in the late 1970s [68] [69] [70]. Fundamentally inspired by bond graph
modelling, as invented by Henry Paynter [71] in the early 1960s, these methods refrain from specifying
the direction of information between the modules of a modular system. Instead, the unknown variables
are defined symbolically, such that they can be used for implicit model representations.

When a connection is made between two modules, the port variables are classified as across variables
or through variables. Two additional equations are introduced, of which the first equates all the across
variables, and the second ensures that the summation of all through variables is equal to zero. The
physical interpretation of the across and through variables is identical to that of effort and flow and hence
the connection equations simply represent balance equations at the boundaries between subsystems,
e.g. Kirchhoff’s circuit laws, conservation of mass, internal force balance, Pascal’s law, et cetera. If the
modules are locally balanced, i.e. the number of dynamically conjugated variable pairs and inputs is
equal to the degrees of freedom of the module, globally balanced models can be constructed through
interconnections. Once assembled, these models can be used for simulation, which involves a solver
carrying out two steps; elimination and causalization. At the elimination step, all trivial equations are
removed from the system and symbolic substitution is performed if parameters can be expressed as an
explicit function of other unknown variables. Next, at the causalization step, the remaining equations are
re-ordered and solved for the algebraic variables and state derivatives, allowing the solver to perform
a numerical integration with respect to time.

In comparison with the causal method, non-causal modelling offers a greater level of modularity, since
the alternating pattern of storage and flow modules is not a prerequisite. Therefore, large dynamical
models can be constructed easily without the worry of adhering to the strong causality rules at the
boundaries between components. Additionally, non-causal models can be used for various types of
analysis, as the causality within the model follows automatically from the boundary conditions and initial
states. However, the increase in modularity and flexibility associated with non-causal modelling come
at a cost. Due to the automatic assignment of causality, the modeller is not prevented from creating
implicit algebraic equations or unnecessarily high-index models by inappropriately providing boundary
conditions or initial states. As shown by Gani and Cameron [72], a small change in the selection of the
design variables can lead to a higher index problem, even when the global balance of themodel remains
unchanged. Though not always possible, high-index models should be avoided as much as possible,
since they are significantly more difficult to solve and can therefore make the model computationally
demanding.

In summary, non-causal modelling offers a significant advantage over causal modelling, as it eliminates
the need for prior assumptions regarding the causality within the model. Therefore, this modelling ap-
proach is identified as the most suitable method for modelling the VCC components of the IRIS. How-
ever, it is crucial to carefully choose the dependent and independent variables to ensure the resulting
model maintains the lowest possible index and avoid unnecessary sets of implicit algebraic equations.
Proper analysis of the final model is essential to confirm these criteria are met.

II.5.3. Modelica
For non-causal modelling approaches, arguably the most famous programming language is called Mod-
elica [73]. Modelica is the result of an international effort to develop a global open source unified lan-
guage for equation-based modelling of physical systems. Since its first release, a lot of work has been
done on creating and improving libraries for a wide range of engineering fields, such as the automotive
industry, power electronics, hydraulics, thermo-dynamic systems [74] and many more. Fortunately,
libraries dedicated to modelling VCCs have also been developed [75], and even libraries specifically
targeted at ECS modelling exist [76] [77]. To assess and use these libraries effectively, it is imperative
to understand the basic ideas behind the Modelica language and get familiar with its semantics.

From the example shown in the original publication of Modelica [73], it can be seen that systems can
be formed by hierarchically structuring lower level models. The most fundamental models are called
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connectors and they are used to represent the physical ports where the general balance equations for
effort and flow can be applied. Within a connector, three types of variables can be declared; potential,
flow and stream variables. The latter of these variables is used if the variable is dependent on the
direction of the flow. If two connectors are coupled using the connect feature, equations are introduced
to ensure that the potential variables are equal, the sum of the flow variables is zero, and the sum of
the product of flow and stream variables is zero.

If several components have a similar port structure, it is convenient to define a “shell” model, where
only the connector instances are created. Then, when a new model is constructed, the properties
of the shell class can be inherited to this model. This allows for very efficient programming, since
general models can be re-used as needed. After inheriting a lower level model, additional parameters,
variables and equations can be introduced within the higher level model. Modelica supports a wide
range of operators and functions, e.g. the der(·) function indicates the derivative of a variable with
respect to time, which can be used to symbolically define differential equations. Thus, by hierarchically
layering sub-models and adding equations where necessary, components can be modelled in detail.
Subsequently, system level models can be made by creating instances of the desired components
and then using the connect feature to create the necessary balance equations for the variables at the
boundaries between the components. Since the resulting model is fully described by a set of DAEs, a
non-causal solver strategy as described in Section II.5.2.2 can be used to run simulations with respect
to time.

Although Modelica is specifically designed to simplify the exchange and reuse of model libraries, chal-
lenges emerge for VCC-based ECS modelling. These challenges primarily stem from the complexity of
heat exchanger models and the numerous details required to accurately capture their behaviour. For
instance, the ThermoFluid Stream library developed by DLR [75] provides components designed for
broad applicability across various fields. However, this general approach results in a limited selection
of heat exchanger models, offering only an FD/FCV-based methodology. Additionally, heat transfer
coefficients are often correlated with fluid properties using experimentally derived coefficients, neces-
sitating empirical data fitting for specific systems. Similar limitations are found in other libraries, such
as the one developed by Ablanque et al. [77], where heat exchanger models rely on experimentally
constructed performance maps, or the library by Jordan and Schmitz [76], which exclusively adopts a
finite volume approach.

It is clear that no single open-source library can fully address the dynamic modelling needs of this
project. Instead, a combination of libraries must be utilized, which introduces challenges in reconciling
differences between their interfaces. As a result, developing a dynamic model for the IRIS will likely
require significant manual effort to carefully select and integrate appropriate submodels, ultimately
creating an accurate representation of the system.

II.5.4. Individual Component Modelling
After exploring the history of VCC modelling and examining the fundamental concepts behind various
modelling paradigms and the Modelica language, this section focuses on the specific approaches used
for modelling the individual components of the VCC. The aim is to understand the key principles that
have shaped the development of existing models, while maintaining a clear connection to the overar-
ching non-causal modelling paradigm and features of Modelica.

II.5.4.1. Heat Exchangers
Given the complexity of the mathematics involved in modelling heat exchangers, this section begins
with an exploration of some of their intricacies. Several key aspects will be addressed. First, the
significance of the void fraction will be introduced, along with a review of approaches in the literature to
capture this parameter. Next, correlations for heat transfer coefficients in heat exchanger models will
be examined. Finally, a comparison of the MB and FCV methods will be presented.

Void Fraction
Describing the transport of mass, momentum, and energy in a two-phase mixture requires accounting
for the behaviour of both the liquid and vapour phases. However, modelling these phases individually
is highly complex. Instead, it is more practical to average the properties of the mixture to capture the



II.5.4. Individual Component Modelling 83

contributions of both phases. The concept of void fraction is central to this approach. To explain its
importance for both the MB and FD/FCV methods, an introduction to the concept is provided, followed
by a discussion of modelling strategies in the literature for predicting void fraction.

Figure II.5.4: Volume associated with a two-phase liquid-vapour mixture flow. The length of the volume ζ is defined along the
flow direction.

The void fraction can be intuitively understood by considering a volume V containing a total mass M
of a two-phase fluid, as shown in Figure II.5.4. This volume can represent either a two-phase region
in the MB method or a fixed section of a heat exchanger with two-phase flow in the FD/FCV method.
The mixture consists of saturated liquid and vapour phases, leading to the following expression:

M = ρ̄V = ρℓV ℓ + ρvV v (II.5.1)

Here, the ℓ and v superscripts refer to properties of the liquid and vapour phases, respectively, while ρ̄
represents the average density of the mixture. Since the volumes of the phases sum to the total volume
(V = V ℓ + V v), the equation can be rewritten as:

ρ̄ = (1− γ̄V ) ρ
ℓ + γ̄V ρ

v

γ̄V =
V v

V ℓ + V v

(II.5.2)

The parameter γ̄V , known as the volumetric void fraction, represents the relative contribution of the
vapour phase volume to the total volume. This concept extends beyond density and can be applied
to other fluid properties, such as viscosity and velocity, highlighting its significance in two-phase flow
modelling [78].

While Figure II.5.4 provides a simplified visualization, real two-phase flows are rarely this straightfor-
ward. Determining the relative contributions of the phases based onmeasurable quantities is a complex
task. Researchers have devoted significant effort to developing simplified average expressions for two-
phase properties, such as ρ̄ in Equation II.5.2, that align closely with observed behaviour. Various
versions of the void fraction concept have been proposed, depending on modelling applications and
measurement methods [79]. Among these, the cross-sectional void fraction is particularly popular:

γA =
Av

Aℓ +Av
(II.5.3)

This represents the area occupied by vapour divided by the total cross-sectional area perpendicular
to the flow. It allows for spatial variation along the flow path, making it well-suited for one-dimensional
flow models typically used in heat exchangers. Consequently, the cross-sectional void fraction, from
here on referred to simply as the void fraction γ, has been extensively studied in the literature.

As noted by Vijayan et al. [80], void fraction correlations in the literature can be categorized into four
groups: slip ratio models,Kεh models, drift-flux correlations, and miscellaneous models. Slip ratio and
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Kεh models are closely linked to the simpler Homogeneous Equilibrium Model (HEM), a foundational
approach in void fraction modelling. The HEM assumes equal flow velocities for both phases [79], i.e.,
uℓ = uv, where:

uℓ =
ṁℓ

ρℓA(1− γ)
, uv =

ṁv

ρvAγ
(II.5.4)

Using the relationships ṁℓ = (1−x)ṁ and ṁv = xṁ, the void fraction under the HEM can be expressed
as:

γHEM =
1

1 + 1−x
x

(
ρv

ρℓ

) (II.5.5)

Although the assumption of equal phase velocities is not always realistic, the HEM highlights the void
fraction’s dependence on vapour quality and the density ratio of the phases. Cioncolini and Thome [78]
identified these two parameters as the most critical factors in void fraction modelling. More complex
models often build on this foundation by incorporating additional parameters to enhance accuracy or
predictive capability. For a detailed discussion of such models, readers are referred to comprehensive
reviews, such as the one by Pietrzak and Płaczek [81].

Since the void fraction depends on various flow and fluid parameters, calculating its time derivative
often involves complex mathematical derivations. To address this challenge, several researchers have
sought to simplify the modelling of dynamic void fraction behaviour in two-phase flows. One of the
earliest contributions to this effort came fromWedekind [60], who proposed a relatively simple approach
to tackle the time-varying void fraction problem in the context of his early work on MB methods. In his
PhD dissertation, he circumvented the need to track temporal variations in the void fraction by assuming
that the mean void fraction within the two-phase region of a heat exchanger remains approximately
constant over time. This assumption was later formalized and further analysed in a subsequent paper
[82], where the concept of the systemmean void fraction was introduced, γ̄s. This parameter represents
an alternative averaging of the cross-sectional void fraction, γA, along the length of the two-phase
region, ζ, as follows:

γ̄s = γ̄s(t) ≡
1

ζ

∫ ζ

z=0

γA(z, t) dz (II.5.6)

While the systemmean void fraction is, by definition, time-dependent due to variations in the two-phase
region, Wedekind and collaborators demonstrated through experimental validation that assuming a
time-invariant mean void fraction is reasonable across a wide range of flow configurations, provided
that the transients are sufficiently slow [63, 82, 83]. This finding proved pivotal for the adoption of MB
methods, and the assumption of a constant mean void fraction has since been widely implemented
[57].

However, while the time-invariant void fraction assumption works well for small transients, its validity
diminishes under large transients, particularly when phase regions appear or disappear within the heat
exchanger. To address such scenarios, researchers have developed alternative methods known as
SwitchedMoving Boundary (SMB) approaches. Thesemethods dynamically adjust the set of governing
equations based on the configuration of the phase regions [84]. Zhang and Zhang [85] demonstrated
that by incorporating the transient behaviour of the mean void fraction in the two-phase region, more
robust switching criteria could be formulated compared to assuming a constant mean void fraction.
Similarly, McKinley and Alleyne [86] developed their approach by including both the lengths of phase
regions and the mean void fraction in their switching criteria. Qiao et al. [87] later generalized McKinley
and Alleyne’s strategy, showing that their method offered higher model accuracy compared to the work
of Zhang and Zhang [85]. Across these studies, researchers emphasize the importance of including a
dynamic mean void fraction to ensure numerical robustness and model integrity under large transients
that cause phase zones to appear or disappear within the heat exchanger.

Heat Transfer Correlations
In addition to modelling the mass and energy transport of refrigerant and cooling/heating fluids, heat
exchanger models also account for heat transfer. This heat transfer typically comprises three compo-
nents: convection from the primary fluid to the heat exchanger’s solid wall, conduction through the wall,
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and convection from the wall to the secondary fluid. The convective heat transfer between the fluid and
the wall is described by the general equation:

Q̇ = αAh (Tw − Tf ) (II.5.7)

Here, Ah is the heat transfer area, α represents the convective heat transfer coefficient (HTC), and
the subscripts w and f refer to the wall and fluid temperatures, respectively. In this formulation, the
positive heat flow direction is defined as moving from the wall to the fluid. While the heat transfer area is
generally derived from the heat exchanger’s geometry, which is known or measurable, and the wall and
fluid temperatures are either dynamic states or functions of them, the main challenge in determining
convective heat flow lies in estimating appropriate values for the HTC.

The HTC reflects the local interactions driving heat transfer between the fluid and the solid surface.
Since these interactions depend on complex flow parameters and fluid properties, HTC values are typi-
cally determined using empirical correlations. These correlations, derived from non-dimensional groups
such as the Reynolds and Prandtl numbers, are well-established for single-phase flows. Comprehen-
sive lists of such correlations for various flow conditions and fluids are readily available in standard
textbooks [88].

For two-phase flows, however, selecting suitable HTC correlations is more application-specific. In
these flows, heat transfer arises not only from convection due to fluid motion along the wall but also
from phase change phenomena, such as boiling or condensation. These processes introduce complex
thermo-fluid interactions that are challenging to generalize. Despite these complexities, researchers
have developed simplified correlations for two-phase flows that resemble those for single-phase flows.

Two-phase flows are generally classified into two categories: boiling and condensing flows. As noted
by Shah [89], a key consideration in two-phase heat transfer is the scale of the flow geometry. While
most predictive methods were originally developed for large tubes (macrochannels), they often fail in
smaller channels due to increased flow restrictions and the prominence of small-scale phenomena,
such as the increased dominance of surface tension related effects [90, 91]. Given the compact heat
exchangers used in the IRIS, correlations for mini- and microchannels are particularly relevant.

For condensing flows in mini- and microchannels, extensive research is available, as summarized by
El Kadi et al. [92]. The authors highlight that the large number of correlations stems from the many
parameters influencing heat transfer and pressure drop, leading to significant variation in predictions
across models. Nonetheless, several general correlations for a wide range of condensing flows have
been proposed. One notable example is the work by Shah [93, 94], which categorizes flow regimes
into three types, Regimes I, II, and III, and considers the following heat transfer correlations:

αI = αLO

(
1 +

3.8

Z0.95

)(
µL

14µG

)(0.0058+0.557pr)

αNu = 1.32ReLO
−1/3

[
ρL (ρL − ρG) gkL

3

µ2
L

]1/3
where: αLO = 0.023ReLO

0.8 PrL
0.4kL/D

Z = (1/x− 1)0.8p0.4r

(II.5.8)

The two-phase heat transfer coefficient, αTP, is determined based on the flow regime:

αTP =


αI, Regime I

αI + αNu, Regime II
αNu, Regime III

(II.5.9)

The flow regime is identified using the dimensionless vapour velocity, Jg (not shown here for brevity).
High vapour velocities correspond to Regime I, very low velocities to Regime III, and intermediate
velocities to Regime II.

In the context of dynamic modelling, Shah’s correlation offers a key advantage: it can be evaluated
explicitly if the thermodynamic states of the saturated liquid and vapour are known. This eliminates
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the need for solving implicit algebraic loops, significantly reducing computational demand compared to
correlations that depend on heat flux. Although initially appearing complex, Shah’s method strikes an
effective balance between generality, accuracy, and computational efficiency, making it well-suited for
modelling the IRIS condenser.

For boiling flows, general correlations are less common, likely because heat transfer depends heavily
on specific flow conditions, and significant methodological differences exist between pool boiling, forced
convection subcooled boiling, and saturated boiling with forced flow [91]. However, under normal op-
eration, the most relevant boiling type in the IRIS evaporator is likely saturated boiling with forced flow,
making this type worth examining in more detail. The review by Kim and Mudawar [95] highlights that
many correlations for boiling flow HTCs include a dependency on the heat flux supplied to the fluid. Con-
sequently, implementing such a correlation in the dynamic framework of the MB or FD/FCV method,
which relies on equations similar to Equation II.5.7, would require solving the heat transfer from the
wall to the fluid implicitly. This approach not only increases computational demand but also requires
well-defined initial guesses for the implicit solver, which can be challenging to establish beforehand.
Therefore, focusing on methods that avoid implicit formulations is more practical.

Figure II.5.5: Experimental results from Lee et al. [96] for the evaporation heat transfer coefficient as a function of the vapour
quality. The effects of changing the mass flux (left), heat flux (middle), and evaporation temperature (right) are included in the

diagrams.

A recent study by Lee et al. [96] provides valuable experimental data on the evaporation HTC in a
brazed plate heat exchanger using R-1233zd(E) as the working fluid. Since this fluid is also used in the
IRIS, and the IRIS evaporator is of the brazed plate type, the findings from Lee et al. are particularly
relevant and merit further analysis.

Table II.5.1: Operating range for the experimental results presented by Lee et al. [96].

Operating conditions Range
Evaporating temperature (°C) 60, 70, 80
Refrigerant mass flux (kg s−1 m−2) 32, 45, 58
Heat flux (kW m−2) 3.8, 6.5, 8.1, 10.4
Vapour quality 0.17-1.00

In their study, Lee et al. conducted experiments using an isolated evaporator with two-phase refrigerant
flow, where the evaporation temperature, mass flow rate, heat flux, and vapour quality were indepen-
dently controlled. For various steady-state operating conditions (listed in Table II.5.1), the evaporation
HTC was determined using a logarithmic mean temperature difference approach. The results are
presented in Figure II.5.5, revealing that under the tested conditions, the evaporation HTC is approxi-
mately independent of heat flux and evaporation temperature, while mass flux and vapour quality exert
the strongest influence. Based on these findings, the authors proposed a simplified HTC correlation
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that depends only on the Reynolds and Prandtl numbers:

Nur = 0.9243Re0.6151eq Pr0.33ℓ

Reeq =
GeqDh

µℓ

Geq = G

[
(1− xm) + xm

(
ρl
ρg

)0.5
] (II.5.10)

Similar to Shah’s correlation for condensing flows (Equation II.5.8), the correlation by Lee et al. can
be evaluated explicitly, eliminating the need for iterative procedures when calculating the heat transfer
coefficient for two-phase evaporating refrigerants.

Finally, the applicability of Lee et al.’s results to the IRIS’s operating conditions should be critically
assessed. Comparing the range of conditions in Table II.5.1 with the temperature-entropy diagram
in Figure II.4.4, the most notable difference is the significantly higher evaporation temperature in the
experiments by Lee et al. (minimum 60 °C) compared to the IRIS design point (approximately 20 °C).
However, since Lee et al. demonstrate that evaporation temperature has a relatively minor impact on
the HTC compared to mass flux and vapour quality, the advantages of matching the working fluid and
heat exchanger type outweigh the discrepancies in the evaporation temperatures for the accuracy of
the correlation.

Moving Boundary versus Finite Control Volume
When comparing the FCV and MB methods for shell-and-tube heat exchangers in centrifugal chillers,
Bendapudi et al. found that both models yielded very similar results [62]. The models were capable of
predicting the steady-state and transient behaviour of an experimental setup reasonably well. However,
the FCV model took approximately three times longer to execute compared to the MB model. For large
transients, the FCV model proved to be more robust, though the significant computational demand
resulted in a 20% higher execution time than real time. The authors also discuss the absence of
accurate void-fraction models, leading to an under-prediction of refrigerant charge for both models.
These insights are a valuable starting point for understanding the differences between the two methods.
However, the system considered for their work consisted of flooded water-to-refrigerant shell-and-tube
heat exchangers for both the condenser and evaporator. In the IRIS setup, different types of heat
exchangers are used, and therefore the results of Bendapudi et al. should be interpreted with some
caution. This is especially important for the condenser, since the flow configuration of the microchannel
heat exchanger in the IRIS is of a a cross-flow type, possibly leading to fundamentally different results.

In more recent work, Decideri et al. performed a similar comparison between the two modelling ap-
proaches for heat exchangers [97]. However, in contrast to the efforts of Bendapudi et al., the heat
exchanger models were developed for a small-sized organic Rankine cycle unit. Two brazed plate heat
exchangers were used for the condenser and evaporator, similar to the evaporator of the IRIS. First,
the MB and FCV method were compared to a highly accurate benchmark model, which was based
on an FCV method with 100 control volumes. The goal of this comparison was to investigate if the
conservation of mass and energy is violated in lower order models. The results indicate that the MB
and FCV method both satisfy the conservation of mass and energy with only a slight numerical error.
Additionally, it is shown that the accuracy of the FCV method is only greater than the MB accuracy if the
number of control volumes exceeds 20. However, the computation time for the 20 control volume FCV
method was over 18 times greater than the MB computation time, which is in line with the conclusions
of Bendapudi et al.. It must be noted however, that the significantly lower computation time of the MB
method comes at the cost of modelling detail, as can be seen in the temperature distribution profiles
along the heat exchanger in Figure II.5.6.

Decideri et al. tried to validate the models using a small organic Rankine cycle test rig. The results
shown are limited and the experimental data contains a lot of noise. Additionally, the considered range
of transients is relatively small. Nonetheless, both models show very good agreement and the authors
suggest that the MB method is preferred for small-scale organic Rankine cycle purposes, due to its
high accuracy and low computational cost. Through a parametric analysis, a final note is given on
the limitations of the constant void fraction assumption in the MB method. To accurately model fast
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transients associated with pressure and mass flow changes, the authors suggest using an average
void fraction as function of pressure and boundary enthalpies. Doing so resulted in better agreement
with the experimental results.

Figure II.5.6: Temperature profiles along an evaporator for the FCV model (a), and the MB model (b) [97].

Though applicable for the evaporator of the IRIS, the results of Decideri et al. may be questionable
for the cross-flow condenser. Luckily, Pangborn et al. have investigated the differences between the
FCV method and a switched MB method for cross-flow refrigerant-to-air heat exchangers [98]. The
models were validated against an experimental test facility, of which documentation can be found in
the work of Li and Alleyne [99]. The results of the comparison show that the MBmodel can be executed
much faster than the FCV model and both models provide similar accuracy, as was also reported by
Bendapudi et al. and Decideri et al.. However, Pangborn et al. conclude that though the FCV method
is significantly slower in simulation, its simpler discretization is more convenient for reconfiguration
to other heat exchanger types and flow configurations. Additionally, the FCV model provides a high
number of thermodynamic properties in each control volume, resulting in more detailed distributed
information along the length of the heat exchanger. Finally, the authors argue that the level of fidelity
of the FCV model can be easily altered by changing the number of control volumes. As a result, the
choice between the MB and FCV method should also be based on the required modelling flexibility of
the heat exchanger.

From the above comparisons, it can be argued that the MB method is most suitable for modelling the
evaporator of the IRIS. Although the robustness of the FCV method can be superior for large tran-
sients, the relatively low computational cost of the MB method is very favourable, especially in the
context of control-oriented modelling. Additionally, since both models show comparable accuracy, it
is expected that the MB method will provide satisfactory predictions for the evaporator properties. For
the condenser, both the MB and FCV method have important advantages. For control-oriented mod-
elling, where computational cost should be as low as possible, the MB method is likely more suitable.
However, for future research, different condensers can be installed in the IRIS facility, favouring the
flexibility of the FCV method.

II.5.4.2. Compressor
In most publications on dynamic VCC modelling, the dynamics of the heat exchangers are the only
dynamics considered. As discussed in Section section II.5.1, this methodology follows from the fact
that the slowest dynamics of the system are contained within the heat exchangers, and the transients
associated with auxiliary components evolve on a much faster time scale. Following this ideology, it is
not surprising that in most dynamic VCC research, the compressor is modelled as a static component.
This implies that as the dynamics of the heat exchangers slowly evolve, the internal dynamics of the
compressor are essentially infinitely fast, causing the compressor to reach its individual steady-state
conditions with respect to its surroundings instantly. As reviewed by Rasmussen [57], this approach
has been applied to almost all dynamic VCC models in literature. With no dynamic states within the
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compressor model, the remaining objective is to find appropriate steady-state expressions that state
the mass flow rate through, and specific enthalpy at the outlet of the compressor, as a function of the
compressor speed and upstream and downstream pressure, and the inlet conditions [100] (i.e. given
that the refrigerant at the inlet of the compressor is typically a single-phase superheated vapour, the
thermodynamic state can be fully defined if apart from the inlet pressure, either the inlet temperature,
density, or specific enthalpy is known). Depending on the type of compressor, the form of these ex-
pressions differs slightly, but in general they are given in the following form:

ṁ = f(P2/P1, ω, T1)

h2 = h1 +
1

η
(h2s − h1)

η = f(P2/P1, ω, T1)

where: h2s = g(P2, s1)

s1 = g(P1, T1)

(II.5.11)

The outlet specific enthalpy is determined using the isentropic efficiency, η, while the isentropic outlet
enthalpy, h2s, is derived from the inlet entropy and outlet pressure. In the equation above, the g(·)
functions represent fluid property relations, and the f(·) functions describe performance relations that
depend on the type of compressor. It is worth reiterating that steady-state models for these performance
relations can be used, greatly simplifying the complexity of the overall compressor model.

As discussed in Section II.4.2, the modelling of centrifugal compressors is particularly relevant for the
IRIS. While it may seem intuitive to apply the steady-state modelling techniques used during the inte-
grated design optimizations in Section II.4.1, these models are tailored for adjusting the compressor’s
geometrical features during the design process. For dynamic simulations, however, these geometrical
adjustments are irrelevant, as themachine design and corresponding parameters remain fixed. Instead,
models for such simulations focus on the compressor’s off-design performance, ultimately allowing for
the use of much simpler methods.

Figure II.5.7: Off-design performance map of a centrifugal compressor stage, adapted from Giuffré [30]. Solid lines represent
speed lines obtained from a mean-line model, while the dots correspond to mass-averaged CFD calculations. The percentages

at the dots indicate the isentropic efficiency.

Awidely usedmethod for modelling the steady-state off-design performance of centrifugal compressors
involves performance maps. These maps typically plot the compressor’s pressure ratio and efficiency
as functions of the mass flow rate for various constant speeds, of which an example is shown in Fig-
ure II.5.7. Often described in the form of two-dimensional tables, computing the mass flow rate and
efficiency from these maps involves numerical interpolation, i.e. the f(·) functions in Equation II.5.11
represent the interpolation of the compressor map tables, for instance through the well-known β-method
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[101]. Note that each speed line on the map has two limits: on the left, it ends at low mass flow rates
and high pressure ratios, and on the right, at high mass flow rates and low pressure ratios. The left limit
is known as the surge point, where the mass flow rate becomes too low to sustain the high pressure ra-
tio, causing flow separation and reattachment at certain frequencies. This results in violent oscillations
and a sharp performance drop.

The right limit corresponds to choke conditions, where high mass flow rates cause the internal velocities
to reach the fluid’s local speed of sound. Under these sonic conditions, further increases in mass flow
rate are impossible, regardless of the pressure difference, and the compressor’s efficiency typically
decreases. In standard operation, VCC compressors are not designed to run under surge or choke
conditions for extended periods. Unlike other applications, such as turbocharged engines in cars [102],
where modelling these phenomena is critical, they are not of particular interest here. Standard perfor-
mance maps are therefore sufficient for modelling the off-design compressor performance within the
IRIS.

Figure II.5.8: Simplified corrected compressor map showing the effects of increased inlet temperature at constant pressure
ratio (red) relative to the design point, marked by a black dot.

Compressor performancemaps are typically derived from experimental data or detailedmodellingmeth-
ods. A common implicit assumption during this process is that the compressor’s inlet conditions remain
constant. However, in off-design operation, most practical applications involve varying inlet conditions,
which cause the shape of the performance maps to change. Constructing separate compressor maps
for every possible set of inlet conditions is not practical. Instead, these maps can be corrected to ac-
count for changing inlet conditions using a dimensionless analysis of compressor performance metrics.
As described by Glassman [103], one approach for this is to assume ideal gas behaviour, which leads
to the following equivalences:

ṁ
√
T1

P1
=

ṁeq

√
Tref

Pref
= ϕ

ω√
T1

=
ωeq√
Tref

(II.5.12)

These equivalences indicate that expressing compressor maps in terms of the flow number ϕ and
corrected speed ωeq accounts for variations in inlet temperature and pressure. To illustrate this, consider
the compressor operating at the design point, marked by the black dot in Figure II.5.8. When the inlet
temperature increases while maintaining a constant pressure ratio and actual compressor speed, the
corrected speed and corresponding flow number decrease, as follows from Equation II.5.12. This
can be intuitively explained by the reduction in fluid density caused by the temperature increase: at
lower densities, the compressor must rotate faster to move the same fluid mass. The decreased flow
number can be used with Equation II.5.12 to compute the actual mass flow rate at the off-design point.
However, within the expression for the flow number, the inlet temperature appears again, and as a
result, the increase in inlet temperature leads to an even lower actual mass flow rate. Similarly, a
decrease in inlet pressure also reduces the actual mass flow rate, corresponding to the lower fluid
density at reduced pressures.
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While ideal gas corrections are commonly applied to compressor performance maps, their validity for
the IRIS is not guaranteed due to the use of R-1233zd(E). This fluid does not always behave as an
ideal gas, which can result in inaccuracies when applying the correction method described above. For-
tunately, alternative correction methods have been proposed to account for deviations from ideal gas
behaviour. For example, in Glassman’s derivation [103], where the ideal gas corrections in Equa-
tion II.5.12 were established, an alternative approach was presented for cases where the specific heat
ratio is not constant. This approach incorporates the effect of varying specific heat ratios by using the
fluid’s sonic conditions. Another example is provided by Pham et al. [104], who studied a centrifugal
compressor for supercritical CO2. In this application, where compression occurs near the fluid’s critical
point and the ideal gas law does not apply, the authors developed a correction method that extends
the ideal gas corrections to include the isentropic volume exponent γPv [105].

γPv = −γ
v

P

(
∂P

∂v

)
T

(II.5.13)

For an ideal gas, where P = RT/v, the isentropic volume exponent simplifies to the specific heat ratio.
The authors demonstrate that their method, though more complex, can accurately correct compressor
performance across a wide range of inlet temperatures and pressures, with minimal discrepancies
between the corrected parameters at different conditions. However, since the inlet conditions in the
IRIS are unlikely to approach the fluid’s critical point, the trade-off between improved accuracy and
increased complexity may make this method less suitable.

II.5.4.3. Expansion Valve
Similar to the compressor, the expansion valve is typically modelled as a static component [57]. In this
approach, the model calculates the mass flow rate through the valve and the outlet enthalpy based on
the inlet enthalpy, as well as the upstream and downstream pressures.

In nearly all dynamic modelling efforts, the expansion process is considered adiabatic, meaning no
heat exchange occurs between the fluid and its surroundings [100]. Additionally, the change in kinetic
energy between the inlet and outlet of the valve is neglected. As a result, the first law of thermodynamics
dictates that the process is isenthalpic:

hin = hout (II.5.14)

To compute the mass flow rate, most models use a form of the Bernoulli equation, incorporating correc-
tions for irreversibilities and compressibility effects. Generally, this Bernoulli-based expression takes
the following form [100]:

ṁ = AvCd

√
ρin∆Peff (II.5.15)

Here, Av represents the valve opening, which, in the case of the IRIS, is controlled by a stepper motor,
while Cd accounts for deviations from Bernoulli’s principle. The effective pressure difference ∆Peff is
the primary driver of the mass flow rate through the valve.

A critical phenomenon to consider is valve choking, which occurs in most refrigeration cycles when the
fluid undergoes a phase change while passing through the expansion valve. This process, known as
flash evaporation, produces vapour with a much lower sonic velocity than the upstream liquid. The
resulting shocks within the flow restriction limit the maximum achievable mass flow rate through the
valve, and further increases in the pressure differential no longer lead to higher mass flow rates [106].
Capturing the thermodynamic behaviour of flash evaporation is highly complex, often requiring Cd to
be determined by fitting experimental data to the valve model. Nevertheless, first-principle approaches
have been developed to represent the key physics of choked flows, and some of these yield relatively
simple expressions.

For example, Muroni [107] proposed a method based on defining a critical pressure ratio ∆Pcrit using
the recovery factor FL and a critical pressure ratio factor FF derived from the Homogeneous Equi-
librium Model (HEM). In this framework, the effective pressure difference for Equation II.5.15 can be
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determined as follows:

FF = 0.96− 0.28

√
P ℓ
in

Pc

∆Pcrit = F 2
L(Pin − FFP

ℓ
in)

∆Peff =

{
∆P ∆P < ∆Pcrit

∆Pcrit otherwise

(II.5.16)

Here, P ℓ
in represents the liquid saturation pressure corresponding to the inlet temperature. Notably, as

a result of the HEM, the critical pressure ratio factor depends solely on the saturation pressure P ℓ
in and

the critical pressure Pc of the fluid. This formulation provides a relatively simple way to model valve
choking, allowing the mass flow rate to be explicitly computed as a function of known variables and
parameters.

II.5.4.4. Liquid Receiver
In typical refrigeration systems, the liquid receiver is positioned directly after the condenser and up-
stream of the expansion valve. It serves as a passive component for regulating the mass flow through
the cycle, also referred to as the active charge [108]. Its operation depends on the application, but
the most common configuration involves maintaining both liquid and vapour in the receiver while en-
suring that only liquid exits through an outlet positioned at the bottom. When the cycle operates under
off-design conditions, the liquid level in the receiver adjusts accordingly. Since the liquid’s density is
significantly greater than that of the vapour, changes in the liquid level reflect corresponding variations
in the total mass circulating through the cycle.

In most VCC modelling efforts, the liquid receiver is neglected. This simplification assumes a constant
active charge and negligible mass and thermal dynamics of the receiver [57, 109]. In contrast, for heat
recovery systems based on the Organic Rankine Cycle (ORC), which operates as the reverse of the
VCC [27], the liquid receiver has been studied in greater detail because of its critical role in preventing
cavitation in the liquid pump [110]. Moradi [111], for instance, reviews various modelling approaches for
the liquid receiver in ORC systems. In most studies, the liquid receiver is assumed to be fully flooded
when the condenser outlet is subcooled or to contain both liquid and vapour when the condenser outlet
is in the two-phase regime.

This modelling approach is thermodynamically reasonable, as the presence of vapour in the liquid re-
ceiver implies a steady-state equilibrium between the liquid and vapour phases. Ideally, in the absence
of external heat transfer, this equilibrium is only possible if the liquid and vapour have equal tempera-
tures. Given their shared pressure, the liquid and vapour must then be saturated. However, because
the pressure drop between the condenser and liquid receiver is typically very small, the saturated con-
ditions within the receiver would force the fluid exiting the condenser to also be at saturated conditions.
As a result, condensation would only progress to the point of saturated liquid, preventing subcooling.
Subcooling, therefore, is only achievable when the receiver is fully flooded, which explains why most
researchers adopt this assumption.

In practice, subcooling degrees greater than zero have been observed in systems where the liquid
receiver contains vapour. For example, during the commissioning of the IRIS facility, a subcooling
degree of approximately 4 K was recorded [53], even though sight glasses confirmed that the receiver
was not fully flooded. Similar results have been reported in the experimental works of Moradi et al.
[112] and Oh et al. [113] on ORC systems. Moradi [111] explores this phenomenon to some extent,
identifying potential causes such as non-condensible gases accumulating at the receiver’s top, lubri-
cant contamination from the expansion valve forming a barrier between liquid and vapour, and heat
exchange between the receiver and its surroundings due to temperature gradients.

These observations challenge the common assumption that receiver conditions are solely dictated
by the condenser’s exit state. Moradi instead highlights the dynamic interdependence between the
liquid receiver and other system components. For example, an increase in the liquid level within the
receiver is necessarily paired with a decrease in the condenser’s liquid content, which reduces the
degree of subcooling at the condenser outlet. Conversely, a drop in the receiver’s liquid level leads
to an increase in the condenser’s liquid content and subcooling. This interplay underscores the deep
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connection between subcooling and receiver dynamics, demonstrating that these phenomena cannot
be accurately modelled in isolation.

Supporting this, Oh et al. [113] argue that the thermodynamic state of the liquid receiver cannot be
explained through conventional thermodynamics alone but must instead be derived from a system-
wise mass balance. This conclusion is based on experimental observations of the liquid receiver in an
ORC system, where the receiver contained both liquid and vapour at equal temperatures, yet exhibited
significant subcooling. The authors suggest that the vapour in the receiver can effectively be treated
as a noncondensable gas.

In summary, the findings of Moradi et al. and Oh et al. highlight the limited understanding of the liquid
receiver’s behaviour, emphasizing the need for further research to clarify its role in both VCC and ORC
systems.



II.6
Control

This chapter reviews control methods for VCC systems. It begins by categorizing existing approaches
found in the literature and highlighting their key characteristics. Then, these methods are evaluated
in relation to the overall objectives of the IRIS, identifying the most suitable candidates for the control
goals of this thesis.

II.6.1. Classifying VCC Control Methods
In the context of refrigeration, the goal of a control system is to achieve a specified cooling load or tem-
perature of the enclosed region, given that disturbances in outside temperatures and cooling demand
can occur. Additionally, the control goal can include optimal performance, meaning as little energy is
consumed as possible or responding as fast as possible to external disturbances. The control sys-
tem operates by actively varying system inputs to regulate key process variables that represent the
operational state of the thermodynamic processes. Typically, these output process variables include
pressures and temperatures at various points in the cycle, since these can be measured with relative
ease. Since the standard VCC contains two inputs that are directly integrated into the refrigerant cycle
(i.e. the compressor speed and expansion valve opening), most control strategies in literature focus
on manipulating these two inputs to achieve the desired behaviour [58].

Figure II.6.1: Classification of control methods for VCC systems in literature, adapted from [58].
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VCC control approaches can generally be divided into three classes: conventional methods, advanced
methods, and intelligent methods. In Figure II.6.1 these classes are graphically depicted, where it
can be seen that each class contains several methods. To understand the differences between these
methods, each class will be discussed briefly.

II.6.1.1. Conventional Methods
Early refrigeration systems operated at a fixed steady-state point, relying on constant-speed compres-
sors and fixed capillary tubes for the expansion process. To handle part-load cooling demands caused
by fluctuations in external temperatures or cooling requirements, an on-off control strategy was com-
monly employed. This cyclic behavior, however, resulted in inefficiencies due to the system’s thermal
capacitance [114]. In the 1970s, the introduction of variable-speed compressors in refrigeration and
heat pump systems marked a significant improvement in efficiency [115], as continuous operation elim-
inated the need for on-off cycling. However, alongside these efficiency gains came new challenges.
Rapid changes in compressor speed can cause large variations in the pressure ratio, which fixed cap-
illary devices cannot accommodate by adjusting the refrigerant flow to the evaporator. This limitation
results in decreased performance at partial load, and for very large transients may shift the evaporator
outlet conditions into the two-phase regime, risking liquid droplets entering the compressor and causing
internal damage.

Figure II.6.2: Schematic representation of a thermostatic expansion valve [116].

To address these challenges, researchers have explored alternatives to fixed capillary throttling devices.
For instance, Cohen et al. [117] recommended pairing variable-speed compressors with Thermostatic
Expansion Valves (TEVs). These valves mechanically regulate their opening based on refrigerant con-
ditions at the evaporator outlet, maintaining the refrigerant in a superheated state and protecting the
compressor from liquid ingestion. As shown in Figure II.6.2, this regulation is achieved through a sens-
ing bulb, filled with saturated refrigerant, thermally connected to the evaporator outlet and linked to
the expansion valve via a pipe. Inside the valve, a diaphragm separates the refrigerant from the bulb
and the refrigerant flowing through the valve. The diaphragm’s displacement, which controls the valve
opening, is driven by the pressure difference between the two. A drop in evaporator outlet temperature
reduces the sensing bulb’s pressure, causing the valve to partially close and decrease the refrigerant
flow to the evaporator. This reduction limits the supply of cold fluid, increasing the evaporator outlet
temperature and thereby correcting the initial temperature drop. A spring within the TEV allows adjust-
ment of the nominal pressure differential, enabling precise regulation to maintain a consistent degree
of superheating at the evaporator outlet.

Although TEVs significantly improve performance under partial loads and varying external tempera-
tures [118], their operating range remains limited. This is primarily due to the interaction between the
expansion valve and evaporator dynamics, which can lead to operational instabilities, particularly when
paired with variable-speed compressors [119]. Known as hunting, these instabilities manifest as under-
damped oscillations in key process variables, such as evaporator pressure and outlet temperature.
Hunting poses a major challenge for VCC systems, as the oscillations can cause compressor liquid
ingestion and reduce the lifespan of the expansion device [120], making it essential to avoid.

Huelle [121] observed that hunting frequently occurs when a VCC system operates at a low degree of
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superheating, whether controlled by a TEV or a manually operated valve. Based on this, the author
introduced the concept of Minimal Stable Superheat (MSS), which relates the stable degree of super-
heating to the system’s cooling load, as shown in Figure II.6.3. The plot indicates that higher cooling
loads require an increased degree of superheating for stability. However, maintaining low superheating
is essential for optimal VCC efficiency [122]. Since TEVs can only maintain a fixed degree of super-
heating, VCC systems controlled by TEVs thus face a trade-off: either low efficiency at low cooling
loads or instability at high cooling loads.

Figure II.6.3: Minimal Stable Superheat line, as proposed by Huelle [121], adapted from [119].

To address the limitations of TEVs, later research has focused on Electronic Expansion Valves (EEVs),
which use a stepper motor to control the valve opening [57]. Unlike TEVs, the position of the EEV can
be precisely controlled using digital signals, offering greater flexibility. For example, while the response
time and setpoint of a TEV are constrained by the thermodynamic and mechanical properties of its
sensing bulb and diaphragm, EEVs can be tuned more easily using Proportional Integral Derivative
(PID) control. Additionally, EEVs allow the superheat setpoint to be adjusted dynamically, enabling
higher efficiency at lower cooling loads compared to TEVs. Importantly, refrigerant mass flow can also
be decoupled from superheat entirely with EEVs, enabling control strategies based on other process
variables or their combinations.

However, the combination of variable-speed compressors and electronically controlled expansion valves
also highlighted challenges in control. While PID methods are straightforward to implement, tuning sep-
arate control loops for cooling load and superheat is effective only within limited operating ranges [58].
Far from the nominal operating point, nonlinearities in the VCC system degrade controller performance
and lead to stability issues. This realization prompted the development of advanced control strategies,
which will be explored in the next section.

II.6.1.2. Advanced Controls
The next step beyond the Single Input Single Output (SISO) methods described in the previous section
is to address the simultaneous control of multiple variables. This approach, known as Multiple Input
Multiple Output (MIMO) control, not only considers the interactions between control loops but also
enables the development of multivariable algorithms that compute all required inputs simultaneously
based onmultiple system outputs. A notable early attempt to analyse VCC dynamics as aMIMO system
was made by He et al. [123]. The authors developed a low-order VCC model using Wedekind’s Mov-
ing Boundary method (discussed in Section II.5.1) and numerically linearized it. A subsequent linear
analysis was performed, where the Relative Gain Array (RGA) of the MIMO system was computed at
steady-state. Based on the structure of the RGA, it was demonstrated that strong interactions between
individual SISO loops severely limit the achievable performance of decentralized control methods in a
typical VCC system with a variable-speed compressor and EEV.

Building on this, He et al. [124] designed a Linear Quadratic Gaussian (LQG) controller to optimally
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and simultaneously adjust compressor speed and valve opening, where superheating and evaporation
temperature were the controlled outputs. Recognizing the nonlinear nature of the VCC, the authors
addressed the limitations of linear methods by designing the LQG controller at multiple steady-state
operating points and applying gain scheduling to transition between them. Experimental results showed
that the MIMO controller outperformed independent PID-based SISO loops in reference tracking, dis-
turbance rejection, and overall efficiency across a wide range of operating conditions.

Subsequent researchers further developed the MIMO approach proposed by He et al.. For example,
Rasmussen and Alleyne [125] employed a similar modelling strategy and confirmed, through linear
analysis with the RGA, the strong interactions between SISO control loops. Unlike He et al., how-
ever, Rasmussen and Alleyne were able to directly link these findings to experimental results, since
simultaneous operation of two independent SISO loops caused large oscillations of the process vari-
ables in their setup. To address these issues, they designed an H∞ controller by directly synthe-
sizing the closed-loop frequency response to meet performance criteria under worst-case conditions.
This approach inherently accounts for the interactions between the individual control loops, effectively
mitigating the challenges of decentralized control. Their results demonstrated that the H∞ controller
significantly outperformed PID-based decentralized methods near the initial linearization point. Addi-
tionally, to maintain robust performance across a wider operating range, the authors implemented a
gain scheduling strategy between different H∞ designs at multiple other linearization points.

The analyses by He et al. and Rasmussen and Alleyne highlight the challenges of controlling VCC
systems with variable speed compressors and EEVs using conventional decentralized methods. These
challenges arise primarily from strong interactions between individual control loops. The Relative Gain
Array (RGA) is a valuable tool for evaluating these interactions using a linear system model. Beyond
the issue of loop interactions, the inherent nonlinearities of VCC systems can limit the effectiveness of
linear control methods when operating far from the linearization point. However, linear multi-variable
control methods have been shown to largely mitigate loop interactions, while gain scheduling can be
used to transition between different linear control designs across a wide operating range.

Instead of gain scheduling, an alternative approach for extending the operating range of a controlled
system is provided by nonlinear control. As the name suggests, nonlinear control methods can ac-
count for nonlinearities in system dynamics, including actuator saturation, which often occurs at the
boundaries of the operating regime. However, the development of nonlinear controllers is often highly
system-specific, making these methods much harder to generalize for a broad class of VCC systems
[126]. Consequently, nonlinear control methods are less common in research compared to linear ap-
proaches, though some notable contributions exist in the literature. For example, Rasmussen and
Larsen used a Moving Boundary-based modelling approach and, under a significant number of addi-
tional simplifying assumptions, derived a relatively simple nonlinear model. This model captured only
the nonlinear relationship between the compressor speed and evaporator mass flow rate as inputs,
and the degree of superheating and cooling capacity as outputs. Based on the structure resulting from
their modelling approach, they developed a backstepping controller capable of regulating the degree of
superheating independently of the cooling capacity. The stability of the closed-loop system was proven
through a Lyapunov function analysis. Experimental validation demonstrated that this controller signif-
icantly outperformed the traditional Thermostatic Expansion Valve approach.

Although Rasmussen and Larsen’s nonlinear controller demonstrates impressive performance over a
large operating range, their approach highlights several common challenges associated with nonlinear
control methods. Deriving the simplified nonlinear model relied on numerous strong assumptions, some
of which may not hold universally for different VCC systems (for example, the assumption of negligible
heat capacity in the evaporator’s wall material). Furthermore, the model was tailored to a specific set
of inputs and outputs. As a result, adapting the approach to different configurations would require re-
deriving the entire model, a process that may not always be feasible. Identifying a suitable Lyapunov
candidate for a new configuration can also pose significant difficulties. These factors illustrate why
nonlinear control methods are often more case-specific compared to the more versatile and widely
applicable linear approaches.

A final important control methodology within the classes of advanced controls is Model Predictive Con-
trol (MPC). Although its origins date back to the 1960s, MPC gained widespread recognition during the
1980s for its ability to handle constrained optimal control problems, particularly in the chemical industry
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[127]. Over the years, its applications have expanded significantly, becoming a cornerstone for many
control problems, including heating and refrigeration applications [128]. MPC is distinguished by two
key features. First, it defines control actions by optimizing an objective function over a finite time hori-
zon. This optimization relies on system response predictions generated by an internal model, with the
flexibility to include constraints on states, inputs, and outputs. Second, MPC incorporates a moving
time horizon to manage model inaccuracies and unknown disturbances. After computing the optimal
control sequence over the time horizon, only the first control action is applied. The time window then
shifts forward, and the optimization is repeated, always selecting the first action of the new sequence.
This procedure continues indefinitely, allowing the system to be controlled as needed.

MPC for vapour compression systems has primarily been explored in the context of building refriger-
ation. Comprehensive reviews of MPC design considerations for such applications are provided, for
example, by Yao and Shekhar [128]. However, the time scales of building systems are much larger than
those of Environmental Control System components. For smaller-scale VCC systems, more general
approaches to MPC are often more relevant, as these are less influenced by the specifics of building
refrigeration.

An example of such work is provided by Jain and Alleyne [129], who developed an MPC-based con-
troller to minimize exergy destruction in a small-scale VCC under rapidly varying cooling loads. They
argue that exergy is a more suitable metric for efficiency than the conventional Coefficient of Perfor-
mance (COP). While COP is fundamentally limited by the temperature difference between the VCC’s
hot and cold sides (see Equation II.3.1), exergy destruction relates directly to the second law of thermo-
dynamics, capturing system irreversibilities through entropy generation. Exergy quantifies the portion
of energy that can be converted to useful work, so its destruction reflects the extent to which irreversibil-
ities reduce system efficiency.

Jain and Alleyne modeled the VCC heat exchangers using the Moving Boundary method, with static
models for the compressor and expansion valve. Instead of traditional mass and energy conservation
approaches, they derived their models from a second-law perspective, framing system dynamics in
terms of entropy changes. This perspective informed their control objective function [129]:
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(II.6.1)

The function combines two objectives, balanced by a tuning parameter λ. The first minimizes the total
error between the desired and actual cooling capacities across the time horizon, expressed as the 2-
norm of the error over discrete time steps. The second minimizes total exergy destruction by integrating
the exergy destruction rate over the time window. The controller aims to optimize this objective function
while respecting constraints, such as limits on control actions and adherence to the second law of
thermodynamics (e.g., ensuring non-negative reversible power).

Closed-loop simulations showed that the MPC achieved accurate tracking of the desired cooling load
while maintaining inputs within specified limits. Comparing their exergy-based MPC with a first-law-
based alternative revealed that minimizing exergy destruction reduced system irreversibilities but led
to a lower COP. However, this analysis excluded the energy consumption of secondary fluid fans in
the heat exchangers, and no experimental validation was conducted. Additionally, their prediction
model used a single linear approximation, limiting the operating range and raising questions about
the reliability of the results. Nonetheless, the work highlights the potential of MPC for VCC control,
particularly for handling constrained optimization problems.

The main drawback of MPC is the computational demand of solving the optimization problem at each
time step. Depending on the complexity of the objective function and constraints, finding solutions can
be time-consuming, especially with detailed predictive models. As a result, online control using MPC
may not always be feasible for VCC applications.
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II.6.1.3. Intelligent Controls
The final category of control methods focuses on the intelligent control of VCC systems, leveraging
Artificial Intelligence (AI) techniques in the control design and operation. These methods often rely
on training or learning processes to establish input-output relationships. It is important to distinguish
between the use of AI for system modelling and its application in control system design. This sec-
tion addresses only the latter, although overlaps between the two are noted in the literature [58, 130].
Specifically, two prominent intelligent control methodologies are discussed: Artificial Neural Networks
(ANNs) and fuzzy logic control.

Figure II.6.4: Schematic of an Artificial Neural Network, adapted from [131].

ANNs are primarily used to map inputs to outputs, particularly when the relationship between them
is complex or difficult to model mathematically. This is achieved by constructing a network of layers
containing nodes, or neurons, as illustrated in Figure II.6.4. Each node applies an activation function
[131], which takes the weighted sum of the outputs from the previous layer as input and produces an
output passed to the next layer. By iteratively adjusting the weights between layers, the neural network
is trained to align the outputs with the training data. Once trained, the network can ideally predict
outputs for inputs outside the training dataset.

In the context of control, one or more ANNs can be integrated into a closed-loop system with a plant
and trained to optimize a specific objective [132]. The training process aims to determine an optimal
mapping between the system’s observed outputs and the corresponding control inputs.

Mohanraj et al. [133] provide a comprehensive review of the application of Artificial Neural Networks
(ANNs) in the control of refrigeration systems. Drawing from over ninety publications on modelling,
performance prediction, and control using ANN approaches, they highlight several limitations. One
major challenge is overtraining, coupled with the difficulty of selecting an optimal layer configuration
and appropriate hyperparameters. To address this, the authors suggest that Genetic Algorithms offer a
promising solution for optimizing network configurations. Another key limitation is the reduced reliability
of ANNs when extrapolating beyond the trained dataset, which is particularly concerning for aircraft
subsystems. The reliability of airborne systems must meet extremely high standards to ensure safe
operation during flight, making this a critical drawback.

As an alternative to ANN-based control, fuzzy logic control offers a distinct approach. Fuzzy controllers
determine control inputs using a set of fuzzy control rules, typically derived from expert knowledge or
experimental validation. This heuristic method allows actions to be based on degrees of truth rather
than strict binary classifications [134]. Unlike classical logic, which assigns values rigidly to categories
(a value is either fully within a set or not at all), fuzzy logic permits partial membership. To illustrate this
concept, Figure II.6.5 shows two bell-shaped membership functions, fA and fB , plotted as functions
of an independent variable x. These membership functions describe how much a particular value of
x belongs to two overlapping fuzzy sets. As an analogy, consider x representing room temperature.
Membership function fA might correspond to the statement “The room is cold”, while fB corresponds
to “The room is hot.” Instead of categorizing a temperature as strictly cold or hot, fuzzy logic allows
for partial overlap: a particular temperature might simultaneously have some degree of coldness and
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some degree of hotness. This gradual classification reflects real-world ambiguity more effectively than
rigid boundaries.

Figure II.6.5: Graphical representation of fuzzy sets, from the original paper of Zadeh in 1965 [134].

Fuzzification (interpreting observed outputs in terms of fuzzy sets) is only the first step in fuzzy logic con-
trol. The next step is to decide on a suitable action. This is typically done using logic tables, which are
often constructed to mimic human decision-making processes [135]. A key advantage of this approach
is its inherent nonlinearity; depending on the membership of the observed value, entirely different ac-
tions can be triggered. These actions themselves are also fuzzy, represented as membership functions
rather than precise values. To generate a crisp control input for the system, a de-fuzzification step is
required. One common method for this is the centre of gravity method, where the output fuzzy set’s
area average is computed to determine a precise value [136].

Applications of fuzzy control for VCC systems are relatively rare in the open literature. One example,
however, is provided by Ekren et al. [137], who compare two intelligent controllers (fuzzy logic and ANN)
with a conventional PID controller. The system under consideration regulates two outputs: the degree
of superheating and the outlet temperature of the water serving as the heat source for the evaporator. To
achieve this, two independent control loops are implemented: the electronic expansion valve regulates
the degree of superheating, while the compressor speed controls the outlet water temperature.

For the fuzzy controller, the control rules and membership functions are derived experimentally. When
comparing the performance of the PID and fuzzy controllers, the authors report that the fuzzy controller
achieves a 1.4% reduction in power consumption. However, in their results it can be seen that the fuzzy
controller exhibits lower stability margins compared to the PID controller. Furthermore, the authors
provide limited analysis to explain the trends observed in their results, which raises questions about
the credibility of the research.

II.6.2. Suitability for the IRIS
With the classification of control methods presented in the previous section, it is important to evaluate
these methods in the context of the IRIS. As discussed in Chapter II.4, the primary purpose of the
IRIS is to facilitate experimental research to better understand the operation of novel VCC systems,
particularly for aeronautical applications. Given the lack of substantial research on state-of-the-art
refrigerants and high-speed centrifugal compressors in this area, the methods employed for dynamic
modelling and control should prioritize making the underlying physical principles transparent. This
requirement fundamentally differs from the typical objectives in VCC control research.

Most research on VCC control focuses on improving system performance metrics, such as efficiency,
robustness to disturbances, rapid transient response, or minimizing actuator effort. In contrast, the
goal when testing components of the IRIS shifts to consistently regulating process variables that define
the operational characteristics of the system. Additionally, the control strategy should offer insight into
how the controller operates and the inputs it requires to achieve the desired behaviour. Such insights
are crucial for developing control strategies for future ECS architectures, where understanding and ex-
ploiting the system’s physical characteristics can play a key role. Consequently, direct implementation
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of the controllers discussed in Section II.6.1 is not straightforward. Instead, control objectives must
be tailored to focus on component testing and on gaining a deeper understanding of the controller’s
underlying decisions.

From this perspective, intelligent control methods such as Artificial Neural Networks (ANNs) and fuzzy
logic controllers are less suitable. For ANNs, the mapping between system outputs and control inputs
often lacks physical interpretability, making it difficult, if not impossible, to discern the reasoning behind
their control actions. Furthermore, ANN-based controllers are not easily generalizable to other VCC
configurations, which is problematic given the evolving nature of the IRIS. Similarly, the heuristic basis
of fuzzy logic controllers makes them unsuitable for gaining structured insights into the physical nature
of the system. Both methods also require extensive experimental data for training and tuning, and
stability guarantees can be challenging to establish.

In contrast, advanced control approaches offer a more structured framework for understanding the
physical principles governing the system. By deriving control properties from first-principle models,
these methods enable the analysis of informative metrics such as stability margins, input-output inter-
actions, and control performance limits. These capabilities are highly relevant for testing components
of the IRIS and can also provide a foundation for designing control systems in future electric high-speed
centrifugal VCC-based ECSs. The physically grounded nature of these methods simplifies the interpre-
tation of results and supports drawing conclusions with broader implications. Additionally, advanced
control approaches are less dependent on large datasets for tuning, making them more resilient to
architectural changes in the system and reducing the time and effort needed to adapt the controller.

Considering these factors, advanced control methods are the most suitable choice for testing com-
pressor performance in the IRIS. These methods align with the goal of understanding transient system
behavior while providing deeper insights into the physical principles that characterize control challenges
in novel VCC-based ECS designs.



II.7
Research Objectives

At the outset of this literature study, two main objectives were identified: (1) developing a numerical
model of the IRIS and (2) designing a control strategy to enable consistent compressor testing. With
the insights gained from the literature review, these objectives can now be refined into more specific
research goals, which is the focus of this chapter. First, the relevance of the main objectives to the IRIS
is further clarified. Next, key methodological considerations from the literature are discussed. Finally,
the findings from the literature review are used to refine the research objectives of the thesis.

II.7.1. Relevance for the IRIS
A key finding from the literature is the role of the IRIS in the broader context of integrated design op-
timization. As a test facility, the IRIS was built to represent a novel ECS for a large helicopter, with
its heat exchanger sizing, compressor dimensions, and refrigerant selection determined through inte-
grated design optimization. The primary objectives of the facility can be summarized as follows:

• Evaluating the performance of (centrifugal) compressors within VCC systems for aviation use.
• Investigating the aerothermal behaviour of heat exchangers, particularly the condenser.
• Analysing the refrigeration cycle using R-1233zd(E) and other low-GWP refrigerants.

These objectives highlight the relevance of a dynamic model, as transient effects play a crucial role
in each case. Compressor performance is most critical under dynamic conditions where surge and
choke may occur, making transient analysis essential. Similarly, while steady-state studies provide
valuable insights into heat exchanger behaviour at specific operating points (e.g., design point, cruise,
faulty pack), their slow thermal dynamics significantly impact overall VCC performance. Understanding
these dynamic effects requires a time-dependent model. Additionally, refrigerant properties, particularly
in two-phase flow regions (evaporation, condensation, and expansion valve operation), exhibit transient
behaviour that affects system performance, with phenomena such as hunting only observable through
dynamic analysis.

Beyond aiding experimental research, a dynamic model can provide insights useful for the integrated
design optimization process itself. Since the preliminary design of the IRIS was derived from steady-
state optimization models, dynamic simulations may reveal system characteristics, whether beneficial
or problematic, that were not captured in the optimization process. This raises the question of whether
the optimality of the design holds when transient behaviour is considered. In principle, a dynamic
model could be incorporated into future optimization processes to account for transient performance.
However, the high computational cost of such an approach necessitates a trade-off between model
fidelity and optimization feasibility.

A separate consideration from the literature review is the impact of design modifications made during
the construction of the IRIS. Practical constraints led to deviations from the initial concept, resulting in a
reduced operational range. Since proper component testing requires a wide operating range, it is crucial
to understand these limitations. A dynamic model can aid in assessing these constraints efficiently,
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providing faster, cheaper, and more flexible insights compared to experimental tests. Furthermore,
while the IRIS currently operates with a reciprocating compressor, the model can be developed with the
planned centrifugal machine, allowing for pre-emptive analysis of system behaviour before hardware
modifications. This enables early identification of potential issues, reducing the risk of delays and
additional costs in experimental campaigns.

II.7.2. Methodological Considerations
Given the planned architecture changes, a modular modelling approach is preferred, enhancing model
reusability and potential integration with future optimization studies. A physics-based approach is more
suitable than data-driven alternatives, as it provides greater insight into underlying system dynamics.
For heat exchangers, the Moving Boundary (MB) method strikes a good balance between computa-
tional efficiency and accuracy, avoiding the high computational cost of detailed finite control volume
methods. Additionally, static models for the expansion valve and compressor further reduce computa-
tional demand.

For the control system, the literature review highlights that most research focuses on optimizing effi-
ciency or performance under standard operation, startup, or shutdown. This underscores the need for
a control strategy specifically designed for compressor testing. Since a dynamic model is developed in
parallel, the control system can be tuned and validated in simulation, offering deeper insights into the
control properties of the IRIS and VCC systems in general.

Three main categories of control strategies were identified: conventional controls, advanced controls,
and intelligent controls. Of these, advanced control methods are the most suitable, as they provide a
structured framework that enhances understanding of system responses. Moreover, incorporating ad-
vanced control techniques aligns with the broader goal of integrating dynamic models into future design
optimizations. Since VCC systems require active control during flight, assessing dynamic behaviour in
closed-loop conditions improves the fidelity of preliminary design evaluations. This further strengthens
the case for developing a control strategy for the IRIS.

II.7.3. Refined Research Objectives
Based on the considerations of the previous sections, the research objectives are refined as follows:

1. Development of a dynamic model of the IRIS, using a modular approach. The model will
represent the future loop with the planned centrifugal compressor rather than the current loop with
the reciprocating machine. To balance fidelity and complexity, heat exchangers will be modelled
using the Moving Boundary method, while the expansion valve and compressor will be treated
as static components.

2. Design of a control system for compressor testing, ensuring stable operation of the Vapour
Compression Cycle across the compressor’s operational range. The control method will be se-
lected from the advanced control category, providing insights into the system’s response as a
Multiple Input Multiple Output plant.

In conclusion, this literature study has provided a structured overview of the background necessary to
define the research objectives. By examining the evolution of Environmental Control Systems (ECSs),
the principles and challenges of Vapour Compression Cycle (VCC) technology, and the methodologies
used for dynamic modelling and control of these systems, a solid foundation has been established.
This background has guided the formulation of the final research objectives, ensuring that they are
well-grounded in existing knowledge while addressing specific gaps. These objectives will contribute
to ongoing research at TU Delft on novel ECS design, supporting the development of more efficient
and environmentally sustainable cooling systems for future aircraft.
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III.1
IRIS Detailed System Architecture

Having discussed the conceptual design and practical adjustments of the IRIS in Section II.4.2, a de-
tailed description of the current system architecture is presented in this chapter. For this, the simplified
Process & Information Diagram (P&ID) in Figure III.1.1 is considered.

Figure III.1.1: Simplified P&ID of the IRIS facility, where the heating loop (indicated in blue) provides heat to the refrigeration
loop (indicated in red) at the evaporator and heat is rejected to the cooling loop (indicated in green) at the condenser [13].

From the colours of the process lines, it can be seen that the IRIS contains three distinct loops: a
heating loop, refrigeration loop, and cooling loop. To understand how these three loops work together
to mimic the VCC of the helicopter ECS, the components of each loop will be discussed subsequently.

In the heating loop, a mixture of 20% ethylene glycol and 80% water is circulated by a centrifugal pump
operating at a fixed rotational speed. This mixture is stored in a large insulated tank, as can be seen on
the left in Figure III.1.1. From the tank, the liquid flows through a three-way mixing valve, where part of
the evaporator exit stream can be fed back to the evaporator entrance. The evaporator itself consists of
a single-pass brazed plate heat exchanger with a countercurrent flow arrangement. Before entering the
tank again, the temperature of the liquid can be increased through an electric heater. During operation,
the liquid in the heating loop is first warmed up using the electric heater. When the loop is fully heated
up, the mixing valve is used to regulate the supply temperature to the evaporator inlet. In this way a
constant evaporator inlet temperature can be ensured, independent of the electric heater. An expansion
receiver is located downstream of the tank to protect the loop from excessive pressure build-up.

In the cooling loop, air is used as the cooling fluid to remove heat from the refrigeration loop. This air
is sucked from an inlet duct through a series of components before being blown out at the exhaust
duct. After being filtered, the air is first heated to the required temperature. It is then straightened
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and forced through two screens to ensure a uniform stream. Subsequently, heat rejected from the
refrigeration loop is transferred to the air in the condenser, which consists of a two-pass microchannel
heat exchanger with a cross-flow orientation and multilouvered fins on the air side. The mass flow rate
of the cooling loop is regulated through a variable speed centrifugal fan.

Concerning the refrigeration loop, the refrigerant is heated in the evaporator from a two-phase fluid to
saturated vapour conditions and then superheated to the required degree. Subsequently, the super-
heated vapour is compressed by means of a semi-hermetic reciprocating compressor. Downstream
of the compressor, the fluid passes through the condenser, where heat is rejected to the air of the
cooling loop. This removal of heat causes the working fluid to desuperheat, condense to a saturated
liquid, and finally reach subcooled conditions. After exiting the condenser, the fluid progresses to a
horizontally placed liquid receiver, where the refrigerant charge is stored. Finally, the high pressure
subcooled liquid is throttled through an electronically regulated expansion valve, allowing the fluid to
depressurize and partially evaporate before entering the evaporator again.

Within each loop, several instrumentation devices are installed. This includes temperature and pres-
sure transducers, differential pressure transducers, electromagnetic or ultrasonic flowmeters, and sight
glasses at different critical locations to ensure safe operation. Additionally, the IRIS is automatically
regulated by a total of six independent Proportional Integral Derivative (PID) control systems. For the
refrigeration loop, two of these systems control respectively the electronic expansion valve based on
the evaporator superheat, and the speed of the compressor based on its suction pressure. As a backup,
several warnings, alarms, and emergency shutdowns have been implemented that trigger if certain pa-
rameters exceed predefined bounds. More details on the instrumentation, control strategies, safety
interlocks, and results of the commissioning of the facility can be found in the dissertation of Ascione
[13].
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