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Abstract
Geological storage of COኼ is a crucial and upcoming technology to reduce anthropogenic
greenhouse gas emissions. Due to the buoyant characteristic of injected gas, the security of
underground storage is a major concern. To asses the security of COኼ storage, an accurate
prediction of the gas plume behaviour is essential. In this study, a fully physical 2D model
is developed to describe gas behaviour in a saline aquifer. In particular, we investigate the
effect of gas impurities on injectivity, macroscopic dissolution and resulting plume migration.
The model includes an investigation of 4-component buoyancy driven multiphase convective
flow with miscible convective mixing. For an accurate description of the phase behaviour, a
recently developed thermodynamic model based on a combination of cubic Equation of state
with activity model has been implemented. The implemented thermodynamic model includes
a specific description for the behaviour of water and an activity model describing component
behaviour of the aqueous phase making this model more accurate than conventional cubic
EoS. The phase behaviour based on this thermodynamic model and a consistent set of phys-
ical properties have been implemented in Delft Advance Research Terra Simulator, a new
simulation framework developed at TU Delft. The results show that the presence of the gas
impurities (tested here) have a negative effect on the solubility of COኼ which in turn reduces
the security of gas storage in saline aquifers and increase the risk of leaking. This is the first
time when this accurate physical model is applied for large-scale simulation of COኼ seques-
tration. Additionally a framework regarding the energy cost of the total COኼ sequestration
process, from separation to injection, is implemented.
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Nomenclature
Physical Constants

𝑔 Gravitational acceleration 9.81 𝑚/𝑠ኼ

𝑅 Gas constant 84.144598 𝑐𝑚ኽ ⋅ 𝑏𝑎𝑟 ⋅ 𝐾ዅኻ ⋅ 𝑚𝑜𝑙ዅኻ

Greek symbols

𝛾 activity coefficient [-]

𝜇 Viscosity 𝑐𝑝

𝜔 Accentric factor [-]

Φ Fugacity coefficient [-]

𝜙 Porosity [-]

𝜌 Density 𝑚ኽ/𝑘𝑔

Other Symbols
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𝑇 Temperature 𝐾𝑒𝑙𝑣𝑖𝑛
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1
Introduction

1.1. Effect and Consequences of Greenhouse Gas Emissions
Scientific research has shown that global temperatures have increased substantially and the
majority of scientists agree that this is directly linked to the emission of greenhouse gasses
such as carbon dioxide [48]. In this section a short overview is given of the research done on
climate change and how it is caused by greenhouse gas emission.

1.1.1. History
In 1827 J. Fourier, a French mathematician and physicist, showed that the temperature
of the Earths atmosphere should be lower than it actually is if solar radiation was its only
source of heat. He was the first to understand that certain gasses in our atmosphere help
to keep our planet warm by interfering with escaping radiation. He argued that the earths
atmosphere keeps our planet warmer than expected in the vacuum of space, which was the
first step to the concept of the greenhouse effect [20].

Half a century later in 1896 Swedens nobel prize winner Svante Arrhenius was the first to
put hard figures on the greenhouse effect. He calculated at the time that doubling the COኼ
concentration would increase global temperatures by 5-6 degrees Celsius [7]. Subsequently
he was the first scientist to predict the possibility of global warming due to human induced
emissions of COኼ (anthropogenic COኼ). While it must be noted that fluctuation in COኼ levels
and global temperature have always been a part of our planets past, a stable greenhouse
atmosphere is extremely important to sustain life on earth as we know it. The calculations of
Arrhenius show that the COኼ emissions of the human population do certainly have an effect
on the mean global temperature rise, which in turn can have consequences such as global sea
level rise, changing weather patterns and extreme local cooling and warming. These effects
will lead to a diminished availability of fresh drinking water and agricultural productivity
[22].

Recent measurements have shown that the global concentration of COኼ in the atmosphere
has increased from around 277 ppm in 1750 to roughly 405 ppm in 2017, [11]. An increase
of over 45 % is an extreme inflation compared with natural carbon cycles of the past millions
of years and clearly an effect of human interference. The burning of fossil fuels and emission
of COኼ is a big contributor to the problem and should not exceed certain levels where it can
impose irreversible climate change.

1.1.2. International Agreements and Mitigation of Anthropogenic Emissions
Since the effects of increasing COኼ emissions has become more public knowledge at the end
of the last century, numerous international agreements have been signed. The first treaty
was signed by 165 countries in 1992, forming the United Nations Framework Convention on
Climate Change (UNFCCC), and stated that the concentration of greenhouse gasses must be
stabilized to prevent the triggering of major irreversible climate change [56]. Three years later
in 1995 the participating parties of UNFCCC finalized the Kyoto Protocol in Japan where the
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first commitments were made to reduce the emissions of greenhouse gasses [1]. In 2010 the
UNFCCC conference in Cancun, Mexico, quantified a maximum increase of global tempera-
ture at 2∘𝐶 to avoid dangerous effects of climate change [56].

The most recent international agreement on climate change was signed in 2015 by 176
countries and is known as the Paris agreements. In these agreements the goals have been
adjusted to keep global temperature increase well below 2∘𝐶 and to pursue a limited increase
of 1.5∘𝐶 [55].

Since the Paris agreements, large steps and ambitious goals towards reducing greenhouse
gasses have been constructed, however, there is still a long way to go. Many new technolo-
gies involving renewable energy, electric vehicles and energy storage have made substantial
progress. Furthermore, many studies agree on the fact that to achieve emission reduction
most efficiently, we need to combine different technological developments. These technologi-
cal developments can range from renewable production of energy to technologies that retrieve
COኼ emissions from the atmosphere like carbon capture storage (CCS). Due to the fact that
large industries will remain dependant on fossil fuels they are inevitably going to keep pro-
ducing large amounts of COኼ emissions in the foreseeable future, capturing and storage of
these emissions will become a necessity. The IEA predicts that to reach the Paris agreement
goal CCS will need to achieve an annual storage capacity of 4.9 Gt by 2060 [2].

1.2. Carbon Capture Storage
Carbon Capture storage (CCS) is now seen as an important new technology to reduce the
emission of anthropogenic COኼ emissions. The process of CCS consists of multiple steps
including, capture, separation, transportation, intermittent storage and injection. In the
first stage the flue gasses are captured from a point emission source (for example a power
plant), which consists of a wide variety of components including COኼ. Before injection can
be performed efficiently, the COኼ gasses must be separated from the rest of the flue gasses.
For separation, there are multiple methods available which are usually related to a certain
capturing technique. Each capturing approach is combined with its related separation tech-
nique and produces a specific purity of COኼ while consuming a certain amount of energy.
What all techniques do have in common is that the amount of energy they consume is sub-
stantial. It is estimated that the costs of purification of the gas stream can reach to 75% of
the total cost of CCS [9].

Since the purification processes of the gas stream is such an energy intensive process, it
is of particular interest to analyse what the consequences are of impurities and the level of
impurities when injecting and storing large amounts of COኼ in the subsurface. In chapter 2
of this study, an extensive overview of the Carbon Capture and Sequestration processes are
described.

1.3. Behaviour of injected CO2 gas streams
In the process of storing large amounts of COኼ in the subsurface, safety is the number one
concern. During injection and storage in typical underground aquifers, the injected COኼ is
less dense and less viscous than the resident formation water, which causes it to be buoyant
and mobile. Due to the buoyancy and mobility of the injected gas, the most pressing concern
of underground storage is the risk of gas leakage to the surface via fractures or abandoned
well boreholes. To determine the security of COኼ storage, an accurate assessment of the gas
plume migration and trapping of COኼ after injection is critical.

To make an useful prediction on the gas plumemigration and trapping of COኼ, the relevant
physics must be implemented in simulation software. During the propagation of the gas
plume, gas will be partially trapped by a variety of physical processes along the way, including
residual trapping, dissolution and mineral trapping. A basic overview of the COኼ trapping
processes with related storage security can be found in figure 1.2. The residual trapping
of small amounts of COኼ occurs due to capillary imbibition and dissolution trapping occurs
when COኼ is dissolved into the brine solution. Trapping of COኼ due to mineral precipitation
or any other geochemical process will not be taken into account in this study.

Dissolution of COኼ in the resident formation water will occur due to phase behaviour
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Figure 1.1: A schematic overview of the CCS process chain [45]

(dependant on P, T, composition and salinity, which will be described by a thermodynamic
model) and by diffusion. Dissolved COኼ is considered to be trapped because it will no longer
be buoyant, which means it will not rise and be able to leak to the surface [39]. As COኼ
dissolves in the resident brine solution, the density of the resulting aqueous solution will
increase causing the boundary between the (mobile) gas plume and the brine formation water
to become unstable. The denser aqueous solution will sink down in finger-like forms causing
the brine solution to rise up. This process forms the basis of convective mixing that will occur
and increase the overall dissolution rate of COኼ. Macminn and Juanes [40] and MacMinn
et al. [39] have shown that dissolution and buoyant currents of COኼ of the gas plume have
an arresting effect of plume speed and therefore on plume migration.

Over the years more realistic large scale (long time) descriptions of COኼ gas plume mi-
gration have been developed such as Class et al. [13] and Elenius et al. [18]. The study by
Elenius et al. [18] is a very important paper because it contains the only converged bench-
mark study of a large scale COኼ injection problem, considering simplified physics and pure
COኼ injection. In a more recent study Sin et al. [52] has attempted to make a more complex
investigation of the COኼ gas plume behaviour by including a cubic EoS to describe phase be-
haviour and by including chemical reactions (and thus mineral trapping of COኼ). Yet again
another attempt to model COኼ gas plume behaviour using a cubic PR EoS to describe phase
behaviour and accounting for the presence of impurities was done by G. van Loenen et al.
[23]. The limitation of the works of [52] and [23] is that the use of a cubic EoS is not accurate
in the prediction of gas component behaviour with water or brine solution, as the component
behaviour of water is not accurately solved for an cubic EoS.

In this research study, the injection of a COኼ gas stream into a slightly inclined reservoir
will be modeled. The dimensions and characteristics of the reservoir will be set identical to
that of Elenius et al. [18] to allow for future comparison of the results. In this research,
an accurate simulation of COኼ gas plume behaviour will be achieved by implementing an
accurate thermodynamic model, instead of using a general cubic EoS. Using correlations
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for phase densities and viscosity’s dependant of pressure, temperature and composition, an
accurate description of phase behaviour is obtained. The developed thermodynamic model
and phase property correlations are implemented in Delft Advance Reserach Terra Simulator
(DARTS) framework developed at TU Delft.

Figure 1.2: A basic overview of the various mechanisms for trapping COᎴ and the related
security with time [27]

1.3.1. Thermodynamic Model
The phase behaviour of the different components in brine is crucial to understand the mi-
gration of the gas plume through the reservoir as well as understanding the effect impurities
have on the COኼ solubility [38]. To model and understand these processes, an accurate
thermodynamic model must be implemented. The first works on thermodynamic modeling
of hydrocarbon components (such as COኼ, CO) where done by Harvey and Prausnitz [26]
1989, Gao et al. [24] 1999 and Zuo et al. [61] 1991. However, these works were limited to
low salinity, low temperatures and low pressures which are not representative to reservoir
conditions.

The next step in gas solubility models was taken by Duan and co-workers who did exten-
sive research on the solubility of single components (COኼ, CHኾ, HኼS) in pure water or brine,
see Duan and Sun [16] 2003, Mao and Duan [41] 2006, Duan et al. [15] 1992, Li and Duan
[37] 2011, Mao et al. [43] 2013 for more details. The limitations of their work was that the
models were not valid for implementation of gas mixtures.

In 2012 the modeling of COኼ, CHኾ, HኼS gas mixture in brine was achieved by Ziabakhsh-
Ganji and Kooi [58] and Zirrahi et al. [60] 2012. The results from their work were found to be
consistent with existing experimental data for both single gas component solubility as that
of a gas mixture. An important aspect which increases the accuracy of this model is that the
thermodynamic equilibrium water is calculated separately using the approach of Spycher
et al. [54].

The thermodynamic models that were developed for the solubility of individual gas com-
ponents and gas mixtures differ in the thermodynamic properties used to determine the
equilibrium conditions. These models can be divided into two groups, the fugacity-activity
(F-A) models and the fugacity-fugacity (F-F) models [49]. For the F-A models the equilibrium
condition of each component is described by fugacity coefficients for the gaseous phase (or
non-aqueous phase) and by activity coefficients for the aqueous phase. Here the fugacity
coefficients are determined by an EoS and the activity coefficients by an activity model. For
F-F models both the gas phase and liquid phase of a component is described by the fugacity
coefficient, which are both determined by an EoS.

For this research the F-A model was implemented to obtain the equilibrium conditions
of each component in the gas mixture. The F-A model developed by Ziabakhsh-Ganji and
Kooi [58] was taken as base structure to develop the thermodynamic model used in this
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research project. It is therefore important to note that the restriction of the thermodynamic
model comes from the fact that the model is only valid for temperatures lower than 110∘C
and lower than 600 bar and lower than salinity of 6 molal NaCl.

1.3.2. Numerical Modeling
In this research, the injection and post-injection migration of the COኼ gas plume will be mod-
eled in an existing simulation framework Delft Advance Research Terra Simulator (DARTS).
Modeling the injection of COኼ and propagation of the COኼ gas plume with consideration of all
the complex physics involved requires a significant amount of simulation performance. To
meet these performance demands, the newly proposed modeling technique called Operator
Based Linearization (OBL) is used in DARTS.

1.4. Msc Thesis research project
This graduation research project is the final stage of the Master of Science program in
Petroleum Engineering at the Delft Unversity of Technology and a demonstration that the
author has reached the required academic level.

1.4.1. Motivation of this research
This research concerns the implementation of an accurate thermodynamic equilibriummodel
into an existing OBL transport model (DARTS) to describe the interaction of gas components
with water or brine solutions at specific pressure, temperature and salinity conditions. Due
to the present-day high profile problem of global warming, this model will be implemented to
investigate the effects of gas impurities on the process of COኼ sequestration. In particular,
the effect impurities will have on the security of underground COኼ storage, which is highly
correlated with the propagation of the COኼ gas plume. The less it propagates, the smaller the
chance the plume will reach a fracture or other leakage point which leads to COኼ escaping
to the surface.

Additionally, a framework to investigate the total energy cost of the COኼ sequestration
process (CCS) is implemented into the model to get a basic understanding of how physics
of injection effect the total process energy costs. Motivation for the implementation of this
framework comes from the fact that high grade purification processes are extremely expen-
sive.

In this research, a newly developed simulator DARTS, based on Operator Based Lineariza-
tion approach, has been used to simulate the injection (and further migration) of gas into a
saline reservoir. The use of this OBL modeling allows for combining of multiple complex
physics in nonlinear solution of governing equations. By generating tables for all possible
physics at a range of conditions, interpolation for properties at specific grid cells can be made
which improves the performance of simulation.

1.4.2. Assignment description and Research question
This research aims to implement an accurate thermodynamic model in an Operator Based
Linearization environment to obtain a better understanding of the role impurities have in
secure storage of COኼ in deep saline aquifers. Additionally, a framework is implemented to
study and optimize the energy consumption related to the whole CCS process chain.

In trying to obtain knowledge on the subject the following research questions have been
addressed:

• What type of impurities are commonly found in gas emissions after capturing and sep-
aration?

• How do impurities effect the solubility of 𝐶𝑂ኼ in the practical range of p, T and salinity?

• What are the effects of impurities on phase properties (density and viscosity) in the
practical range of p, T and salinity?

• What effect impurities have on plume migration?
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• How to obtain basic understanding of the total energy cost of CCS process?

1.4.3. Outline of the thesis
The start of this thesis report is initiated with a literary study (in chapter 2) which explores
the various carbon dioxide capturing and separation technologies presently available with
the resulting impurities of the produced gas stream. Here the answer to the first research
question will be answered as the findings made in this chapter are used to define the inputs
of the gas injection model. In Chapter 3, the physics related to the modeling of transport and
phase behaviour will be explained extensively. Chapter 4 will present a detailed explanation of
the implemented thermodynamic model. Chapter 5 addresses the calculation of the physical
properties that are defined in our model, such as the phase viscosity, density and relative
permeability. In chapter 6 a basic framework is presented to obtain a basic understanding of
the power consumption of the whole CCS process chain. Chapter 7 will start by presenting
validations of the implemented thermodynamic model and used phase property correlations.
In these validations with literature the effect of COኼ solubility in the practical range of p,
T and salinity will be presented. Similarly, the effect of impurities on the phase properties
will be shown in the validations of the properties with literature. After the validations, the
results of the fully physical simulation results in large scale models will be presented. Here
the effects of various physics and impurities have on plume behaviour will be analysed. The
chapter will eventually end with the preliminary results obtained from the process power
consumption framework.



2
Literature Study

2.1. Capture & Separation Processes
Carbon capture storage is a term which describes a range of processes which starts with cap-
turing COኼ at large point-emission sources and ends with the injection of a COኼ gas stream
into the subsurface. Before carbon dioxide can be injected into geological reservoirs it must
have been captured, separated and transported to the injection location. These operations
are complex and characterized by high energy and capital costs. Another important char-
acteristic of the process is that the end product is never a 100% pure COኼ, impurities will
always be present. Due to the fact that the whole purification process of COኼ can take up
to 75% of general cost [44], it is crucial to explore and understand the process of purifying
COኼ. In this chapter a short description of the major capture and separation techniques will
be given with their accompanying end product compositions.

2.1.1. Capture
The first step in the COኼ sequestration process is the capturing of flue gasses frommajor fixed
point COኼ emitting sources, e.g. coal fired power plants, cement manufacturing facilities
[45]. There are multiple methods for capturing emission gasses and they are divided into the
following three groups.

• Post-combustion Capture
A process which removes COኼ from flue gas after combustion and is applicable on con-
ventional facilities. A major challenge for this method is the large percentage of non-
COኼ gasses present with only 4-14% v/v of COኼ concentration [3]. For the capturing
of of COኼ from the emission stream, solvents are usually used to absorb the COኼ com-
pounds. Since the typical flue gasses have low COኼ concentrations and are just above
atmospheric pressure, this results in low partial pressures which favours liquid sol-
vents for the chemical absorption of COኼ. Disadvantages for this process is that large a
volume of flue gas is needed (due to low concentration COኼ) and that powerful chemical
solvents need to be used. Regeneration of the solvents to release the COኼ requires a
large amount of energy [3] which effects the efficiency of the process. .

• Pre-combustion capture
The second method captures the COኼ before fuel combustion. The process produces
synthetic gas (syngas) from the fuel, after which the resulting COኼ is captured and the
H2 is used as carbon free fuel. In pre-combustion capture the fuel sources are treated
before combustion with a gasification or partial oxidation process which produces the
syngas. For example solid fuels such as coal or biomass are converted to syngas in an
oxygen blown gasifier via partial oxidation [46]. Due to higher partial pressure of the
resulting COኼ, it is possible to use physical solvents (selexol or rectisol) for the separation
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of COኼ. For this process the fuel must be pre-treated which will have a negative effect
on the efficiency of a power plant.

The advantage of pre-combustion capture using syngas is that the chemical energy of
carbon is transformed to the chemical energy of hydrogen with the added advantage over
post-combustion capture of higher COኼ concentrations and pressures achieved in the
output stream [45]. Also hydrogen combustion does not produce any sulphur dioxide,
which can have a substantial effect on the corrosion of installations and pipelines. A
major disadvantage of pre-combustion capturing are the high investment costs [3].

• Oxy-fuel combustion
In this last process pure oxygen is injected during the combustion process instead of
air. The result of which is that the amount of nitrogen present in the exhaust gasses
is strongly reduced, as well as substantial reduction of NO፱ compounds. Due to the
reduction in the formation of impurities high COኼ concentrations in the range of 80-
98% are produced. With these high concentrations of COኼ the volume of gas to be
treated is greatly reduced, which in turn will also lead to a substantial reduction in
the separation costs. However, to obtain the pure oxygen needed for combustion a
separator is needed which uses large amounts of energy. Also, due to combustion with
pure oxygen the flame temperature will become excessively high, which will have to be
reduced by recycling some of the COኼ rich flue gas [3].

Of the three major COኼ capturing methods, pre-combustion is mainly used for specifically
coal gasification, while post-combustion and oxyfuel can be applied to both coal and gas
plants. The pre-combustion process for coal is the most developed process and therefore
currently has the lowest cost per ton of COኼ [36]. Figure 2.1 shows an overview of the pro’s
and con’s of carbon capture technologies.

Figure 2.1: Pro’s and con’s of capture technologies [3]

2.1.2. Separation Techniques
Based on the three major capturing methods, separation techniques have been developed
to further purify COኼ in the gas stream. A wide range of separation techniques have been
designed. However, not all of them are applicable for large scale operations such as power
plants. The different techniques consist of absorption, adsorption 1, cryogenics and a variety
of membrane separations.

Each of these techniques works most efficiently for a specific type of flue gas stream,
which in turn depends on the point-emission source and capturing methods applied [44].
For example in the pre-combustion capture of a coal fired power plant the COኼ concentration

1Absorption is the process in which a fluid is dissolved by a liquid or a solid (absorbent). Adsorption is the process in which
atoms, ions or molecules from a substance (it could be gas, liquid or dissolved solid) adhere to a surface of the adsorbent.
Adsorption is a surface-based process where a film of adsorbent is created on the surface while absorption involves the entire
volume of the absorbing substance, https://www.diffen.com/difference/Absorption_vs_Adsorption.

https://www.diffen.com/difference/Absorption_vs_Adsorption
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in the emission stream would be roughly 35-40% at a pressure that can exceed 20 bar. For
these conditions an application of selexol, a physical solvent, would be a good separation
technique because COኼ can be released mainly by depressurization by which the high heat
consumption of amine-scrubbing processes are avoided. A short description of the different
separation techniques available can be found below.

• Absorption (most mature method, using liquids)
Absorption processes can be divided into chemical and physical absorption. In chemical
absorption the acid COኼ gas is removed (absorbed) from the gas stream due to an acid-
base neutralization reaction. The solvent chemically reacts with the COኼ compound to
form a weak intermediate compound which in time can be broken down releasing the
COኼ with the introduction of heat [44]. Typical liquid solvents are monoethanolamine
(MEA), diethanolamine (DEA) and potassium carbonate.
MEA is found to be the most efficient for COኼ absorption with upwards of 90% efficiency,
which is highly dependant on the COኼ concentration of the gas stream [36]. After the sol-
vents have absorped the COኼ, it can be regenerated by heating and/or depressurization,
for which a significant amount of heat is needed. The degradation of the amine solvent
stills proves to be a major challenge which can lead to solvent loss, equipment corrosion
and the generation of volatile degradation compounds. Some of the amine emissions
can potentially degrade into nitro- and nitra-amines which are potentially harmful for
the environment and human health [36]. Environmental impact of absorbents still have
to be better understood.
Physical absorption of COኼ by solvents works by introducing the solvent and the gas to
a certain state (pressure and temperature) whereby the gas components will dissolve in
the solvent [44]. This process works according to Henry’s law where the solubility of a
component depends on the partial pressure and the temperature, where higher partial
pressures and lower temperatures will increase the solubility of the COኼ compound
in the solvent. These solvents can eventually be regenerated by heat introduction or
pressure reduction. The most used physical solvent are selexol and rectisol which have
been in use commercially for decades to separate COኼ from natural gasses.

• Adsorption (using solids)
Unlike absorption where the COኼ compound is bound to a solvent in a liquid phase,
adsorption is the process of a gas compound attaching itself to the surface of a solid
material. For a compound in the gas phase to attach itself to a solid surface (or ad-
sorbent) relies strongly on the thermodynamic properties of the substance and can
be achieved physically or chemically [44]. Typical adsorbents are; molecular sieves,
activated carbon, zeolites, calcium oxides, hydrotalcites and lithium zirconate. The
properties of the adsorbed particles and the adsorbent surface determine the quality of
adsorption [45]. By changes in pressure (pressure-swing adsorption) and temperature
(temperature-swing adsorption) COኼ is attached and released from the adsorbent mak-
ing the adsorbents reusable. Absorbent efficiency of >85% achievable, however this also
requires high energy cost [36].
The main disadvantage for using adsorption processes in post-combustion COኼ separa-
tion is the need of cooling and drying the flue gas which requires a substantial amount
of energy which makes the process very inefficient [45].

• Chemical looping combustion
Chemical looping combustion is a process where combustion of the carbon fuel is driven
by oxidation and reduction reactions using metal-oxides as oxygen carriers [44]. It is
a process similar to oxyfuel combustion only where metal oxides are used as delivery
unit of oxygen [36]. The advantage of this process (as with oxyfuel combustion) is that
COኼ is the main combustion product with a very high purity level (not mixed with Nኼ)
which makes additional separation processes abundant. Also, there will be no thermal
formation of NO፱ since regeneration of the oxygen carrier takes place without flame and
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at moderate temperatures [3]. This is a very promising technology but is has not been
tested yet on a large scale.

• Membrane separation
Another new promising separation technology is the use of membranes to selectively
separate gas compounds from an injection stream. This is a technology which is very
versatile, meaning that it can be implemented in most combustion systems. For ex-
ample membranes are able to separate COኼ compounds from flue gas streams in post
combustion systems, COኼ from hydrogen from pre-combustion systems and oxygen
from nitrogen in a oxyfuel combustion system [44]. Membranes are used to separate
the flue gases by allowing only COኼ to pass through while excluding other components.
COኼ separation achieved from membrane separation is around 82-88%, but is highly
dependent on the concentration of the COኼ in flue gas [36]. It is a promising technology
but still in development.

• Cryogenic distillation
Cryogenic distillation is also known as separation by condensation where gas mixtures
undergo fractional condensation and distillation at low temperatures.The gas mixture
will be cooled so that the COኼ compounds will liquefy and separate [44]. A major ad-
vantage of this process is that the end product of purified COኼ is already in liquefied
form which is convenient for transportation to the injection location. Efficiencies can be
reached of around 90-95% [36].Another advantage of this process is that it eliminates
water consumption, usage of chemicals and corrosion related issues [45].

2.2. Impurities from different Carbon Capture streams
In the process of carbon dioxide capture and separation a large range of impurities will be
formed from various product streams. The impurities present in the gas streams can have a
large impact on the storage, compression and economic transportation wherefore it is crucial
to keep the concentrations of impurities as low as possible. In this chapter the types and
concentration of impurities will be described per capturing method. To limit the scope of this
research, the impurities of coal fired power plants is considered.

2.2.1. Classes of impurities
Impurities in COኼ streams can be broadly classified into three main categories: (1) fuel oxi-
dation, (2) excess oxidant ingress (e.g. inerts) and (3) process fluids. In figure 2.1 an overview
of all impurities found in coal/biomass oxidation is given. This type of carbon fuel produces
a larger range and higher level of impurities in comparison with natural gas combustion.

Complete oxidation of coal or biomass forms the most common impurity products such
as HኼO, SO፱, NO፱ and halogens (Br, F, Cl, I, At). Partial oxidation impurities are primarily
carbon monoxide (CO) and hydrogen sulfide (HኼS), which are mostly the result of fuel rich
conditions such as in the production of syngas by gasifiers. Volatile mixture consist of hydro-
gen and light hydrocarbons which are formed due to heating of the fuel before combustion.
Trace metals contained in the fuel may also be released to the gas phase during combustion
and can propagate into the emission stream. These metals can be present in elemental or
oxidized form. Oxygen, nitrogen and argon are the result of excess oxidants used for com-
bustion or air ingress into the boiler. The final class of COኼ impurities are the process fluids
(solvents) used to separate COኼ, such as menoethanolamine (MEA) and selexol [46].

2.2.2. Post-Combustion Capture impurities
In the post-combustion capturing process, raw flue gas is fed into a separator unit that uses
different types of solvents or absorbents to extract the COኼ compounds from the gas mixture.
For the post-combustion flue gasses absorption by solvents like amine and MEA are most
effective and will be the only solvents considered here. Table 2.1 gives a detailed overview of
the range and levels of impurities from post-combustion capture from different authors. The
data used is taken from a range of sources which can be found in Richard T.J. Porter [46].
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Figure 2.2: Classes of potential COᎴ impurities by origin, [46]

Important findings of post-combustion capture are that COኼ purity is very high at 99.6-
99.8% v/v of COኼ. The most present impurity found is Nኼ which can arise from excess air
in the boiler, air ingress into the process or from NO፱ conversion. The second most present
impurity found is HኼO, which will predominantly arise from the post-combustion solvent
which can contain around 30% amine in aqueous solution. A small amount of fuel oxidation
products and trace metals can also be found but are negligible.

Component unit Amine PC plant MEA PC plant

𝐶𝑂ኼ % v/v 99.8 99.7
𝑁ኼ % v/v 0.045 0.18
𝐴𝑟 ppmv - 22
𝐻ኼ𝑂 ppmv 100 640
𝑁𝑂፱ ppmv 20 1.5
𝑆𝑂፱ ppmv 10 <1
𝐶𝑂 ppmv 10 -
𝑂ኼ ppmv 150 61
Ash ppmv - 11.5

Table 2.1: Classes of potential COᎴ impurities for Amine and MEA separation of Post-Combustion capture [46]

2.2.3. Pre-combustion (IGCC) Capture Impurities
Pre-combustion process captures COኼ before combustion by producing syngas of the carbon
fuel via partial oxidation. In coal fired power plants this process is defined as an Integrated
Coal Gassification Combined Cycle (IGCC). In a IGCC the syngas produced mainly consists of
a mixture of CO, Hኼ, COኼ and HኼO. Here partial oxidation products are produced in significant
quantities due to the incomplete oxidation that occurs during syngas formation, which is
different to post-combustion and oxy-fuel capture where complete oxidization occurs.

A water-gas shift reactor is used to let the partial oxidation product CO react with water
to produce COኼ and Hኼ. The next step in the purification process is the removal of sulfur in
the partially oxidized form of HኼS using solvents. Since selexol and rectisol are mostly used
and most effective, these will be the only solvents considered here. After COኼ removal the
syngas stream is rich in Hኼ which can be used to produce energy [46].

The quality of the resulting COኼ stream is highly influenced by the quality of the fuel
which is used for combustion. Particularly, the levels of sulfur in solid fuels will dictate the
levels of gas-phase sulfur species in the syngas produced by the gasifier. The efficiency of
COኼ removal will also have an effect on the resulting product stream. The efficiency can
be influenced by process temperatures, residence times, loading rates and solvent selection
(such as selexol).

Table 2.2 gives detailed ranges and levels of impurities from pre-combustion capture form
different authors and with different methods of separation [46]. This data is specifically given
for pulverized coal combustion. Here Hኼ is the most voluminous impurity found. Nኼ is also
a significant impurity resulting from impure oxidant or air ingress. Ar and HኼO make up
impurities at lower levels.
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Component unit Selexol Rectisol

𝐶𝑂ኼ % v/v 98.1 95-98.5
𝑁ኼ % v/v 0.0195 <1
𝐻ኼ % v/v 1.5 0.002
𝐴𝑟 ppmv 178 150
𝐻ኼ𝑂 ppmv 378 0.1-10
𝐻ኼ𝑆 ppmv 1700 0.2-20
𝐶𝐻ኾ ppmv 112 100
𝐶𝑂 ppmv 1300 400
𝐶𝐻ኽ𝑂𝐻 ppmv - 20-200
Ash ppmv 1.2 -
𝑁𝐻ኽ ppmv 38 -
𝐶𝑙 ppmv 17.5 -

Table 2.2: Impurities resulting from selexol and rectisol separations in pre-combustion of pulverised coal, [46]

2.2.4. Oxy-fuel Combustion and Capture Impurities
The current process for purification of oxyfuel combustion consist of two stages: (1) raw flue
gas cooling and compression to processing conditions and (2) low temperature purification. In
the first stage, the raw flue gasses from oxy-fuel combustion are brought to pre-purification
conditions at 35∘𝐶 and 1 bar. The second stage consists of a low temperature purifaction
process where oxygen, nitrogen and argon are removed from the flue gasses. The resulting
product gas streams of both stages can be found in table 2.3.

Component unit stage 1 -
Raw flue gas
at 35∘𝐶 &
1.02 bar

stage 2 -
COኼ product
at 35∘𝐶 &
110 bar

𝐶𝑂ኼ mol % 71.5 95.8
𝑁ኼ mol % 14.3 2.0
𝑂ኼ mol % 5.9 1.1
𝐴𝑟 mol % 2.3 0.6
𝑆𝑂ኼ mol % 0.4 0.5
𝑁𝑂 mol % 0.04 0.01
𝐻ኼ𝑂 mol % 5.6 0.0

Table 2.3: Impurities resulting from oxy-fuel combustion, [6]

One of the parameter which has a large effect on the COኼ purity is the ASU (air separation
unit), which supplies the oxygen for combustion. The ASU typically provides oxygen in 95-
99% v/v purity range, which will impact the Nኼ and Ar concentration in the raw COኼ flue
gas stream. Higher Oኼ purity requires more power for the ASU and more costs. Solid fuel
properties that effect the COኼ purity are high sulfur coals leading to higher levels of SO፱.

Eventually, after the purification stages, a high COኼ purity is reached of around 96%, with
nitrogen and oxygen as the main impure components.

2.3. Summary and relation to further chapters
In this chapter, an in-depth investigation was performed on the capture and separation tech-
niques and their related emission streams. The focus of this chapter was but put on coal fired
powerplants to limit the scope of the research. From the investigation performed it can be
concluded that the three main capturing and separation techniques (post-combustion MEA
solvent separation, pre-combustion IGCC, and oxy-fuel combustion) all produce relatively
highly purified COኼ gas streams (>0.96 %). The main impurity components found differ per
separation technique, however, the most common impurities overall were found to be Nኼ,
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CHኾ, Ar, Hኼ, CHኾ, HኼS and SOኼ. The significance of these findings in relation to the following
chapters is that the discovered impurities will be used used as inputs in the thermodynamic
model. Eventually, only three impurity components were chosen to limit the scope of the
thesis which were: Nኼ, CHኾ and HኼS.





3
Physics

In this chapter, first an extensive description of the physical process involved in injection and
post-injection migration of a gas plume are described. A description of how these physical
processes are implemented into the model with accompanying assumptions is presented
hereafter. Section 3.3 will give the governing equations describing these physical processes.
The chapter will then be concluded by the an explanation of the numerical implementation
of the governing equations into the Delft Advanced Research Terra Simulator (DARTS).

3.1. Physics of CO2 injection and post-injection processes
In the process of COኼ injection and storage in the subsurface formations, there are several
physical phenomena that we need to consider. The first important physical process is related
to the fact that the injected COኼ stream is less dense and less viscous than the resident
formation brine which causes the injected gas to become buoyant. As a result, the gas
plume will migrate to the top of formation and gas plume will be able to migrate significant
distances over time.

The second important phenomenon is the residual trapping of COኼ stream during the mi-
gration through the saline aquifer. In addition, at longer timescale, dissolution and mineral
trapping starts playing important role. Usually, mineral trapping of COኼ or any other chemi-
cal reactions become significant at very long timescales (several tens thousands of years) and
therefore will not be taken into account in this study. The residual trapping of small amounts
of gas components occurs due to capillary imbibition and dissolution trapping occurs when
gas components are dissolved into the brine solution. Dissolved COኼ is considered to be
trapped because it will no longer be buoyant, which means it will not be able to leak to the
surface [39]. Gas components will dissolve into the resident brine due to component phase
partitioning at specific (pressure & temperature) conditions and due to diffusion.

The combination of miscible gas and a buoyant gas plume convection is very important
phenomenon. As COኼ dissolves in the resident brine solution, the density of the resulting
aqueous solution will increase causing the boundary between the (mobile) gas plume and the
brine formation water to become unstable. The denser aqueous solution will start sinking
down in finger-like forms, causing the brine solution to rise up. This process forms the basis
of convective mixing that will occur which will enhance the dissolution rate of COኼ.

3.2. Model Description
The objective of this model is to simulate the transport and phase behaviour of gas mixtures at
injection and post-injection stage. In this model only two phases are considered, the gaseous
(super-critical) phase and the aqueous phase. The injection and post-injection gas dynamics
are modeled in an inclined reservoir which has the same dimensions as the reservoir used in
Elenius et al. [18] study. An extensive description of the reservoir dimensions and properties
will be given chapter 7, section 7.2.

15
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To model the physics of the gas plume behaviour during injection and post-injection stage,
it is imperative to predict accurate phase behaviour. In the compositional transport model
developed in this research, an accurate thermodynamic model will be implemented to solve
the phase equilibrium and to determine component phase partitioning. Using the obtained
component phase partitioning the phase properties (density and viscosity) will be determined.
Note that due to lack of an accurate gas viscosity correlation a constant value was used
similar to the one used in Elenius et al. [18].

In this model the injection of super-critical gas is treated as a gas phase. Salt is assumed
to have a uniform concentration throughout the reservoir and remains constant during sim-
ulation. The presence of individual salt components is not taken into account when solving
the thermodynamic phase behaviour. The formation of a separate solid phase is neglected
which means that the effect of salt precipitation on the permeability will not be taken into
account. Note that chemical reactions are not included in the model.

The simulation of injection of a gas mixture with up to four components will require sig-
nificant performance of the simulator. In addition to the nonlinear iterations which need to
be performed through solution, the thermodynamic equilibrium needs to be solved in every
grid block at each nonlinear iteration. To meet the performance demand required for this
type of simulation, a recently-proposed Operator Based Linearization (OBL) technique is im-
plemented to solve the nonlinear problems. An extensive description of the OBL method and
its implementation will be given in the last section of this chapter.

3.2.1. Components and Phases
During the injection of flue gasses from capturing and separation processes, a large variety
of components will be present. In this study, a maximum of 4 component composition of the
gas stream is considered. The employed gas components are COኼ, Nኼ, CHኾ, HኼS and HኼO. As
mentioned earlier sodium chloride salinity is also taken into account, however, the changes
in NaCl composition are not considered.

The mass components in this system are present only in two possible phases 𝑗: the aque-
ous phase Aq and the non-aqueous or vapour phase V. The partitioning of gas components
in each phase will be determined by the thermodynamic model, which in turn can be used
to calculate the properties of each phase. The formation of two-phase regions are possible.

3.2.2. Modelling processes and assumptions
For themodeling of gas stream injection, several processes need to be considered andmultiple
assumptions and simplifications should be introduced. In the model the following physical
processes will be simulated:

1. convective flow of mass through formation,

2. phase behaviour resulting from component equilibrium phase partitioning, and

3. transport of soluble gas components over time due to diffusion.

The assumptions applied to simplify some of the modeled processes are:

1. Darcy’s law,

2. instantaneous thermodynamic equilibrium,

3. iso-thermal conditions throughout reservoir,

4. salinity of brine stays constant over time and space,

5. slight compressibility of reservoir rock, and

6. chemical reactions are neglected.
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3.3. Governing equations
For any description of flow in porous media, the conservation of mass must be solved to de-
scribe the amount of components present at any location in the reservoir. For a gas injection
system, the most important physical flow mechanisms are convection, diffusion and disper-
sion. For simplicity, the dispersion processes are assumed to be compensated by numerical
dispersion which results in a simplified continuity equation for isothermal, multi-phase flow.
In addition to mass transport, the composition of each phase and its corresponding physical
properties (density and viscosity) need to be determined using a multiphase flash procedure
and empirical formulations respectively.

3.3.1. Mass balance equation
In vector form the mass balance equation of the system with 𝑛፩ phases (aqueous and vapor)
and 𝑛። components can be written as

𝜕𝑚።፣
𝜕𝑡 + ∇𝑙።፣ + 𝑞።፣ = 0, (3.1)

where𝑚።፣ is the total mass present of component 𝑖 in phase 𝑗, 𝑙።፣ is the total flux of component
𝑖 in phase 𝑗 and 𝑞። is the source or sink term. They defined as

𝑚።፣ = 𝜙𝜌፣𝑠፣𝑥፣፣ , (3.2a)

𝑙።፣ = 𝜌፣𝑥፣፣𝑢፣ + 𝑗።፣ , (3.2b)

𝑞፣፣ = 𝜌፣𝑥፣፣𝑞፣ . (3.2c)

Substituting these parameters into the vector form governing equation we obtain:

𝜕
𝜕𝑡(𝜙

፧ᑡ

∑
፣዆ኻ
𝑥።፣𝜌፣𝑠፣) +

𝜕
𝜕𝑥(

፧ᑡ

∑
፣዆ኻ
(𝑥።፣𝜌፣u፣ + 𝑠፣𝜌፣J።፣)) +

፧ᑡ

∑
፣዆ኻ
𝑥።፣𝜌፣𝑞፣ = 0, 𝑖 = 1, .., 𝑁፜ . (3.3)

Here u፣ is the Darcy velocity which is proportional to the pressure gradient and is defined as

u፣ = −
𝐾𝑘፫፣
𝜇፣

(∇𝑃፣ − 𝜌፣𝑔). (3.4)

Here j።፣ is the diffusion-dispersion tensor of component 𝑖 in phase 𝑗, which is described by

J።፣ = −𝜙𝐷።፣∇𝑥።፣ . (3.5)

Here 𝐾 is the permeability, 𝑘፫፣ is the relative permeability of phase j, 𝜇፣ is the viscosity of
phase j, ∇𝑃፣ is the pressure gradient over phase j and g is the vector of gravitational accel-
eration. The saturation of phase j, the volume fraction the phase occupies, is given by the
following relation:

𝑠፣ =
𝑣፣/𝜌፣

∑፧፩፣዆ኻ 𝑣፣/𝜌፣
, (3.6)

where 𝑣፣ is the molar fraction of phase 𝑗.

3.3.2. Thermodynamic relations
For the simulation of flow and transport in porous media, an accurate input of physical prop-
erties of each phase is required in the system with a mass balance equation. To obtain these
physical properties, the composition of each phase needs to be determined and therefore an
exact thermodynamic equilibrium is necessary. Assuming local instantaneous thermody-
namic equilibrium, the phase behaviour calculations are only dependant on pressure and
molar composition of the mixture. The phase behaviour calculations are therefore decoupled
from flow and transport due to the instantaneous equilibrium assumption. The definition of
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the thermodynamic equilibrium states that the chemical potentials of the component in both
phases are equal:

𝑓ፋ።(𝑝, 𝑇,x) = 𝑓ፕ።(𝑝, 𝑇,y), (3.7)

where x and y are phase composition in liquid and vapor phases respectively.
There are multiple methods to solve the thermodynamic phase behaviour such as the

EoS based methods and methods using constant K-values. In this research, two EoS based
methods will be used: one based on conventional cubic EoS and another using a Fugacity-
Activity based method. An extended explanation on thermodynamic models in study will be
given in Chapter 4.

3.3.3. Closing relations
For the completeness of the model a set of closing relations must be applied:

𝑧። −
፧ᑡ

∑
፣዆ኻ
𝑥።፣𝑣፣ = 0, 𝑖 = 1, .., 𝑛፜ , (3.8)

፧ᑔ
∑
።዆ኻ
𝑧። − 1 = 0. (3.9)

Here, equations 3.8 and 3.9 represents the overall composition and the composition con-
straint of components in the system, respectively. In addition, two more constraints should
be added regarding the phase constraints as:

፧ᑔ
∑
።዆ኻ
(𝑥።ኻ − 𝑥።፣) = 0, 𝑗 = 2, .., 𝑛፩, (3.10)

፧ᑡ

∑
፣዆ኻ
𝑣፣ − 1 = 0, 𝑗 = 1, ..., 𝑛፩. (3.11)

Here 𝑣፣ is volume fraction of phase 𝑗 and calculated by:

𝑣፣ =
𝜌፣𝑆፣
∑𝜌፤𝑆፤

, (3.12)

where 𝑆፤ is saturation of phase 𝑘.

3.4. Delft Advance Research Terra Simulator (DARTS)
The governing properties and corresponding flash calculation were implemented in DARTS.
A short description of this framework is presented below.

3.4.1. Nonlinear Formulation
Governing equations 3.3 depends on pressure, temperature, salinity and overall composition
of present components. For a system of 𝑛፜ components, the equations needs to be solved
for 𝑛፜ nonlinear variables, given in a value vector as: {𝑝, 𝑧ኻ, ..., 𝑧፧ᑔዅኻ}. Here we assume that
temperature and salinity remain constant.

To solve this system, the governing equations are discretized over space and time using the
finite volumemethod. The application of a finite-volume discretization in space and backward
Euler approximation in time generates the following form of the governing equation:

𝑉[(𝜙
፧ᑡ

∑
፣
𝑥።፣𝜌፣𝑠፣)

፧ዄኻ
−(𝜙

፧ᑡ

∑
፣
𝑥።፣𝜌፣𝑠፣)

፧
]−Δ𝑡∑

፥
(
፧ᑡ

∑
፣
𝑥፥።፣𝜌፥፣𝑇፥፣ΔΨ፥+𝜌፣𝑠፣𝐽፥።፣)+𝑉Δ𝑡

፧ᑡ

∑
፣
𝑥።፣𝜌፣𝑞፣ = 0. (3.13)
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Here Ψ፥ represents the pressure difference between two grid blocks, 𝑇፥፣ is the transmissi-
bility of phase 𝑗 and is defined as: 𝑇፥፣ = 𝑘፥፫,፣/𝜇፥፣ . 𝑉 is the total control volume of a grid block
and superscript 𝑙 represents the interface which connects the control volume with other grid
blocks.

The backward Euler approximation in time introduces strong nonlinearity to the system
of governing equations. To solve the nonlinear governing equation, the problem needs to
be linearized. The linearization of the problem requires the determination of all the partial
derivatives with respect to nonlinear unknowns and assembly of the Jocabian and residuals.
For every nonlinear iteration, the following linear system of equation is solved:

𝐽(𝜔፤)(𝜔፤ዄኻ − 𝜔፤) = −𝑟(𝜔፤), (3.14)

where 𝐽(𝜔፤) and 𝑟(𝜔፤) are the Jacobian and residual defined at the nonlinear iteration 𝑘 [33].

3.4.2. Operator Based Linearization
The simulation of CO2 sequestration processes is based on solution of strongly nonlinear gov-
erning equations which describe conservation of mass and energy (in isothermal assumptions
only mass). The Operator Based Linearisation (OBL) technique solves this problem using a
multi-linear representation of combined coefficients (operators) in governing equations.

In the OBL approach, each term of the discretized conservation equation is represented
by a product of two operators: (i) state- and (ii) space-dependant. The state-dependant oper-
ators describe the part of the conservation equations which is dependant on rock- and fluid
physical properties. The space dependant operator represents the spatially altered part of
the properties. The state-dependant operators are parameterized over the physical space
of the simulation problem. In the course of simulation, the state-dependant operators are
calculated based on a multilinear interpolation in a multidimensional space of nonlinear
parameters. The space-dependant operators are calculated in a conventional manner [33].

The state-dependent operator values are linearly interpolated on the mesh with a prede-
fined accuracy. The values of the state dependant operators are calculated adaptively using
conventional property estimators based on various correlations and the solution of EoS K.
Kala and D. Voskov [32]. This way, the OBL technique improves simulation time by skipping
routine evaluation of computationally expensive phase behaviour calculations performed in
the course of simulation.

Below, we define all governing properties involved in the governing equations:

• State based properties (fluid and rock interactions): [32]

– 𝑘፫፰(𝜔) - relative perm,
– 𝜌፣(𝜔) - density in [𝑚𝑜𝑙/𝑚3],
– 𝑆፣(𝜔) - saturation,
– 𝑥።፣(𝜔) - mole-fraction of component i in phase j,
– 𝜇፣(𝜔) - phase viscosity.

• Space based properties (altered in space / reservoir structure and heterogeneity):

– 𝐾(𝜉) - permeability tensor,
– 𝜙(𝜔, 𝜉) - porosity,
– 𝑢፣(𝜉) - phase velocity.

Applying the state and space based operators, the conservation equation can be rewritten
as:

𝑎(𝜉)(𝛼።(𝜔) − 𝛼።(𝜔፧)) +∑
፥
(𝑏(𝜉, 𝜔)𝛽።(𝜔) + 𝑐።(𝜉, 𝜔)𝛾።(𝜔)) + 𝜃።(𝜉, 𝜔, 𝑢) = 0, (3.15)

where

𝑎(𝜉) = Φኺ(𝜉)𝑉(𝜉), (3.16a)
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𝛼።(𝜔) = (1 + 𝑐፫(𝑝 − 𝑝፫፞፟))
፧ᑡ

∑
፣዆ኻ
𝑥።፣𝜌፣𝑆፣ , (3.16b)

𝑏(𝜉, 𝜔) = 𝛿𝑡Γ፥(𝜉)(𝑝 − 𝑝፥), (3.16c)

𝛽።(𝜔) =
፧ᑡ

∑
፣዆ኻ
𝑥፥።፣𝜌፥፣

𝑘፥፫፣
𝜇፥፣
, (3.16d)

𝑐(𝜉) = △𝑡𝑉(𝜉), (3.16e)

𝛾።(𝜔) = −𝜙𝜌፣𝑆፣𝐷።፣∇𝑥።፣ , (3.16f)

𝜃።(𝜉, 𝜔, 𝑢) = Δ𝑡
፧ᑡ

∑
፣዆ኻ
𝑥።፣𝜌፣𝑞፣(𝜉, 𝜔, 𝑢). (3.16g)

Here

• 𝛼። is the accumulation operator,

• 𝛽። is the flux operator,

• 𝜃። is the source/sink operator,

• 𝛾 is the diffusion operator.



4
Thermodynamic Model

To determine how each phase flows in a reservoir, the phase properties must be defined.
However, to determine the phase properties, the composition of each phase must be known.
In this chapter, the determination of phase composition is described with using phase equi-
librium assumptions.

As we have assumed local chemical equilibrium, the compositions of the phases are de-
termined by the pressure, temperature, salinity and molar composition of the fluid present.
A relationship between pressure, temperature and composition can be specified by an equa-
tion of state (EoS), which in turn can be used to calculate the composition of the equilibrium
phases by performing flash calculation. Solving the thermodynamic equilibrium gives the
partitioning of species in each phase using a flash calculation procedure. There are multi-
ple flash procedures that will output the component composition 𝑥።፣ and molar fraction 𝑣፣,
however, in this research, the negative flash procedure will be used [57].

There are two approaches to represent the thermodynamic phase behaviour such as
the EoS-based and constant K-values [21]. In this research, a fugacity-activity EoS-based
method will be used, as this provides a more accurate determination of the aqueous phase
behaviour.

4.1. Phase Partitioning - Negative Flash
Solving the thermodynamic equilibrium commonly consists of two stages: the phase stability
test followed by flash calculation. Iranshahr et al. [29] developed a generalized negative-flash
strategy based on compositional space parametrization to solve the phase partitioning at
thermodynamic equilibrium where no phase-stability test is required.

Thematerial balance of mixture described by the overall mole fraction 𝑧። is given as follows:

𝑧። = 𝑦።𝑉 + 𝑥።(1 − 𝑉), (4.1)

where 𝑉 is the fraction of vapour or gaseous phase, 𝑥 is the mole fraction of component 𝑖 in
the liquid (aqueous) phase and 𝑦 is the mole fraction of component 𝑖 in the vapour phase.

To solve component partitioning at phase equilibrium the flash calculation must be per-
formed which is an iterative process of solving the Rachford-Rice equation

𝑔(𝐿፣) =
፧ᑔ
∑
።዆ኻ

𝑧።(𝐾። − 1)
1 + 𝐿ኻ(𝐾። − 1)

= 0. (4.2)

In the EoS-based approach, this iteration process is a part of global Successive Substitution
Iteration (SSI).

The Rachford Rice (RR) equation (equation 4.2) can also be solved for the phase volume
fraction (𝐿ኻ) when only 1 phase forms, this is called the negative flash. This method is more
mathematically abstract as the molar fraction of a phase can become negative. A single

21
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phase mixture can also be seen as a linear combination of the phase compositions. What
this means is that the single-phase composition must lie on the extension of the line that
connects the equilibrium compositions on a phase diagram [21]. Whitson and Michelsen [57]
showed that the negative flash calculation will converge as long as 𝐿ኻ lies on in the range of:

1
1 − 𝐾፦ፚ፱

< 𝐿ኻ <
1

1 − 𝐾፦።፧
. (4.3)

The value for the phase volume fraction (𝐿ኻ) is calculated iteratively using the RR until it
converges. After obtaining the phase volume fraction, the phase compositions can be found
using equations 4.4 and 4.5 and will be equilibrium compositions that can be combined to
make the single-phase mixture [21]:

𝑥። =
𝑧።

1 + 𝐿ኻ(𝐾። − 1)
, (4.4)

and

𝑦። =
𝐾።𝑧።

1 + 𝐿ኻ(𝐾። − 1)
. (4.5)

4.2. Solving Thermodynamic phase Equilibrium
To understand the thermodynamic behaviour of phases, it is essential to understand how
the thermodynamic equilibrium behaves. For a system to be in thermodynamic equilibrium,
the chemical potential of the component in both phases are equal. This definition is shown
in equation 4.6 where the chemical potential is expressed in terms of fugacity

𝑓ፋ። = 𝑓ፕ። . (4.6)

The fugacity is a measure of the chemical potential in the form of an adjusted or par-
tial pressure, which is used to show the deviation from ideal behaviour. In other words,
the fugacity is the pressure correction an ideal gas would need to have to equal the chem-
ical potential of a real gas at a certain temperature. For an ideal gas, the fugacity is equal
to the pressure. The fugacity of a substance is related directly to the phase preference of a
substance. When two different phases with different chemical potentials are mixed, the com-
position of two phases will be changing until the fugacities in both phases are equal. Only
when the fugacities or chemical potential of both phases is equal, the system will obtain
thermodynamic equilibrium.

Using EoS based approach, the thermodynamic behaviour of a system is solved for the
equilibrium constant 𝐾። of each component 𝑖. The equilibrium constant is in turn needed to
solve the RR equation for molar fractions of the liquid (𝑥።) and vapour (𝑦።) phase. The phase
equilibrium constant is given by the molar fraction of vapour phase 𝑦 over the molar fraction
of the aqueous phase 𝑥, as shown in equation 4.7

𝐾። =
𝑦።
𝑥።
. (4.7)

How this equilibrium constant is derived differs with the EoS method used.

4.2.1. Conventional Fugacity-Fugacity Models
Solving the thermodynamic phase behaviour with the conventional EoS-based method con-
sists of deriving the fugacity for each component in each phase. This is an iterative procedure
where the solution of the new phase equilibrium constant is found when it converges below
a certain value.

Obtaining the fugacity for each component in each phase starts with solving the RR equa-
tion to obtain the phase partitioning of the species. The measure of how each component is
distributed in each phase (𝑥። and 𝑦።) are necessary inputs to solve the Equation of State for
the molar volume of each phase. Which EoS is used can differ with the conditions present
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in a specific system. In this research, the Peng-Robinson (PR) EoS is used due to its high
reliability for gas mixtures close to critical conditions. The PR EoS is given by equation 4.8

𝑃 = 𝑅𝑇
𝑉 − 𝑏፦፣

−
(𝑎𝛼)፦፣

𝑉ኼ + 2𝑏፦፣𝑉 − 𝑏ኼ፦፣
. (4.8)

Having obtained the molar volume of each phase the fugacity of each component can be
calculated using equation 4.9

ln
̂𝑓።፣

𝑥።፣𝑃
= 𝑏።
𝑏፦
(𝑧−1)− ln (𝑧{1 − 𝑏፦𝑉 })+(

𝑎፦
2√2𝑏፦𝑅𝑇

)( 𝑏።𝑏፦
− 2
𝑎፦

፧ᑔ
∑
፤዆ኻ

𝑥፤፣(𝑎𝛼)።፤)× 𝑙𝑛(
1+ (√2+1)፛ᑞፕ
1− (√2−1)፛ᑞፕ

).

(4.9)
When the fugacity of each component is obtained, the new phase equilibrium constant 𝐾።

of each component 𝑖 is derived as shown in equation 4.10. As long as the difference between
the new and old k-value is not smaller than the convergence criterion 𝜖 the process will repeat
itself (with the new k-value as input for the RR equation)

𝐾፤ዄኻ። = 𝐾፤።
̂𝑓፤።ኼ
̂𝑓፤።ኻ
. (4.10)

4.2.2. Fugacity-Activity Model
Solving the thermodynamic equilibrium is also possible using a Fugacity-Activity model. The
F-A approach used here is based on the idea originally proposed by Kritchevsky et al. 1945
[35]. Later, this approach was further developed in Mao and Duan [41], Ziabakhsh-Ganji and
Kooi [59], Li et al. [38] and Shabani and Vilcáez [50]. As discussed previously, the system
is assumed to be in an instantaneous thermodynamic equilibrium which means that the
fugacity of each phase is equal to each other. However, in this method, the fugacity of the
gas phase will be expressed in terms of the fugacity-coefficient and the liquid phase in terms
of activity.

Here the fugacity of gas phase is expressed in equation 4.11 as:

𝑓፠። = 𝑝Φ።𝑦። , (4.11)

where 𝑝 is the total pressure in the system, Φ is the fugacity coefficient of the gas phase
and 𝑦። is the molar fraction of each component in the gas phase. The liquid phase can be
expressed as a function of Henry’s constant ℎ።, activity coefficient 𝛾 and the aqueous molar
fraction of component 𝑥። (Spycher and Pruess [53], 2005):

𝑓፥። = ℎ።𝛾።𝑥። . (4.12)

Similar to the reference paper Ziabakhsh-Ganji and Kooi [58], the binary interaction be-
tween dissolved gasses in the aqueous phase is ignored which causes the activity coefficients
in equation 4.12 for individual gas components not to depend on the presence of other gasses.
This is an important assumption in the EoS used because it allows for a simplified, non-
iterative solving method. A more detailed derivation of the phase fugacity expressions can be
found in Appendix A.1.

Substituting the expressions for the vapour and aqueous phase fugacities gives the fol-
lowing expression of the thermodynamic equilibrium (see equation 4.13):

𝑃Φ።𝑦። = ℎ።𝛾።𝑥። . (4.13)

Equation 4.13 can be rearranged to obtain the phase equilibrium constant of each component
𝐾።:

𝐾። =
𝑦።
𝑥።
= ℎ።𝛾።
𝑃Φ።

. (4.14)

In the model used in this research study, equations 4.14 will be used to calculate 𝐾።
values for the different gas components. The equilibrium constant for the water component
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is calculated with a separate relation. Water is an important system component because
the EoS should quantify thermodynamic equilibrium between gas mixtures and brine. The
equilibrium between vapor and liquid water is determined using the relation proposed by
Spycher et al. [54].

In the temperature range we are interested (5-110 degrees Celsius), the solubility of gas
in water is low, which allows us to use the description of the equilibrium constant portrayed
in equation 4.15. The effect of dissolved salts in the system is accounted for in the activity
of water (𝑎፡ኼ፨)

𝐾ፇᎴፎ =
𝑦ፇᎴፎ
𝑥ፇᎴፎ

=
𝐾ኺፇᎴፎ
ΦፇᎴፎ𝑃

𝑒𝑥𝑝[
(𝑃 − 1)𝑉ፇᎴፎ

𝑅𝑇 ], (4.15)

where 𝐾ኺፇᎴፎ is the equilibrium constant of 𝐻ኼ𝑂 at the reference pressure of 1 bar, 𝑇 is temper-
ature in Kelvin. A more detailed derivation of the equilibrium constant of water can be found
in Appendix A.2. For the partial molar volume an average value is used of 18.5 𝑐𝑚ኽ/𝑚𝑜𝑙,
Spycher et al. [54] uses this average value because further adjusting of this parameter did
not improve results significantly.

Again Spycher et al. [54] is used to calculate the equilibrium constant at reference pressure
(𝐾ኺፇᎴፎ):

log(𝐾ኺፇኼፎ) = −2.209 + 3.097𝑥10ዅኼ𝜃 − 1.098𝑥10ዅኾ𝜃ኼ + 2.048𝑥10ዅ዁𝜃ኽ, (4.16)

where 𝜃 is the temperature in degrees Celsius. Having defined a relation for the equilibrium
constants of all components in the system the phase partitioning of each component can
be derived using the negative flash procedure. Similar to the conventional EoS method the
process will keep repeating itself until convergence criteria 𝜖 is met. The convergence of the
equilibrium constants is defined in equation 4.17

𝑚𝑎𝑥 ∣∣ 𝑘። − 𝑘
፨፥፝
።

𝑘፨፥፝።
∣∣< 𝜖. (4.17)

Derivation fugacity parameter of the Gaseous phase
The fugacity coefficient is the a ratio between the fugacity of a component to the pressure. It
is a dimensionless value and depends on the nature of the gas, temperature and pressure.
By definition the fugacity coefficient of component 𝑖 in solution is expressed as:

𝜙፬። =
𝑓፬።
𝑦።𝑃

. (4.18)

To obtain the fugacity coefficent in equation 4.18 the fugacity of each component is obtained
from the Peng-Robinson cubic equation of state.

Derivation fugacity parameters of the Aqueous phase
The first parameter that describes the fugacity in the aqueous phase is Henry’s constant of
each component, ℎ።, which is a product of Henry’s Law. Henry’s Law is a gas law that states
that the amount of dissolved gas is proportional to the partial pressure of that gas above the
liquid. The proportionality factor related to this is Henry’s law constant.

Herny’s constant is obtained using the correlation of Akinfiev and Diamond [5]. The cor-
relation is a virial-like equation for the thermodynamic properties of the aqueous phase com-
ponents at infinite dilution. The correlation requires a few empirical parameters which are
constrained by experimental data and are independent of temperature and pressure. The
correlation can be found in equation 4.19:

ln(ℎ።) = (1 − 𝜂) ln(𝑓ኺፇኼፎ) + 𝜂 ln (
𝑅𝑇

𝑀𝑤ፇኼፎ
𝜌ኺፇኼፎ) + 2𝜌ኺፇኼፎΔ𝐵. (4.19)

where temperature 𝑇 is expressed in Kelvin, 𝜂 is a constant for each gas component dis-
solved in water [-], the density of water 𝜌ፇᎴፎ is expressed in [𝑔/𝑐𝑚ኽ], 𝑅 is the gas constant
and Δ𝐵 is the difference in interaction between dissimilar molecules and that of identical
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solvent molecules expressed in [𝑔/𝑐𝑚3]. A full description of how the individual parameters
in equation 4.19 are determined can be found in Appendix A.3

The Activity coefficient is a factor used to account for deviations from ideal behaviour in
a mixture of chemical substances. Deviations from ideality are realized by modifying the
concentration by a so-called activity coefficient. The activity coefficients are obtained using
the approach used by the correlation of Pitzer (1973)[47], shown in equation 4.20:

ln 𝛾። =∑
፜
2𝑚፜𝜆።ዅፍፚ +∑

ፚ
2𝑚ፚ𝜆።ዅፂ፥ +∑

፜
∑
ፚ
2𝑚ፚ𝑚፜𝜉።ዅፍፚዅፂ፥ , (4.20)

where 𝑚፜ and 𝑚ፚ are cation and anion molalities respectively. Here 𝜆።ዅፍፚ and 𝜉።ዅፍፚዅፂ፥ are
second and third order interaction parameters respectively and are both dependant on pres-
sure and temperature. In addition, 𝜆።ዅፂ፥ is assumed to be equal to zero. 𝜆።ዅፍፚ and 𝜉።ዅፍፚዅፂ፥
are calculated using equation 4.21

𝑃𝑎𝑟(𝑇, 𝑃) = 𝑐ኻ + 𝑐ኼ𝑇 +
𝑐ኽ
𝑇 + 𝑐ኾ𝑃 +

𝑐኿
𝑃 + 𝑐ዀ

𝑃
𝑇 + 𝑐዁

𝑇
𝑃ኼ +

𝑐ዂ𝑃
630 − 𝑇 + 𝑐ዃ𝑇 ln(𝑃) + 𝑐ኻ0

𝑃
𝑇ኼ . (4.21)

Values for c for 𝜆።ዅፍፚ and 𝜉።ዅፍፚዅፂ፥ are component specific constants. The constant can be
found in the table of Appendix A.4 together with a more detailed explanation of the activity
coefficient.

The molality of anions and cations is assumed to be solely dependant on the salinity of
our reservoir brine solution. There would be some anions and cations present resulting from
the dissolved gasses but this amount is assumed to be negligible. The salinity of the brine
is assumed to be constant throughout the reservoir, so the molality of anions and cations
can also be assumed to be constant. The benefit of using the Pitzer correlation is that it is
reliable for a high molality of salt (up to 6 molal NaCl).

4.2.3. Initial K-value estimation
The ideal equilibrium constant 𝐾 of each component, between the vapour and an aqueous
phase, is used to initiate the thermodynamic model. The ideal k-values are only dependant on
component properties and surrounding conditions and not dependant on component com-
position. To describe the ideal distribution between components in aqueous and vapour
phase, the equilibrium constant is obtained from the standard Raoult’s Law. The following
derivation of the ideal equilibrium constant was obtained from Ballard [8]:

𝑦።Φ።ፕ𝑃 = 𝑥።𝛾።ፀ፪𝑝፬ፚ፭። exp [∫
ፏ

፩ᑤᑒᑥᑚ

𝑣
𝑅𝑇𝑑𝑃], (4.22)

where 𝑥 and 𝑦 are the liquid and vapour mole fraction of component 𝑖 respectively, Φ is
the fugacity coefficient, 𝛾 is the activity coefficient, 𝑃፬ፚ፭ is the saturation pressure. Note
that temperature 𝑇 is given in Kelvin and pressures in bar. In equation 4.22 the following
assumptions are made:

1. It is assumed that component 𝑖 in the aqueous phase is so dilute that the activity coef-
ficient can be approximated by the infinite dilution activity coefficient.

2. The fugacity coefficient of component 𝑖 in the vapour phase is assumed to be equal to
unity

3. The exponential term in equation 4.22, the Poynting factor, is also assumed to be equal
to unity.

These assumptions will reduce the Raoult’s Law as described in equation 4.22 to:

𝐾። =
𝑦።
𝑥።
= 𝑝፬ፚ፭።

𝑃 𝛾ጼ።ፀ፪ . (4.23)
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In equation 4.23 the saturation pressure for each component 𝑖 is described by:

𝑝፬ፚ፭። = 𝑃፜ᑚ exp [𝑎ኻ + 𝜔።𝑎ኼ]. (4.24)

Here 𝑃፜,። is the critical pressure of component 𝑖, and 𝜔። is the accentric factor of each com-
ponent 𝑖. The empirical parameters are determined using equations A.29 and A.30 in the
Appendix A.5.

The saturation pressure of water is described by a separate relation, also known as the
Antoine equation as:

𝑝፬ፚ፭ፇᎴፎ = 𝑃፜ᑚ exp [𝑎ኻ −
𝑎ኼ,።

𝑇 + 𝑎ኽ,።
]. (4.25)

Here the unknown empirical parameters are given in appendix A.5. The activity coefficient
with infinite dilution is described by:

𝛾ጼ። = exp [𝑎ኻ + 𝑎ኼ𝑁። +
𝑎ኽ
𝑁።
], (4.26)

where 𝑁። is the number of carbon atoms in each component 𝑖. Here again the empirical
parameters 𝑎፱ can be found in Appendix A.5 in table A.5. Note that the infinity diluted
activity coefficient of water is assumed to be equal to one.

Figure 4.1: Schematic overview of the Fugacity-Activity model
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Physical properties

In this chapter, the physical properties that affect flow in the underground aquifer will be
addressed. A distinction will be made between physical reservoir aspects that affect flow and
phase properties.

5.1. Flow Properties
5.1.1. Porosity
In the model used in this research, the porosity is assumed to be homogeneous and slightly
compressible. The value of the reservoir porosity is assumed to be 0.3 [-], which is typical for
a sandstone formation. The rock compressibility is taken into account and this effects the
porosity with pressure, as shown in eq .5.1:

𝜙 = 𝜙(1 + 𝑐፫(𝑃 − 𝑃፫፞፟). (5.1)

Here 𝑐፫ is the rock compressibility and 𝑃፫፞፟ is the reference pressure taken at 1 bar.

5.1.2. Permeability and Relative Permeability
In the model used for this research, the permeability of the aquifer is assumed to be homoge-
neous throughout the reservoir. The permeability is assumed to be equal to that of a typical
sandstone formation of 100 mDarcy.

The relative permeability is the dimensionless value of the effective permeability of each
phase, which in our case is the vapour or aqueous phase. The relation of the relative perme-
ability of both phases can be given by correlation used in Class et al. [13] and Elenius et al.
[18]. The correlation is based on Brookes-Corey related functions as:

𝑆፞,፰ =
𝑆፰ − 𝑆፰፫
1 − 𝑆፰፫

, (5.2)

𝑘፫,ፀ፪ = 𝑆ኾ፞,፰ , (5.3a)

𝑘፫,ፕ = 0.4(1 − 𝑆ኼ፞,፰)(1 − 𝑆፞,፰)ኼ − 𝐶. (5.3b)

Here 𝑆፰ and 𝑆፰፫ are the water saturation and residual water saturation respectively, 𝑘፫,ፀ፪ is
the aqueous phase relative permeability, 𝑘፫,ፕ is the vapour phase relative permeability. 𝐶 is
a correction factor used to fix 𝑘፫,ፕ to zero when 𝑆፠ = 𝑆፠,፫, here 𝐶 = 0.0109. Note that here the
effective water saturation has a deviating definition compared to the classical Brookes-Corey
definition.

In figure 5.1 the relative permeability curves resulting from the relations defined in equa-
tions 5.3 are shown.

27
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Figure 5.1: Relative permreability curves for the aqueous and gaseous phase with a residual
saturation of both phases at 0.2 [-].

5.1.3. Capillary pressure
The capillary pressure in this model is also a function of the effective water saturation as
shown by:

𝑝፜ =
𝑝፞
√𝑆፞

. (5.4)

Here 𝑝፜ is the capillary pressure, 𝑝፞ is entry pressure and 𝑆፞ is the effective saturation. The
entry pressure 𝑝፞ is taken to be 20 kPa.

5.1.4. Diffusion
In equation 3.5, the description of diffusive fluxes of components in mobile phases is given.
Diffusion is the irreversible process of mixing driven by differences of concentration, which
is described by Fick’s Law as [10]:

𝐽።፣ =
፧ᑔ
∑
።
𝐷፣።፤∇𝑥።፣ . (5.5)

Here 𝐽 denotes the diffusive flux of component 𝑖 in phase 𝑗, 𝑘 is the component other than
component 𝑖 is this binary system and 𝐷።𝑘 is the diffusivity coefficient between the two present
components. Note that Fick’s Law (shown here in equation 5.5) is only valid for binary com-
ponents. For a binary system, the diffusivity coefficient matrix will be symmetric, resulting
in 𝐷፣።፤ = 𝐷

፣
፤።.

In a system of multi-component mixtures, there will be as many diffusion coefficients as
there are pairs of components in the system. Furthermore, the fluxes and concentration
gradients of all present components are inter-dependant on each other. This makes Fick’s
Law not applicable for a multi-component system, unless in specific circumstances when
solutions are sufficiently dilute.

For addressing the diffusivity in a multi-component system the generalized Maxwell-
Stephan equation can be used, shown here in equation 5.6

𝐹። =∑
፤ጽ።
𝜉(።,፤)𝑥፤(𝐽። − 𝐽፤).. (5.6)

Here 𝐹። is the driving force (concentration gradient) on component 𝑖, 𝜉 is the friction coefficient
between components 𝑖 and 𝑘. 𝑥፤ is the mol fraction of component 𝑘 and 𝐽 are the diffusive
component velocities.
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5.2. Phase Properties
In this section, the determination of density and viscosity of both phases will described.

5.2.1. Aqueous Phase Properties
In the model constructed in this study, the aqueous phase initially consists of a resident
brine solution of sodium chloride. After injection of the gas stream, gas components will
dissolve into the aqueous solution which will alter the properties of this phase.

For the determinations of the aqueous phase properties solely the amount of dissolved
COኼ is taken into account due to the correlations available. This simplifying assumption will
affect the accuracy of the results of the model, however, since the solubility of COኼ is still
affected by the presence of impurities and since COኼ is the heaviest component introduced,
the effects may still be limited.

Density of the Aqueous Phase
The density of the aqueous phase is calculated in two steps, first the density of the aqueous
brine solution is determined after which the effect of dissolved 𝐶𝑂ኼ is taken into account
which results in the final density.

Brine density
The empirical correlation used to determine the brine solution density was developed by

J.P. Spivey and W.D. McCain Jr [31]. This correlation is valid for a temperature range of 0-
275∘𝐶, pressure range from 0.1-200 MPa and salinity levels from 0-25 wt% NaCl. The IAPWS-
95 international standard equation of state for water was used to determine the coefficients
applied in the correlation. The coefficients for the salinity term were found later by non-linear
regression on the brine density database. The formulation of brine solution density is shown
here in equation 5.7:

𝜌፛(𝑝, 𝑇, 𝐶፦) = 𝜌፛ኺ(𝑇, 𝐶፦) exp [𝐼፛(𝑝, 𝑇, 𝐶፦) − 𝐼፛(𝑝, 𝑇, 𝐶፦)]. (5.7)

Where 𝑝ኺ is the reference pressure and was taken as 70𝑀𝑃𝑎, 𝜌፛,ኺ is the brine solution density
at reference pressure and 𝐼፛ is an empirically derived parameter dependant of temperature.
The derivation of these parameters can be found in Appendix B.1.

Aqueous Solution Density
For the density of brine with dissolved COኼ components, the correlation developed by

Garcia is used [25]. Garcia’s correlation is give as follows:

1
𝜌ፚ፪

=
𝑥ፂ፨Ꮄ𝑉Ꭻ,ፂፎᎴ

𝑀ፓ
+
𝑀ፇᎴፎ𝑥ፇᎴፎ
𝜌፛𝑀ፓ

. (5.8)

Where 𝜌፛ is the density of the brine solution in [𝑘𝑔/𝑚ኽ], 𝑀ፇᎴፎ is the molecular weight of water
in [𝑘𝑔/𝑚𝑜𝑙], 𝑉Ꭻ is the apparent molar volume of dissolved COኼ in [𝑚ኽ/𝑚𝑜𝑙], 𝑥ፇᎴፎ and 𝑥ፂፎᎴ are
the molar fraction of HኼO and COኼ in the water phase respectively. 𝑀ፓ is the total molecular
weight and is formulated as:

𝑀ፓ = 𝑀ፇᎴፎ𝑥ፇᎴፎ +𝑀ፂፎᎴ𝑥ፂፎᎴ +𝑀።፦፩𝑥።፦፩ (5.9)

The apparent molar volume (or partial molar volume) of COኼ was determined using a correla-
tion developed by Garcia [25]. In this correlation, the partial molar volume is only dependant
on pressure because experimental results show that the partial molar volume is independent
of pressure for temperatures below 300 ∘𝐶. The correlation used for the partial molar volume
is:

𝑉Ꭻ = 37.51 − 9.585𝑒 − 2 ∗ 𝜃 + 8.740𝑒 − 4 ∗ 𝜃ኼ − 5.044𝑒 − 7 ∗ 𝜃ኽ. (5.10)

where 𝜃 is temperature in degrees Celsius.



30 5. Physical properties

Viscosity of the Aqueous Phase
Similar to the aqueous phase density, the aqueous phase viscosity is determined in two
stages. First an accurate viscosity model developed by Moa and Duan [42] is used to derive
the brine viscosity after which the correlation by Islam and Carlson [4] is used to account for
dissolved 𝐶𝑂ኼ.

The correlation by Moa and Duan is valid for temperatures between 273-623 Kelvin, 1-
1000 bar and up to 6 mol/kg of NaCl concentration. The viscosity of aqueous solutions is
mainly dependant on temperature, into a lesser extent on salinity and even less dependant
on pressure [42]. The correlation developed by Mao and Duan is shown below by:

ln 𝜇፫ = 𝐴𝑚 + 𝐵𝑚ኼ + 𝐶𝑚ኽ, (5.11)

𝜇፫ =
𝜇፬፨፥
𝜇ፇᎴፎ

. (5.12)

Here 𝜇፫ is the relative viscosity, 𝜇፬፨፥ is the viscosity of the solution and 𝜇ፇᎴፎ is the viscosity
of pure water in [𝑃𝑎 ⋅ 𝑠]. Parameter 𝑚 is the molality [𝑚𝑜𝑙/𝑘𝑔] of salt present. 𝐴, 𝐵 and
𝐶 are polynomial parameters that are dependant on temperature. The derivation of these
parameters can be found in Appendix B.2.

Using the viscosity of brine the correlation of Islam and Carlson [4] can be used to deter-
mine the effect of dissolved COኼ on the viscosity. This correlation is valid for temperatures
up to 100∘𝐶 and for pressures ranging from 1-600 bar. The viscosity correlation of Islam and
Carlson is shown by:

𝜇፛፫።፧፞ዄፂፎᎴ = 𝜇፛፫።፧፞(1 + 4.65𝑥ኻ.ኺኻኽኾፂፎᎴ ). (5.13)
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5.2.2. Non-Aqueous Phase Properties
The non-aqueous phase consists of the injected gas components and very small (negligible)
amounts of vaporized water. The behaviour of this phase is more interesting because under
certain critical conditions the normal gas phase can transform into the supercritical phase.
This super-critical phase is treated as a gaseous phase in the model but it can obtain the
properties of a liquid phase.

Density of the Non-Aqueous phase
The density of the non-aqueous phase is determined using the Peng-Robinson EoS [14]. From
the PR EoS the molar volume (𝑉፦) is obtained which is used to calculate the phase density.
The gaseous phase density is calculated using the relation shown in equation 5.14.

𝜌፠ =
𝑀፠
𝑉𝑚፠

(5.14)

Here 𝑀ፚ፪ is the average molar mass of the non-aqueous phase, which is derived using equa-
tion 5.15

𝑀፠ = ∑
።዆፧፜

𝑀𝑤። ∗ 𝑦። , (5.15)

where 𝑛𝑐 is the number of gas components present,𝑀𝑤። is the molecular weight of component
𝑖 and 𝑦። is the vapor mol fraction of component 𝑖.

Viscosity of the Non-Aqueous phase
Due to the lack of a simple and accurate correlation, (and due to time constraints), the
gaseous phase viscosity was chosen to be constant. The viscosity value chosen is similar to
that of Elenius et al. [18] at 15 centi-poise.





6
Process Energy Framework

In this chapter, an investigation into the energy costs of the complete carbon capture and
storage (CCS) process is presented.

6.1. Introduction to Framework
The goal of this framework is to obtain a basic understanding of the total power consumption
involved in the whole CCS chain and specifically how the total power consumption depends
on different types of CCS stream. For this framework, the power consumption of the CCS
process is divided into two main parts:

1. the power consumption of the capturing and purification stage,

2. and the power consumption for the transportation and injection stage.

Eventually, the framework will be implemented into a generic model that generates the total
power consumption of the CCS process for a 1000 MW power plant. The inputs to this model
is the type of combustion source and the separation-purification technique applied.

6.1.1. Power Consumption of COኼ Capture and Purification
The energy costs of the capturing and purification depends on the type of capturing & sepa-
ration technique combined with the combustion source. In chapter 2 of this study, a detailed
investigation was performed on the type of capturing and separations techniques including
the resulting impurity levels. For the determination of the total power consumption of the
separation and purification stage, the method developed in Eftekhari et al. [17] was used.
This approach assumes a 1000 MW power plant which is fueled by various fuels (e.g. nat-
ural gas) with a certain efficiency factor. Using the efficiency factor and the emission factor
of the fuel source, the amount of produced COኼ can be determined in [kg COኼ/s], as shown
below:

𝐸𝑚፫ፚ፭፞ =
1000[𝑀𝑊]

𝜂ፏፏ
⋅ 𝐸𝑚፟ፚ፜፭፨፫ . (6.1)

Here 𝐸፫ፚ፭፞ is the resulting emission rate (or mass flow-rate) in [kg COኼ/s], 𝐸𝑚፟ፚ፜፭፨፫ is the
emission factor specific for the type of combustion fuel (coal or gas) used in [kg COኼ/MJ] and
𝜂፩፩ is the efficiency factor of the powerplant.

Similar to the method of Eftekhari et al. [17], we use a rough estimate of the energy
penalty for each separation & purification technique. The energy penalty is specific to the
type of technique used in combination with the combustion fuel type. For example, the energy
penalty for a natural gas (NG) fired powerplant with liquid MEA purification is roughly 3.5
[MJ/kg COኼ]. Multiplying the energy penalty of the specific separation technique with the
emission rate will results in the total power consumption of this first stage, shown as:

𝑃𝐶ኻ = 𝑒𝑚፫ፚ፭፞ ⋅ 𝐸፩፮፫።፟።፜ፚ፭።፨፧ . (6.2)
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Here 𝑃𝐶ኻ is the power consumption of this first stage in [MW] and 𝐸፩፮፫።፟።፜ፚ፭።፨፧ is the energy
penalty for COኼ capture and separation in [MJ/kg COኼ]. A schematic overview of the calcu-
lation and variables related to the power calculation of this first stage is shown in figure 6.1.
Here the power consumption calculations of the first stage are referred to as function 1.

6.1.2. Power Consumption of Transportation and Sequestration Stage
For this second stage, it is assumed that transportation takes place in a straight pipeline to
the injection location where, after re-compression, it will be injected directly into a subsurface
aquifer. By making this assumption, power consumption of the intermittent storage phase in
the CCS process stream is neglected. For this framework, it is also assumed that the energy
costs of transportation and injection are purely dependant on the amount of energy that
is required to pressurize the pipeline and the wellbore during injection. Therefore possible
energy costs for heating or cooling elements are ignored. By assuming a straight and constant
diameter for the pipeline and wellbore, the possible pressure and temperature changes at
choke-points etc. (Joule-Thompson effect) are neglected.

The compression power necessary for pipeline transportation depends on the pressure
loss per kilometer pipe, the pump efficiency and the volumetric flow rate of the gas stream.
This can be formulated in

𝑃𝑜𝑤𝑒𝑟፜፨፦፩፫፞፬፬፨፫ =
𝑄 ⋅ Δ𝑃
𝜂፩፮፦፩

, (6.3)

where 𝑄 is the volumetric flow-rate and can be determined by 𝑄 = 𝑒𝑚፫ፚ፭፞/𝜌፠. Since the
power consumption of intermittent storage is neglected, the emission rate from the power-
plant is also used as the mass flow rate for transportation and injection. Note that due to
two-dimensional limitations of the injection model, the flow-rate used as input here is divided
by 360 to obtain a rough estimate of the volumetric flow-rate in the 2-dimensional space. The
pressure difference that the compressor (compressor A) has to achieve for transportation is
defined as, the pressure at the beginning of transportation (P2) minus the initial pressure
(P1). The pressure needed at the start of transportation is in turn dependant on the pressure
drop over the length of pipe and the preferred pressure at injection location (P3).

In this framework, we assume a pressure loss of 0.25 bar/km of pipeline, which was taken
from a similar study by Christiaanse [12]. For the determination of pressure drop along the
pipeline Christiaanse [12] makes the following assumptions:

• single-phase fluid flowing through constant diameter pipe of 0.1 m and 0.5 mm rough-
ness,

• fluid is fully turbulent and incompressible,

• and the pressure drop along the pipe occurs due to viscous effects and follows the
Darcy-Weisbach equation.

To maintain single-phase flow through the pipeline, the gas streammust be kept at super-
critical or liquid conditions. Supercritical conditions for pure COኼ this means the pressure
must be kept roughly above 74 MPa and at around 307 Kelvin [12]. To guarantee single
phase flow through the pipeline the required pressure at the end of transportation (P3) is
assumed to be 80 bar.

After transportation to the injection location, the gas stream will be re-pressurized one
last time for injection into the subsurface reservoir. At this stage, different simplifying as-
sumptions can significantly affect the injection dynamic and resulting power consumption.
Assuming a constant injection rate (mass flow rate), the pressure needed for injection will
increase over time and thereby affect the compression required for injection. Similar to trans-
portation, power consumption before injection is determined using equation 6.3. Here the
required pressure difference (Δ𝑃) is defined as the pressure at the wellhead (P4) minus the
pressure at the end of transportation (P3). As stated previously, pressure at the end of
transportation is fixed at 80 bar to guarantee a single-phase flow through the transportation
pipeline. The pressure at the wellhead is not fixed (P4) as it is dependant on the reservoir
pressure (P5).
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To determine the required pressure at the wellhead (P4), the hydrostatic forces must be
taken into account. The wellhead pressure difference can be derived by:

𝛿𝑃፠፫ፚ፯ = 𝜌፠,፬፜ ⋅ 𝑔 ⋅ Δ𝑧. (6.4)

Here 𝜌፠,፬፜ is the density the supercritical gas stream, 𝑔 is the gravitational acceleration factor
and Δ𝑧 is the height difference along the wellbore. The pressure at the wellhead (P4) is defined
as the reservoir pressure minus the wellhead pressure difference. The reservoir pressure is
dynamic over time and will be obtained from the injection model build in DARTS.

The total power consumption is defined as the sum of the power consumption at both
compressors. A schematic overview of the calculation and variables related the the power
calculation of this second stage is shown in figure 6.1. Here the calculations related tot he
power consumption of the second stage are referred to as function 2.

6.1.3. Process Energy Model - Generic model
The previously described functions to determine the total power consumption throughout the
CCS process are implemented into the DARTS model to obtain a generic model. The input
to this model is a combination of the fuel type of the powerplant and a specific capture and
purification technique. This input is given to ”function 1”, which next to the power calculation
will output the composition of the emitted gas stream and the emission rate (or mass flow
rate). Both the gas composition and emission rate outputs will be used as inputs for the gas
injection model built in DARTS. A schematic overview of the generic model can be found in
figure 6.2.
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Figure 6.1: Schematic overview of the functions used to determine the power consumption of
each stage in the CCS process
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7
Results

In this chapter, the results are presented for the validations of the implemented thermo-
dynamic model and phase property correlations. Hereafter, an overview of the large scale
reservoir models used for the fully physical simulations in DARTS are described. The simu-
lation results in DARTS are presented from the section 7.3 onwards, starting with the results
investigating convective mixing in a large scale horizontal reservoir. After which the results
of gas injection, post-injection migration and eventually behaviour of impure components in
a large scale inclined reservoir are presented. The last section of this chapter will focus on
the results obtained from the process energy framework.

7.1. Validations
In this section, the validations of the thermodynamic model and the phase properties will be
presented.

7.1.1. Validation F-A Thermodynamic model
In the following subsection, the results of the developed F-A thermodynamic model will be
compared and visually validated with the results found by the base model developed by
Ziabakhsh-Ganji and Kooi [58]. Due to the lack of simulation data from literature, validation
of the results are done by visual comparison. In figures 7.1 and 7.2 are results obtained

Figure 7.1: Validation of liquid mol fraction ፂፎᎴ for pressures up to 650 bars, at 90 degrees C
and at 2 molal NaCl salinity. (a) Results of developed F-A model, (b) Results found in literature

[58]

from injection of pure 𝐶𝑂ኼ. Figure 7.1a shows the behaviour of the liquid mol fraction of 𝐶𝑂ኼ
with pressure at 90∘C and 2 molal NaCl salinity and is compared with the literature results in
figure 7.1b. The results found in literature have in turn been validated against experimental

39
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Figure 7.2: Validation of liquid mol fraction ፂፎᎴ and gaseous mol fraction ፇᎴፎ over pressur at
25 degrees C in pure water. (a) Results of developed F-A model, (b) Results found in

literature, [58]

data produced by Spycher and Pruess (2005) and Duan and Sun (2003), which can also be
found in Ziabakhsh-Ganji and Kooi [58]. In figure 7.2 the liquid mol fraction of 𝐶𝑂ኼ and the
gaseous mol fraction of 𝐻ኼ𝑂 are depicted over a pressure range at a temperature of 25∘C in
pure water. Visual comparison of both figures with literature [58] finds that the results are
very reasonable.

Figure 7.3: Validation of liquid mol fraction ፂፎᎴ during injection of ፂፎᎴ, ፂፇᎶ, ፇᎴፒ mixture with
mol fraction of 0.6, 0.3 and 0.1 respectively. (a) Result of developed F-A model, (b) Results

found in literature [58]

In figure 7.3 the solubility of 𝐶𝑂ኼ is shown as result from injecting a gas mixture. The gas
mixture consists of 𝐶𝑂ኼ, 𝐶𝐻ኾ, 𝐻ኼ𝑆 components which are injected in overall compositional
mole fractions of [0.6, 0.3, 0.1]. The results shown here are under varying conditions of
37.8∘C and 107.2∘C and without any salinity present. Note that the symbols in the literature
results represent experimental data points used to validate the model [58]. An important
observation that can be made from these results is that the solubility of COኼ is reduced in
the presence of impure components compared to pure injection found in figures 7.1 and
7.2. Again using visual comparison the results are very compatible with the results found in
literature [58].

In figure 7.4 the liquid mol fraction of single component 𝐻ኼ𝑆 injection has been generated
for pressures up to 200 bar for a variety of salinity’s at 60∘C and 90∘C. Again the generated
results are compared with literature, however, some distinct differences are visible. In the
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Figure 7.4: Validation of liquid mol fractions of pure ፇᎴፒ injection over pressure at 60 and 90
degrees C for a range of brine salinity’s. (a) & (b) show the results generated by the developed

F-A model, (c) & (d) show the results found in literature [58]

generated results, an anomaly can be found at the curvature of the graphs. This anomaly
seems to be greater at lower temperatures and reduces at higher temperatures. From further
experiments, it has become clear that this erroneous result is only present with HኼS which
might indicate that here some of the component specific parameters are not correctly intro-
duced. Disregarding this erroneous anomaly, the result seems to be in the correct order of
magnitude and show the correct behavioural trends with pressure.

The solubility of components Nኼ and CHኾ including their validations with literature can
be found in Appendix C.1.

In figure 7.5 the results of 𝐶𝑂ኼ solubility behaviour with the presence of impurities is
compared with the results found in literature. This is an important result as it shows that
in the presence of individual impure components the solubility of COኼ is reduced. From the
results, it is visible that the solubility of 𝐶𝑂ኼ is most impacted by the presence of methane
and least by the presence of hydrogen sulfide. These findings correlate strongly with results
found in literature where the same findings can be interpreted. Note that for these results a
5% mass percentage (not compositional %) of impurity component was used.
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Figure 7.5: Validation of the solubility of ፂፎᎴ with presence of single component impurities at
50 ∘ፂ, (a) show the results generated by the developed F-A model, (b) show the results found

in literature [58]

7.1.2. Validation of phase property correlations
In this subsection, the generated phase properties are compared and validated with existing
results from literature.

Validation of Aqueous phase density

Figure 7.6: Validation of the density of the aqueous phase for a range of ፂፎᎴ liquid mol
fractions in pure water,at 22∘ፂ. (a) Results generated by the developed model, (b) Results

from literature [25]

In figure 7.6, the effect of dissolved 𝐶𝑂ኼ in pure water on density is shown at 22∘𝐶 for
a variety of pressures. For the generation of both results, the correlation for the effect of
dissolved 𝐶𝑂ኼ on the density developed by Gacia [25] is used. The only input parameter that
differs between the two results is the determination of pure water density.

The results match the findings in literature very decently.

Validation of the Aqueous phase viscosity
In figures 7.7 and 7.8, the viscosity of the aqueous phase is validated for temperature and
pressure dependency respectively. In figure 7.7, the viscosity results of the aqueous phase
over a temperature range up to 100∘𝐶 is compared to results found in literature [4]. In these
results comparisons can be made for pure water, a brine solution with 1 molal NaCl and an
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Figure 7.7: Validation of the aqueous phase viscosity over temperature for pure water (ፇᎴፎ),
saline water (ፇᎴፎ+NaCl) and an aqueous saline solution including dissolved ፂፎᎴ

(ፇᎴፎ+NaCl+ፂፎᎴ) at conditions shown in figure. (a) shows the results generated by the
developed in the model, (b) show the results found in literature, [4]

Figure 7.8: Validation of the brine viscosity over pressures for varying temperatures and
salinity’s. (a) & (b) show the resutls generated by the model, (c) & (d) show the results found in

literature, Mao and Duan [42]

aqueous solution with 𝐶𝑂ኼ liquid mol fraction of 0.02 [-]. Both results generated in figure 7.7
use the same formulation to account for 𝐶𝑂ኼ in the aqueous viscosity [4]. The viscosity of pure
water and brine that are needed as input for this correlation are, however, generated using
varying correlations which could explain the small deviations witnessed. The differences
between the results generated by the model and those found in literature are very small.

In figure 7.8 the viscosity of brine solutions with varying salinity are shown over a pressure
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range up to 1000 bars and are compared with results found in Mao and Duan [42]. For the
generation of both literature and model results the same correlation for the viscosity are
used, namely those developed by Mao and Duan [42]. However, the input of water density is
different which might cause a slight deviation compared to literature.

Validation of Non-Aqueous Density

Figure 7.9: Validation of the non-aqueous phase density for pressure up to 800 bars and at 35
and 70∘ፂ and no salinity. (a) Result generated by developed F-A model in combination with

the molar volume from PR EoS. (b) Results from literature Shabani and Vilcáez [49]
.

In figure 7.9, the density of the non-aqueous phase of pure 𝐶𝑂ኼ is compared with results
obtained from literature [49]. The density in both modules is calculated based on the molar
volume obtained from the Peng-Robinson EoS, however, the calculation of the density is
slightly different which would explain the slight difference in results. We must note that
these are just slight deviations.
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7.2. Reservoir Model
In this section, the description of the two 2D reservoir models used for investigation of gas
behaviour are provided.

Figure 7.10: Visual overview of the two dimensional reservoir models used for simulation.

A horizontal reservoir where gas is placed on top of the reservoir is used to investigate the
pure convective behaviour within the system. This model shown in 7.10a is bounded with
three no-flow boundaries and constant pressure right boundary. The specific dimensions of
this model can be found in table 7.1a.

A large scale model of an inclined reservoir is used to model gas injection and post-
injection migration of a gas plume. In this model, the gas will be injected at the left boundary
as shown in figure 7.10b. The highest point of the reservoir is 100 meters higher than the
lowest point which causes a hydrostatic pressure difference of roughly 10 bar along the reser-
voir initially. The specific dimensions of the reservoir model can be found in table 7.1b. The
properties of both reservoirs are identical and are given in table 7.2. All these inputs are kept
constant over all simulation results except when stated otherwise.

Model A Value unit
top depth left boundary 1000 m
top depth right boundary 1000 m
x length 100 m
z length 50 m
inclination 0 ∘

dx 1 m
dz 1 m

Model B Value unit
top depth left boundary 1100 m
top depth right boundary 1000 m
x length 1000 m
z length 50 m
inclination 5.74 ∘

dx 10 m
dz 1 m

Table 7.1: Dimensions Reservoir models
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Parameter value unit

Perm x 100 𝑚𝐷
Perm z 10 𝑚𝐷
m NaCl 0 𝑚𝑜𝑙/𝑘𝑔
Temp 100 ∘𝐶
Diffussion coeff. 2.5 e-5 𝑚ኼ/𝑑𝑎𝑦
OBL resolution 101 -
min P 1 𝑏𝑎𝑟
max P 300 𝑏𝑎𝑟
𝑆፰፜ 0.2 [-]
𝑆፠፫ 0.2 [-]
𝑐፫ 10ዅ኿ [-]
△𝑡 100 days
Inj. Rate 30 𝑚ኽ/𝑠
porosity 0.3 [-]
R 83.144598 [𝑐𝑚ኽ𝑏𝑎𝑟𝐾ዅ1]

Table 7.2: inputs for the reservoir model

7.3. Convective mixing
In this section, an investigation is made for the convective mixing within a reservoir.

(a) ፂፎᎴ dissolution profile at 200 years (b) ፂፎᎴ dissolution profile at 500 years

Figure 7.11: Results of convective behaviour of gas plume, shown by the dissolved COᎴ profile (፱ᐺᑆᎴ ). Here gas plume consists
of multiple components with initial composition of [0.8, 0.09, 0.09]. Modeled using a Time-Step of 10 days and a Diffusion
coefficient of 2.5e-9 mᎴ/day

For the investigation, reservoir model A was used as shown in figure 7.10a. Since the top
boundary of this model has an infinite volume, the composition and pressure at the top of
the reservoir will remain constant. In figures 7.11, the dissolution profile of COኼ is plotted for
200 and 500 years. The gas plume placed in the top layer of the reservoir has a composition
that is similar of that used in the other gas mixture models, COኼ, Nኼ, CHኾ [0.8, 0.09, 0.09].

In the results of figures 7.11a and 7.11b, the columns (fingers) of dissolved COኼ are formed
and migrating towards the bottom of the reservoir. In figure 7.11b these fingers will increase
in size and migrated further as more COኼ has dissolved in the resident water. With a longer
time period more dissolved COኼ has spread throughout the reservoir as less areas with no
dissolved COኼ are visible.

As the reservoir model A has similar dimensions as one of the models used in the bench-
mark paper by Elenius et al. [18], a comparison can be made. However, since Elenius et al.
[18] uses a fully COኼ saturated aqueous solution as initially placed cells (at the top boundary)
instead of placing a gas mixture in the gas phase, a perfect comparison is not feasible. From
comparison with [18] it is found that the convective behaviour is similar.

7.4. Gas Injection Results
In this section, the results of pure COኼ and the gas mixture injection into reservoir B are
presented. These results are simulated for an injection time of 5 years with a constant vol-
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umetric injection rate of 30 mኽ/day. For the generation of these results, a time-step of 10
days was used combined with a large maximum of non-linear iterations. It is important to
note that the results presented here for post-injection gas propagation are used then as an
input for the long-term plum migration simulation.

Figure 7.12: Resulting COᎴ composition profiles of gas injection for pure COᎴ (a,b) and impure
gas stream (c,d). Note that figures b and d are zoomed in versions of figures a and c. Injection

composition of the gas mixture is COᎴ, NᎴ, CHᎶ, z=[0.8, 0.09, 0.09].

Figure 7.13: Resulting pressure profile of gas injection for pure COᎴ and impure gas stream.

In figures 7.12a,b and figures 7.12d,c, the results of COኼ compositional profile related
to gas injection for pure and impure mixture of COኼ are shown respectively. The pressure
profile related to injection is near identical for both pure and impure gas stream of COኼ and is
shown in figure 7.13. In comparison of the compositional profiles, however, more significant
differences can be observed. The difference in COኼ concentration between the cells bounding
the injection well and the rest of the gas plume is much higher for pure COኼ injection.

In figures 7.14a,b and figures 7.14d,c, the results of gas saturation and dissolution of
COኼ profiles related to gas injection for a pure and impure mixture of a COኼ are shown
respectively. An interesting observation that can be made from the gas saturation profile
for pure COኼ injection is that in the cells bounding the injection well (the left boundary),
the water saturation has a value below the residual water saturation (0.2) due to the water
vaporization. However, in the case of impurities, this does not happen.

The most important observation that can be made from the dissolution profiles, is that the
concentration of dissolved COኼ is much higher than we will find in the post-injection results
due to the higher pressure during injection. Another important observation here is that the
dissolution of COኼ is lower at the front of the gas plume relative to the back for impure gas
mixture injection. Impure components affect the dissolution of COኼ and are migrated to the
front of the gas plume due to chromatographic separation. This effect will be investigated
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Figure 7.14: Resulting gas saturation and COᎴ dissolution profiles for gas injection of pure
COᎴ and gas mixture. Note that all these figure are zoomed in simimlar to figure 7.12b, d.

Injection composition of the gas mixture is [0.8, 0.09, 0.09].

further in section 7.6.
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7.5. Post-Injection Plume Migration Results
In this section, the results of the post-injection migration of the COኼ gas plume will be in-
vestigated for pure gravity conditions and for the model including diffusion. Comparisons
will be made to earlier works by Elenius et al. [18] to observe how the implementation of a
more accurate Equation of State affects the results. Please note that for all post-injection
migration results the gas injection of 5 years with an injection rate of 30 mኽ/day is used as
input. Furthermore, a time-step of 50 days is used to simulate the post-injection results.
The composition of injected pure COኼ is, z=[0.99], and the composition of the gas mixture is
always COኼ, Nኼ, CHኾ, z=[0.8, 0.09, 0.09].

7.5.1. COኼ plume migration for buoyancy dominated regime

Figure 7.15: Results of plume migration shown by gas saturation (on the left) and dissolved
COᎴ (on the right) profile without accounting for diffusion and capillarity over a range of time

periods after injection. Here only pure ፂፎᎴ is injected.

In figures 7.15 the results of the post-injection migration of pure COኼ saturation and
dissolution profiles of COኼ are shown. These profiles are shown for varying periods up to
2000 years. In the figures describing the gas saturation profiles, a clear distinction can be
made between the gas plume and the residual trapped COኼ left in the trail of the moving gas
plume. The gas plume behaves as expected by migrating towards the top of the reservoir
since it is less dense than the resident brine. In the early periods of 100 and 500 years after
injection, we find that gas saturation in the grid-cells along the injection well location (left
boundary) exceeds the maximum gas saturation of 0.8[-]. In figures 7.16 this anomaly can
be seen in more detail. This anomaly can be addressed to the fact that the injected COኼ
evaporates the aqueous components which is migrated with the gas. At 2000 years after
injection, some instabilities can be witnessed inside the gas plume where a few grid-cells will
exceed the maximum gas saturation of 0.8 again. This anomaly is harder to justify and is
most probably caused by an instability in the model.

In the figures describing the dissolution of COኼ, it is clear to see that everywhere where the
gas plume has been, COኼ has been dissolved to full saturation. At 1000 years after injection,
the first fingers start to become clearly visible as they move downwards away from the gas
plume and the residually trapped gas. This is the onset of the convective mixing that occurs
due to the fact that brine density increases when COኼ is dissolved in it. At 2000 years after
injection the residually trapped gas on top of the reservoir, in the trail of the gas plume, will
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(a) Saturation profile (b) Compositional profile

Figure 7.16: A close up of the saturation and composition profile of COᎴ at 100 years after injection. Here cells bounding injection
exceed gas saturation limit of 0.8 [-].

start to disappear. Here nearly all residually trapped gas has been dissolved into the brine
and due to convection has moved to the bottom of the reservoir. Convection on the left side of
the reservoir does not occur because here the brine is fully saturated with COኼ from bottom
to top.

Figure 7.17: Figure (a) shows the gas saturation profile at 2000 years after injection and figure
(b) gives a detailed, zoomed in, presentation of the unphysical gridcells.

7.5.2. COኼ plume migration for full physics
In figure 7.18 the gas saturation and COኼ dissolution profile for post-injection migration of
pure COኼ are presented. In these simulation results, the model accounts for gravity, diffusion
and capillarity physics. From these results, a few important observations can be made in
comparison with the result neglecting diffusion and capillarity. The main differences that can
be observed are found in the convection behaviour, the gas-liquid interface, and the plume
migration.

The difference in convective behaviour is most distinct at the late time period of 2000 years
after injection. The number of fingers that are formed and the amount of dissolved COኼ is
substantially more than in the results neglecting diffusion and capillarity. Another clearly
visible difference is that the interface between the liquid and the gaseous plume is more
smoothed when the model accounts for capillarity. This smoothed interface is the result of
accounting for capillary pressure in the model, as a capillary transition zone (CTZ) is formed.

The last observation is the difference in distance the plume migrates. In the result ac-
counting for diffusion and capillarity, the plume propagation is reduced significantly. The
reduction in plume propagation can be caused by two effects related to increased dissolution.
One of these effects is that increased dissolution causes an uneven surface to form in the
area with residual trapped COኼ, eventually causing the tip speed of the plume to reduce [18].
In the findings of MacMinn et al. [39] it is discussed that if dissolution was neglected the
tip of the plume would travel with constant speed through the reservoir. The other effect of
reduction of the plume propagation is that convection dissolution can have a negative effect
on the slope migration of a buoyant plume. This effect was proven by MacMillan et al. us-
ing laboratory analog experiments on miscible COኼ [40]. Since more dissolution takes place
when including the effect of diffusion, the plumes speed will decrease, which explains why
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Figure 7.18: Results of plume migration shown by gas saturation (on the left) and dissolved
COᎴ (on the right) profile accounting for gravity, diffusion and capillarity over a range of time

periods after injection. Here only pure ፂፎᎴ is injected.

the plume propagates less far when accounting for diffusion.
For the situation of pure COኼ plume migration including diffusion and capillarity, a com-

parison can be made with the findings of Elenius et al. [18], who made similar assumptions.
One of the main differences between these models is that in our model, the thermodynamic
equilibrium is solved using a cubic EoS together with an activity model, whilst a constant k-
values were used in Elenius et al. [18] for phase equilibrium calculations. Another difference
is that phase properties in this paper are calculated using realistic correlations dependent on
pressure, temperature and salinity whilst constant phase properties with linear dissolution
model were used in Elenius et al. [18].

In comparison of the results with Elenius et al. we find a few distinct differences in the
saturation profile, dissolved COኼ profile and lastly the plumes migration. The main difference
in the saturation profile is in the trail of the gas plume. 2000 years after injection we find
that the residual trapped gas gradually disappears as it dissolves into water and sinks to the
bottom of the reservoir. This different in dissolution rate of the residually trapped gas could
be addressed to the difference of thermodynamic models.

In the dissolved COኼ profiles we find similar fingering anomalies as found in Elenius et al.
[18]. The main difference comes from the fact that in our results, fingering is mostly limited
to the areas halfway and behind the gas plume. The reason for this is most likely due to the
difference in plume speed and resolution of the model. As is seems that in our model, the
plume migrates further (and faster) it is logical that dissolution at the front of the gas plume
is not as pronounced as when it travels slower. An explanation for the increased plume speed
in regard of the result of Elenius et al. [18] can come from the phase properties used. In [18]
the gas phase is assumed to have a constant density that is equal to that of a supercritical
gas at 733 kg/mኽ. At the reservoir conditions used for the simulations in this paper a gas
density is obtained of roughly 175 kg/mኽ, see figure C.8. A light gas will increase the effect
of buoyancy and therefore increase the plume propagation speed.



52 7. Results

7.5.3. Plume with impurities for buoyancy dominated regime

Figure 7.19: Results of plume migration shown by the gas saturation and dissolved COᎴ profile
for a range of periods after injection. Here impure mixture has composition [COᎴ, N2, CH4],

z=[0.8, 0.09, 0.09].

Figure 7.19 shows the results of the post-injection migration of an impure gas stream.
Comparing these results with those found for pure COኼ migration in figure 7.15 a few in-
teresting differences can be observed. The first most visible difference is the negative effect
impurities have on the dissolution of COኼ. Here dissolution of COኼ only reaches an average
value of around 0.011 [-], while in the case of pure COኼ gas plume the aqueous phase will be
fully saturated with COኼ, ≈ 0.014 [-]. This negative effect due to the presence of impurities on
COኼ dissolution coincides with the validations made with literature for the thermodynamic
model in figure 7.5. A higher effect of impurities on COኼ dissolution is observed inside the
gas plume compared to the residual gas trail as here, the concentration of impurities is at its
highest since both impurities barely dissolve in the aqueous solution. The lower solubility
of the impure components was found during the validation of the thermodynamic model in
figures C.1 and C.2.

The second difference between the results of pure and impure gas plume migration is
the propagation of the gas plume. Although not clearly visible, the plume with impurities
will migrate slightly further than the plume with pure COኼ. An explanation for the further
propagation of the gas plume can be found in the fact that less COኼ dissolves due to the
presence of impurities. How the amount of COኼ dissolution affects the plume migration has
been explained extensively in the previous subsection.

7.5.4. Plume with impurities for full physics
In figures 7.20 the results of the post-injection migration of an impure COኼ gas mixture
are presented. These results include additional physics of diffusion and capillarity and are
simulated for various time periods up to 2000 years after injection. In these results, the
model is fully physical for the scenario where COኼ with impurities is injected. Very similar
conclusion can be derived here as in pure COኼ comparisons.
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Figure 7.20: Results of plume migration accounting for gravity, diffusion and capillarity up to
2000 years after injection. Here impure gas mixture of [CO2, N2, CH4], with composition [0.8,

0.09, 0.09] is injected.

7.6. Behaviour of impure components
In this section the behaviour of the impure components in the injection COኼ gas stream are
analysed. In figure 7.21, the overall compositional (𝑧), liquid mole fraction (𝑥) and gaseous

Figure 7.21: Results of the behaviour of impurities NᎴ and CHᎶ, accounting for gravity and
Diffusion at 2000 years after injection. Here impure mixture is [CO2, N2, CH4], [0.8, 0.09, 0.09].
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mole fraction (𝑦) profiles of impure components Nኼ and CHኾ are presented. From the overall
composition profile of both impurities, it can be observed that the highest concentration of
these component is present at the leading tip of the gas plume. Note that this phenomenon
was also observed at the injection results with a multi-component gas mixure, as the disso-
lution at the leading tip of the gas plume is lower due to the increased presence of impurities.

The tendency of the impure components to concentrate at the leading tip of the gas plume
can be explained by the significant difference in solubility with COኼ. As explained in chapter
3, the physics regarding flow of the components through the reservoir are approached using
operators that are component specific. The flow of each component is dependant on the
compositional characteristics and chromatographic separation is expected [52].

When including capillarity to the model, the effect of increased concentration at the tip
of the leading gas plume is no longer visible, see figure 7.22. The addition of capillarity will
visually smooth the distribution of component compositions, but it will not take undo the
the above mentioned physical behaviour completely.

Figure 7.22: Results of the behaviour of impurities NᎴ and CHᎶ, accounting for gravity, diffusion
and Capillarity at 2000 years after injection, with 5 years of gas injection as input. Here impure
mixture [CO2, N2, CH4], [0.8, 0.09, 0.09] is injected into an aquifer with 0 molal NaCl salinity

7.7. Process power consumption
In this section, the results are shown of the basic analysis of the power consumption build in
chapter 6. Here the input parameters for the power consumption model can be found in table
7.3. The parameters selected for natural gas (NG) emission factor and powerplant efficiency
were obtained from Eftekhari et al. [17]. The same parameters for coal fired powerplants were
obtained from H.H.J. Vreuls [28]. The length of the transportation pipeline as well as the
wellbore length were also taken as similar values to Eftekhari et al. [17] so allow comparison
of the results. The gas densities at surface and supercritical conditions were taken as rough
estimates from figure 7.9.

7.7.1. Natural Gas fired powerplant and post-combustion MEA separation
The results of the cumulative power consumption and power consumption of compressor B
for a natural-gas-fired powerplant are presented in figures 7.23a and 7.23b respectfully. As
the compression power necessary for compressor B is the only dynamic variable, its behaviour
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Parameter value unit

𝜂፩፮፦፩ 0.7 [-]
L፩።፩፞ 150 km
L፰፞፥፥፛፨፫፞ 1 km
Em፟ፚ፜፭፨፫,ፍፆ 0.055 kg COኼ/MJ
Em፟ፚ፜፭፨፫,፜፨ፚ፥ 0.090 kg COኼ/MJ
𝜂፩፩,ፍፆ 0.45 [-]
𝜂፩፩,፜፨ፚ፥ 0.38 [-]
purification cost MEA 3.5 MJ/kg COኼ
𝜌፠ፚ፬ 20 kg/mኽ

𝜌፠ፚ፬,፬፜ 800 kg/mኽ

(ΔP/km)፩።፩፞ 0.25 bar/km
𝑃ኻ 1 bar
𝑃ኽ 80 bar

Table 7.3: Inputs for power consumption model. (Here subscript ፬፜ implies super-critical conditions.)

(a) cumulative power consumption (b) power consumption compressor B

Figure 7.23: Results of power consumption (in [MW]) of the CCS process chain using natural gas fired power-plant and MEA
separation.

with time is shown separately. As expected, the power consumption needed for compressor
B increases with time as the pressure needed to maintain a constant flow-rate increases.

The most important observation that should be made from these results is that the ma-
jority (roughly 430 bar) of the total power consumption results from capture and purification
processes. It must be noted that the average energy penalty used for MEA separation (3.5
MJ/kg COኼ) is at the low end of the suggested energy penalties by Eftekhari et al. [17], who
suggests an energy consumption range of 3-7 MJ/kg COኼ. Furthermore, costs for injection
and sequestration are found to be around roughly 105 bar. Both for purification, transport
and injection power consumption, the results are reasonably similar to the predictions made
by Eftekhari et al. [17]. Since the calculation and assumptions in [17] are slightly different,
a perfect comparison cannot be made. In conclusion, for a NG fired powerplant using post-
combustion MEA separation of COኼ that produced 1000 MW of power, roughly 535 MW of
the generated 1000 MW are needed to separate and store COኼ from the emission stream.

As explained in chapter 6, the mass flow-rate used in injection simulation is equal to
the emission rate, for NG fired powerplant this is 122 kg COኼ/s. Since the injection model
is limited by 2-dimensions, the mass flow-rate used in the model is adjusted resulting in a
volumetric flow-rate of roughly 36 mኽ/day.
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7.7.2. Coal fired powerplant and post-combustion MEA separation
For the determination of the power consumption of a 1000 MW coal fired powerplant sim-
ulation has to be performed for an injection rate equal to the emission rate. The emission
rate is estimated at 236 kg COኼ/s, which in the 2-dimensional space is equal to roughly a
volumetric flow-rate of 71 mኽ/day. Regretfully, maintaining an injection rate of 71 mኽ/day
for 5 years in the developed injection model will lead to pressures that exceed the maximum
pressure limit of 350 bar. Furthermore, high injection rates will lead to increased nonlin-
earity of the simulation and unphysical results due to non-converged solution. Therefore,
the injection simulation was only performed for a duration of half a year. This compromise
shows the limitations of using high constant injection rates in the injection model developed.

(a) cumulative power consumption (b) power consumption compressor B

Figure 7.24: Results of power consumption CCS process chain using coal gas fired power-plant and MEA separation.

Nevertheless, the power consumption of the separation-purification and transport stages
can be calculated as they are independent on the pressure changes in the reservoir. The
power consumption of the separation and purification stage is calculated at roughly 825
MW, while the power consumption of compressor A is roughly 200 MW. This concludes that
a 1000 MW coal fired powerplant using post-combustion MEA COኼ purification uses roughly
1025 MW for purification, transport and injection. Evidently, this is a very interesting result
as it is presented here that it would cost more power to capture, purify, transport and inject
COኼ than the power that is produced by the powerplant.

As themajority of the power consumption is the result of capture and separation (825MW),
the power consumption in this part was revised. The assumptions made for the efficiency
of a coal power plant (𝜂፩፩,፜፨ፚ፥ = 0.38) and an emission factor (𝐸𝑚፟ፚ፜፭፨፫ = 0.090) are both
reasonable assumptions as they are found in literature H.H.J. Vreuls [28]. The last parameter
which could be suspected is the energy penalty of MEA separation which was obtained from
Eftekhari et al. [17]. Although the estimated MEA separation energy costs found by Eftekhari
et al. [17] are in regard of natarual gas powerplant, from the investigation in chapter 2 we
know that the MEA separation procedure is a post-combustion process that can also be
applied on coal fired powerplants. Seeing as we take 3.5 MJ/kg COኼ at the low-end of the
suggest range of 3-7 MJ/kg COኼ, this also does not seem like an unrealistic assumption.

To conclude, using a simplified framework with reasonable parameter to asses the power
consumption of a coal fired powerplant, we find exceptionally high power costs.
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Discussion

The choice for the composition of the gas mixture was chosen as these components were
deemed most probable present in an emission stream. A gas mixture including hydrogen
sulfide is also possible, however, due to time constraints has not been simulated for the
large scale reservoirs. In chapter 2, additional impure components were found in the emis-
sion gas streams such as SOኼ, Hኼ, Oኼ. Again due to time constraints these components
were not added to the model, however, if all the component specific properties were obtained
(most importantly the binary interaction parameters) it could be easily implemented into the
thermodynamic model.

From the comparisons made between the results of the implemented thermodynamic
model and the literature, we know that deviations between the two are very small. The only
noticeable and worrisome result obtained from the thermodynamic model were produced for
hydrogen sulfide, shown in figure 7.4. This erroneous results were further investigated by
running the results for two different Peng-Robinson Equation of State (PR EoS) implementa-
tions but the erroneous results for HኼS are still present. We address them to the limitations of
PR EoS for modeling of non-hydrocarbon mixtures. It must also be noted that the validation
was made for a mixture including HኼS does fit literature nicely (shown in figure 7.3).

With the implementation of the thermodynamic model, several simplified assumptions
were made. In the determination of the activity coefficient, the anion and cation concentra-
tions were used. In this model, we assumed that the anion and cation concentration are only
dependant on the NaCl concentration and not on other aqueous brine components. In real-
ity, chemical reactions with the gas components may induce a formation of other cations and
anions which will have an effect on their concentration and so also on the activity coefficient.

From the validation of the phase properties, we find that the determined phase properties
fit literature generally well. To determine these phase properties, existing correlations from
literature were used. For the aqueous phase, the density assumed to be only dependant on
the mass weight and concentration of dissolved COኼ. The effect of impurities in this relation
is only taken into account indirectly by the effect they have on the dissolution of COኼ. It can
be argued that in gas mixture compositions for COኼ injection, COኼ is the heaviest and most
dominant component present. So that the effect of impurities on the overall aqueous phase
density would be limited.

The use of a constant gaseous phase viscosity will also have an effect on the simulated
results. It can be argued that the effect is limited as viscosity of the gaseous phase is primarily
sensitive to temperature changes compared to pressure changes. Since we are modeling an
isothermal system, a good estimate of the gaseous viscosity would limit the deviation from
real mixtures. The gas viscosity used in this model (15 cp) is quite high. At the reservoir
conditions used in this paper, a gas viscosity of around 6 cp would be more realistic [49].
However, we chose to use a viscosity of 15 as to be comparable to the benchmark study in
Elenius et al. [18].

In this model, the physics of diffusion was implemented using Fick’s Law. For the diffu-
sion coefficient, we used a value identical to one used by Elenius et al. [18]. It must be noted
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that Fick’s Law of diffusion is only valid for binary components or for multi-components in
assumption of infinite dilution. In our model for gas mixtures, the assumption of infinite
dilution is not valid which results in the fact that the implementation of Fick’s Law for a
multiple component system is not accurate. For an accurate implementation of diffusion in
a multi-component system, the generalized Maxwell-Stephan equation must be implemented
with as many diffusion coefficients as there are pairs of components in the system. Due to
time constraints, this relation has not been investigated further and has not been imple-
mented. A major challenge for the implementation of this relation will be the determination
of all the diffusion coefficients for all components. An accurate relation determining these
must be found as the diffusion coefficients are also dependant on the pressure, temperature
and salinity of the solution.

One of the deviations of this model results from reality lies in the fact that chemical re-
actions have not been taken into account. Assumption of no chemical reactions neglects
the formation of cations and anions in the model which can affect the accuracy of property
evaluation. These anions cations and anions are used to determine the activity coefficient
and thus will eventually have an effect on the behaviour of the components in the aqueous
phase. Another effect of neglecting chemical reactions is that the precipitation and disso-
lution of minerals due to phase behavior and COኼ dissolution is ignored. In reality, the
precipitation of salts can have an effect on the absolute permeability of rock which reduce
injectivity and may lead to the pressure build-up in the vicinity of the well.

In chapter 6, a very basic framework is made to investigate the power consumption of the
CCS process chain. It is important to note that this framework only gives a rough estimation
of the total power consumption as a lot of simplifying assumptions have been made. The
parameter that has the biggest effect on the total power consumption is the estimated energy
penalty of the capture and separation techniques obtained from Eftekhari et al. [17]. As
this parameter has the highest contribution to the total power consumption, it should be
investigated in more detail.

One of the main objectives for the implementation of this energy process framework was to
investigate the physics of injection has on the power consumption of the whole process chain.
To a certain extent, this has been successful. However, the use of a 2D model to simulate in-
jection does have significant limitations. One of these limitations is an estimate/conversion
of the injection rate in the two-dimensional domain used in the model. For a realistic inves-
tigation of the total power consumption in the process chain, an appropriate transition from
a 3D geometry should be performed.
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Conclusion

In this research project, an extensive investigation was performed into the behaviour of pure
COኼ and impure gas mixtures in subsurface reservoirs. In the literature study presented in
chapter 2, a description of various capturing and separation techniques with related impu-
rities are presented. From this investigation, the most common impurity components found
were chosen to be implemented into the thermodynamic model (Nኼ, CHኾ and Hኼ).

To predict the behaviour of an impure gas mixture at reservoir conditions in the practical
range of P, T and salinity, an accurate thermodynamic model was implemented into the
Delft Advanced Research Terra Simulator (DARTS). After extensive validation of the model
results vs. results available in the literature, it can be concluded that the dissolution model
was implemented successfully. Additionally, various correlations for phase properties were
implemented into the model which were also validated against the literature.

The implementation of the thermodynamic model and phase property correlations were
eventually used in the injection and post-injection migration models. The simulations of
plume injection and migration in a large scale inclined reservoir have been run to investigate
the effect of impurities on plume migration. The impurities have a negative effect on the
dissolution of COኼ, leading to further propagation of the gas plume. This further propagation
leads to an increased chance of leakage and so decreases COኼ storage security. In comparison
of the fully physical results for pure COኼ injection with Elenius et al. [18], two important
findings were made. The first finding is related to an accurate phase property evaluations
implemented in our model. A lighter gas density was predicted in the simulation due to the
full coupling of injection and post-injection period. This resulted in a higher plume velocity
compared with Elenius et al. [18]. The second important finding is related to the residually
trapped gas which dissolves faster with in the accurate thermodynamic model compared to
results in Elenius et al. [18] where constant k-values have been used.

Furthermore, the simulation results of post-injection gas mixture migration shows that
impurities concentrate at the leading tip of the gas plume. This effect can be addressed to the
low solubility of these impure components and chromatographic separation due to different
characteristic velocities of components.

Finally, a basic process energy framework was implemented to asses the power consump-
tion over the whole CCS process chain. From this investigation it is shown that the physics
of injection have a limited effect on the total power consumption of the process. The most
significant power consumption are related to the capture and separation costs.
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Recommendations and Future Work

As the work performed in this MSc thesis is limited to time constraints, not all ideas have
been fulfilled. For future works I would recommend further investigation of the following
subjects.

As has been addressed in the discussion, not all impurities found in the carbon capture
and purification technique are implemented in the thermodynamic model. To make this
thermodynamic model more complete for future use to simulate realistic CCS streams, these
components must be added. Specifically, it would be interesting to test the effects of SOኼ
which is increasing the dissolution according to [59]. Furthermore, the implemented ther-
modynamic model operates for varying salinity’s up to 6 molal NaCl. Due to time constraints,
the effects of salinity changes have not been investigated thoroughly. From literature, we
know that increased salinity leads to decreased COኼ dissolution.

It is highly suggested that before further use of the implemented model an extensive sen-
sitivity study is performed. To make the developed model more accurate, chemical reactions
(both equilibrium and kinetics) should be added. With the addition of chemical reactions,
the addition COኼ storage process of mineralization can be included as this is the most secure
form of COኼ storage. Additional benefits of adding chemical reactions would be a more ac-
curate determination of anions and cations for the activity model and possible precipitation
of salts in the near-wellbore area.

For an accurate use of diffusion in multi-component systems, further work must be done
to implement the Maxwell-Stephan relation. The implementation of this relation is not a
trivial task as the number of diffusion coefficients that need to be determined is equal to the
pairs of components. Furthermore, the diffusion coefficients are dependant on temperature,
pressure and salinity.

The most recommended future research suggestion is to benchmark the model against
existing COኼ sequestration pilots to check the real accuracy of the models predictions. Af-
ter the model has been bench marked, it might be very interesting to investigate different
injection strategies that could decrease plume propagation and therefore increase storage
security.
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Appendix chapter 4 - thermodynamic

model

A.1. Derivation of Fugacity-Activity equilibrium definition
As discussed previously, the system is assumed to be in an instantaneous thermodynamic
equilibrium which means that the chemical potential of each phase are equal to each other.
To define this equilibrium first the definition of the chemical potential of the gas phase is
defined as:

𝜇፠(𝑇, 𝑃) = 𝜇ኺ፠(𝑇, 𝑃) + 𝑅𝑇 ln(𝑓). (A.1)

Where 𝜇 is the chemical potential and 𝜇ኺ is the chemical potential at reference temperature.
𝑓 is fugacity which is equal to:

𝑓 = 𝑃Φ𝑦, (A.2)

where Φ is the fugacity coefficient and 𝑦 the mole fraction in the vapor phase. The chemical
potential of the liquid or aqueous phase can be defined in terms of activity 𝑎 instead of fugacity
as follows:

𝜇፥(𝑇, 𝑃) = 𝜇ኺ፥ (𝑇, 𝑃) + 𝑅𝑇 ln(𝑎). (A.3)

Equating the chemical potentials of the gas and aqueous phase gives:

𝜇ኺ፥ (𝑇, 𝑃) − 𝜇ኺ፥ (𝑇, 𝑃)
𝑅𝑇 = ln( 𝑎

𝑃Φ𝑦) (A.4)

and in terms of the equilibrium constant

𝜇ኺ፥ (𝑇, 𝑃) − 𝜇ኺ፥ (𝑇, 𝑃)
𝑅𝑇 = ln(𝐾ኺ). (A.5)

Here 𝑘ፇ = ፍ፰
ፊᎲ is substituted in equation A.5 and is equated with equation A.4 to obtain

equation A.6. The definition for 𝑘ፇ was obtained from John M. Prausnitz et al. [30] 1986 as

𝑁𝑤
𝑘ፇ

= 𝑎
𝑃Φ𝑦 , (A.6)

where 𝑁𝑤 is the number of moles per kilogram of water and 𝑘ፇ is henry’s constant. Further
more the activity value 𝑎 can be substituted by 𝑎 = 𝑁𝑤𝛾𝑥, which is a reasonable assumption
because the solubility of the gas components is small [54]. The effect of salt is accounted
for in the activity coefficient of the gas components as will be explained in more detail later
on. Substitution of the activity parameter results the final expression of the thermodynamic
phase equilibrium

𝑃Φ𝑦 = 𝑘ፇ𝛾𝑥. (A.7)
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A.2. Derivation of water equilibrium constant
At equilibrium, the equilibrium reaction of water as shown by equation A.8 will have the
equilibrium constant described by:

𝐻ኼ𝑂(፥) ⇔ 𝐻ኼ𝑂(፠), (A.8)

𝑓ፇኼፎ = Φፇኼፎ𝑦ፇኼፎ𝑃 = 𝐾ፇኼፎ𝑎ፇኼፎ(𝑙). (A.9)

Where 𝑓 is the fugacity of water in the gas phase and 𝑎 is the activity of water in the
aqueous phase. 𝐾ፇᎴፎ is the equilibrium constant of water is dependant on temperature and
pressure as is described by equation A.10. The exponential part of the formulation is referred
to by Spycher et al. [54] as a correction factor that needs to be applied to the equilibrium
constant when pressures deviate significantly from the reference pressure. This correction
is also known as the Poynting factor, which is a correction factor for the effect of pressure on
the condensed phase [30]. The Poynting factor is shown as:

𝐾(𝑇, 𝑃) = 𝐾ኺፇᎴፎ(𝑇, 𝑃ኺ)𝑒𝑥𝑝[
(𝑃 − 𝑃ኺ)𝑉ፇᎴፎ

𝑅𝑇 ]. (A.10)

By combining equations 4.14,A.9 and A.10 the following expression for the gaseous molar
fraction of HኼO is obtained:

𝑦ፇᎴፎ =
𝐾ኺፇᎴፎ𝑎ፇᎴፎ
ΦፇᎴፎ𝑃

exp [
(𝑃 − 𝑃ኺ)𝑉ፇᎴፎ

𝑅𝑇 ]. (A.11)

In the temperature and pressure range we are interested (5-110 ∘𝐶, 0-600 bar), the solubility
of gas in water is assumed to be low, so the activity of the water component can be approxi-
mated by its molar fraction in the aqueous phase. The substitution of the molar fraction of
HኼO in the aqueous phase (𝑥ፇᎴፎ) for the activity of water (𝑎ፇᎴፎ) results in:

ΦፇᎴፎ𝑃𝑦ፇᎴፎ = 𝐾ኺፇᎴፎ𝑥ፇᎴፎ𝑒𝑥𝑝[
(𝑃 − 𝑃ኺ)𝑉ፇᎴፎ

𝑅𝑇 ]. (A.12)

By rewriting this equation a formulation for the equilibrium constant of water is obtained

𝐾ፇᎴፎ =
𝑦ፇᎴፎ
𝑥ፇᎴፎ

=
𝐾ኺፇᎴፎ
ΦፇᎴፎ𝑃

𝑒𝑥𝑝[
(𝑃 − 1)𝑉ፇᎴፎ

𝑅𝑇 ], (A.13)

where 𝐾ኺፇኼፎ is the equilibrium constant of 𝐻ኼ𝑂 at the reference pressure of 1 bar, 𝑇 is tem-
perature in Kelvin. 𝑉ፇᎴፎ is the molar volume of water.

A.3. Derivation of Henry’s Constant
Henry’s constant is obtained using the viral-like correlation of Akinfiev and Diamond [5] given
by:

ln(ℎ።) = (1 − 𝜂) ln(𝑓ኺፇኼፎ) + 𝜂 ln (
𝑅𝑇

𝑀𝑤ፇኼፎ
𝜌ኺፇኼፎ) + 2𝜌ኺፇኼፎΔ𝐵, (A.14)

where temperature 𝑇 is expressed in [𝐾𝑒𝑙𝑣𝑖𝑛], 𝜂 is a constant for each gas component dis-
solved in water [-], the density of water 𝜌ፇᎴፎ is expressed in [𝑔/𝑐𝑚ኽ], 𝑅 is the gas constant and
Δ𝐵 is the difference in interaction between dissimilar molecules and that of identical solvent
molecules expressed in [𝑔/𝑐𝑚3].

The last parameter, Δ𝐵, can be derived as

Δ𝐵 = 𝜏 + 𝛽(10
ኽ

𝑇 )
ኺ.኿
, (A.15)

where 𝜏 (𝑐𝑚ኽ𝑔ዅኻ) and 𝛽 (𝑐𝑚ኽ𝐾ኺ.኿𝑔ዅኻ) are adjustable parameters. Values of 𝜏, 𝜂 and 𝛽 can be
found in reference table A.1.
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Gas 𝜂 𝜏 𝛽
𝐶𝑂ኼ -0.114535 -5.279063 6.187967
𝐻ኼ𝑆 0.77357854 0.27049433 0.27543436
𝑁ኼ -0.008194 -5.175337 6.906469
𝐶𝐻ኾ -0.092248 -5.779280 7.262730

Table A.1: The calibrated input parameters for Henry’s constant for various components

The fugacity of water is determined by correlation developed by King et al. [34] shown in
equation A.16:

𝑓ኺፇᎴፎ = 𝑃፬ exp [
𝑉𝑚ፇᎴፎ(𝑃 − 𝑃፬)

𝜌ፇᎴፎ𝑅𝑇
]. (A.16)

Where the saturation pressure (𝑃፬) is obtained using a correlation developed by Shibue [51]
shown as:

ln
𝑃፬
𝑃፜
= 𝑇፜
𝑇 [𝑎ኻ𝜏 + 𝑎ኼ𝜏

ኻ.኿ + 𝑎ኽ𝜏ኽ + 𝑎ኾ𝜏ኽ.኿ + 𝑎኿𝜏ኾ + 𝑎ዀ𝜏዁.኿], (A.17)

where 𝜏 = 1− ፓ
ፓᑔ and 𝑇፜ is the critical temperature of a component. The density of pure water

is determined by correlation of Fine and Millero [19] shown by:

𝑉፩ = 𝑉ኺ − 𝑉ኺ𝑃
𝐵 + 𝐴ኻ𝑃 + 𝐴ኼ𝑃

, (A.18)

where 𝑉፩ = ኻ
᎞ , resulting in:

1
𝜌ፇᎴፎ

= 𝑉ኺ − 𝑉ኺ𝑃
𝐵 + 𝐴ኻ𝑃 + 𝐴ኼ𝑃

.. (A.19)

Density here is the density of pure water in [𝑐𝑚ኽ/𝑔]. 𝑉ኺ, 𝐵 and 𝐴ኻ𝐴ኼ are empirical parameters
dependant of Temperature in Celsius.

Parameter 𝑉ኺ, 𝐵, 𝐴ኻ and 𝐴ኼ are defined in equations A.20, A.21, A.22 and A.23 respectively
as:

𝑉ኺ = 1 + 18.159725 × 10ዅኽ⋅
0.9998396 + 18.224944 ⋅ 10ዅኽ𝜃 − 7.922210 ⋅ 10ዅዀ𝜃ኼ − 55.4486 ⋅ 10ዅዃ𝜃ኽ + 149.7562 ⋅ 10ዅኻኼ𝜃ኾ − 393.2952 ⋅ 10ዅኻ኿𝜃኿ ,

(A.20)

𝐵 = 19654.320 + 147.037𝜃 − 2.21554𝜃ኼ + 1.0478 × 10ዅኼ𝜃ኽ − 2.2789 × 10ዅ኿𝜃ኾ, (A.21)

𝐴ኻ = 3.2891 − 2.3910 × 10ዅኽ𝜃 + 2.8446 ×ዅኾ 𝜃ኼ − 2.8200 × 10ዅዀ𝜃ኽ + 8.477 × 10ዅኻኼ𝜃ኾ, (A.22)

𝐴ኼ = 6.245 × 10ዅ኿ − 3.913 × 10ዅዀ𝜃 − 3.499 × 10ዅዂ𝜃ኼ + 7.942 × 10ዅኻኺ𝜃ኽ − 3.299 × 10ዅኻኼ𝜃ኾ, (A.23)

where 𝜃 is the temperature in degrees Celsius.

A.4. Derivation of Activity Coefficient
The Activity coefficient is a factor used to account for deviations from ideal behaviour in a
mixture of chemical substances. In an ideal solution the microscopic interaction between a
pair of chemical components are the same and as a result properties of the mixture can be
expressed as simple concentrations and partial pressures of the components present (raoults
law for an ideal solution) as:

𝑝። = 𝑝∗። 𝑥። . (A.24)
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Deviations from ideality are realized by modifying the concentration by a so called activity
coefficient. Expressions involving gasses can be modified for non-ideality by scaling partial
pressures using the fugacity coefficient. Raoults law for non-ideal mixing then becomes
(modified raoults law) as:

𝑦።Φ፩,።𝑃 = 𝑥።𝛾።𝑃∗። , (A.25)

where 𝑃∗። is the vapor pressure of pure component 𝑖.
The activity coefficients are obtained using the approach used by the correlation of Pitzer

[47], shown in equation A.26:

ln 𝛾። =∑
፜
2𝑚፜𝜆።ዅፍፚ +∑

ፚ
2𝑚ፚ𝜆።ዅፂ፥ +∑

፜
∑
ፚ
2𝑚ፚ𝑚፜𝜉።ዅፍፚዅፂ፥ . (A.26)

Here 𝑚፜ and 𝑚ፚ are cation and anion molalities, 𝜆።ዅፍፚ and 𝜉።ዅፍፚዅፂ፥ are second and third
order interaction parameters respectively, both depend on pressure and temperature, 𝜆።ዅፂ፥
is assumed to be equal to zero. 𝜆።ዅፍፚ and 𝜉።ዅፍፚዅፂ፥ are calculated using:

𝑃𝑎𝑟(𝑇, 𝑃) = 𝑐ኻ + 𝑐ኼ𝑇 +
𝑐ኽ
𝑇 + 𝑐ኾ𝑃 +

𝑐኿
𝑃 + 𝑐ዀ

𝑃
𝑇 + 𝑐዁

𝑇
𝑃ኼ +

𝑐ዂ𝑃
630 − 𝑇 + 𝑐ዃ𝑇 ln(𝑃) + 𝑐ኻ0

𝑃
𝑇ኼ . (A.27)

Values for constant 𝑐 for the second-order (𝜆።ዅፍፚ) and third-order (𝜉።ዅፍፚዅፂ፥) interaction pa-
rameters can be found in tables A.2 and A.3 respectively.

Constant 𝜆ፂፎᎴዅፍፚ 𝜆ፍᎴዅፍፚ 𝜆ፇᎴፒዅፍፚ 𝜆ፂፇᎶዅፍፚ
𝑐ኻ -0.0652869 -2.0939363 1.03658689 -5.7066455E-01
𝑐ኼ 1.6790636E-04 3.1445269E-03 -1.1784797E-03 7.2997588E-04
𝑐ኽ 40.838951 3.9139160E+02 -1.7754826E+02 1.5176903E+02
𝑐ኾ 0 -2.9973977E-07 -4.5313285E-04 3.1927112E-05
𝑐኿ 0 0 0 0
𝑐ዀ -3.9266518E-02 -1.5918098E-05 0 -1.6426510E-05
𝑐዁ 0 0 0 0
𝑐ዂ 2.1157167E-02 0 0 0
𝑐ዃ 6.5486487E-06 0 0 0
𝑐ኻኺ 0 0 0.47751650E+02 0

Table A.2: The Calibrated second-order interaction parameters (᎘) for various components used for calculation of the activity
coefficient.

Constant 𝜁ፂፎᎴዅፍፚዅፂ፥ 𝜁ፍᎴዅፍፚዅፂ፥ 𝜁ፇᎴፒዅፍፚዅፂ፥ 𝜁ፂፇᎶዅፍፚዅፂ፥
𝑐ኻ -1.144624E-02 -6.3981853E-03 0.010274152 -2.9990084E-03
𝑐ኼ 2.8274958E-05 0 0 0
𝑐ኽ 0 0 0 0
𝑐ኾ 0 0 0 0
𝑐኿ 0 0 0 0
𝑐ዀ 1.3980876E-02 0 0 0
𝑐዁ 0 0 0 0
𝑐ዂ -1.4349005E-02 0 0 0
𝑐ዃ 0 0 0 0
𝑐ኻኺ 0 0 0 0

Table A.3: The Calibrated second-order interaction parameters (᎓) for various components used for calculation of the activity
coefficient.
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A.5. Derivation of empirical parameters for initial k-value estima-
tion

As described in chapter 4 section 4.2.3 the Raoult’s Law used to determine the initial k-value
can be simplified to equation 4.23. Here the saturation pressure of each component 𝑖 can be
described by:

𝑝፬ፚ፭። = 𝑃፜,። exp[𝑎ኻ + 𝜔።𝑎ኼ]. (A.28)

Where 𝜔። is the accentric factor of each component and the empirical parameters 𝑎ኻ and 𝑎ኼ
are defined by:

𝑎ኻ = 𝑎ኻኻ + 𝑎ኻኼ
𝑇፜,።
𝑇 + 𝑎ኻኽ ln

𝑇
𝑇፜,።

+ 𝑎ኻኾ
𝑇ዀ
𝑇ዀ፜,።
, (A.29)

𝑎ኼ = 𝑎ኼኻ + 𝑎ኼኼ
𝑇፜,።
𝑇 + 𝑎ኼኽ ln

𝑇
𝑇፜,።

+ 𝑎ኼኾ
𝑇ዀ
𝑇ዀ፜,።
, (A.30)

where 𝑇 is temperature in Kelvin and 𝑃፬ፚ፭። is the saturation pressure in bar. The parameters
given in both equation can be found in table A.4.

𝑎ኻኻ 5.927140 𝑎ኼኻ 15.25180
𝑎ኻኼ -6.096480 𝑎ኼኼ -15.68750
𝑎ኻኽ -1.288620 𝑎ኼኽ -13.47210
𝑎ኻኾ 0.169347 𝑎ኼኾ 0.43577

Table A.4: Empirical parameters used in equations A.29 and A.30

The Antoine equation used to calculate the saturation pressure of water is given by:

𝑝፬ፚ፭። = exp [𝑎ኻ,። −
𝑎ኼ,።

𝑇 + 𝑎ኽ,።
], (A.31)

where the empirical constants are given for water are; 𝑎ኻ = 12.048399, 𝑎ኼ = 4030.18245 and
𝑎ኽ = -38.15.

The inifinite dilution activity coefficient for each component 𝑖 is described by:

𝛾ጼ። = exp [𝑎ኻ + 𝑎ኼ𝑁። +
𝑎ኽ
𝑁።
]. (A.32)

Here 𝑁። is the number of carbon atoms in each component 𝑖 and where the emperical param-
eters are given in table A.32.

𝑎ኻ 𝑎ኼ 𝑎ኽ
n-paraffins 0.688 0.642 0
n-primary alcohols -0.995 0.622 0.558

Table A.5: Empirical parameters used in equations A.32
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B.1. Derivation of Brine Density
To use the brine solution density correlation, shown in equation B.1, the participating pa-
rameters need to be determined by:

𝜌፛(𝑝, 𝑇, 𝐶፦) = 𝜌፛ኺ(𝑇, 𝐶፦) exp [𝐼፛(𝑝, 𝑇, 𝐶፦) − 𝐼፛(𝑝ኺ, 𝑇, 𝐶፦)], (B.1)

where the brine density at reference pressure (𝜌፛ኺ) is defined as:

𝜌፛ኺ = 𝜌፰ኺ + 𝐷ፂ፦,ኼ(𝑇)𝐶ኼ፦ + 𝐷ፂ፦,ኽ/ኼ(𝑇)𝐶ኽ/ኼ፦ + 𝐷ፂ፦,ኽ(𝑇)𝐶፦ + 𝐷ፂ፦,ኻ/ኼ(𝑇)𝐶ኻ/ኼ፦ . (B.2)

Here 𝐷ፂ፦,፱ are empirically derived parameters (which will be addressed in section B.1.1),
𝐶፦ is the molality of sodium chloride concentration in [𝑚𝑜𝑙𝑒𝑠/𝑘𝑔] and 𝜌፰ኺ is the density of
pure water at reference pressure 70𝑀𝑃𝑎. The density of pure water at reference pressure is
calculated using equation B.3:

𝜌፰,ኺ(𝑇) =
𝐷፰ኻ( ፓ

ኻኺኺ)ኼ + 𝐷፰ኼ(
ፓ
ኻኺኺ) + 𝐷፰ኽ

𝐷፰ኾ( ፓ
ኻኺኺ)ኼ + 𝐷፰኿(

ፓ
ኻኺኺ) + 1

, (B.3)

where 𝐷፰፱ are empirical constants found in table B.1. From equation B.1 the empirical
parameters 𝐼፛ are derived from the following correlation:

𝐼፛(𝑝, 𝑇, 𝐶፦) = ∫
፩
𝑐፛𝑑𝑝 =

1
𝐸፛(𝑇, 𝐶፦)

ln|𝐸፛(𝑇, 𝐶፦)(
𝑝
𝑝0) + 𝐹፛(𝑇, 𝐶፦)|, (B.4)

where 𝑐፛ is the brine compressibility which is calculated using equation B.5:

𝑐፛(𝑝, 𝑇, 𝐶፦) = (
1
𝑝ኺ
) 1
𝐸፛(𝑇, 𝐶፦)( ፩፩Ꮂ ) + 𝐹፛(𝑇, 𝐶፦)

. (B.5)

B.1.1. Empirically Derived Parameters
The empirically based parameters 𝐷፰,𝐸፰, 𝐹፰, 𝐸ፂ፦ and 𝐹ፂ፦ are all generated with equation
B.6, and the corresponding empirical constants found in tables B.1, B.2 and B.3 as:

𝑎(𝑇) =
𝑎ኻ( ፓ

ኻኺኺ)ኼ + 𝑎ኼ(
ፓ
ኻኺኺ) + 𝑎ኽ

𝑎ኾ( ፓ
ኻኺኺ)ኼ + 𝑎኿(

ፓ
ኻኺኺ) + 1

. (B.6)

Here temperature is given by degrees Celsius. The coefficients in equation 𝐸፛ and 𝐹፛ are
expressed as function of the empirically based parameters as:

𝐸፛(𝑇, 𝐶𝑚) = 𝐸፰(𝑇) + 𝐸ፂ፦(𝑇) ∗ 𝐶𝑚, (B.7)
𝐹፛(𝑇, 𝐶𝑚) = 𝐹፰(𝑇) + 𝐹ፂᑞ ,ኼ/ኽ(𝑇)𝐶

ኼ/ኽ
፦ + 𝐹ፂᑞ ,ኻ(𝑇)𝐶፦ + 𝐹ፂᑞ ,ኻ/ኼ(𝑇)𝐶

ኻ/ኼ
፦ . (B.8)

Note that the brine solution density by Spivey correlations is calculated in [𝑔/𝑐𝑚3], so before
implementing Garcia correlation the density must be multiplied by 1000 to obtain results in
[𝑘𝑔/𝑚3].

69
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𝑖 𝐷፰(𝑇) 𝐸፰(𝑇) 𝐹፰(T)
1 -0.127213 4.221 -11.403
2 0.645486 -3.478 29.932
3 1.03265 6.221 27.952
4 -0.070291 0.5182 0.20684
5 0.639589 -0.4405 0.3768

Table B.1: Coefficients for equation of state for pure water

𝑖 𝐸ፂᑞ(𝑇) 𝐹ፂᑞ ,ኽ/ኼ(𝑇) 𝐹ፂᑞ ,ኻ(T) 𝐹ፂᑞ ,ኻ/ኼ(𝑇)
1 0 -1.409 0 -0.1127
2 0 -0.361 5.614 0.2047
3 0.1353 -0.2532 4.6782 -0.0452
4 0 0 -0.307 0
5 0 9.216 2.6069 0

Table B.2: Coefficients for Brine compressibility

𝑖 𝐷ፂᑞ ,ኼ(𝑇) 𝐷ፂᑞ ,ኽ/ኼ(𝑇) 𝐷ፂᑞ ,ኻ(T) 𝐷ፂᑞ ,ኻ/ኼ(𝑇)
1 -7.925 ×10ዅ኿ 1.0998 ×10ዅኽ -7.6402 ×10ዅ3 3.746 ×10ዅኾ
2 -1.93 ×10ዅዀ -2.8755 ×10ዅኽ 3.6963 ×10ዅኼ -3.328 ×10ዅኾ
3 -3.4254 ×10ዅኾ -3.5819 ×10ዅኽ 4.36083 ×10ዅኼ -3.346 ×10ዅኾ
4 0 -0.72877 -0.333661 0
5 0 1.92016 1.185685 0

Table B.3: Coefficients for density of brine as function of temperature at 70 MPa

B.2. Derivation of parameters for aqueous phase viscosity
The polynomial parameters in equation 5.11,𝐴, 𝐵 and 𝐶, are dependant on temperature which
are derived using the following correlations:

𝐴 = 𝑎ኺ + 𝑎ኻ𝑇 + 𝑎ኼ𝑇, (B.9a)

𝐵 = 𝑏ኺ + 𝑏ኻ𝑇 + 𝑎ኼ𝑇ኼ, (B.9b)

𝐶 = 𝑐ኺ + 𝑐ኻ𝑇, (B.9c)

where T is in [𝐾]. The parameters 𝑎።, 𝑏። and 𝑐። derived from a large number of experimental
data and can be found in table B.4.

The viscosity of water is determined using a simplified version of the formulation of IAPWS.
This simplified model was also developed by Mao and Duan [42] as:

ln 𝜇ፇᎴፎ =
኿

∑
።዆ኻ
𝑑።𝑇።ዅኽ +

ኻኺ

∑
።዆ዀ
𝑑።𝜌ፇᎴፎ𝑇።ዅዂ. (B.10)

Where density of pure water is already obtained using equation A.19. Parameters 𝑑። can also
be found in table B.4
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Parameters 𝑁𝑎𝐶𝑙 − 𝐻ኼ𝑂
𝑎ኺ −0.21219213
𝑎ኻ 0.13651689𝑥10ዅ2
𝑎ኼ −0.12191756𝑥10ዅ5
𝑏ኺ 0.69161945𝑥10ዅ1
𝑏ኼ −0.27292263𝑥10ዅ3
𝑏ኼ 0.20852448𝑥10ዅ6
𝑐ኺ −0.25988855𝑥10ዅ2
𝑐ኻ 0.77989227𝑥10ዅ5

i 𝑑።
1 0.28853170𝑥10዁
2 −0.11073577𝑥10኿
3 −0.90834095𝑥10ኻ
4 0.30925651𝑥10ዅኻ
5 −0.27407100𝑥10ዅኾ
6 −0.19283851𝑥10዁
7 0.56216046𝑥10ኾ
8 0.13827250𝑥10ኼ
9 −0.47609523𝑥10ዅኻ
10 0.35545041𝑥10ዅኾ

Table B.4: Empirical input constants for equations B.9 and B.10
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C.1. Validation of Thermodynamic model

Figure C.1: Validation of liquid mol fraction ፍᎴ at 60 degrees C and gaseous mol fraction ፇᎴፎ
at 366.45 Kelvin. (a) & (b) show the results generated by the developed F-A model, (c) & (d)

show the results found in literature, [58]

The results presented in figures C.1 and C.2 are produced by the single component injec-
tion of 𝑁ኼ and 𝐶𝐻ኾ respectively. In both figures the liquid mol fraction is plotted for pressures
up to 600 bar for a range of salinity’s and at a temperature of 60∘C. The vapour mol frac-
tion of 𝐻ኼ𝑂 in both figures C.1 and C.2 are generated a respectively at 366.45 and 377.59
Kelvin. The symbols found in the literature results are experimental data points used for
validation and can be found in Ziabakhsh-Ganji and Kooi [58]. On visual comparison the
model produces results that are very compatible with literature.
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Figure C.2: Validation of liquid mol fractions of ፂፇᎶ for a range of salinity’s at 60 degrees C
and vapour mol fractions of ፇᎴፎ at 377.59 kelvin. (a) & (b) show the results generated by the

developed F-A model, (c) & (d) show the results found in literature, [58]

C.2. Additional plume migration results
C.2.1. Impure gas plume migration

Figure C.3: Composition, pressure,saturation and dissolved COᎴ profiles for post-injection
migration for an impure COᎴ gas mixture. Results include gravity, diffusion and capillarity

physics. Gas mixture is consist of COᎴ, NᎴ and CHᎶ, [0.8, 0.09, 0.09].
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Figure C.4: Phase density profiles for post-injection migration for an impure COᎴ gas mixture.
Results include gravity, diffusion and capillarity physics. Gas mixture is consist of COᎴ, NᎴ and

CHᎶ, [0.8, 0.09, 0.09].

Figure C.5: Viscosity profiles for post-injection migration for an impure COᎴ gas mixture.
Results include gravity, diffusion and capillarity physics. Gas mixture is consist of COᎴ, NᎴ and

CHᎶ, [0.8, 0.09, 0.09].

Figure C.6: Relative permeability profiles for post-injection migration for an impure COᎴ gas
mixture. Results include gravity, diffusion and capillarity physics. Gas mixture is consist of

COᎴ, NᎴ and CHᎶ, [0.8, 0.09, 0.09].

C.2.2. Pure COኼ gas plume migration

Figure C.7: Composition, pressure,saturation and dissolved COᎴ profiles for post-injection
migration for pure COᎴ gas. Results include gravity, diffusion and capillarity physics.
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Figure C.8: Phase density profiles for post-injection migration for pure COᎴ gas. Results
include gravity, diffusion and capillarity physics.

Figure C.9: Viscosity profiles for post-injection migration for pure COᎴ. Results include gravity,
diffusion and capillarity physics.

Figure C.10: Relative permeability profiles for post-injection migration for pure COᎴ. Results
include gravity, diffusion and capillarity physics.
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