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Abstract

Finding the lowest-energy structure of a cluster of atoms is an NP-Hard problem
with applications in materials science. Genetic Algorithms (GAs) have shown
promise in solving this problem due to their ability to explore complex energy
landscapes. A critical component of GAs are the mutations, which maintain
diversity and helps avoid premature convergence. Despite the existence of var-
ious mutation operations for atomic clusters, there is a lack of benchmarking
to compare their effectiveness. In this paper, we evaluate the performance of
eight mutation operations within a GA framework for optimizing Lennard-Jones
clusters. We assess each mutation based on its ability to reach the global min-
imum (accuracy) and the time required to do so (runtime). Experiments are
conducted across population sizes of 8, 15, and 20, with multiple mutation prob-
abilities tested. Results show that the Etching mutation consistently provides
the highest accuracy, but at a considerable runtime cost. In contrast, Twist and
Random Displacement offer fast convergence with moderate success rates.

1 Introduction

A cluster of atoms is a finite group of atoms bound together by physical or chem-
ical forces. Finding the lowest-energy structure of a cluster of atoms is a proven
NP-Hard problem [12] that has important implications in the field of materials
science. An efficient way of solving this problem would help with discovering
new materials with potential applications in areas such as biomedical imaging
[7], semiconductor development [4], and aerospace engineering [8]. Numerous
methods have been used to tackle this problem, such as Simulated Annealing
[11] or Basin-Hopping algorithms [10], but the focus of this paper is on Genetic
Algorithms.

One of the earliest adopters of Genetic Algorithms for solving this problem
were Xiao and Williams [14]. Their algorithm used a binary encoding for clus-
ters in order to store them as strings, allowing standard genetic operations to
be applied to them. Two years later, Zeiri [15] released a Genetic Algorithm
in which the atoms are represented by real-valued three-dimensional Cartesian
coordinates instead of binary number strings. A significant advancement then
came with the work of Deaven and Ho [1] by incorporating a local optimizer into
this solution. Their algorithm has become a standard model and the founda-
tion of numerous improvements over the years, including many different types
of mutations. Mutations play a crucial role in the algorithm by preventing pre-
mature convergence to suboptimal solutions and, as a result of this, increasing
the probability of finding the global minimum. To the best of our knowledge,
no attempts have been made to benchmark these mutations in order to find the
most efficient ones.

The goal of this paper is to benchmark and analyze the performance of various
mutation strategies in order to find which one performs best in terms of how
often and how fast they can find the global minimum. This will be done by
experimenting with different mutations on a base implementation of a Genetic



Algorithm which is able to find the lowest-energy structure for small clusters.
The findings of this paper could be of use to future Genetic Algorithm based
solutions to this problem.

This report will be presented in the following structure. Chapter 2 will pro-
vide a detailed explanation of how the Genetic Algorithm optimizing the struc-
ture of a cluster of atoms works. The mutation strategies selected for testing will
be presented in Chapter 3. Chapter 4 will present the details of the experimental
environment along with the results of the experiments. Chapter 5 will contain
a section on responsible research and the reproducibility of the experiments. A
discussion on the results, the conclusion and suggestions for future work will be
present in Chapters 6 and 7.

2 Methodology

In order to properly evaluate the efficiency of each mutation strategy, an initial
Genetic Algorithm was coded together with the other members of Group 48 of
the Research Project. The following is a description of the algorithm written in
Python. The complete implementation can be found here.

2.1 Representation

The Atomic Simulation Environment (ASE) is a set of tools and Python modules
intended for analyzing atomistic simulations. We have opted to use ASE in order
to represent our clusters of atoms as an Atoms object. As such, ASE provides
methods for easily accessing the atoms’ positions and computing the energy of
the entire cluster. It should also be noted that each cluster should respect the
physical laws, meaning that a valid representation of a cluster of atoms is one
where the pairwise distance between any two atoms is not smaller than 0.15
Angstroms (= 107'° meters) .

2.2 Structure

Our implementation follows a standard optimization loop for Genetic Algo-
rithms. The algorithm starts from a randomly initialized population. Each
iteration consists of locally optimizing the clusters, computing their fitness, se-
lecting the parents for the next generation, performing crossover to generate the
next generation and mutating the new clusters. This process is repeated until
any of the stopping criteria are met. The structure is illustrated in Figure
Each feature of the Genetic Algorithm is presented below.


https://gitlab.ewi.tudelft.nl/jacekkulik/ga

Initial Population Local Optimization

h.

v
Compute Fitness

Selection

h 4
Crossover

Mutation

Final Result s Stopping Criteria mef? MNo—

Figure 1: Flowchart illustrating the structure of the Genetic Algorithm used in
our experiments.

2.3 Initial Population

The initial population consists of a number of clusters, each containing the same
number of atoms. To generate these clusters, we uniformly sample coordinates
inside of a bounding cube. The side length of the bounding cube is dependent
on the number of atoms and it is given by the formula:

5 (054 (3-Number of Atoms)é
472

The purpose of using a bounding cube is to ensure that atoms are initialized
within a reasonable spatial density. This prevents them from being placed too
far apart, which would result in very high energy configurations and an increase

in convergence time.

2.4 Local Optimization

Before fitness evaluation, each cluster undergoes local optimization to relax its
structure into a nearby local minimum. This is performed by using the Broy-
den—Fletcher—Goldfarb—Shanno (BFGS) algorithm, as implemented in ASE, for
at most 10000 steps.



2.5 Fitness Function

We then compute the fitness of each cluster using Lennard-Jones Potential (LJ).
The reason why this was chosen is because it allows us to abstract away any
chemical details, such as the atom type. Since the atom type does not matter
when computing the energy, the problem is reduced to a purely geometric form.
The fitness of a cluster results from summing the following pairwise Lennard-
Jones Potential formula across all pairs of atoms.

e = [(2)* - (2]

where:

e VLj(r) is the potential energy as a function of the distance r between two
particles,

e ¢ = 1 is the depth of the potential well, representing the strength of the
interaction,

e o = 1 is the finite distance at which the inter-particle potential is zero,

e 1 is the distance between the centers of the two particles.

2.6 Selection Strategy

A form of truncation selection is used to reduce the amount of possible parents
of the next generation of clusters by only considering 50% of the population with
the best fitness. Pairs of parents are then randomly sampled from this selected
group for crossover.

2.7 Crossover

Crossover is performed using a cut-and-splice method. First, we translate the
center of mass of each of the parents to the origin. Then, Principal Component
Analysis is used to align the principal axes of the cluster. After that, a random
plane is generated and each parent is split into two halves. Each half from one
parent is combined with the opposite half from the other parent. If the children
cluster contains the same number of atoms as the parent and its representation
is valid, it is accepted to the new population. Otherwise, we generate another
random plane. We repeat this process until we have generated a number of
children equal to the initial population. Mutations are then performed on these
children and they subsequently replace the current population.

2.8 Stopping Criteria

The algorithm terminates if any of the following three stopping criteria are met:

e The global minimum has been reached, defined as the best solution having
an energy within 1076 of the known global minimum.



e The maximum number of iterations set at 100 has been reached.

e There has been no improvement to the best fitness function of the popu-
lation in the past 10 iterations.

3 Mutations

Due to the nature of the potential energy surface of many of the clusters we are
trying to optimize [2], it is often the case that an algorithm can get stuck in a
funnel leading to a local minima. This is why mutations are a very important part
of our algorithm as they help avoid stagnation or convergence to a suboptimal
solution.

It should be noted that all the mutated clusters must have a valid configura-
tion. As such, each mutation operation has a maximum number of attempts (set
at 1000) to find a valid configuration. If not, the algorithm will proceed without
mutating the cluster.

In what follows, we introduce the mutation operations selected for bench-
marking in our experiments. These mutations were found in previous implemen-
tations of Genetic Algorithms for cluster optimization and have been adapted to
our base algorithm.

3.1 Atom Replacement

One of the most basic forms of mutations that we can implement is Atom Re-
placement. If a cluster is selected to be mutated, around a third of its atoms will
be assigned random coordinates [9]. This is implemented by, with a probability
of 0.333, regenerating each atom in the same way as how the initial clusters’
atoms are generated.

3.2 Cluster Replacement

A very similar, yet more aggressive mutation strategy is Cluster Replacement,
where the entire cluster is regenerated instead [5]. The core idea behind this is
to try to explore a completely different part of the energy surface. We regenerate
a cluster using the same process as for the initial population.

3.3 Center of Mass Spherical (CoM-S)

Originally developed as part of CEO-GA, a cluster optimization algorithm that
aims to solve the very same problem that we are working on without the use of
local optimizers, CoM-S was designed to quicken the search of the energy space
[6]. The way it works is by rotating each atom, with a probability of 0.1, around
the center of mass of the cluster. The idea behind it relies on the spherical
nature of many of the lowest-energy clusters. Our implementation of CoM-S
relies on vector space operations. For each atom, we compute the vector from
the cluster’s center of mass to the atom and measure its length. A new vector
of the same length is then generated in a random direction, effectively rotating
the atom around the center of mass to determine its new position.



3.4 Random Displacement

Random Displacement is one of the most prevalent mutation operations used,
being present in Deaven and Ho’s initial algorithm using Cartesian coordinates
[1], as well as more recent algorithms such as the Birmingham Cluster Genetic
Algorithm [5]. The idea behind it is very simple: displace a certain number of
atoms by a very small amount. Specifically, our implementation is based on the
algorithm developed by Zhao et al. [16]: perform a displacement of at most 10%
of the average pairwise distance between atoms on all atoms with a probability
of 0.33.

3.5 Etching

Etching is a mutation operation that is intended to mimic physical processes
leading to the formation of clusters [13]. The way it works is by first adding
a fixed number of atoms, in our case 10, to the existing cluster. Then, local
optimization is performed on the new cluster for a small number of steps: 100
for our implementation. We are now left with a cluster of N + 10 atoms and
the goal is to reduce it back to IV atoms. This is achieved iteratively: in each
iteration, the atom with the highest individual energy is removed, followed by
another short local optimization. This process is repeated 10 times in order to
achieve the initial number of atoms.

It should also be noted that Etching can also be performed in the reverse
order: remove the 10 highest-energy atoms and then iteratively add them back
while using a short local optimization. In our implementation, whenever Etching
is applied on a cluster, one of those two variants will be chosen with an equal
probability of 0.5.

3.6 Neighbor

One of the most intuitive mutation operations is the Neighbor mutation, which
involves moving a randomly selected atom into the vicinity of another randomly
chosen atom [16|. The underlying idea is straightforward: placing atoms closer
together often results in a lower overall energy. Our implementation of this
mutation operation considers the neighborhood of an atom to be the sphere
around it, with a radius equal to the minimum pairwise distance between any two
atoms in the cluster. An atom is selected to be moved and another one is selected
as the neighbor. A vector is then generated to represent the direction, starting
from the neighbor, of where to move the other atom. The length is decided by
uniformly sampling a number between 0 and the neighborhood radius, while also
checking that the cluster representation is valid.

3.7 Random Walk

Random Walk is a mutation operation often used in early versions of Genetic
Algorithms for cluster optimization [1] [13]. It involves selecting around a fifth
of the atoms and taking them on a random walk through space. In our imple-
mentation, each atom is selected with a probability of 0.2. They are then taken



on a random walk with a step size of 0.2 Angstréms and a maximum number of
50 steps.

3.8 Twist

The Twist (or Twinning) mutation is one of the most used mutation operations in
cluster optimization. Originally proposed by Wolf and Landman [13], it begins
by dividing the cluster into two parts, similar to how crossover is performed.
Then, randomly select a side and rotate it around the normal vector of the
dividing plane by a random number of degrees.

3.9 Note on Atom Permutation Mutation

Another mutation operation frequently used cluster optimization involves swap-
ping the atomic types of two atoms within a cluster [5]. This can be particularly
useful for alloy or compound clusters [16]. However, in our case, this mutation
is not applicable, as we use Lennard-Jones potential which means that chang-
ing atomic types would have no effect on the energy of a cluster and thus it is
excluded from our experiments.

4 Results

4.1 Experimental Setup

The Cambridge Energy Landscape Database| is a publicly available database of
known and verified minimal energy clusters, including Lennard-Jones clusters.
This database is used as a ground truth for our experiments.

The aim of the experiments is to find the best performing mutation operation
based on two criteria:

e Accuracy: How often can the mutation reach the global minimum?
e Speed: How much time does it take to reach the global minimum?

Each mutation operation is tested independently under identical conditions.
The experiments are ran on population sizes of 8, 15 and 20. Each mutation is
tested with different probabilities ranging from 0.005 to 0.3, depending also on
the population size. Each experiment is performed 10 times in order to account
for stochastic variability. All runs are performed on the DelftBlue supercom-
puter.

4.2 Population Size 8

When using a low population size of 8, we expect the choice of mutation operation
to play a very important role. With fewer clusters per generation, the algorithm’s
capacity to explore the search space is reduced. This means that the algorithm
has an increased reliance on mutations to escape local minima and reach the
global minimum efficiently.
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Figure 2: Number of finished runs (runs reaching the global minimum) for each
mutation at its best performing probability on population size 8.
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Figure 3: Convergence time of finished runs (runs reaching the global minimum)
for each mutation at its best performing probability on population size 8.

Looking at Figure[2] we can see that in terms of accuracy, the Etching muta-
tion shows remarkable results, as it performs better than the others on all cluster
sizes tested. One of the most surprising results comes from the size 38 cluster,
where the base algorithm using the Etching mutation, albeit with a relatively
high mutation probability of 0.3, manages to find the global minimum 3 out of
10 times. The reason why this is so surprising is that finding the lowest energy
LJ38 cluster is a very difficult process due to its double-funnel energy landscape
[3], which leads most attempts into local minima. Despite these positives, Etch-
ing stands out as the poorest performer when it comes to runtime, as shown in
Figure 3] On larger clusters, it takes two to four times longer to converge com-



pared to other mutations, while also having a higher variance in converge time.
What this tells us is that Etching could be very beneficial by being used with a
low probability of happening, in order to avoid high convergence times, and in
combination with other mutation operations, so as help maintain high accuracy.
This could prove to be a great opportunity for further research on this topic.

At the other end of the spectrum, Atom Replacement, Cluster Replacement
and Random Walk mutation operations do not seem to bring any improvement
to the algorithm, at least in the case of a low population size, as they only
managed to get the same number of finished runs and very similar runtimes as
our base algorithm with no mutations.

The remaining four mutation operations display very comparable results.
Out of these, CoM-S and Neighbor seem to be the most similar. While CoM-S
exhibits an ever so slightly higher accuracy, the Neighbor mutation has a lower
runtime, apart from LJ33 where it performs almost as bad as Etching.

The Twist mutation performs slightly worse when it comes to accuracy, but
where it stands out is its low, and relatively stable runtimes, being one of the
best performers on all cluster sizes. Another interesting result is that Twist was
only one of three mutations able to find the LJ38 lowest-potential cluster, but
that could also be due to random chance. Random Displacement also displays
great speed, but its inconsistent behavior when it comes to accuracy (on LJ27)
would suggest to avoid it, at least for a low population size.

4.3 Population Size 15

With a higher population of 15, we aim to find a balance between the exploitative
and explorative properties of the mutation operations, allowing us to asses their
performance in a more balanced setting. A higher initial population means that
not as much emphasis is placed on the explorative ability of the mutations.
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Figure 4: Number of finished runs (runs reaching the global minimum) for each
mutation at its best performing probability on population size 15.
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Figure 5: Convergence time of finished runs (runs reaching the global minimum)
for each mutation at its best performing probability on population size 15.

In Figure [4] we can see that increasing the population size has also increased
the accuracy of all mutation operations, which is to be expected, with the excep-
tion of Etching. Despite this, Etching still seems to perform considerably better
than all other mutations in terms of accuracy, especially on harder to find solu-
tions such as on LJ31 and LJ38. In terms of speed, Etching is still the slowest
to converge, as can be seen in Figure

Another observation that we can make is that, as was the case with the
population size set at 8, Atom Replacement, Cluster Replacement and Random
Walk perform in almost the exact same way as the initial algorithm running
without mutations.

The performance of the last four mutation operations becomes even more
similar with the population size set at 15. In terms of Accuracy, the mutation
with the better results varies between CoM-S, Neighbor and Twist, with the
only constant being Random Displacement, which has the lowest Accuracy. In
terms of Speed, the results are so similar that we cannot conclude anything.
Despite this we can observe some outliers such as the Neighbor mutation having
a higher time to converge on LJ25 and LJ27, and CoM-S performing badly on
LJ28. Conversely, the runtimes of Twist and Random Displacement seem to be
more stable.

4.4 Population Size 20

Using a high population size of 20, we expect most runs to finish no matter the
mutation operations used. The idea behind these experiments is to focus on the
convergence times of the mutation strategies in a favorable environment.
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Figure 6: Number of finished runs (runs reaching the global minimum) for each
mutation at its best performing probability on population size 20.
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Figure 7: Convergence time of finished runs (runs reaching the global minimum)
for each mutation at its best performing probability on population size 20.

By looking at Figure[6] we can deduce that further increasing the population
does not affect the accuracy of most mutation operations. Three of the exceptions
are Atom Replacement, Cluster Replacement and Random Walk, which is to be
expected since they perform the same as using no mutations and a more diverse
initial population means a higher chance of starting with a solution which leads
to the global minimum through local optimizations. The other exception is
Random Displacement, which has a slightly increased accuracy on medium-sized
clusters of 25, 27 and 28 atoms, while also having the best performance in terms
of speed (apart from the three previously mentioned mutations).

Another interesting result comes with the Twist mutation, which actually
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performs worse in terms of accuracy with a higher population of 20 as opposed
to 15. This result is very surprising because, despite using a mutation probability
as low as 0.005, Twist managed to perform worse than the baseline algorithm
with no mutations on the LJ33 cluster. What this tells us is that in spite of
the fact that the Twist mutation provides a great balance between accuracy and
speed, balancing the population size is a very important factor in its performance.

CoM-S and Neighbor mutations once again seem to perform similarly, dis-
playing a slightly higher accuracy than Random Displacement and Twist on big-
ger clusters (LJ31, LJ33), but with a significant time overhead of up to around
33%, as can be seen in Figure [7]

Unlike the other mutation operations, Etching showcases a special property
which is that its convergence time does not appear to increase when used with a
higher population size such as 20, as seen in Figure |8} This could indicate that
the Etching mutation may also perform very well on even bigger clusters where
big population sizes are needed.
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Figure 8: Convergence time of finished runs (runs reaching the global minimum)
for Etching at its best performing probability.

4.5 Discussion

Considering all the results, we can confidently say that the Etching mutation
performs the best in our situation, at least in terms of Accuracy. It should also
be noted that since every use of the Etching mutation entails locally optimizing
a cluster ten times, it is heavily reliant on the type of local optimizer used (in
our case BFGS). Thus, further research on its performance using different local
optimizers, as well as on its Accuracy and Speed on bigger clusters would be
beneficial.
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Random Displacement and Twist, despite their shortcomings in terms of Ac-
curacy, have the best convergence speeds. This suggests two promising solutions
which could be further explored: incorporating restart strategies in order to
mitigate premature convergence, or combining these fast mutations with more
reliable ones like Etching to improve on the Accuracy without significantly in-
creasing runtime.

CoM-S and the Neighbor mutation display average results, not excelling in
either of Accuracy or Speed. However, their performance may significantly im-
prove when combined with other mutations, making it a promising idea for future
studies.

Atom Replacement, Cluster Replacement and Random Walk did not display
any results to suggest that they could improve the Genetic Algorithm and thus,
they should be excluded from future works.

5 Responsible Research

Our project does not deal with collecting, or even using data related to human
subjects, so there are no privacy concerns. Instead, our data regarding the
lowest-energy Lennard-Jones energy clusters comes from [The Cambridge Energy
Landscape Database, as stated before. This database is easily accessible by
anyone and it contains verifiable results and sources for how they were discovered.

In order to ensure transparency we have made the entire codebase including
the initial algorithm, the mutation operations’ implementations and all experi-
mental results, not just the best performing ones, on our Gitlab repository.

To promote reproducibility, we used fixed random seeds for all experiments,
enabling exact replication of our runs. One concern could come from the fact that
we cannot guarantee that repeated experiments on the Delftblue supercomputer
will run on the exact same hardware nodes. Despite this, we have not observed
deviations of more than 0.1 seconds in runtime which, considering the scale of
our results, are negligible.

Additionally, any Genetic Algorithm solving the problem of finding the lowest-
energy structure of a cluster has the potential to be affected by a loss of precision
on its results due to floating point errors. Thus, all new results should ideally
be further validated by real world testing.

Finally, Al-based tools (ChatGPT-40) were only lightly used for rephras-
ing and improving clarity during the writing process, using prompts such as
”Rephrase this sentence”, with all scientific content and analysis produced inde-
pendently.

6 Conclusions

In this study, we benchmarked a wide variety of mutation operations within a
Genetic Algorithm designed to find the lowest-energy structure of Lennard-Jones
atomic clusters based on two performance criteria: the ability to reach the global
minimum (Accuracy) and the time required to do so (Speed). Our experiments
were carried out across varying population sizes (8, 15, and 20) and mutation
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probabilities (ranging from 0.005 to 0.3). Each mutation operation was evaluated
independently, without combining them with any other mutations. From the
obtained results, several key observations can be made.

Firstly, the Etching mutation consistently outperformed all other mutation
operations in terms of Accuracy. However, this advantage comes at a significant
cost in terms of convergence time, particularly on smaller populations. Despite
this, we observed a promising reduction in the runtime of Etching as the pop-
ulation size increased, indicating that it could be particularly effective in high
population and large cluster scenarios.

In contrast, Atom Replacement, Cluster Replacement, and Random Walk
mutations showed no meaningful improvement over using no mutation at all.
This suggests that they are not suitable for this problem setup and can be ex-
cluded from future applications.

Mutations like Twist and Random Displacement exhibited the best runtimes
while achieving average Accuracy. This suggests that they are good candidates
for hybrid strategies, containing multiple mutation operations.

CoM-S and Neighbor mutations displayed average performance in terms of
both Accuracy and Speed. While not excelling individually, they may provide
value when used in combination with other mutations.

Thus, it is suggested that future developments in the field of Genetic Algo-
rithms for finding the lowest-energy structure of a cluster of atoms should be
based on the highest performing mutation operations found in our benchmarks,
such as Etching, Twist and Random Displacement.

7 Future Work

Several directions for future work are worth considering to build upon the find-
ings of our benchmarks. Firstly, despite the promising results of the Etching
mutation, we believe that it may further be improved by using a different local
optimizer.

Another idea for future research would be to experiment with the impact of
using a restart strategy in a Genetic Algorithm with some of the better perform-
ing mutations in terms of speed such as Twist and Random Displacement. We
would expect their accuracy to increase, but we do not know how much of an
impact it would have on their time to converge.

It would also be very beneficial to evaluate the performance of hybrid mu-
tation strategies, making use of multiple mutation operations. Particularly, the
results of combining Etching and Twist / Random Displacement, or even CoM-S
and Neighbor could prove to be very advantageous.

Lastly, it could be interesting to analyze if our results translate to even bigger
clusters than 38 atoms (although this is not to be expected while only using one
mutation operation at a time), to higher population sizes, or to different energies
other than Lennard-Jones.
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