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Summary 
Although the first automated rendezvous in space took place in the late 1960s and 
rendezvous and formation flying in low-Earth orbit have become established 
technologies, it remains an active field of research. Miniaturization of components 
and entire spacecraft has enabled the development of CubeSat formation flying and 
rendezvous missions. At the same time, the number of missions in general has 
increased, leading to a growing population of space debris. 

The dynamics of rendezvous of spacecraft in circular orbits is a problem that is well-
understood and that is regularly taught in orbital mechanics majors, as are the 
techniques of linearization and the applications of the state transition matrix. The 
design of strategies for rendezvous and formation flying often makes use of standard 
building blocks in the form of specific manoeuvres and trajectories. Typical 
rendezvous manoeuvres include the Hohmann transfer and the radial hop, a 
manoeuvre that can change the along-track separation but that does not change the 
semi-major axis. Typical rendezvous and formation flying trajectories include drift 
orbits, safe orbits and hold points on V-bar. In this study, the Hohmann transfer, the 
radial hop and the useful relative trajectories were generalized to elliptical orbits, and 
this has enabled the application of the insights gained from circular orbit rendezvous 
and formation flying to elliptical orbits. The cotangential transfer manoeuvre has 
been developed as a generalization of the Hohmann transfer, preserving the 
tangentiality of the impulses. The transfer time becomes a function of the initial and 
final conditions. The development of the cotangential transfer has led to the 
identification of new constants of motion that describe the behaviour of the z-
coordinate in the tangential or flight-path reference frame. In this reference frame the 
x-axis points in the direction of the orbital velocity of the target, the y-axis points in 
the direction opposite to the angular momentum vector and the z-axis completes the 
right-handed reference frame. The z-coordinate in the tangential frame shows a 
simple oscillation with a fixed displacement from the origin and multiplied by a 
scaling factor, and the y-coordinate shows a simple oscillation around the origin also 
multiplied by a scaling factor. This observation has led to a straightforward 
generalization of the eccentricity/inclination vector separation strategy to elliptical 
orbits. To create a safe orbit, the phase angle between the oscillations in the y and z-
directions must have a value larger than a certain margin and the vertical 
displacement must be such that the trajectory winds around the origin, ensuring 
passive safety. Zero drift is obtained by setting the semi-major axis equal to that of the 
target. In addition, safe orbits with an alignment of the relative positions of the chaser 
and the target along a specified direction at a specific true anomaly of the target orbit 
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have been developed. These safe orbits can be used to align the chaser and the target 
with a specific direction such as, for example, the Sun direction. An example of a 
rendezvous trajectory featuring the Hohmann transfer, and the aligned safe orbit has 
been elaborated. 

The radial hop transfer has been generalized to non-drifting transfers between 
eccentric orbits. The non-drifting transfer algorithm can be incorporated in a 
generalization to eccentric orbits of a close-range circular orbit rendezvous strategy 
featuring non-drifting radial hops. Two different generalizations are possible based 
on the assumptions that are made when generalizing the notion of hold points to 
elliptical orbits: the transfer can either target a point in the local vertical, local 
horizontal (LVLH) frame, or a trajectory defined in terms of relative orbital elements. 
From the perspective of propellant consumption, it is convenient to define hold points 
as drift-free natural motion trajectories based on differences in either the relative 
mean anomaly or the relative argument of perigee. On the other hand, from the 
perspective of obtaining a fixed relative geometry (for example, a point on the line of 
sight to the target in the LVLH-frame) it may be more convenient to transfer between 
two points defined explicitly as Cartesian relative state vectors in the LVLH-frame. 

It has been determined that tangential and perpendicular in-plane impulses can both 
directly change three out of the four relative orbital elements that govern the in-plane 
relative motion. The tangential impulse directly modifies the relative semi-major axis 
and the components of the relative eccentricity vector. The evolution of the relative 
mean anomaly is indirectly affected because the relative semi-major axis directly 
relates to the rate of change of the relative mean anomaly. The perpendicular impulse 
directly modifies the components of the relative eccentricity vector and the relative 
mean anomaly. In both cases, the way in which the relative eccentricity vector 
changes depends on the position along the reference orbit. The fact that the same 
phenomenon occurs in circular orbits indicates that this is the most natural 
generalization of the Hohmann transfer and the radial hop transfer to elliptical orbits. 

The insights gained from the theoretical developments have been applied to the 
mission analysis for Proba-3, a formation flying mission in a highly elliptical orbit. 
Proba-3 will perform Solar coronagraphy and formation manoeuvring 
demonstrations in a six-hour region around apogee. The two spacecraft are in free 
flight during the passage through perigee. The spacecraft perform a two-impulse 
transfer, where the first manoeuvre serves to break the formation at the end of an 
apogee pass, and the second manoeuvre serves to re-establish the formation at the 
start of the next apogee pass. The design of the formation deployment has been based 
on the concept of the safe orbit to manage observability and ground contact 
constraints. The ΔV required for formation keeping and all nominal manoeuvres has 
been analysed. 
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In addition, design and analysis of the off-nominal operations of Proba-3 has been 
performed. It was demonstrated that safe trajectories exist for Proba-3 and that the 
mission can be performed safely even if failures occur. The contingency operations 
make use of the concept of the safe orbit and the collision avoidance manoeuvre. The 
manoeuvres and the trajectory to enter into safe orbit and the trajectory after 
application of a collision avoidance manoeuvre have been analysed, and it was found 
that these manoeuvres are feasible, and the resulting trajectories are safe. It was 
determined that all manoeuvres can be performed under control of the ground 
segment and that control can successfully be handed back to the spacecraft after the 
ground segment has commanded a transfer to nominal conditions. 

This thesis has demonstrated that the knowledge of and insight in circular orbit 
rendezvous can be leveraged to understand elliptical orbit rendezvous by generalizing 
the building blocks of rendezvous strategies, namely the manoeuvres and trajectories. 
This allows design strategies for rendezvous and formation flying in circular orbits to 
be applied to elliptical orbits as well. The theoretical advances have been employed in 
a practical setting to design the relative trajectories for the Proba-3 mission, paving 
the way for the development of a guidance function to be implemented in the on-board 
software of the Proba-3 spacecraft. 
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Samenvatting 
Hoewel de eerste geautomatiseerde rendezvous in de ruimte al plaatsvond in de late 
jaren zestig van de vorige eeuw, en rendezvous en formatievlucht in lage aardbanen 
inmiddels een gevestigde techniek zijn geworden, blijft het een actief onderzoeksveld. 
Miniaturisatie van onderdelen en complete satellieten heeft formatievlucht en 
rendezvous van CubeSats mogelijk gemaakt. Tegelijkertijd is het aantal ruimtemissies 
toegenomen, hetgeen heeft geleid tot een groeiende hoeveelheid ruimteafval. 

De dynamica van rendezvous in cirkelbanen is een bekend probleem dat vaak wordt 
onderwezen in colleges over baanmechanica, net als de wiskundige techniek om een 
dynamisch probleem te lineariseren, en de toepassingen van de zogenaamde “state 
transition matrix”. Bij het ontwerpen van strategieën voor rendezvous en 
formatievlucht wordt veelvuldig gebruik gemaakt van standaard bouwstenen in de 
vorm van specifieke manoeuvres en overgangsbanen. Typische voorbeelden van 
rendezvousmanoeuvres zijn de Hohmann overgangsbaan en de zogenaamde “radial 
hop”, dat wil zeggen, een manoeuvre die zorgt voor een verandering van de afstand 
tussen de satellieten in de bewegingsrichting, maar die de halve-lange as van de 
overgangsbaan gelijk houdt aan de halve-lange as van de referentiebaan. Typische 
banen voor rendezvous en formatievlucht zijn driftbanen (banen waarin de afstand 
tussen de satellieten in de bewegingsrichting verandert doordat de halve-lange as 
verschillend is), botsingsvrije banen (banen waarin de inclinatievector en de 
eccentriciteitsvector verschillend zijn om botsingen te voorkomen) en rustpunten 
langs de snelheidsvector van de referentiebaan. In deze these zijn de Hohmann 
overgangsbaan, de “radial hop” en de bruikbare overgangsbanen die normaliter 
gebruikt worden bij circulaire banen veralgemeniseerd om ze ook van toepassing te 
maken op rendezvous in elliptische banen. Door vergelijkbare bouwstenen te 
gebruiken, kunnen de inzichten in het ontwerpen van strategieën voor rendevous en 
formatievlucht in cirkelbanen worden toegepast in elliptische banen. 

De cotangentiële overgangsbaan is ontwikkeld als een veralgemenisering van de 
Hohmann overgangsbaan, waarbij de tangentialiteit van de impulsieve manoeuvres 
met de referentiebaan is behouden. Door deze randvoorwaarde in acht te nemen wordt 
de tijd die doorgebracht wordt in de overgangsbaan een functie van de begin- en 
eindcondities. De ontwikkeling van de cotangentiële overgangsbaan heeft geleid tot 
nieuwe baanconstanten die het gedrag van de z-coördinaat in het baan-tangentiële 
assenstelsel op een eenvoudige manier beschrijven. In dit assenstelsel wijst de x-as in 
de richting van de vliegsnelheid in de referentiebaan, de y-as in de richting 
tegenovergesteld aan de normaalvector van het baanvlak, en de z-as voltooit het 
rechtshandige assenstelsel. De z-coördinaat in het tangentiële assenstelsel vertoont 
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een eenvoudige harmonische oscillatie met een gemiddelde verplaatsing, die wordt 
vermenigvuldigd met een schaalfactor die afhangt van de ware anomalie. De y- 
coördinaat vertoont ook een eenvoudige harmonische oscillatie vermenigvuldigd met 
een (andere) schaalfactor. Op deze manier kan de strategie om door de inclinatie- en 
eccentriciteitsvectoren te veranderen botsingsvrije banen te creëren, op een 
eenvoudige manier veralgemeniseerd worden van cirkelvormige naar elliptische 
banen. Om een botsingsvrije baan te realiseren moet de fasehoek tussen de 
harmonische oscillaties in de y- en z-richtingen groter zijn dan een bepaalde waarde, 
en moet de verplaatsing van het middelpunt van de oscillatie in de z-richting zo 
gekozen worden dat de relatieve baan in het yz-vlak met een zekere marge om de 
oorsprong van het assenstelsel draait. In een dergelijke baan kan drift in de 
bewegingsrichting voorkomen worden door de halve-lange as gelijk te stellen aan de 
halve-lange as van de referentiebaan. Er is ook een methode ontwikkeld om deze 
botsingsvrije banen op een specifiek punt in de referentiebaan door een specifiek punt 
in een relatief assenstelsel (dat wil zeggen, lokaal verticaal, lokaal horizontaal (LVLH) 
of tangentiëel) te laten bewegen. Op deze manier kunnen de twee satellieten op een 
specifiek punt in de referentiebaan in een bepaalde richting (bijvoorbeeld de richting 
naar de Zon) worden uitgelijnd. In de these wordt een voorbeeld uitgewerkt van een 
rendezvousvlucht die gebruik maakt van Hohmann overgangsbanen en een 
uitgelijnde botsingsvrije baan. 

De “radial hop” is veralgemeniseerd tot een drift-vrije overgangsbaan tussen 
eccentrische banen. Het algoritme voor de berekening van de drift-vrije 
overgangsbanen kan gebruikt worden om een strategie voor een rendezvousvlucht op 
kleine afstand met “radial hops” tussen circulaire banen te veralgemeniseren naar 
elliptische banen. Er zijn twee manieren om dit aan te pakken, afhankelijk van de 
manier waarop tussentijdse banen (de zogenaamde “hold points”) worden 
veralgemeniseerd naar elliptische banen. De eindconditie van de overgangsbaan kan 
ofwel een specifiek punt in het LVLH-assenstelsel zijn, of een tussenbaan die wordt 
gedefinieerd door middel van relatieve baanelementen. Vanuit het gezichtspunt van 
stuwstofverbruik is het praktisch om de tussenbaan te definiëren als een drift-vrije 
natuurlijke baan met kleine verschillen in de gemiddelde anomalie of de 
perigeumhoek ten opzichte van de referentiebaan. Aan de andere kant kan het soms 
nodig zijn dat de ene satelliet op een specifieke positie ten opzichte van de andere 
satelliet aankomt (bijvoorbeeld op een punt op de gezichtslijn van een sensor). In dat 
geval is het nodig om een overgangsbaan te definiëren tussen twee posities die 
worden gegeven als Cartesiaanse coördinaten in het LVLH-assenstelsel. 

Impulsieve manoeuvres in de tangentiële en de loodrechte richtingen kunnen elk drie 
van de vier baanelementen beïnvloeden die de relatieve beweging in het baanvlak 
bepalen. De tangentiële impuls verandert de halve-lange as en de twee componenten 
van de eccentriciteitsvector. Het gedrag van de gemiddelde anomalie wordt indirect 
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beïnvloed doordat een verandering in de halve-lange as ook de gemiddelde 
hoeksnelheid in de baan verandert. De loodrechte impuls verandert de componenten 
van de eccentriciteitsvector en de gemiddelde anomalie. In beide gevallen wordt de 
verandering van de componenten van de eccentriciteitsvector mede bepaald door de 
positie in de referentiebaan. Aangezien hetzelfde gebeurt in circulaire referentiebanen, 
toont het aan dat het de meest natuurlijke veralgemenisering van de Hohmann 
overgangsbaan en de “radial hop” is naar problemen met elliptische banen. 

De inzichten die zijn opgedaan bij de ontwikkeling van de theorie zijn toegepast op de 
missieanalyse van Proba-3, waarbij twee satellieten in formatie vliegen in een 
elliptische referentiebaan. Het hoofddoel van de missie is om de Zon te bestuderen met 
een coronograaf, waarbij de ene satelliet de Zon in het beeld van een camera op de 
andere satelliet precies afdekt. Een ander doel is het uittesten van manoeuvres in een 
vaste formatie, waarmee bijvoorbeeld de afstand tussen de satellieten kan worden 
verkleind, of de formatie naar een andere kijkrichting kan worden gedraaid. Voor 
beide doelen moeten de satellieten zeer nauwkeurig ten opzichte van elkaar worden 
gepositioneerd (en blijven) door continue regeling met behulp van stuwraketten, en 
dit is alleen mogelijk in een periode van zes uur rond het apogeum. De satellieten 
vliegen in de rest van de baan in vrije val, zo ook bij het passeren van het perigeum. 
De overgangsbaan wordt gecontroleerd door middel van twee snelheidsimpulsen. De 
eerste impuls brengt de formatie in de juiste overgangsbaan om op het gewenste punt 
aan te komen (dat wil zeggen, op een specifieke afstand en op één lijn met de Zon). De 
tweede impuls zorgt ervoor dat de relatieve snelheid tot een kleine waarde wordt 
teruggebracht en de vaste formatie weer kan worden aangenomen voordat de 
volgende apogeumpassage begint. De satellieten worden gezamenlijk gelanceerd, en 
aan het begin van de missie moeten de satellieten eerst gescheiden worden, om 
daarna een rendezvousvlucht uit te voeren. Het ontwerp van deze rendezvousvlucht 
is gebaseerd op het concept van de botsingsvrije baan, en houdt rekening met de 
mogelijkheden om waarnemingen te doen en met de contacttijden met het 
grondstation. De vereiste hoeveelheid ΔV is berekend voor het behouden van de 
formatie en alle nominale manoeuvres. 

Daarnaast zijn ook de niet-nominale activiteiten van Proba-3 ontworpen en 
geanalyseerd. Niet-nominale activiteiten worden uitgevoerd als er een probleem 
optreedt. Botsingsvrije banen zijn gedefiniëerd voor Proba-3, en het is vastgesteld dat 
de missie veilig kan worden uitgevoerd, ook wanneer er een fout optreedt. De 
manoeuvres die worden uitgevoerd na het optreden van een onvoorziene fout zijn 
gebaseerd op botsingsvrije banen en ontwijkingsmanoeuvres. De manoeuvres en de 
overgangsbanen die nodig zijn om de botsingsvrije baan te bereiken, en de baan die 
wordt gevolgd na een ontwijkingsmanoeuvre zijn geanalyseerd, en deze zijn haalbaar 
en kunnen veilig worden uitgevoerd. De manoeuvres om terug te keren naar de 
nominale baan en activiteiten kunnen onder controle van het grondsegment worden 
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uitgevoerd, en daarna kunnen de boordcomputers van de satellieten de controle weer 
overnemen. 

In deze dissertatie is het aangetoond dat de kennis van en het inzicht in rendezvous 
in cirkelbanen kan worden ingezet om een beter begrip van rendezvous in 
ellipsvormige banen te verkrijgen door de bouwstenen van rendezvousstrategieën 
(manoeuvres en overgangsbanen) te veralgemeniseren. Op deze manier kunnen 
ontwerpstrategieën die nu al toegepast worden op rendezvous tussen twee satellieten 
in cirkelbanen, óók worden toegepast op rendezvous tussen twee satellieten in 
elliptische banen. De verkregen theoretische inzichten zijn in de praktijk toegepast op 
het ontwerp van de relatieve banen die de Proba-3 missie zal gebruiken, en om de weg 
te bereiden voor het ontwerp van de guidance algoritmen die in de on-board computer 
van Proba-3 zullen worden geïnstalleerd. 
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1  
Introduction 

The process of rendezvous refers to a sequence of manoeuvres and controlled relative 
trajectories that aim to bring a spacecraft in close vicinity of another spacecraft [1]. The 
active spacecraft is referred to as the chaser, while the passive spacecraft is referred 
to as the target [2]. Rendezvous considered as a mission phase occurs after launch and 
phasing, and before proximity operations, including berthing and/or docking [1]. The 
objective of phasing is to reduce the phase angle between the chaser and the target 
spacecraft. During phasing the chaser is brought into approximately the same orbital 
plane as the target with approximately the same eccentricity and argument of perigee, 
while the difference in semi-major axis is chosen such that the phase angle between 
the chaser and the target decreases, typically to a distance of the order of 100 km. In 
some cases, notably technology demonstrator missions, the chaser and the target are 
launched together, and no phasing is required, since they remain in close vicinity 
while in orbit [3]. Proximity operations refer to all operations during which the chaser 
operates in close vicinity to the target [4,5], typically up to 100 m. During rendezvous, 
the chaser trajectory is controlled by means of impulsive manoeuvres that last a small 
fraction of its orbital period. In between these manoeuvres the chaser is in free drift. 
During proximity operations the chaser trajectory can be controlled by means of 
impulsive manoeuvres, or it can be continuously controlled using the thrusters. In the 
latter case the chaser is in forced motion, and the thrusters compensate for any 
relative accelerations to maintain the desired reference trajectory. 

Formation flying [6] refers to techniques to maintain a desired separation, relative 
position and/or relative orientation between two or more spacecraft. Within the 
discipline of formation flying the terminology used is different from the terminology 
of rendezvous. In formation flying the passive spacecraft is sometimes referred to as 
the leader or master, and the active spacecraft as the follower or slave. The 
leader/follower distinction refers to which spacecraft performs the manoeuvres [6], 
while the master/slave distinction refers to which spacecraft acts as the coordinator 
in the formation control [7]. The master spacecraft computes and distributes the 
reference state for one or more slave spacecraft. Of course, other approaches are 
possible: to save propellant, spacecraft could switch roles. It is also possible to define 
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a “virtual centre” or a reference point around which the nominal states of all spacecraft 
in the formation are defined [8]. 

Different architectures and network topologies are possible, and this is an active field 
of research, especially for larger formations [9]. Another important concept is that of 
the virtual structure [10]. In a virtual structure two or more spacecraft function as a 
single rigid body, for example, to precisely align a lens located on one spacecraft with 
a detector on another spacecraft. The required precision for formation flying depends 
on the mission application. Virtual structure missions as a rule have high relative 
position and attitude accuracy requirements, whereas other missions only require 
precise knowledge of the relative position and velocity (e.g., GRACE [11] requires 
precise knowledge of the relative position for precise attitude alignment to perform 
satellite-to-satellite tracking). 

Rendezvous and formation flying are techniques for operating multiple spacecraft 
within a single mission that require a precise coordination between spacecraft. Other 
configurations that feature multiple spacecraft operating together are constellations 
and satellite swarms. Constellations and satellite swarms tend to have a low level of 
coordination between the different spacecraft. Spacecraft in constellations are 
separated by large distances and are controlled individually. A typical example is the 
Walker constellation [12], with satellites distributed over several orbital planes with 
the same inclination. A satellite swarm consists of many spacecraft with a low level 
of coordinated control [13]. Spacecraft in satellite swarms can be separated at small, 
medium, or large distances. However, constellations and satellite swarms are beyond 
the scope of this thesis. 

This introductory chapter provides examples of applications of rendezvous and 
formation flying. The state of the art is reviewed, both in terms of past, present, and 
future missions, and in terms of the research that these missions have stimulated. The 
relative motion around spacecraft in circular orbits is discussed, including useful 
impulsive manoeuvring strategies and trajectory types. The Proba-3 mission for 
formation flying in a highly elliptical orbit (HEO) is introduced, discussing the mission 
objectives, the mission architecture, and the gaps in existing theoretical knowledge 
that need to be addressed in the development of the Guidance, Navigation and Control 
(GNC) system. This naturally leads to the research motivation and the research 
questions addressed in this dissertation. The introductory chapter closes with an 
outline of the thesis and its scope. 

1.1 Applications 

The applications of rendezvous and formation flying are diverse and span a range of 
technological and scientific fields. Rendezvous and formation flying are key 
technologies for missions requiring the coordinated operation of more than one 
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spacecraft in proximity. The technological applications of rendezvous and formation 
flying include, amongst others [1]: 

- Exchange of crew 
- Refuelling and resupply 
- Transfer of planetary samples 
- Re-joining of a lander 
- Repositioning of spacecraft 
- Retrieval of spacecraft 
- On-orbit servicing 
- On-orbit construction 
- Active Debris Removal 
- Fractionated spacecraft 

Scientific and operational applications of formation flying leverage the capability to 
create larger apertures, longer focal lengths and baselines for scientific instruments 
than would be possible in an individual spacecraft. Based on a survey in appendix F, 
technologies and scientific objectives for formation flying missions that are 
operational or have been proposed include: 

- Synthetic Aperture Radar (SAR) 
- SAR interferometry 
- Gravity field recovery 
- Coordinated observation, 3D mapping and triangulation 
- Study of space plasmas, the magnetosphere, and the electrodynamics 

environment 
- Planet finding 
- Gravity wave detection 

The examples above show that formation flying and rendezvous are an indispensable 
operational element for many mission applications, enabling mission architectures 
and performances that would otherwise be impossible. These exciting applications 
drive the state of the art of hardware (improving and miniaturizing sensors and 
actuators) and the state of the art of control systems (including improved theories for 
relative motion and manoeuvring schemes). 

1.2 State of the art 

The state of the art of rendezvous and formation flying sees the development of 
formations of smaller satellites, and more sophisticated GNC algorithms allowing a 
greater degree of on-board autonomy. This section reviews the state of the art of 
missions featuring semi-automated, automated, and autonomous rendezvous and 
formation flying. Appendix F provides a table of all the missions that have been 
surveyed, including key characteristics of these missions. A quantitative analysis of 
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the missions is performed in section 1.2.1 followed by a qualitative analysis in section 
1.2.2. It has been observed that the development of new missions often leads to a 
corresponding development of new GNC algorithms, including new theories of 
relative motion and manoeuvre computation algorithms. These developments will be 
discussed further in section 1.2.3. More extensive reviews of small satellite formation 
flying missions have been performed in the past [14–16]. The review performed here 
aims to identify broad trends for formation flying, and to emphasize that most current 
and planned formation flying missions take place in low-Earth orbit (LEO). The work 
presented in this thesis intends to generalize the rendezvous and formation flying 
guidance algorithms to (highly) elliptical orbits, and to demonstrate that rendezvous 
and formation flying missions are possible in this non-standard orbital environment. 

1.2.1 Quantitative analysis of rendezvous and formation flying missions 

The space missions surveyed in appendix F can be analysed in terms of the size of the 
spacecraft, the orbital environment, mission objectives and the type of relative 
formation that is used. The size classes are grouped according to Table 1.1. Most large 
missions associated with crewed spaceflight (such as the Space Shuttle, Soyuz, H-II 
Transfer Vehicle (HTV) etc. [2]) have been excluded, apart from the Automated 
Transfer Vehicle (ATV) [17]. The ATV is included because of the importance of its 
heritage of GNC algorithms and trajectory design [18,19]. The ATV rendezvous 
trajectory forms an important inspiration for the work performed in this thesis. 

Table 1.1: Satellite size classes [16].  

Class Size range / kg 

Large ≥ 1000 

Medium 500 – 1000 

Small < 500 

Mini 100 – 500 

Micro 10 – 100 

Nano 1 – 10 

Pico 0.1 – 1 

Femto < 0.1 

The list of missions provided in appendix F is analysed. Current trends in the size 
classes of missions are identified. Trends in the evolution of mission size can help to 
identify which size classes have a particular interest in the development of 
rendezvous and formation flying technologies. The distribution of operational orbits 
is examined to establish whether rendezvous and formation flying missions are 
constrained to specific orbits. The field of application of the missions is studied to 
determine which applications benefit from formation flying and rendezvous, and to 
determine whether there are any trends in the evolution of application areas. Finally, 
the type of relative formation is identified to establish the type of relative trajectories 
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that are most important in rendezvous and formation flying and that may help guide 
the development of relative trajectories for elliptical orbits in this thesis. 

Figure 1.1 shows the evolution of the number of missions (including mission studies 
and cancelled missions) that perform semi-automated, automated, and autonomous 
rendezvous and/or formation flying. There is a clear increase in the rate at which new 
missions are being launched starting around 2009. This increase is especially 
noticeable in the nanosatellite category, which of course includes the numerous new 
CubeSat missions. This is a clear indication that rendezvous and formation flying are 
viewed as an enabling technology for realising more ambitious mission objectives. 
Note that the horizontal axis representing the planned launch date is not linear; the 
first entries advance one year at a time, and the last entries (from 2022 onwards) 
advance in steps of 3, 5 and 20 years. 

  

Figure 1.1: Missions (including studies) involving rendezvous and/or formation flying by launch date. 

Figure 1.2 shows the trend towards smaller spacecraft even more clearly. The relative 
proportion of minisatellites and microsatellites shows an increase between 2005 and 
2016, and nanosatellite missions are starting to dominate from 2016 onwards. 
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Figure 1.2: Evolution of rendezvous and/or formation flying spacecraft size as a fraction of total.  

Figure 1.3 shows the formation flying and rendezvous missions by orbital 
environment. Figure 1.3 shows that over three quarters (77%) of all missions take place 
in LEO, with GEO, L2 and HEO taking fractions of around 5% each. LLO has only been 
used for a single mission, representing 1% of the total. 

Most rendezvous and formation flying missions currently take place in LEO, with 
some exceptions that require a specific orbital environment (figure 1.3). LEO is cheap 
and easy to reach, with ride-sharing options available for smaller satellites [20–22]. 
Earth observation missions including SAR, SAR interferometry and gravity field 
mapping take place in LEO [11,23,24]. Current formation flying and rendezvous 
technology demonstrator missions also mostly take place in LEO [15]. 

Orbits around the Earth-Sun Lagrange point L2 are often considered for large 
formation flying telescopes. Advantages of this location are the quiet perturbation 
environment (both from a radio-spectrum and from a dynamics perspective), the 
absence of eclipses leading to a more uniform thermal environment, and the ease of 
communication [25]; the L2 point allows uninterrupted and unobstructed 
observations. 

HEOs are often considered as a cheaper alternative than the Lagrange point orbits, 
even though such HEOs present some limitations [26]. HEO has the advantages that 
the launch and orbit transfer costs are low, Global Positioning System (GPS) 
measurements are available in the region around perigee, and the apogee region is a 
low-perturbation environment in which science experiments can be performed. The 
disadvantages with respect to the Lagrange point orbits are that communication is 
more difficult, eclipses can be present (especially during eclipse seasons), the thermal 
environment is not uniform over the orbit (as the formation moves closer and further 
away from Earth) and science operations must be suspended during the passage 
through perigee. HEOs are also well-suited for investigating the interaction of the solar 
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wind with the magnetosphere, as studied by the Magnetospheric Multiscale Mission 
(MMS) [27] and Cluster [28–30] missions. 

The geostationary orbit (GEO) is important for a wide variety of applications including 
telecommunications and Earth observation (e.g., weather satellites) because objects in 
GEO appear stationary with respect to the surface of Earth. This allows continuous 
communication and/or observation. Two important developments have taken place 
in GEO that are relevant to formation flying and rendezvous. The first development is 
the collocation of satellites in the same orbital slot to optimize the use of the limited 
amount of space available in GEO [9,31]. The second development is the first 
application of On-Orbit Servicing (specifically, life extension) of a geostationary 
telecommunications satellite by docking to it and providing orbit and attitude control 
services after the client satellite has depleted its propellant tanks [32]. 

 

Figure 1.3: Rendezvous and formation flying missions by orbit type.  

Finally, low-lunar orbit (LLO) and heliocentric orbits are important for achieving 
specific mission objectives, for example to investigate the lunar gravity field [33], to 
investigate the Sun [34] or to perform fundamental research [35]. 

Figure 1.4 shows a breakdown of the missions by mission objective. The great majority 
of the missions taking place in LEO are Earth observation, technology demonstration 
missions or a combination of the two. Over half of the missions (55%) are technology 
demonstrators, and CubeSat missions represent about 63% of such missions. The next 
big portion is formed by Earth observation missions, which include the afternoon train 
[23] and morning constellation [36], GRACE [37] and TanDEM-X [24]. Astronomy and 
astrophysics cover about 12% of the missions, including large telescopes such as 
Darwin [38], the Terrestrial Planet Finder (TPF) [39], the Large Interferometer For 
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Exoplanets (LIFE) [40], the InfraRed Space Interferometer (IRASSI) [41], the X-ray 
Evolving Universe Spectroscopy (XEUS) [42] and Simbol-X [43]. The rest of the mission 
objectives cover comparatively smaller fields. 

 

 

Figure 1.4: Rendezvous and formation flying missions by mission objective.  

Figure 1.5 shows trends in the fields of application of rendezvous and formation flying 
missions. Technology demonstrator missions continue to comprise the major part of 
missions. This indicates that rendezvous and formation flying remains an active field 
of research. Formation flying appears to have become an established technology for 
Earth observation missions (in particular, gravity field recovery). Note also that in 
recent years On-Orbit Servicing and Active Debris Removal missions have been 
studied and executed. 
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Figure 1.5: Trends in the mission objectives of rendezvous and formation flying missions.  

Another important trend is the increase in the relative proportion of small satellite 
technology demonstration missions. To emphasize this point, figure 1.6 shows the 
number of small satellite technology demonstration missions that feature rendezvous 
and formation flying. In recent years, the number of rendezvous and formation flying 
technology demonstrator missions with CubeSats has increased dramatically. This 
illustrates the interest in developing this technology for CubeSats, and it appears that 
it is particularly useful for small satellites. The benefits of formation flying (in terms 
of increased baselines, focal length and/or aperture) can compensate for the small size 
of the platform. 

 

Figure 1.6: Evolution of the number of small satellite technology demonstrator missions.  

Figure 1.7 breaks down the missions according to the type of relative motion. The 
design of the relative motion is driven by the mission needs; for example, safety, 
observation geometry and propellant cost to maintain the formation. Eccentricity / 
inclination vector separation [44], along-track separation [11] and rendezvous 
trajectories [1] each take up about 20% of the missions. Eccentricity / inclination vector 
separation [44] is a strategy where the chaser and the target orbits are separated by 
small differences in the eccentricity and inclination vectors, and that exhibits 
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excellent passive trajectory safety because the chaser winds around the velocity 
vector of the target orbit (called the V-bar) but never intersects it (see also section 1.3). 

 

Figure 1.7: Rendezvous and formation flying missions by relative motion type.  

Along-track separation means that the chaser is located on the target orbit separated 
by a difference in mean anomaly. This ensures that the chaser spacecraft flies over 
approximately the same area with a time offset with respect to the target, and this 
allows simultaneous or near-simultaneous observation of the same features on 
ground by both the chaser and the target spacecraft. The along-track separation 
strategy does not exhibit the passive safety features of the eccentricity / inclination 
vector separation. The rendezvous category is comprehensive, in the sense that a wide 
variety of different rendezvous trajectories has been proposed and tried out. Typically, 
the rendezvous sequence features elements of along-track drift, along-track hold 
points on V-bar and forced motion [18]. Radial hop manoeuvres and safe orbits based 
on eccentricity / inclination vector separation are occasionally used [45,46]. The 
projected circular orbit (PCO) [6] or halo [9] is related to the eccentricity / inclination 
vector separation, with the difference that the chaser winds around the radius vector 
of the target orbit (called the R-bar) instead of the V-bar. This improves the downward 
viewing geometry but removes the passive safety feature of the eccentricity / 
inclination vector separation. 

The pendulum formation [47] uses an out-of-plane separation (that is, a small 
difference in inclination and/or right ascension of the ascending node) to create a 
baseline perpendicular to the reference orbital plane. This allows observing the same 
point on Earth from multiple viewing directions. The pendulum formation is usually 
combined with an along-track separation to avoid collisions. Forced motion profiles 
are used during the final stages of rendezvous [1], but they also form part of 
maintenance strategies for pointing a formation along a specific direction [48]. Forced 
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motion trajectories require constant operation of the thrusters, which makes them 
costly to perform, certainly over long(er) time intervals. This means that such 
formations are usually small, are maintained for a brief period (such as during 
rendezvous) and/or in an orbital environment where the perturbations (and therefore 
the propellant cost) are low. Maintaining a formation in an inertial direction is a 
specific application of a forced motion trajectory that is used for astronomical 
observations. For example, the occulter spacecraft and the coronagraph spacecraft of 
the Proba-3 mission align with the Sun direction to observe the Solar corona [48]. This 
formation is maintained during the apogee arc only because the perturbations (here 
mainly gravity gradient and solar radiation pressure) are sufficiently low to be 
compensated effectively by means of cold-gas thrusters. The tetrahedron formation 
has been used by missions such as Cluster and MMS to perform three-dimensional 
observations of the magnetosphere and its interaction with the Solar wind. 

1.2.2 Qualitative analysis of rendezvous and formation flying missions 

In addition to this quantitative analysis, several qualitative observations can be made 
as well. Several institutions and organizations have been very successful in 
developing their capabilities for formation flying and rendezvous of CubeSats. 
Typically, they have used an incremental approach, developed more complex 
missions, and built on the lessons learned from previous missions. Very successful in 
CubeSat formation flying are the Deutsches Zentrum für Luft- und Raumfahrt (DLR) 
with BIROS/AVANTI [49], the Zentrum für Telematik with Netsat [50] and the 
Telematic International Mission / Telematics Earth Observation Mission (TIM/TOM) 
[51], the University of Toronto with CanX4/5 [52], the Aerospace Corporation with the 
Aerocube series [53], Hawkeye 360 with the Hawk CubeSats [54], Tyvak with NanoACE 
and the Cubesat Proximity Operations Demonstration (CPOD) [55], and Stanford 
University, which is involved as GNC specialist for many small missions [56–59]. 
Tyvak’s NanoACE and CPOD missions are especially impressive, having managed to 
integrate a 6-degrees-of-freedom (6-DOF) propulsion system, sensors and docking 
system into a 3-unit CubeSat form factor. 

CubeSat mission developers are most interested in developing formation flying 
capabilities to execute more ambitious missions. In this sense the “NewSpace” 
approach appears to drive a greater willingness to demonstrate the more challenging 
and riskier technologies required for formation flying, and CubeSats appear to be 
especially well suited for such technologies. Multiple CubeSats collaborate towards 
the same mission goal to provide high-quality data that are out of reach for a single 
CubeSat and that in the past could only be provided by larger platforms. In this sense, 
a formation of CubeSats may turn out to reduce the overall mission risk, because the 
failure of a single CubeSat in a formation may still allow the formation to continue 
operating even if at a degraded level of performance. Developments in the established 
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space industry appear to move at a slower pace unless specific mission needs are 
addressed through autonomous or semi-autonomous formation flying and 
rendezvous: 

- Formation flying satellite missions for gravity field research have reached a 
high level of maturity. The GRAIL formation flying mission has successfully 
mapped the gravity field of the Moon. Gravity field recovery typically requires 
a low level of accuracy of the control (but a high level of accuracy of the 
knowledge of the relative position) of the formation (the separation distance 
can vary by as much as 100 km in case of GRACE [11]), and the required 
manoeuvrability of the spacecraft is low: the spacecraft tend to have only one 
or a few orbit control thrusters without 6-DOF control capability, and 
manoeuvres occur infrequently (the time between manoeuvres can be 60 days 
or more for GRACE). 

- Collocation of geostationary telecommunications satellites in the same orbital 
slot has been performed since the 1980s. In the past these missions would be 
operated from ground using ground tracking measurements. In recent years 
there is a drive towards autonomous orbit maintenance of collocated satellites. 

- Active Debris Removal and On-Orbit Servicing are two areas that have received 
considerable institutional attention in recent years. As the amount of space 
debris continues to grow, space agencies are becoming increasingly interested 
in developing the capability to remove debris from orbit. 

- The Mars Sample Return mission architecture calls for rendezvous operations 
to be conducted in Mars orbit to transfer surface samples from an ascent 
vehicle to the Earth return vehicle, which is envisaged to transfer the samples 
to Earth. 

The development of more sophisticated theories of motion and more complex 
manoeuvring strategies often goes hand in hand with the development and execution 
of space missions [49,60–63]. This is especially true for the smaller satellite missions, 
including CubeSats. As mentioned earlier most of these missions are performed in 
LEO. 

The development of increasing formation flying capabilities at universities has led to 
the creation of the commercial company HawkEye360 that specializes in the detection 
and localization of radio sources on the surface of Earth. To this aim the company has 
launched a constellation of sets of three CubeSats flying in formation that are able to 
triangulate the position of such radio sources [54]. 

Other institutes have experienced failures in their attempts to deploy formation flying 
missions. These failures have occurred because the CubeSats did not power up as 
expected, or because failures occurred after the satellites initially powered up 
successfully. Two such missions that failed at an early stage, namely CANYVAL-X 



1.2. State of the art  13 

 

 

1 

 

 

 

 

 

 

 

 

[64] and CANYVAL-C [65], were intended to perform Solar coronagraphy like Proba-3. 
The main difference between the mission concept for Proba-3 and that for the two 
CANYVAL missions is that the Proba-3 mission will take place in HEO and the 
CANYVAL missions were intended to take place in LEO. 

In the early 2000s space agencies showed high interest in developing large missions 
that feature formation flying for astronomical purposes. The Darwin mission and the 
TPF mission were proposed to detect and study terrestrial exoplanets, and XEUS and 
Simbol-X were proposed to perform X-ray astronomy. Unfortunately, none of these 
studies have led to a successful mission, and all studies concluded that the required 
formation flying technology was not sufficiently mature at the time to perform these 
missions at an acceptable level of risk of failure. The formation flying capabilities that 
Proba-3 will demonstrate are often mentioned when discussing planet-finding 
missions such as Darwin [38], LIFE [40] and IRASSI [41]. The original Darwin mission 
study was concluded in 2007 and no further developments are taking place. The 
IRASSI mission has recently been proposed using a similar architecture as Darwin, 
citing the increased technological maturity of formation flying technologies as a main 
reason for renewed interest in this mission concept [40]. At the time that the X-ray 
observatory missions XEUS and Simbol-X were studied, it was thought that X-ray 
interferometry telescopes would require formation flying to create a sufficiently long 
baseline. Recent technological advances have made it possible to create X-ray 
interferometers with a baseline of only 1 to 2 meters [66]. Nevertheless, there are 
several smaller missions that plan to use formation flying as a key enabling 
technology. The Virtual Telescope for X-ray Observations (VTXO) [67] plans to use a 
lens spacecraft and a detector spacecraft to perform X-ray observations, and the Space 
Experiment of IR Interferometric Observation Satellites (SEIRIOS) [68] plans to use 
infrared interferometry for exoplanet detection and characterization. 

Many missions use or are planned to use formation flying and rendezvous, with most 
of these taking place in LEO. In recent years there has been an increase in smaller 
CubeSat missions that use formation flying for a variety of purposes and that offer a 
cost-effective opportunity to perform high-quality observations. The larger telescope 
missions tend to prefer orbits around the Earth-Sun Lagrange point L2 because it is a 
low-perturbation orbital environment with little thermal variation, and it allows 
uninterrupted science operations. The initial proposal for Proba-3 pointed out that 
HEO is a cheap alternative to L2 orbits, and CubeSat missions could potentially make 
use of such HEOs to reach mission objectives similar to that of the larger space 
telescopes. The current work opens the way for CubeSat formations in HEOs. 

1.2.3 Rendezvous and formation flying GNC 

As stated in section 1.2.2, the development of new GNC algorithms is often driven by 
the development of missions that require formation flying and/or rendezvous. 
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Rendezvous and formation flying GNC is reviewed more in detail in sections 2.1 and 
3.1, but this section points out some of the current trends and recent developments. 
Current trends can broadly be grouped into the following categories: 

- Development of more sophisticated theories of relative motion 
- Development of novel relative navigation algorithms 
- Development of novel guidance and control strategies 

o Optimization of manoeuvre strategies including scheduling constraints 
o Renewed interest in impulsive manoeuvre strategies with few impulses 

 

Development of relative motion theories 

The development of more sophisticated theories of relative motion has been an active 
field of research for decades. Carter surveyed available relative motion theories in 1998 
[69], including a reference to Stern, who solved the equations of relative motion in 1963 
[70]. Alfriend evaluated state-of-the-art theories in 2005 [71], assessing the 
performance of the state transition matrix of Gim and Alfriend [72]. This state 
transition matrix is based on Brouwer’s theory for orbits perturbed by the flattening of 
Earth (the so-called J2 effect) [73,74], and it remains one of the most accurate linear 
theories. Reference [6] contains a description of many different types of the state 
transition matrix and includes a full description of the Gim-Alfriend theory. This 
theory provides a linearization of the transformation from the Cartesian state to 
relative osculating elements, a linearization of the transformation from osculating to 
mean orbital elements, and a linearization of the state transition matrix for mean 
orbital elements. Sullivan performed a review of available relative motion theories in 
2017 [75], and notes that while the Gim-Alfriend theory is highly accurate, it is also one 
of the most computationally expensive. This review also reveals several interesting 
trends. Researchers at DLR [61,76–78] and at Stanford University [63] abandoned the 
Cartesian local-vertical, local horizontal (LVLH) state vector in favour of a state vector 
expressed in terms of relative orbital elements. Perturbations are more easily included 
and recent theories include both the flattening of Earth and differential drag [60,63]. 
The usage of relative orbital elements avoids the transformation from the Cartesian 
LVLH state to relative orbital elements and the linearization errors associated with 
this transformation. This transformation is much more sensitive to linearization 
errors than the transition matrix for relative orbital elements [77]. Modern theories 
often perform non-linear transformations from mean to osculating orbital elements, 
and from orbital elements to inertial states, retaining a linear model only for the 
relative mean orbital elements [75]. Of great relevance to missions like Proba-3 is the 
relative motion theory by Chihabi and Ulrich [79,80], which is valid for HEOs and 
includes gravity field harmonics up to degree 5, third-body perturbations and 
atmospheric drag. 
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The theoretical work presented in the first part of this thesis focuses more on the 
peculiarities of the geometry of relative motion and attempts to find an elementary 
representation of trajectories. In the future, this representation can be combined with 
perturbation models to yield more accurate results and still retain the simplicity of the 
representation. Furthermore, the Proba-3 mission performs station-keeping during 
apogee, and an impulsive transfer through perigee that takes around half an orbital 
period. This transfer is affected by errors in the manoeuvre application due to thruster 
errors. The combination of the short propagation times and thruster errors make the 
use of high-accuracy relative motion theories less relevant for Proba-3. 

Development of relative navigation techniques 

Novel navigation techniques are focused on relative GPS (rGPS) and optical 
navigation. GPS receivers and camera sensors are reliable, cheap, small and have a 
low mass. This makes them well-suited for cooperative formation flying and 
rendezvous, and especially for small, low-cost missions. rGPS has become the de-facto 
standard for formation flying [81]. rGPS is only available in orbits around Earth, and 
preferably with at least the perigee altitude below the GPS constellation. In the Proba-
3 mission concept rGPS measurements availability is only expected in the region 
around perigee. Camera sensors are useful for formation flying and rendezvous 
missions, and they are especially relevant for small missions and for cases with 
uncooperative targets such as Active Debris Removal missions. Camera sensors can 
operate at a wide variety of distances, but they are limited by eclipse and other 
observation constraints (for example, no Earth in background). Novel relative 
navigation algorithms rely on sophisticated theories of relative motion to overcome 
constraints on observability such as eclipse [61,78]. To resolve the full state these 
theories rely on combining camera sensor measurements with known manoeuvre 
sizes [82,83], on known camera offsets with respect to the centre of mass of the satellite 
[84], or on precise modelling of the dynamics and the (nonlinear) observation 
geometry [85]. Formations that include more than two spacecraft can exploit 
simultaneous observations of multiple satellites to determine the geometry of the 
formation [86–88]. 

Development of manoeuvring strategies 

Interesting recent developments in the field of manoeuvring strategies focus on 
optimization of manoeuvres, considering scheduling constraints and time-varying 
cost functions. Roscoe et al. [89] divide the trajectory in a large set of intervals and uses 
a quadratic cost function in a solution that resembles a multiple-burn linear quadratic 
regulator (LQR). This can be compared to the analytical minimum-square norm 
solution for continuous thrust by Sengupta and Vadali [90] and Cho and Park [91,92]. 
Roscoe then proceeds to select the intervals where the manoeuvres that have the 
largest magnitude occur, and further optimizes the manoeuvre locations using primer 
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vector theory [93–100]. Anderson and Schaub [101] use an N-impulse approach that 
controls five out of six relative orbital elements. The manoeuvre locations are fixed 
and the MATLAB built-in optimizer fmincon is used to find the optimum solution. 
Gaias, d’Amico and Ardaens [102] and Gaias and d’Amico [103] describe optimal 
manoeuvring strategies that feature a manoeuvre planner that can take into account 
constraints on observability, thruster configuration and attitude, passive safety and 
others. Notably, these guidance and control strategies use a combination of a high-
fidelity model for long-term trajectory planning and lower-fidelity models for short-
term manoeuvre planning. The high-fidelity model is used to define free-drift 
trajectory segments, and the lower-fidelity model determines the manoeuvres 
required to transfer from one trajectory segment to the next. This ensures that the 
lower-fidelity model is only used for short propagation times during which 
perturbations have a shorter amount of time to act. Koenig and d’Amico [104] build on 
the idea of including constraints by allowing the cost function to vary over time, but 
take a completely different approach to the trajectory optimization based on reachable 
set theory. Reachable set theory was developed in the late 1960s [105–108] and applied 
to impulsive optimal control, but apparently not used afterwards until the publication 
of [104] and [109]. Although on-board optimization of manoeuvres is possible, it tends 
to be computationally costly and generally requires iterative methods, such that 
convergence needs to be addressed. For example, Koenig and d’Amico [104] state that 
their algorithm provides valid solutions for each iteration. On-board applications 
usually rely on more conservative, less sophisticated guidance schemes, see for 
example [55]. Roscoe [55] uses simple manoeuvres and trajectory elements to build up 
the overall concept of operations for CPOD. The work performed in this dissertation is 
more in line with this type of approach, where robust, simple algorithms are used to 
compute the manoeuvres on board. References [110,111,52] describe the on-board 
algorithms for the CanX-4/5 mission, including flight results. The algorithms are 
simple and robust and feature a small number of manoeuvres. More generally there is 
an interest in finding simple closed-form expressions for lower bounds on the ΔV 
required and in finding manoeuvring solutions with a low number of impulses (two, 
three or four) [103,112,113]. The current theoretical work fits in well with these 
approaches, and the practical work is compatible with the observed need for simple 
and robust manoeuvring strategies for on-board usage in flight software. 

1.3 Relative motion around circular orbits 

Relative motion around objects in circular orbits can most easily be understood in 
terms of relative orbital elements [114]. The relative orbital elements correspond to 
eigenmodes of the linearized dynamics matrix and their associated eigenvectors. 
Figure 1.8 graphically shows the natural motions associated with the modes of the 
relative motion. It identifies the semi-major axis / mean longitude mode, the 
eccentricity vector mode, and the inclination vector mode. Initial conditions for each 
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mode are indicated by black circles. Appendix A.4 provides a detailed description of 
the initial conditions shown in the figure. 

 

Figure 1.8: In-plane and out-of-plane natural dynamics modes.  

The semi-major axis / mean longitude modes cause along-track drift if the relative 
semi-major axis is non-zero, and an along-track displacement if the relative mean 
longitude is non-zero. The eccentricity vector modes cause a 2 x 1 elliptical motion in 
the plane of the reference orbit. There are two eccentricity vector modes separated 90° 
in phase angle. The two modes correspond to two linearly independent solutions that 
are indicated in the figure. One solution starts at a position on the positive x-axis with 
a velocity in the negative z-direction, and the other starts at the negative z-axis with 
a velocity in the negative x-direction. The two linearly independent solutions 
corresponding to the inclination vector modes cause an out-of-plane oscillation. The 
first solution starts with a positive non-zero position and zero velocity and the second 
solution starts with zero position and non-zero velocity. 

All relative motion solutions can be composed from these solutions by scaling and 
summing. One particularly useful set of solutions combines the eccentricity and the 
inclination vector modes. Simultaneous excitation of the eccentricity and inclination 
vector modes leads to the projected circular orbit and to the eccentricity / inclination 
separation. 

Figure 1.9 shows the projected circular orbit. A drift-free projected circular orbit 
trajectory is shown in bold, and a trajectory with a relative semi-major axis of 1 m is 
shown in a dashed line. An inspection of the projection on the xy-plane shows that 
the projection onto this plane is a circle. An observer directly below the formation 
would see the chaser circling around the target. The projection onto the xz-plane 
shows the 2 x 1 ellipse around the origin that is typical for a small difference in the 
eccentricity vector. Finally, the projection onto the yz-plane shows that the chaser 
trajectory passes through the origin, and the orbital plane crossings (y-coordinate 
equal to zero) occur when the z-coordinate is equal to zero. Small differences in the 
semi-major axis (which may for example be caused by orbit insertion errors) can cause 
the centre of the relative trajectory to drift away from the origin. This can cause the 
intersection points to move arbitrarily close to the origin, leading to collision. As a 
result, the projected circular orbit is not passively safe. 
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Figure 1.9: The projected circular orbit.  

Figure 1.10 shows the eccentricity/inclination vector separation. A drift-free 
eccentricity/inclination vector separation trajectory is shown in bold, and a trajectory 
with a relative semi-major axis of 1 m is shown in a dashed line. The amplitude of the 
out-of-plane oscillation is half as large as that of the projected circular orbit. The 
projection onto the xz-plane again shows the 2 x 1 ellipse around the origin. The chaser 
passes through the origin in the projection onto the xy-plane. An observer directly 
below the formation would see the chaser pass directly in front or behind the target. 
The projection onto the yz-plane shows a circular trajectory around the origin. The 
crossings of the orbital plane (the xz-plane) occur when the chaser has the maximum 
vertical separation distance, and the crossings with the horizontal plane (the xy-
plane) occur when the chaser has the maximum out-of-plane distance. This means 
that the trajectory can never cross the origin, even if along-track drift due to a small 
difference in semi-major axis is present. 
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Figure 1.10: Eccentricity/inclination vector separation.  

The previous paragraphs dealt with natural motions, without any impulsive 
manoeuvres. Figure 1.11 shows the effects of a tangential and a radial impulsive 
manoeuvre performed at the origin. (The out-of-plane motion can be controlled 
independently of the in-plane motion, for example by performing a manoeuvre at the 
orbit plane crossing to stop the out-of-plane motion.) The axes of the figure are scaled 
to unit distance, and the ΔV’s contain the orbital rate 𝑛 as a common factor. Tangential 
manoeuvres excite the semi-major axis mode and the eccentricity vector mode. A 
tangential manoeuvre with a magnitude of 𝑛/4 leads to an along-track displacement 
of 6𝜋/4 (scaled by the unit of distance) after completing one orbital revolution. The 
mean longitude mode is affected indirectly through the coupling factor between the 
relative semi-major axis and the relative mean longitude, and this coupling leads to 
along-track drift. Radial manoeuvres excite the mean longitude mode and the 
eccentricity vector mode, while the relative semi-major axis remains unchanged, and 
this ensures that the trajectory remains drift-free. A radial manoeuvre with a 
magnitude of 𝑛 leads to an along-track displacement of 4. The relative motion 
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associated with small impulses is described by Gauss’ variational equations 
[44,115,116]. 

 

Figure 1.11: The effects of a tangential impulse and a radial impulse.  

Figure 1.12 shows two distinct manoeuvre concepts that are often used in circular orbit 
rendezvous. The left-hand side shows the Hohmann transfer, a manoeuvre that is 
used to change the altitude between two circular orbits. The right-hand side shows a 
radial hop transfer, a manoeuvre that is used to modify the along-track separation 
without changing the relative semi-major axis. 

 

Figure 1.12: Typical rendezvous manoeuvres.  

Both manoeuvres are used in the rendezvous strategy of ATV, which uses a Hohmann 
transfer from a phasing orbit to a point on V-bar behind the target, followed by a radial 
hop to a terminal approach point close to the International Space Station. 

Appendix A provides a more detailed review of relative motion dynamics, including a 
derivation of the variational equations and their solution. The objective of this thesis 
is to leverage the understanding of the relatively straightforward relative dynamics 
around circular orbits to develop an equal understanding of the more complicated 
relative dynamics around spacecraft in elliptical orbits. 

1.4 Proba-3 

Proba-3 is a technology demonstrator mission developed within the General Support 
Technology Program of the European Space Agency (ESA). The primary mission 
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objective is to demonstrate the precise formation flying technologies that are required 
for space science. This includes the demonstration of formation maintenance, 
formation breaking and formation re-acquisition, precise station-keeping along a 
fixed direction, and the demonstration of formation flying manoeuvres such as 
resizing, retargeting and combined manoeuvres. Proba-3 will also demonstrate high-
accuracy formation flying sensors in orbit. The secondary mission objective is to 
perform coronagraphy as a distributed coronagraph system. 

Proba-3 consists of two three-axis stabilized spacecraft: the Coronagraph Spacecraft 
(CSC) and the Occulter Spacecraft (OSC). The spacecraft will perform close formation 
flying in HEO. Figure 1.13 shows the CSC and the OSC flying in formation. 

 

Figure 1.13: An artist’s impression of the Proba-3 mission. The CSC is on the left and the OSC is on the 
right ©ESA [117].  

Phase A of Proba-3 started in October 2006. As of 2022, Airbus Defence and Space has 
manufactured the Proba-3 platforms, including the propulsion system, harness, and 
thermal control system. At the time of writing the platforms are at the QinetiQ facility 
in Kruibeke, where the avionics and electronics will be integrated [118]. The launch of 
Proba-3 is planned for 2024. In the words of Agnes Mestreau-Garreau (Proba-3 project 
manager, ESA): 

‘Achieving precise formation flying will open up a whole new era. […] For science and 
Earth observation, larger apertures, longer focal lengths, and baselines far beyond 
what can be achieved with a single spacecraft can be met with precision formation 
flying. In-orbit servicing and deorbiting becomes feasible, as does the automated 
rendezvous and docking needed for the ambitious Mars Sample Return mission, 
retrieving a sample Martian regolith (dust) to bring back to Earth. […] Proba 3 will 
provide the technology required for missions several times more expensive and that 
would otherwise be unaffordable [119].’ 
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1.5 Research motivation and research questions 

The first automated rendezvous took place on October 30th, 1967, when Cosmos 186 
performed a rendezvous and docked to Cosmos 188 [120]. Since then, many automated 
rendezvous and formation flying missions have been performed, and most of these 
have taken place in LEO. Missions taking place in elliptical orbits have used ground-
based computation of manoeuvre commands and have not attempted to study relative 
trajectories in elliptical orbits as a generalization of relative trajectories in circular 
orbits [27–29]. Automated (or even autonomous) formation flying and rendezvous in 
elliptical orbits offer new possibilities for missions. Elliptical orbits can be a deliberate 
design choice for a formation flying or rendezvous mission, leveraging the quiet 
orbital environment of the apogee region to form a virtual structure telescope [26], 
sampling different regions of a planetary magnetic field [27–29], or potentially 
lowering the overall mission ΔV by performing rendezvous in an elliptical parking 
orbit [121]. Elliptical orbits can also be a contingency option, for example for the Mars 
Sample Return mission rendezvous. Rendezvous may need to take place in an 
elliptical orbit if the ascent vehicle does not successfully place the sample canister 
into the desired circular orbit [122]. A recent study has shown that upper stages remain 
in GTO as space debris [123,124] unless measures are taken to ensure more rapid re-
entry. Rendezvous techniques for performing Active Debris Removal in GTO could be 
a welcome addition to the options available for debris mitigation. 

The development of rendezvous and formation flying technologies for elliptical orbits 
can therefore be seen as both a method of risk mitigation (considering elliptical orbits 
as a non-nominal situation) or as an opportunity for performing new types of missions 
(exploiting the characteristics of elliptical orbits to enable new types of missions and 
new research). Rendezvous and formation flying in elliptical orbits are not necessarily 
more difficult than rendezvous and formation flying in circular orbits, but do present 
unique challenges. The linearized relative dynamics equations are more complicated, 
and it is not immediately obvious how the lessons learned in circular orbit rendezvous 
and formation flying can be applied to elliptical orbits. These issues need to be 
addressed in the development of new GNC algorithms and in mission design. The 
objective of this thesis is to enable rendezvous and formation flying in elliptical orbits 
by leveraging as much as possible the insights obtained from circular orbit 
rendezvous. 

The Proba-3 mission is planned to perform formation flying in HEO, and a full 
understanding of the relative dynamics is crucial for the development of the on-board 
control system. The first step in this development process is to perform mission 
analysis of the formation flying aspects of this mission. The formation flying mission 
analysis provides strategies for the different mission phases, defines operational 
timelines, and characterizes the ΔV required for all operations. The theory developed 
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in the first two chapters is applied to the Proba-3 mission, but is more broadly 
applicable, for example to Active Debris Removal and to constellation servicing. The 
following research questions are formulated to address the issues raised above. 

1 – Can Hohmann transfers, drifting orbits and safe orbits be generalized to transfers 
between elliptical orbits? 

In the linearized setting the Hohmann transfer to change altitude is optimal in the 
sense that it requires minimum ΔV. The Hohmann transfer consists of two impulsive 
manoeuvres of equal magnitude spaced half an orbital period apart. Another 
characteristic of the Hohmann transfer is that both impulsive ΔV’s are parallel to the 
velocity vector of the reference orbit. This leads to two beneficial attributes. Transfers 
from a drifting orbit above or below the reference orbit to the reference orbit only have 
a single intersection point with the reference orbit. A transfer that occurs at a large 
distance away from the target can keep a camera sensor pointing in the direction of 
the velocity vector of the reference orbit while the manoeuvres are performed if the 
manoeuvring thrusters are located on the opposite face of the chaser spacecraft with 
respect to the camera sensor, and this direction will roughly correspond to the 
direction to the target spacecraft. 

Co-elliptic drift orbits are orbits that cause along-track drift with respect to the target 
spacecraft, but whose relative altitude with respect to the target does not change. In 
circular orbits this corresponds to a difference in orbital radius, and the chaser 
spacecraft moves in straight-line trajectories with respect to the target. Another 
popular family of trajectories combines the in-plane oscillation associated with the 
relative eccentricity vector with the out-of-plane oscillation associated with the 
relative inclination vector [44,125]. On one extreme is the projected circular orbit (also 
referred to as halo orbit) in which the chaser appears to orbit the target when viewed 
from directly below the formation. This occurs when the relative eccentricity vector 
and the relative inclination vector are parallel. On the other extreme is the pure 
eccentricity / inclination vector separation, in which the chaser appears to orbit the 
target when viewed along the orbital velocity vector of the target. This occurs when 
the relative eccentricity vector and the relative inclination vector are perpendicular. 
Other formations that are occasionally used are the cartwheel formation, combining a 
small difference in the eccentricity vector with an arbitrary along-track separation, 
and the pendulum formation, combining a small difference in the inclination vector 
with an arbitrary non-zero along-track separation. 

Chapter 2 generalizes the Hohmann transfer, the co-elliptic drift orbit, and the safe 
orbit to eccentric orbit rendezvous. The desirable characteristics of the manoeuvre and 
the trajectory types carry over to elliptical orbits. To illustrate how the benefits of 
tangential impulses translate to eccentric orbits, figure 1.14 shows a general transfer 
between two eccentric orbits that has impulses tangential to the departure and the 
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arrival orbits. The figure shows that the transfer orbit is tangent to the departure orbit 
at the departure point, and tangent to the arrival orbit at the arrival point. This means 
that the transfer orbit has a single point in common with the departure orbit and a 
single point in common with the arrival orbit, and this characteristic is beneficial to 
the safety of the transfer. 

 

Figure 1.14: General orbit transfer with tangential impulses.  

 

2 – Can radial hop manoeuvres and V-bar hold points be generalized to transfers 
between elliptical orbits? 

A radial hop transfer is another example of a simple bi-impulsive manoeuvre. This 
manoeuvre consists of two radial impulses spaced half an orbital period apart, and it 
changes the along-track distance of the chaser with respect to the target while leaving 
the relative semi-major axis unaltered. A major advantage of this manoeuvre therefore 
lies in the fact that if the second impulse is not executed, the chaser returns to its 
original position one full revolution later. 

Hold points on V-bar are stationary points that provide an along-track separation 
between the chaser and the target, and that (at least in theory) require no ΔV to 
maintain. These points are often used as station-keeping points for rendezvous, or as 
nominal position for formation-flying missions. 

Chapter 3 generalizes the radial hop transfer in two different ways. A non-drifting 
transfer is described between two (Cartesian) points defined in the LVLH-frame and 
another between two states defined in terms of relative orbital elements. Hold points 
on V-bar are generalized to relative trajectories that are defined by a difference in 
mean anomaly, argument of perigee, or a combination of the two. 
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3 – How can the nominal operations be designed for the Proba-3 formation flying in 
a highly eccentric orbit? 

The nominal operations for Proba-3 consist of the operations to be performed during 
each orbit, and the deployment of the formation at the start of the mission. The 
nominal scenario for one orbit covers activities at the apogee pass and the perigee 
pass. During the apogee pass, Proba-3 performs science operations and engineering 
experiments. During the perigee pass, the spacecraft are in free flight until the 
formation is re-acquired at the start of the next apogee pass. The Proba-3 spacecraft 
are equipped with several sensor systems, each with different accuracies and fields of 
view. At the end of the perigee pass, the spacecraft must re-acquire the required 
relative geometry that ensures that the spacecraft are within the field of view of the 
relative sensors. A strategy for the typical, nominal operational orbit needs to be 
defined that allows to break formation at the end of the apogee arc, and to re-acquire 
the formation at the start of the next apogee arc. 

Both the gravity gradient and the accelerations associated with the rotation of the 
LVLH-frame are higher around perigee than they are around apogee. Consequently, 
the dynamics of the formation are changing faster around perigee than around apogee. 
Both effects have an impact on the propulsion system requirements. In the Proba-3 
mission, this issue is solved by including a high-thrust propulsion system on one 
spacecraft, and a low-thrust propulsion system on the other. The ΔV required for both 
propulsion systems needs to be determined. 

As the formation spends a large amount of time in the region around perigee in free 
drift, the effect of Solar radiation pressure and drag on the relative trajectory in this 
region may be non-negligible. In the apogee region the relative motion is continuously 
controlled as the spacecraft form a virtual structure. During this time, the Solar 
radiation pressure perturbation must be compensated for using the low-thrust 
propulsion system. 

Before the nominal operations can begin, the spacecraft are separated from the launch 
vehicle and commissioned individually. After the commissioning is complete, the 
spacecraft need to perform a sequence of manoeuvres to reduce the inter-satellite 
distance and enter the nominal orbit sequence. A strategy needs to be defined for this 
sequence of manoeuvres that considers the safety, duration and the ΔV required. 

4 – How can the off-nominal operations be designed for the Proba-3 formation flying 
in a highly eccentric orbit? 

In any realistic design for a space mission the possibility of failures must be 
considered. Formation flying missions present a greater challenge than missions 
featuring a single spacecraft, because of the additional elements required (sensors, 
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actuators, inter-satellite link) and because the proximity operations carry the 
additional risk of collisions between the spacecraft that comprise the formation. 

The Proba-3 mission needs to maintain an inertial formation in the region around 
apogee, and break and re-acquire formation in the region around perigee during every 
orbit. This means that every orbit, one or both spacecraft in the formation perform 
impulsive and forced motion manoeuvres, acquire the correct formation geometry 
such that measurements can be taken by relative sensors with different levels of 
accuracy and differently sized fields of view in complex sequences of operations. 
Although the nominal operations are designed in such a way as to minimize failures, 
it is mandatory to protect the formation against the impact of failures if one were to 
occur. 

Strategies need to be defined to bring the formation into a safe state if a failure does 
occur. These strategies need to ensure that the relative trajectory remains collision-
free for a given amount of time. During this time, relative measurements are not 
available and relative control of the formation is not possible. 

In circular orbits trajectory protection is often obtained by ensuring that the relative 
trajectories are passively safe or by actively protecting the trajectory. Active trajectory 
protection involves monitoring the trajectory and triggering a collision avoidance 
manoeuvre (CAM) if the trajectory exits certain predefined bounds. Proba-3 envisages 
two different types of protection for off-nominal situations: entry into a safe orbit and 
a CAM. In chapter 2 the eccentricity / inclination vector separation strategy for passive 
trajectory protection is generalized to elliptical orbits. The entry into safe orbit and the 
medium-term stability of the safe orbit need to be analysed to ensure that the relative 
trajectory remains safe both during the transfer and during an extended stay in the 
safe orbit. 

If a collision is imminent, then a CAM is performed that leads to an immediate 
departure and that ensures the two spacecraft do not return to proximity one orbit 
later. A strategy needs to be defined for the CAM and this strategy needs to be analysed 
to determine the safety and the associated ΔV cost1. 

1.6 Outline and scope 

The focus of this thesis is on the design and development of manoeuvres and 
trajectories for formation flying in elliptical orbits, and to perform the mission analysis 
for the Proba-3 mission using these tools and techniques. The tools and techniques 
that are developed in this thesis are of course applicable beyond the Proba-3 mission, 

 

1 The algorithm for the collision avoidance manoeuvre presented in chapter 5 contains an error. The 
corrected algorithm is provided in appendix E, along with a discussion of the reason for the error to occur. 
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as they apply to more general rendezvous and formation flying missions. The 
algorithms developed in this thesis can be used to study rendezvous in the context of 
Active Debris Removal missions, the Mars sample return mission and on-orbit 
construction missions. Beyond the rendezvous and formation flying applications, the 
algorithms developed here can be utilized for general orbit control around an elliptical 
reference orbit. This means that the algorithms can be used for orbit control (for 
example for Molniya type orbits) or for calculating trajectory correction manoeuvres 
for interplanetary trajectories. 

The thesis is organized as follows. Chapter 2 presents the linear cotangential transfer 
as a generalization of the Hohmann transfer and an analysis of safe orbits for elliptical 
orbits. The cotangential manoeuvre is useful for long- and medium-range rendezvous 
to alter the relative drift rate of the chaser spacecraft. The safe orbit can be used to 
provide passive safety to formations. Chapter 3 describes the non-drifting transfer as 
a generalization of the radial hop transfer (see section 1.3 for a description of these 
manoeuvres for circular orbits). Chapter 4 presents the mission analysis for the 
nominal operations of Proba-3, and chapter 5 presents the mission analysis for the 
non-nominal or contingency operations of Proba-3. Chapter 6 provides conclusions to 
the thesis, answering the research questions posed above, and revisiting the Proba-3 
mission. The afterword in chapter 7 contains some observations on the mission 
design process, and a short overview of the status of the Proba-3 guidance algorithms. 
Appendices provide additional details of algorithms used in the trajectory analysis 
and a tabulated survey of formation flying and rendezvous missions. 

Chapters 2 and 3 have been published earlier in the AIAA Journal of Guidance, Control 
and Dynamics, chapter 4 has been published in Acta Astronautica, and chapter 5 has 
been published in the International Journal of Space Science and Engineering. Minor 
editorial changes have been made to these articles to harmonize the style, and the 
spelling convention has been changed to British English. 
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2  
Linear Cotangential 
Transfers and Safe 

Orbits for Elliptic Orbit 
Rendezvous2 

This article presents the theory for linear cotangential transfers and safe orbits for 
elliptic orbit rendezvous. Expressions for the transfer angle and the required ΔV’s are 
derived. Singularities in the algorithm can occur if the two orbits intersect. Alternative 
manoeuvres for such singular cases are developed. The linear cotangential transfer 
algorithm is compared to the non-linear cotangential transfer and the algorithm is 
found to be very similar. The development of the linear cotangential transfer leads to 
a new set of relative orbital elements that are well suited for defining safe trajectories. 
The characteristics of safe trajectories are discussed, and a linear safety checking 
algorithm is developed. Finally, the combination of the cotangential transfers and safe 
orbits is used to define safe rendezvous trajectories for elliptical orbit rendezvous. 

2.1 Introduction 

Rendezvous and formation flying mission studies in recent years have been 
characterized by a greater drive towards on-board autonomy, and a desire to extend 
rendezvous capabilities to non-cooperative targets such as space debris. There is also 
an increasing interest in performing rendezvous and formation flying in elliptic orbits. 

 

2 This chapter was previously published in AIAA Journal of Guidance, Control, and Dynamics, 
doi: 10.2514/1.G005152. The spelling was changed to British spelling. Minor typos have been 
corrected. 
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These developments would extend the range of possible rendezvous missions from 
controlled, circular orbits with a cooperative target to uncontrolled, eccentric orbits 
with an uncooperative target. 

Safe rendezvous trajectories are of great importance to mid-range rendezvous 
scenarios that feature limited navigation capabilities, limited ground contact 
opportunities, a high drive for on-board autonomy or a combination of these three. The 
mid-range rendezvous phase starts when the chaser switches from absolute 
navigation to relative navigation based on a camera sensor. The linear relative 
navigation problem based on angles-only navigation during the long-range phase is 
not fully observable unless manoeuvres are performed [82] or individual features on 
the target can be distinguished [126]. To aid the angles-only navigation in achieving 
fast convergence, the relative trajectory of the chaser needs to include some variation 
in relative altitude with respect to the target. Some relative drift between the chaser 
and the target also improves performance of the navigation [127], as does the inclusion 
of the J2 perturbation into the linear model [127] or the use of a non-linear approach 
[85,128]. The Gauss [129] or Laplace method and a differential correction algorithm [130] 
could be used to initialize the filter, but ground tracking data can also be used to 
initialize the relative navigation filter [85]. The accuracy that can be achieved by 
means of ground tracking is lower than the accuracy that can be achieved by means 
of relative camera sensors [131,132]. Passively safe, collision-free trajectories can 
facilitate the transition between ground-based tracking and relative navigation. Safe 
trajectories may also be required during the initial formation deployment and 
acquisition, or to return from non-nominal situations. For example, formation 
deployment based on eccentricity / inclination vector separation is proposed for the 
Proba-3 mission [133], a precision formation flying mission in HEO with eccentricity 
0.81. In the case of Proba-3, the relative sensors are only available at a relatively close 
range, such that the formation deployment and acquisition need to be performed using 
manoeuvres uploaded by ground command. The trajectory needs to remain safe for a 
longer period, because no on-board autonomy is present during this phase, and ground 
commands are expected to be available only once per day. 

In a circular reference orbit scenario the Hohmann transfer and eccentricity / 
inclination vector separation [44] are considered important building blocks for 
constructing a guidance profile or reference trajectory for the mid-range rendezvous. 
The linear Hohmann transfer in circular orbit rendezvous is a transfer manoeuvre to 
an orbit with a different altitude for which the first and the second ΔV are equal in 
magnitude and direction [134]. A recent article describes how the eccentricity / 
inclination separation was used to define the trajectories for an un-cooperative 
rendezvous [135]. Both elements can be generalized for use in eccentric orbits, but there 
is some freedom in the choice of parameters or conditions that are kept invariant 
when the eccentricity is non-zero. The cotangential transfer is a generalization of the 
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Hohmann transfer in circular orbit rendezvous. The condition that is kept invariant is 
the tangency at the initial and terminal points. The generalization of eccentricity / 
inclination vector separation leads to families of collision-free relative trajectories 
when the eccentricity is larger than zero. 

The non-linear cotangential transfer algorithm was developed in the early 1960’s [136], 
but recently a new derivation of the algorithm has been presented [137]. The 
cotangential transfer is a type of transfer that is extremely useful for safe impulsive 
rendezvous. The cotangential transfer is near-optimal for transfers between elliptical 
orbits [138]. The transfer orbit has only a single intersection point with the terminal 
orbit, which enhances the safety of the transfer. Finally, the direction of the ΔV is 
tangential to the reference orbital velocity vector, which means that the spacecraft 
attitude can remain stationary in the tangential or flight-path reference frame, 
pointing in the general direction of the target. The ΔV for the cotangential transfer 
exceeds the ΔV of the optimal transfer by only 1% if the eccentricity is less than 0.2 
[139]. A more extensive comparison shows that the cotangential transfer performs 
well over a wide range of true anomalies, if the orbits do not intersect [140]. If the orbits 
do intersect, singularities appear in the algorithm [141]. An iterative algorithm for 
linear, cotangential transfers between J2 perturbed relative orbits is presented in [142]. 
An analytical algorithm for the linear cotangential transfer has been concisely 
described in [143] in the context of the development of a linear rendezvous guidance 
system. Another description of linear cotangential transfers is provided in [144], but 
the solution for the transfer angle is not provided. 

The problem of optimal formation reconfiguration has been addressed in several 
recent papers [103,112,113]. Gaias and D’Amico [103] provide manoeuvring schemes for 
circular orbits and identifies the cotangential transfer case that is currently studied as 
the tangent-tangent bi-impulsive manoeuvre with zero or non-zero difference in 
semi-major axis. If the relative semi-major axis is zero, the solution is identified as 
requiring numerical solution of the transfer angle, and if the relative semi-major axis 
is non-zero, the solution is identified as requiring numerical solution of both the 
location of the first manoeuvre and the transfer angle. Gaias and D’Amico [103] also 
provide lower bounds for the ΔV for formation reconfigurations in circular orbits. 
Chernick and D’Amico [112,113] extend the analysis of the lower bounds for the ΔV for 
formation reconfigurations in eccentric orbits and provide manoeuvring schemes 
based on reachable set theory. Lower bounds for the ΔV and a three-impulse 
manoeuvre scheme are provided by Chernick and D’Amico [112]. Gaias and D’Amico 
[103] and Chernick and D’Amico [112] point out that bi-impulsive manoeuvring 
schemes generally must be solved numerically, and cannot achieve the absolute ΔV 
minimum because they lack extra degrees of freedom to allow optimization of the ΔV. 
Closed-form expressions for bi-impulsive manoeuvres have been used in flight 
demonstrations in near circular orbits. These closed-form bi-impulsive manoeuvre 
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solutions can only establish three desired ROE after execution [112]. In the relative 
motion problem the out-of-plane coordinate is decoupled from the in-plane motion 
and can be controlled separately. Chernick and D’Amico [112,113] provide a 
manoeuvring scheme for the out-of-plane motion. 

Linear relative motion theories can be derived either by solving the linearized 
equations of relative motion [145], or by finding the matrices of partial derivatives of 
the orbital elements to the Cartesian state [146,147]. The equivalence of both 
approaches can be demonstrated [148]. For circular orbit rendezvous the equations that 
describe the relative motion are known as the Clohessy-Wiltshire or Hill-Clohessy-
Wiltshire equations [149]. These equations can be recast in terms of relative orbital 
elements [114]. Relative motion theories that include perturbations can be obtained 
relatively easily from (semi-)analytical satellite theories. The state transition matrix 
is often generated for use in differential correction orbit determination schemes 
[146,150]. Gim and Alfriend derived a relative motion theory that includes J2 from 
Brouwer’s theory [72]. An overview of different state transition matrices is provided 
by Alfriend et al [151]. Recent work provides a number of methods for including J2 and 
drag for short-term and long-term propagation [60,63,152,153]. Note that theories that 
include J2 and drag apply to central bodies that possess an equatorial bulge and an 
atmosphere, such as Earth. The perturbation due to J2 is of the order of J2, times the 
mean orbital rate, times the propagation time, or O(10-3) for transfer durations of about 
half an orbit in LEO. Relative drag can have a major impact on the long-term evolution 
of relative trajectories, and it depends on multiple factors such as the ambient density, 
orbital velocity, and the ratio of the ballistic coefficients of the chaser and the target. 
In this article it is assumed that the ballistic coefficients of the chaser and the target 
are comparable in magnitude, and that relative drag is negligible. Perturbations are 
excluded in this analysis of guidance algorithms, because manoeuvres are expected 
to occur frequently during the rendezvous, and thrust errors can be as large as a few 
percent of the nominal ΔV [154]. Thrust errors can have out-of-plane components, and 
for this reason safe trajectories such as the eccentricity / inclination vector separation 
are designed to consider margins for these and other perturbations. Guidance 
algorithms based on unperturbed relative motion can still be used even if the 
perturbations are not negligible or the propagation time is long. In such cases guidance 
strategies that divide the guidance problem into long-term evolution and short-term 
manoeuvring can be applied in a scheme referred to as precompensation [112]. In this 
scheme the long-term evolution model (which includes J2, drag and other 
perturbations) is used to plan a sequence of changes in the relative orbital elements. 
These changes in the relative orbital elements are realized by means of impulsive ΔV’s 
that are planned for a short time interval of up to a few revolutions during which the 
effect of the perturbations is negligible, and the impulsive ΔV’s are calculated using 
the unperturbed relative motion model. 
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This article presents a novel set of algorithms for cotangential transfer manoeuvres 
and trajectories that can be used for rendezvous problems in eccentric orbits. An 
important driver in the development of the algorithms presented in this article has 
been to try to link the theory of elliptic rendezvous to elementary treatments of 
circular orbit rendezvous, such that rendezvous in elliptic orbits can be seen as a 
straightforward extension of circular orbit rendezvous. Many elementary discussions 
are available for circular orbit rendezvous and most aspects of these treatments can 
directly be applied to elliptic orbits when suitable assumptions are made. In this paper 
the relative dynamics are described using linearized relative motion around an 
unperturbed, eccentric Keplerian orbit to ensure that the connection with manoeuvres 
developed for linearized relative motion around an unperturbed, circular Keplerian 
orbit (the Clohessy Wiltshire equations) is as clear as possible. A previous article 
detailed the development of an analytical algorithm for non-drifting transfers that can 
be compared to the radial hop trajectory in circular orbit rendezvous [155]. The present 
article discusses the cotangential transfer and eccentricity / inclination vector 
separation [44] (also referred to as the projected circular orbit [151]) as the basic building 
blocks of a rendezvous strategy for elliptic orbit rendezvous. These two concepts seem 
unrelated at first sight, but a deep connection exists between the two upon closer 
investigation. This connection is exploited to develop a set of related algorithms that 
taken together can be used to design a rendezvous strategy. The cotangential transfer 
manoeuvre presented in this article is a closed-form bi-impulsive in-plane transfer 
solution that can establish the desired relative semi-major axis, eccentricity, and 
argument of perigee. The solution presented in this paper provides the transfer angle 
if the location of the first manoeuvre is given and is valid for eccentric orbits. 
Intersecting initial and final trajectories can cause singularities in the linear 
cotangential manoeuvre computation algorithm, and the singularities occur at the 
intersection points. Seen in another way, the study of the singularities in the linear 
cotangential manoeuvre algorithm reveals a connection with trajectory safety 
features. Specifically, a linear trajectory crossing algorithm can be derived from the 
cotangential transfer algorithm [122]. The present article shows that the trajectory 
crossing algorithm can be used not only to reveal the singularities in the cotangential 
transfer, but also to establish short-term in-plane trajectory safety and to generalize 
the eccentricity / inclination vector separation to eccentric orbits. The development of 
the cotangential transfer algorithm leads to a new set of relative orbital elements 
(ROE) that can be used to define these families of relative trajectories that generalize 
the eccentricity / inclination vector separation. Appendix B in section 2.9 provides the 
relationship between the ROE defined in this paper and other sets of ROE [145,147]. 

This paper is the result of an investigation into the operational aspects of the 
cotangential transfer algorithm. Section 2.2 provides a brief description of the 
linearized motion model. Section 2.3 provides the full derivation and a comprehensive 
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analysis of the linear cotangential transfer algorithm, to examine singularities in the 
algorithm and to develop manoeuvres for the singular case. Section 2.4 defines 
families of relative trajectories that generalize the eccentricity / inclination vector 
separation strategy based on relative orbital elements (ROE) that follow naturally from 
the derivation of the cotangential transfer and to examine the safety of these families 
of trajectories. Section 2.5 develops a rendezvous strategy based on the cotangential 
transfer and the eccentricity / inclination vector separation generalized to eccentric 
orbits. The novel contribution of this investigation is a set of algorithms for 
cotangential manoeuvre computation, safe orbit definition and rendezvous trajectory 
design that generalize circular orbit rendezvous design concepts and as such simplify 
the design of elliptic orbit rendezvous trajectories. 

2.2 Linearized Relative Motion Model 

The orbit of the target spacecraft is taken as the reference orbit. The reference orbit is 
assumed to be an unperturbed elliptical Keplerian orbit for the purpose of developing 
the manoeuvring scheme. Figure 2.1 shows the local vertical, local horizontal (LVLH) 
and the tangential or flightpath (TAN) reference frames. The Cartesian state vector is 
defined as 𝐱 = [𝑥 𝑦 𝑧 �̇� �̇� �̇�]𝑇. A subscript is used to indicate whether the 
relative state is in the LVLH frame or in the TAN frame. Because the principal focus of 
this analysis is aimed at non-equatorial, eccentric orbits (far away from the 
singularities at e = 0 and i = 0), the familiar Keplerian orbital elements are used to 
define the vector of ROE as 𝛅𝛂 = [𝛿𝑎 𝛿𝑒 𝛿𝑖 𝛿𝛺 𝛿𝜔 𝛿𝑀]T. 

 

Figure 2.1: LVLH and TAN frames with respect to the perifocal frame.  

The derivation of the state transition matrix in terms of the Keplerian elements is 
provided by Montenbruck and Gill [146] for relative motion in the inertial frame and 
by Schaub and Junkins [147] for relative motion in the LVLH frame and is not repeated 
here. The details of the transformation and the mapping matrices for the TAN frame 
coordinates are given in Appendix A in section 2.8. In a linearized setting the 
cotangential transfer is based on two impulses parallel to the velocity vector of the 
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reference orbit. The general expression for a two-pulse manoeuvre is given by Gaias 
and D’Amico [103] and Chernick and D’Amico [112]: 

 
𝛅𝛂+(𝑡2) = 𝚽𝛼(𝑡2, 𝑡1){𝛅𝛂

−(𝑡1) + 𝚪𝐿𝑉𝐿𝐻(𝑡1)𝐑𝛾(𝑡1)𝚫𝐕𝑇𝐴𝑁.1}

+ 𝚪𝐿𝑉𝐿𝐻(𝑡2)𝐑𝛾(𝑡2)𝚫𝐕𝑇𝐴𝑁,2 (2.1) 

The superscripts “+” and “-“ indicate the state vector immediately before and 
immediately after the application of a ΔV. The matrix 𝚪 is the control-input matrix or 
Gauss’ variational equations in matrix form. The rotation matrix 𝐑𝛾 indicates a 
rotation around the y-axis by flight-path angle 𝛾, see also Appendix A in section 2.8. 

2.3 Linear Cotangential Transfer 
2.3.1 Cotangential Transfer Problem Solution 

The first step in developing the linear cotangential transfer algorithm is to write Eq. 
(2.1) explicitly in terms of the cotangential impulses and the ROE. Battin [156] provides 
expressions for Gauss’ variational equations for the Keplerian elements and for 
components of the ΔV along the velocity vector and perpendicular to it. The 
perpendicular component of the ΔV is dropped and only the column of the matrix is 
used which relates the parallel component of the ΔV to changes in the ROE. 

 [
 
 
 
𝛿𝑎2

+

𝛿𝑒2
+

𝛿𝜔2
+

𝛿𝑀2
+]
 
 
 

=

[
 
 
 
 

1 0 0 0
0 1 0 0
0 0 1 0

−
3

2
𝑎−1𝑛(𝑡2 − 𝑡1) 0 0 1]

 
 
 
 

(

 [

𝛿𝑎1
−

𝛿𝑒2
−

𝛿𝜔1
−

𝛿𝑀1
−

] +
2

𝑒𝑉1
[
 
 
 

𝑎𝜂−2𝑒𝜃1
2

(𝜌1 − 𝜂
2)

sin 𝜗1
−𝜌1

−1(𝜌1 + 𝑒
2)𝜂 sin 𝜗1]

 
 
 

𝛥𝑉∥,1

)

 

+
2

𝑒𝑉2
[
 
 
 

𝑎𝜂−2𝑒𝜃2
2

(𝜌2 − 𝜂
2)

sin 𝜗2
−𝜌2

−1(𝜌2 + 𝑒
2)𝜂 sin 𝜗2]

 
 
 

𝛥𝑉∥,2 

(2.2) 

where η is equal to √1 − 𝑒2, 𝜌 = 1 + 𝑒 cos𝜗 , 𝜃 = √2𝜌 − 𝜂2, and 𝑛 is the orbital rate. The 
expression for the local orbital velocity appearing in the matrix in equation (2.2) can 
be derived from the vis-viva law [129]: 

 𝑉 = 𝑎𝑛𝜂−1𝜃 (2.3) 

The scaling functions 𝜌 and 𝜃, which govern the behaviour of the orbital radius and 
the orbital velocity, respectively, form part of many expressions that are derived in 
this article. The equations for the relative semi-major axis, eccentricity and argument 
of perigee are required for the solution of the transfer angle, while the equation for the 
relative mean anomaly is required to find the along-track motion during the transfer. 
The first three equations can be simplified to: 
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𝑒𝛥𝑒 = 𝑒(𝛿𝑒2
+ − 𝛿𝑒1

−) = (𝜌1 − 𝜂
2)𝛥𝑉∥,1

∗ + (𝜌2 − 𝜂
2)𝛥𝑉∥,2

∗

𝑒𝛥𝜔 = 𝑒(𝛿𝜔2
+ − 𝛿𝜔1

−) = sin𝜗1 𝛥𝑉∥,1
∗ + sin𝜗2 𝛥𝑉∥,2

∗

 (2.4) 

The velocity impulses have been normalized according to 𝛥𝑉∗ = 2𝑉−1𝛥𝑉. The solution 
strategy is as follows. First, the transfer angle is found as a function of the initial true 
anomaly and the differences in relative semi-major axis, eccentricity, and argument 
of perigee. Second, the velocity impulses are found. Finally, the equation for the 
relative mean anomaly is used to determine the along-track distance after the 
manoeuvre. To solve Eq. (2.4) the system is rewritten as: 

 
𝑎−1𝛥𝑎 − 2𝜂−2𝑒𝛥𝑒 = 𝛥𝑉∥,1

∗ + 𝛥𝑉∥,2
∗

𝑒(𝑎−1𝛥𝑎 − 2𝜂−2𝑒𝛥𝑒) − 𝛥𝑒 = −cos𝜗1 𝛥𝑉∥,1
∗ − cos𝜗2 𝛥𝑉∥,2

∗

𝑒𝛥𝜔 = sin𝜗1 𝛥𝑉∥,1
∗ + sin𝜗2 𝛥𝑉∥,2

∗

 (2.5) 

The left-hand sides of these equations are functions of the ROE only, and not of the 
true anomaly. This means that these elements are ROE in their own right. To define 
the new set, Eq. (2.5) is multiplied by the semi-latus rectum. The left-hand-side of the 
first of Eq. (2.5) can now be compared to the variation of the semi-latus rectum 𝛿𝑝 =
𝜂2𝛿𝑎 − 2𝑎𝑒𝛿𝑒 [147]. The new relative orbital elements replacing the relative semi-major 
axis, eccentricity, and argument of perigee (and their inverse relations) are defined as 
follows: 

 
𝐶1 = 𝛿𝑝 = 𝜂

2𝛿𝑎 − 2𝑎𝑒𝛿𝑒 𝛿𝑎 = 𝜂−4((1 + 𝑒2)𝐶1 − 2𝑒𝐶2)

𝐶2 = 𝑒𝛿𝑝 − 𝑝𝛿𝑒 𝛿𝑒 = 𝑝−1(𝑒𝐶1 − 𝐶2)

𝐶3 = −𝑒𝑝(𝛿𝜔 + cos 𝑖 𝛿Ω) 𝛿𝜔 = −𝑒−1𝑝−1𝐶3

 (2.6) 

The term cos 𝑖 𝛿Ω has been added to the definition of C3 to decouple the in-plane and 
out-of-plane motion, see Appendix B in section 2.9. For in-plane transfers such as the 
cotangential transfer, there is no change in the right ascension of the ascending node 
Ω such that Δ𝐶3 = 𝑒𝑝Δ𝜔 for in-plane transfers. 

Eq. (2.5) can be rewritten using angle sum identities for ϑ2 to yield a set of equations 
in terms of the initial true anomaly, the transfer angle 𝜑 and the scaled velocity 
impulses. The transfer angle 𝜑 is the difference between the initial true anomaly and 
the final true anomaly. 

 
𝛥𝐶1 = 𝑝(𝛥𝑉∥,1

∗ + 𝛥𝑉∥,2
∗ )

𝛥𝐶2 = 𝑝(−cos𝜗1 𝛥𝑉∥,1
∗ − cos𝜗1 cos𝜑 𝛥𝑉∥,2

∗ − sin𝜗1 sin𝜑 𝛥𝑉∥,2
∗ )

𝛥𝐶3 = 𝑝(−sin ϑ1 𝛥𝑉∥,1
∗ − sinϑ1 cosφ𝛥𝑉∥,2

∗ − cos ϑ1 sinφ𝛥𝑉∥,2
∗ )

 (2.7) 
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After elementary manipulation of these equations the following result is obtained: 

 
𝛥𝐶1 + cos𝜗1 𝛥𝐶2 + sin𝜗1 𝛥𝐶3 = 𝑝𝛥𝑉∥,2

∗ (1 − cos𝜑)

sin𝜗1 𝛥𝐶2 − cos𝜗1 𝛥𝐶3 = 𝑝𝛥𝑉∥,2
∗ sin𝜑

 (2.8) 

The left-hand sides of this equation are real-valued trigonometric polynomials of the 
initial true anomaly with the new ROE as coefficients. The polynomials are labelled P1 
and P2. P1 (i.e., a ΔP1) depends on C1, C2 and C3, while P2 only depends on C2 and C3. 

 
𝑃1 = 𝐶1 + 𝐶2 cos 𝜗1 + 𝐶3 sin𝜗1
𝑃2 = 𝐶2 sin𝜗1 − 𝐶3 cos 𝜗1

 (2.9) 

Eq. (2.8) now becomes: 

 
𝛥𝑃1 = 𝑝𝛥𝑉∥,2

∗ (1 − cos𝜑)

𝛥𝑃2 = 𝑝𝛥𝑉∥,2
∗ sin𝜑

 (2.10) 

The solution for the transfer angle can be found by performing the Weierstrass 
substitution, and is given by: 

 𝜑 = 2 tan−1 (
𝛥𝑃1
𝛥𝑃2

) (2.11) 

Care should be taken when ΔP2 is equal to 0 as the argument of the arctangent function 
becomes infinitely large; in this case the transfer angle is equal to 180°. Next, the 
velocity impulses are determined. Squaring Eq. (2.10) and summing them leads to the 
following expression for the second velocity impulse (where it is noted that Eq. (2.10) 
is used twice to obtain the expression for ΔP1 and simplify the result): 

 𝛥𝑉∥,2
∗ =

1

2

(𝛥𝑃1)
2 + (𝛥𝑃2)

2

𝑝𝛥𝑃1
 (2.12) 

To find the simplest possible expressions for the ΔV’s, note that the sum of the squares 
of polynomials P1 and P2 is equal to: 

 (𝛥𝑃1)
2 + (𝛥𝑃2)

2 = (𝛥𝐶𝑠)
2 + 2𝛥𝐶1𝛥𝑃1 (2.13) 

To simplify expressions the parameter Cs is defined by: 

 (𝛥𝐶𝑠)
2 = (𝛥𝐶2)

2 + (𝛥𝐶3)
2 − (𝛥𝐶1)

2 (2.14) 

This means that the second velocity impulse can also be written as: 
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 𝛥𝑉∥,2
∗ =

1

𝑝
{
1

2

(𝛥𝐶𝑠)
2

𝛥𝑃1
+ 𝛥𝐶1} (2.15) 

Using the first of Eq. (2.7) a simple expression for the normalized velocity impulses 
can be found: 

 
𝛥𝑉∥,1

∗ = −
(𝛥𝐶𝑠)

2

2𝑝𝛥𝑃1

𝛥𝑉∥,2
∗ =

1

𝑝
𝛥𝐶1 − 𝛥𝑉∥,1

∗

 (2.16) 

This completes the derivation of the cotangential transfer algorithm. In this derivation 
the ROE C1, C2, C3 and Cs have been defined. The ROE C1, C2 and C3 are alternatives to the 
semi-major axis, eccentricity, and argument of perigee. The constant Cs does not form 
part of this new set. The set of alternative elements is completed by defining element 
C4 based on the mean anomaly. Chernick and D’Amico [112] and Riggi and D’Amico 
[157] refer to this orbital element as the modified relative mean longitude. In the 
current treatment the modified relative mean longitude is scaled by a·η-1: 

 𝐶4 = 𝑎(𝛿𝜔 + cos 𝑖 𝛿Ω + 𝜂
−1𝛿𝑀) (2.17) 

The C set of ROE is non-singular when the eccentricity goes to zero and can be seen 
as a generalization of the travelling ellipse formulation that is in use in circular orbit 
rendezvous, see Appendix B in section 2.9. Using this new element, the equation for 
the relative mean anomaly from Eq. (2.2) can be rewritten as follows: 

 Δ𝐶4 = −
3

2
𝜂−1𝑛(𝑡2 + 𝑘𝑇)𝛿𝑎1—

3

2
𝜂−3𝑎𝑛(𝑡2 − 𝑡1 + 𝑘𝑇)𝜃1

2𝛥𝑉∥,1
∗

− 𝑎𝑒 sin𝜗1 𝜌1
−1𝛥𝑉∥,1

∗ − 𝑎𝑒 sin𝜗2 𝜌2
−1𝛥𝑉∥,2

∗ , ⤶   𝑘 ∈ ℤ 
(2.18) 

Allowance has been made for a coasting arc in the initial orbit and a longer coasting 
time in the transfer orbit, where the coasting time in the transfer orbit can be extended 
by integer multiples of the orbital period. In principle it would be possible to solve this 
equation for the initial true anomaly. However, like Kepler’s equation, this equation 
does not have a closed-form solution, and a numerical method would need to be used. 
In section 2.5 an alternative approach is used to ensure that the chaser arrives at the 
correct along-track distance. 

The ΔV required for the linear cotangential manoeuvre can be compared to the ΔV 
lower bounds provided by Chernick and d’Amico [112]. Chernick and d’Amico [112] 
show that a lower bound for the ΔV can be established that is based on the ROE that 
requires the largest ΔV to change, and this ROE change is referred to as the dominant 



2.3. Linear Cotangential Transfer  39 

 

 

 

2 

 

 

 

 

 

 

 

ROE change. The lower bound for in-plane transfers is given by the largest of the ΔV’s 
required to change the semi-major axis, the modified relative mean longitude and the 
eccentricity vector. 

 (𝑛𝑎𝜂)−1𝛥𝑉𝐿𝐵 = max(
𝑎−1‖Δ𝛿𝑎‖

2(1 + 𝑒)
,
‖Δ𝛿𝜆𝑒‖

3(1 + 𝑒)Δ𝑀
,

‖Δ𝛿𝐞‖

√3𝑒4 − 7𝑒2 + 4 
) (2.19) 

In equation(2.19), 𝑎𝜂𝛿𝜆𝑒 = 𝐶4 and the relative eccentricity vector is given by [147]: 

 𝛿𝐞 = [
𝛿𝑞1
𝛿𝑞2

] = [
cos𝜔 −𝑒 sin𝜔
sin𝜔 𝑒 cos𝜔

] [
𝛿𝑒
𝛿𝜔
] (2.20) 

The ΔV required for the linear cotangential manoeuvre can be solved for the special 
case of co-apsidal transfers to compare expressions for the case of dominant ‖Δ𝛿𝑎‖ 
and dominant ‖Δ𝛿𝐞‖. The cotangential manoeuvre (like the Hohmann transfer in 
circular orbit rendezvous) is not designed for solving changes in the modified relative 
mean longitude, and the case of dominant ‖Δ𝛿𝜆𝑒‖ is not considered for comparison 
here. The total ΔV for the general linear cotangential transfer is given by: 

 𝛥𝑉𝑡𝑜𝑡 = 𝛥𝑉∥,1 + 𝛥𝑉∥,2 =
1

2
𝑎𝑛𝜂−1 {𝜃1 ‖

(𝛥𝐶𝑠)
2

2𝑝𝛥𝑃1
‖ + 𝜃2 ‖

1

𝑝
𝛥𝐶1 +

(𝛥𝐶𝑠)
2

2𝑝𝛥𝑃1
‖} (2.21) 

If the change in the relative argument of perigee is equal to zero, and the transfer is 
started at apogee or at perigee, then the transfer angle is 180° and the ΔV can be 
rewritten in terms of changes in the relative semi-major axis and relative eccentricity. 

 𝛥𝑉𝑡𝑜𝑡 =

{
 
 

 
 1

2
𝑛{𝜂𝛥𝛿𝑎 − 𝑎𝑒𝜂−1𝛥𝛿𝑒},

−(1 − 𝑒)𝜂2

2 − 2𝑒 − 𝜂2
<
𝑎𝛥𝛿𝑒

𝛥𝛿𝑎
<

(1 + 𝑒)𝜂2

2 + 2𝑒 − 𝜂2

1

2
𝑛𝑎𝜂−1𝛥𝛿𝑒,

𝑎𝛥𝛿𝑒

𝛥𝛿𝑎
≤
−(1 − 𝑒)𝜂2

2 − 2𝑒 − 𝜂2
∨
𝑎𝛥𝛿𝑒

𝛥𝛿𝑎
≥

(1 + 𝑒)𝜂2

2 + 2𝑒 − 𝜂2

 (2.22) 

The nature of the total ΔV changes depending on whether the initial and final orbit 
intersect or not. The limit cases can be derived from the control input matrix 
(explicitly given in equation (2.2)), determining the ratio of the change in semi-major 
axis and the change in eccentricity that can be achieved by means of a single impulse. 
Intersecting initial and final orbits are further discussed in section 2.3.3. 

If the cotangential manoeuvre only changes the semi-major axis, then the total ΔV is 
related to the lower bound as: 
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𝛥𝑉𝑡𝑜𝑡
𝛥𝑉𝐿𝐵

=

1
2𝑛𝜂𝛥𝛿𝑎

𝑛𝜂
2(1 + 𝑒)

Δ𝛿𝑎
= 1 + 𝑒 (2.23) 

Equation (2.23) shows that the ΔV is higher than the lower bound by a factor equal to 
the eccentricity. The lower bound is obtained by examining the effect of a single, 
tangential manoeuvre performed at perigee. Such a manoeuvre achieves the 
maximum change in semi-major axis, but it also changes the eccentricity. This is a 
strong indication that the ΔV lower bound for dominant ‖Δ𝛿𝑎‖ is unlikely to be 
achievable. 

On the other hand, if the cotangential manoeuvre changes the eccentricity and the 
change in eccentricity is larger than the limits identified in (2.22), then the total ΔV is 
related to the lower bound as: 

 
𝛥𝑉𝑡𝑜𝑡
𝛥𝑉𝐿𝐵

=

1
2𝑛𝑎𝜂

−1𝛥𝛿𝑒

𝑛𝑎𝜂𝛥𝛿𝑒

√3𝑒4 − 7𝑒2 + 4 

=
1

2
𝜂−2√3𝑒4 − 7𝑒2 + 4 (2.24) 

Equation (2.24) shows that the total ΔV is less than 4.1% above the lower bound if the 
eccentricity of the reference orbit is smaller than 0.5, and less than 11.4% above the 
lower bound if the eccentricity of the reference orbit is smaller than 0.7. 

2.3.2 Geometrical Representation of the Transfer 

The cotangential transfer can be represented geometrically in terms of the C set of ROE 
and the normalized velocity impulses in a diagram. This diagram is a phase portrait 
of the scaled z-coordinate in the TAN frame and facilitates the identification of key 
points and relevant angles in the transfer problem. The geometrical representation 
provides a direct connection between the key ROE C1, C2 and C3, and the behaviour of 
the z-coordinate in the tangential frame. It ensures that the phase angles of the 
transfer trajectory can be identified by inspection, and it allows for a straightforward 
identification of the singularities in the algorithm as crossing points with the 
reference trajectory. The tangency condition at the end of the trajectory can be verified 
in the diagram in Figure 2.2 as the transfer ends at zero altitude (z = 0) with zero 
vertical velocity (z’ = 0). The diagram therefore captures all important geometrical 
features of coplanar elliptic trajectories with respect to a reference orbit. 

First note that the z-coordinate in the TAN frame can be expressed as (see Appendix 
B in section 2.9): 

 𝜌𝜃𝑧𝑇𝐴𝑁 = −(𝐶1 + 𝐶2 cos 𝜗 + 𝐶3 sin 𝜗) = −𝑃1 (2.25) 
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The z-coordinate depends on the same polynomial P1 that was identified in the 
solution of the cotangential transfer angle, equation (2.9). The z-coordinate is scaled 
by 𝜌 and by 𝜃 as follows: 

 �̂�𝑇𝐴𝑁 = 𝜌𝜃𝑧𝑇𝐴𝑁 =
𝑉𝜂3

𝑛𝑟
𝑧𝑇𝐴𝑁 (2.26) 

In other words, the scaling depends both on the local orbital velocity and on the local 
orbital radius. The rate of change of the scaled coordinate with respect to the true 
anomaly is given by: 

 �̂�𝑇𝐴𝑁
′ =

𝑑

𝑑𝜗
�̂�𝑇𝐴𝑁 = −

𝑑

𝑑𝜗
𝑃1 = 𝑃2 (2.27) 

The behaviour of the scaled z-coordinate is affected by tangential velocity impulses, 
and it has been shown in equation (2.25) that a simple relation exists between the 
scaled z-coordinate and the C set of ROE. The effect of the normalized tangential and 
radial velocity impulses on the C set of ROE is derived from Eq. (2.1) and (2.6) (see also 
Appendix B in section 2.9): 

 
𝜕𝐂

𝜕𝐕𝑇𝐴𝑁
∗ = 𝑝

[
 
 
 
 
 

1 𝑒 sin 𝜗 𝜌−1

−cos𝜗
1

2
(1 + 𝑒2) sin𝜗 𝜌−1

−sin𝜗 −
1

2
{2𝑒 + (1 + 𝑒2) cos 𝜗}𝜌−1

−𝑒 sin𝜗 𝜌−1𝜂−2 𝜂−2 ]
 
 
 
 
 

 (2.28) 

The effect of a normalized tangential velocity impulse on the elements C1, C2 and C3 is 
expressed in terms of simple trigonometric functions. To complete the diagram, define 
the parameter 𝐶𝑚 and the phase angle 𝛼 as follows: 

 𝐶𝑚 = √(𝐶2)
2 + (𝐶3)

2

𝛼 = tan−1(𝐶3, 𝐶2)
 (2.29) 

The geometry of the cotangential transfer can now be summarized in a diagram. 
Figure 2.2 shows the geometry of a generic cotangential transfer. 
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Figure 2.2: Cotangential transfer diagram.  

The transfer starts in the relative orbit represented by the circle at the top, 
parameterized by the three ROE C1,0, C2,0 and C3,0. The scaled z-coordinate traces out a 
circle in the phase portrait diagram, with a phase angle 𝛼 determined by the relative 
magnitudes of the ROE C2 and C3. A tangential velocity impulse changes the altitude 
of the circle of the scaled z-coordinate and the ROE C2 and C3 change in such a way as 
to match the derivative of the scaled z-coordinate at the point of application. The z-
coordinate now traces out a circular arc equal to the transfer angle 𝜑 to reach the target 
orbit. The transfer arc is indicated by the set of ROE C1,1, C2,1 and C3,1. The second 
tangential velocity impulse ends the transfer at the origin. The scaled z-coordinate in 
the TAN frame with respect to an elliptic reference orbit behaves in a manner similar 
to the z-coordinate in the LVLH frame with respect to a circular orbit. The scaled z-
coordinate in the TAN frame follows a simple harmonic oscillation around a fixed 
mean altitude and it is independent of the modified relative mean longitude. All these 
aspects are the same as the behaviour of the z-coordinate in the LVLH frame in circular 
orbit rendezvous. 

2.3.3 Singularities in the Algorithm and Alternative Manoeuvres 

The cotangential algorithm contains singularities for certain sets of initial and final 
conditions. Inspection of the cotangential transfer diagram for the singular cases 
shows that singularities in the cotangential transfer algorithm occur when the initial 
orbit intersects the final orbit. Figure 2.3 shows this situation in the cotangential 
transfer diagram. The shaded region in Figure 2.3 represents the portion of the 
trajectory below the reference orbit, with the intersections occurring at S1 and S2. This 
diagram allows determining of the location of the singularities, namely, the true 
anomalies of the intersection points. Intersections occur when the scaled z-coordinate 
can become zero. By inspection of Figure 2.3 and equation (2.25) the intersection 
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criterion is deduced, namely that the absolute value of 𝛥𝐶1 needs to be smaller than 
𝛥𝐶𝑚. The true anomalies of the intersections can be found by finding the zeros of 
equation (2.25). 

 

Figure 2.3: Location of singularities in the cotangential transfer algorithm.  

The geometrical relations of Figure 2.3 can be analysed to help find the solution for 
the true anomalies of the intersections: 

 
sin𝜗0,1 = −

Δ𝐶2Δ𝐶𝑠 + Δ𝐶1Δ𝐶3
(Δ𝐶𝑚)

2
, cos𝜗0,1 =

Δ𝐶3Δ𝐶𝑠 − Δ𝐶1Δ𝐶2
(Δ𝐶𝑚)

2

sin𝜗0,2 =
Δ𝐶2Δ𝐶𝑠 − Δ𝐶1Δ𝐶3

(Δ𝐶𝑚)
2

, cos𝜗0,2 = −
Δ𝐶3Δ𝐶𝑠 + Δ𝐶1Δ𝐶2

(Δ𝐶𝑚)
2

   (2.30) 

The behaviour of the cotangential transfer algorithm near the singularity can be 
understood graphically by comparing Figure 2.2 and Figure 2.3, approaching the 
singularity from below or above. In both cases, the algorithm fits a circle of infinite 
radius through the point S and point B, and as the centre of the circle of the transfer 
orbit moves further away from the target orbit the ΔV increases. When approaching 
the singularity from above the transfer angle approaches zero as the true anomaly 
approaches the true anomaly of the intersection. When approaching the singularity 
from below the transfer angle approaches 2π as the true anomaly approaches the true 
anomaly of the intersection. If the orbits intersect the first and the second ΔV are in 
opposite directions, while if the orbits do not intersect (as depicted in Figure 2.2) both 
ΔV’s are in the same direction. The first condition of equation (2.7) still applies, which 
states that for linearized dynamics the sum of the normalized ΔV’s needs to be equal 
to the change in semi-latus rectum. If the ΔV’s have opposite sign, then they can 
become unbounded, while if the ΔV’s have the same sign, then the first condition of 
equation (2.7) provides an upper limit to the size of each of the ΔV’s. Clearly, the 
singularity in the algorithm needs to be avoided to limit the ΔV. Three alternatives to 
the cotangential transfer are explored when the initial and final orbit intersect. 
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The first option is to perform the transfer from points that are as far removed from the 
singularity as possible, starting either above (1) or below (2) the target orbit. In Figure 
2.3 these points are labelled A1 and A2. The ΔV’s have opposite sign even if the transfer 
starts as far from the singularity as possible. The transfer angle φ is equal to 180°. The 
transfer for case 1 is developed below. The transfer for case 2 can be developed in an 
analogous manner. Equation (2.16) shows that the ΔV depends on the polynomial P1. 
At point A the polynomial P1 becomes: 

 Δ𝑃1,𝛼 = Δ𝐶1 + Δ𝐶2 cos 𝛼 + Δ𝐶3 sin 𝛼 = Δ𝐶1 + Δ𝐶𝑚 (2.31) 

This expression is inserted into equation (2.16) to obtain the normalized ΔV’s: 

 
𝛥𝑉∥,1,α

∗ =
1

2
𝑝−1(𝛥𝐶1 − 𝛥𝐶𝑚)

𝛥𝑉∥,2,𝛼
∗ =

1

2
𝑝−1(𝛥𝐶1 + 𝛥𝐶𝑚)

 (2.32) 

The second option is to use a single manoeuvre performed at the crossing point. The 
ΔV needs to satisfy the following equation: 

 [

Δ𝐶1
Δ𝐶2
Δ𝐶3

] + 𝑝

[
 
 
 
 

1 𝑒 sin 𝜗 𝜌−1

−cos𝜗
1

2
(1 + 𝑒2) sin𝜗 𝜌−1

−sin𝜗 −
1

2
{2𝑒 + (1 + 𝑒2) cos 𝜗}𝜌−1]

 
 
 
 

[
Δ𝑉∥

∗

Δ𝑉⊥
∗] = [

0
0
0
] (2.33) 

This equation can be solved by inserting the true anomaly of one of the two crossing 
points from equation (2.30), and solving the overdetermined system. Alternatively, it 
can be observed that the tangential component of the ΔV needs to nullify the 
difference in semi-major axis; only the tangential component of the ΔV can change 
the semi-major axis. The tangential ΔV is found to be equal to: 

 𝛥𝑉∥
∗ =

𝜂2

𝜃2
(
𝛿𝑎+ − 𝛿𝑎−

𝑎
) (2.34) 

The ΔV is rewritten in terms of the C set of ROE: 

 𝑝𝛥𝑉∥
∗ =

𝜂2

𝜃2
(
(1 + 𝑒2)Δ𝐶1 − 2𝑒Δ𝐶2

𝜂2
) =

(1 + 𝑒2)Δ𝐶1 − 2𝑒Δ𝐶2
𝜃2

 (2.35) 

The radial ΔV can be found by inserting the tangential ΔV into the first line of equation 
(2.33) and solving for the radial component. (Of course, line two and three lead to the 
same result.) 
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 𝑝𝛥𝑉⊥
∗ =

𝜌(Δ𝐶1 − 𝑝𝛥𝑉∥
∗)

𝑒 sin 𝜗
=
2𝜌

𝜃2
cos𝜗Δ𝐶1 − Δ𝐶2

sin𝜗
 (2.36) 

The true anomaly of the first intersection from equation (2.30) is inserted to find the 
radial ΔV at this point: 

 
cos 𝜗0,1 Δ𝐶1 − Δ𝐶2

sin𝜗0,1
= −

(Δ𝐶2Δ𝐶𝑠 + Δ𝐶1Δ𝐶3)Δ𝐶𝑠
Δ𝐶2Δ𝐶𝑠 + Δ𝐶1Δ𝐶3

= −Δ𝐶𝑠 (2.37) 

The radial component of the ΔV at the first intersection is equal to: 

 𝑝𝛥𝑉⊥
∗ = −

2𝜌0,1

𝜃0,1
2 Δ𝐶𝑠 (2.38) 

At the second crossing the radial component switches sign; the tangential component 
of the ΔV is the same as for the first crossing. This manoeuvre is performed at the 
intersection point, which achieves the desired change in relative orbital elements 
with a single impulse. This means that transfer is optimal under the assumption that 
a single ΔV is used. 

For the third alternative there is only a single point of intersection (so 𝛥𝐶𝑚 = 𝛥𝐶1). The 
tangential ΔV to be applied at the intersection point can be found by means of equation 
(2.35). The intersection occurs at ϑ = π + α, so, using the definition of α from equation 
(2.29) and the fact that 𝐶𝑚 = 𝛥𝐶1, equation (2.35) can be rewritten as: 

 𝛥𝑉∥
∗ =

1

𝑝
𝛥𝐶1 (2.39) 

This means that a tangential impulse at the single point of intersection that is aimed 
to remove the semi-major axis is basically the same as the second manoeuvre of the 
cotangential transfer, and therefore also corrects the relative eccentricity and 
argument of perigee. 

 cos 𝜗 = −sgn(Δ𝐶1)
Δ𝐶2
Δ𝐶𝑠

, sin𝜗 = −sgn(Δ𝐶1)
Δ𝐶3
Δ𝐶𝑠

 (2.40) 

The formulation for the crossing manoeuvre cannot be simplified as readily for 
specific cases as the cotangential manoeuvre. The crossing manoeuvre can achieve 
the desired set of ROE in a single impulse, but the same change can be achieved more 
efficiently in a multi-impulse scheme. To show this, consider the following example 
comparing the ΔV for the cotangential transfer and the crossing manoeuvre to the 
lower bound. Assume the target spacecraft is orbiting in a reference orbit around Earth 
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with a semi-major axis of 20000 km and an eccentricity of 0.2. The chaser performs 
the following change in relative orbital elements: 

 Δ𝛅𝛂 = [Δ𝛿𝑎 Δ𝛿𝑒 Δ𝛿𝜔] = [200 𝑚 1 ⋅ 10−5 0°] (2.41) 

Equation (2.22) states that if the change in relative eccentricity is larger than 8 · 10-6, 
then the initial and final relative orbits intersect, and the change in relative 
eccentricity dominates. For this transfer the change in parameter 𝐶1 is -208 m, the 
change in parameter 𝐶2 is -233.6 m, and the change in 𝐶3 is zero. Equation (2.19) is used 
to find the lower bound for the ΔV as 22.7 mm/s, and equation (2.22) is used to find the 
ΔV for the cotangential transfer from perigee to apogee as 22.8 mm/s, or 0.5% above 
the lower bound. Using equation (2.30) the two crossings are found to be symmetric 
with respect to apogee and occur at a true anomaly of 48.7° and 311.3°. According to 
equations (2.35) and (2.38) the ΔV to be applied at the crossing has a magnitude of 35.6 
mm/s, or 56.9% above the lower bound. This example illustrates that the cotangential 
manoeuvre, performed far away from the singularities at the crossing points, is 
generally more efficient in terms of ΔV than the crossing manoeuvre if the 
cotangential manoeuvre is performed far away from the intersection points. 

2.3.4 Comparison with Non-Linear Cotangential Transfer Solution 

The non-linear coplanar cotangential transfer problem can be stated as follows: Given 
the semi-major axes, eccentricities, and arguments of perigee of the initial and final 
orbits and the true anomaly at which the transfer starts, find the transfer angle of the 
transfer orbit. The orbital parameters of the transfer orbit and the transfer time can 
then easily be calculated. This derivation follows Zhang [137,158], with some 
modifications. The derivation starts from the following relationship between the 
terminal radii, flight-path angles and the transfer angle given in [159] (p. 240). 

 𝑟2 tan 𝛾1 + 𝑟1 tan 𝛾2 = (𝑟2 − 𝑟1) cot
1

2
𝜑 (2.42) 

The first step to solve equation (2.42) is to multiply by 𝜌1𝜌2 and by tan 1
2
𝜑 to remove the 

devisors: 

 (𝑝1𝑒2 sin𝜗2 + 𝑝2𝑒1 sin 𝜗1) tan
1

2
𝜑 = 𝑝2𝜌1 − 𝑝1𝜌2 (2.43) 

Unlike [137], the departure point or initial true anomaly is considered as given, such 
that the unknowns in equation (2.43) are the transfer angle and the true anomaly of 
the arrival point. The transfer angle is defined as the difference in true latitude, that 
is, 𝜑 = 𝜔2 −𝜔1 + 𝜗2 − 𝜗1. The transfer angle is used to eliminate the true anomaly of 
the arrival point: 
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 {𝑝1𝑒2 sin(𝜗1 − Δ𝜔 + 𝜑) + 𝑝2𝑒1 sin𝜗1} tan
1

2
𝜑

= 𝑝2(1 + 𝑒1 cos 𝜗1) − 𝑝1{1 + 𝑒2 cos(𝜗1 − Δ𝜔 + 𝜑)} 
(2.44) 

Then angle sum and difference operations on the sine and cosine terms of the 
compound angle can be performed, followed by the Weierstrass substitution on the 
sine and cosine terms of the transfer angle 𝜑. Simplification leads to the following 
expression for the transfer angle: 

 tan
𝜑

2
=
𝑝2 − 𝑝1 + (𝑝2𝑒1 − 𝑝1𝑒2 cos Δ𝜔) cos 𝜗1 − 𝑝1𝑒2 sinΔ𝜔 sin𝜗1

(𝑝2𝑒1 − 𝑝1𝑒2 cos Δ𝜔) sin 𝜗1 + 𝑝1𝑒2 sinΔ𝜔 cos𝜗1
 (2.45) 

In equation (2.45) the following expressions for the ROE C1, C2 and C3 can be identified 
that are the non-linear counterpart to the definition in equation (2.6): 

 
Δ𝐶1,𝑛𝑙 = Δ𝑝 = 𝑝2 − 𝑝1
Δ𝐶2,𝑛𝑙 = 𝑝1𝑒1(1 − cos Δ𝜔) + 𝑒1Δ𝑝 − 𝑝1Δ𝑒 cosΔ𝜔 = 𝑝2e1 − 𝑝1𝑒2 cos Δ𝜔

Δ𝐶3,𝑛𝑙 = −𝑝1(𝑒1 sinΔ𝜔 + Δ𝑒 sinΔ𝜔) = −𝑝1𝑒2 sinΔ𝜔

 (2.46) 

Equation (2.45) can now be written in the same form as equation (2.11), the only 
difference being that non-linear analogues of the parameters C1, C2 and C3 are used: 

 𝜑 = 2 tan−1 (
𝛥𝑃1,𝑛𝑙
𝛥𝑃2,𝑛𝑙

) (2.47) 

The singularities in the algorithm are the same as those given by equation (2.30). To 
show this, the condition for intersection is examined. The intersection can be found 
by letting the radius of the initial orbit be equal to radius of the second orbit and solving 
for the true anomaly of the initial orbit. 

 
𝑝1

1 + 𝑒1 cos(𝑙 − 𝜔1)
=

𝑝2
1 + 𝑒2 cos(𝑙 − 𝜔2)

 (2.48) 

The true longitude 𝑙 is equal to 𝜗1 +𝜔1, so the following equation can be found from 
equation (2.48): 

 𝑝1 + 𝑝1𝑒2 cos(𝜗1 − Δ𝜔) = 𝑝2 + 𝑝2𝑒1 cos 𝜗1 (2.49) 

Using the cosine difference formula and collecting terms in the sine and cosine of the 
true anomaly of the first orbit leads to the following expression: 
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𝑝2 − 𝑝1 + (𝑝2𝑒1 − 𝑝1𝑒2 cos Δ𝜔) cos𝜗1 − 𝑝1𝑒2 sinΔ𝜔 sin𝜗1

= Δ𝐶1,𝑛𝑙 + Δ𝐶2,𝑛𝑙 cos 𝜗1 + Δ𝐶3,𝑛𝑙 sin 𝜗1 = 0 (2.50) 

This is indeed the non-linear equivalent of setting equation (2.25) to zero. 

The determination of the non-linear ROE C1, C2 and C3 shows that this set of ROE is 
defined with respect to a certain reference orbit, unlike the set of Kepler elements. 
These ROE show up in the determination of whether orbits intersect and the 
determination of the required tangential ΔV’s to transfer between orbits. In the linear 
case, the new ROE can also be used as alternatives to the classical ROE to simplify the 
description of the relative motion in the TAN frame. The fact that there is a close 
correspondence between the linear and the non-linear cotangential transfer means 
that the orbit intersection checks and the identification of the correct initial true 
anomaly for the cotangential transfer between intersecting orbits from section 2.3.3 
can be used in the case of non-linear transfers as well. This approach was followed in 
[160] to create a non-linear guidance function for the long-range rendezvous phase of 
an MSR type mission. 

2.4 Trajectory Safety and Safe Orbits 

Trajectory safety is an important design consideration, especially in the presence of 
trajectory uncertainty. Along-track uncertainty tends to be much larger than the 
uncertainty in the radial and cross-track directions, because small errors in the 
estimation of the semi-major axis lead to uncertainty in mean anomaly that grows 
with time due to the coupling between these elements [44]. The eccentricity / 
inclination vector separation strategy was developed to exploit this fact; eccentricity 
vector separation leads to a separation in the radial direction and inclination vector 
separation leads to a separation in the cross-track direction. If the angle between the 
relative eccentricity vector and the relative inclination vector (or, alternatively, the 
phase angle between the radial and cross-track oscillations) is selected properly, then 
the trajectory remains collision-free even in the presence of trajectory uncertainty. 

2.4.1 Eccentric Safe Orbits from Generalized Inclination / Eccentricity Vector 
Separation 

Eccentricity / inclination vector separation is a strategy used in circular reference 
orbits to define trajectories that are safe from collisions. The resulting trajectory is 
referred to as eccentricity / inclination vector separation, projected circular orbit or 
safe orbit if the in-plane and out-of-plane oscillations have the same amplitude. In this 
document the name “safe orbit” will be used. The eccentricity / inclination vector 
separation strategy is used for collocating geostationary communications satellites 
[161] and has recently been used in several formation flying missions in LEO 
[125,162,163].The reason this type of trajectory is safe is that the projection on the y-z 
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plane of the LVLH frame can be shaped such that the chaser never comes close to the 
origin. If the amplitudes of the in-plane and out-of-plane oscillations are equal, the 
projection on the y-z plane is a circle. The centre of the circle always lies on the z-axis, 
but it can have a certain non-zero altitude with respect to the origin. If the altitude is 
not equal to zero, then the trajectory experiences along-track drift. 

The concept of the safe orbit is generalized to eccentric reference orbits. Trajectories 
are discussed in a general setting first and a phase angle is included to shift from safe 
to other types of trajectories such as the halo formation [161]. The specific case of non-
drifting safe orbits is treated. Finally, a method is derived to generate safe orbits that 
pass through a specified point at a specified true anomaly of the reference orbit. 
Specific geometric conditions at particular points along the orbit are of interest, for 
example, for satisfying geometric constraints such as ground station visibility, 
illumination conditions or alignment with astronomical objects. Target observation 
by means of visual cameras could for example be performed from a safe orbit if the 
Sun-target-chaser geometry is favourable. 

Jiang et al [164] show that drift-free relative trajectories in the LVLH frame lie on a 
quadric surface in three-dimensional space, and that the quadric surface can be a one-
sheet hyperboloid, an elliptic cone or an elliptic cylinder. The idea of embedding the 
rather complicated relative trajectory into a simpler geometric shape is very 
interesting. Instead of examining a single trajectory, the whole family of trajectories 
that lie on the surface can be examined at once. The geometric shape of the surface is 
simpler, so the analysis to determine whether the shape satisfies certain constraints 
(such as the trajectory being free from collisions) becomes simpler. If the entire shape 
satisfies the constraint, then the analysis can stop after this first step. If it does not, 
then the more complex geometry of the individual trajectory can be analysed to 
determine whether that specific trajectory at least satisfies the constraint. The 
approach of Jiang et al [164] cannot be applied directly to generate general safe 
trajectories because Jiang et al [164] do not include the semi-major axis difference (and 
therefore trajectory drift) into the analysis. The analysis is performed in the LVLH 
frame, and the LVLH z-coordinate is dependent on the relative mean anomaly which 
makes the LVLH z-coordinate dependent on the along-track drift if the relative semi-
major axis is non-zero. In other words, if along-track drift is present, then the principal 
assumption in Jiang et al [164] is violated and the simple geometrical relations 
identified by Jiang et al no longer apply. Dang et al in [165,166] base their analysis on 
the work of Jiang et al [164] and provide analytical bounds on the inter-satellite 
distance, but their approach does not retain the simplicity of the geometrical bounds 
provided by Jiang et al [164]. In this section geometrical relations are sought that are 
similar to those found by Jiang et al [164] and that enable fast analysis of families of 
trajectories. The TAN frame is used instead of the LVLH frame, and simple geometrical 
relations are defined between the elements C and families of trajectories in the TAN 
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frame. This allows for a straightforward definition of safe orbits that generalize the 
concept of eccentricity / inclination vector separation, and for simple and fast checks 
of the trajectory safety. The focus lies on the perpendicular and out-of-plane 
coordinates, and safe orbits are defined in such a way that the larger uncertainty in 
the along-track direction does not influence the overall safety of the trajectory, similar 
to the approach in [44] for circular orbit rendezvous. 

In section 2.3.2 it has been observed that the z-coordinate in the TAN frame is 
independent of the modified relative mean longitude and that the behaviour of the 
scaled z-coordinate is a simple trigonometric function. In the following sections the 
idea to identify simple geometries for trajectory families is applied to identify safe 
trajectories in the TAN frame. Because the z-coordinate in the TAN frame is 
independent of the modified relative mean longitude, only the projection on the y-z 
plane needs to be examined to determine whether the possibility of a collision exists 
or not. This means that the number of dimensions that need to be analysed in the first 
step of the analysis is reduced from 3 to 2. Both the y-coordinate and the z-coordinate 
in the TAN frame are fairly simple trigonometric functions of the true anomaly, and 
no secular terms are present. The collision analysis becomes correspondingly simpler. 

2.4.2 General Trajectories and Safe Orbits 

The out-of-plane motion is parameterized in terms of the elements C5 and C6, which 
relate to the relative orbital elements 𝛿𝑖 and 𝛿Ω as follows: 

 
𝐶5 = −𝑝(cos𝜔 𝛿𝑖 + sin 𝑖 sin𝜔 𝛿Ω)

𝐶6 = 𝑝(sin𝜔 𝛿𝑖 − sin 𝑖 cos𝜔 𝛿Ω)
 (2.51) 

To fully decouple the in-plane and out-of-plane motion the in-plane element 𝐶3 is 
redefined as 𝐶3 = −𝑒𝑝(𝛿𝜔 + cos 𝑖 𝛿Ω). The out-of-plane coordinate in the TAN frame 
can be expressed as a function of C5 and C6: 

 �̂�𝑇𝐴𝑁 = 𝜌𝑦𝑇𝐴𝑁 = 𝐶5 sin𝜗 − 𝐶6 cos 𝜗 (2.52) 

In equation (2.52) �̂�𝑇𝐴𝑁 is the out-of-plane coordinate scaled by 𝜌. Next equation (2.25) 
is reparametrized using equation (2.29) and equation (2.52) is re-parameterized using 
the following definitions: 

 𝐶5 = 𝜆𝐶𝑚 cos𝛽 , 𝐶6 = 𝜆𝐶𝑚 sin𝛽 (2.53) 

The parameter λ is the ratio of the amplitude of the out-of-plane oscillation with 
respect to the amplitude of the in-plane oscillation and 𝛽 is the true anomaly at which 
the chaser crosses the orbital plane of the target in ascending direction (i.e., the 
relative ascending node). Note that the oscillation in the out-of-plane direction can 
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also be inverted by changing the sign of the elements 𝐶5 and 𝐶6. The scaled motion in 
the y-z plane of the TAN frame can now be written in the following form: 

 
�̂�𝑇𝐴𝑁 = 𝜆𝐶𝑚 sin(𝜗 − 𝛽) = 𝜆𝐶𝑚 sin(𝜏 − 𝜏0)

�̂�𝑇𝐴𝑁 = −{𝐶1 + 𝐶𝑚 cos(𝜗 − 𝛼)} = −{𝐶1 + 𝐶𝑚 cos 𝜏}
 (2.54) 

In equation (2.54) 𝜏 = 𝜗 − 𝛼 and 𝜏0 = 𝛽 − 𝛼. For non-zero Cm and λ the scaled 
coordinates in the y-z plane traces a line if τ0 is equal to ½π, a circle if τ0 is equal to 0 
and λ = 1 and an ellipse otherwise. The case of τ0 equal to 0 is of interest for 
generalizing the safe orbit to an eccentric reference orbit. Of course, different 
generalizations of the projected circular orbit are now possible that all approach a 
circular projection when the eccentricity goes to zero, due to the presence of the 
amplitude ratio λ. That is to say, one could assign whichever function of the 
eccentricity to the parameter λ, as long as it approaches to 1 when the eccentricity goes 
to zero. If no restrictions are placed on the amplitude ratio, then the parameter λ can 
be set to any value. Equation (2.54) indicates that if |𝐶1| < |𝐶𝑚 cos 𝜏0|, the trajectories 
wind around the origin. 

One-parameter families of curves can now be identified that depend on the parameter 
α and that have the same value for the parameters C1, Cm, λ and τ0. The parameter α is 
a phase angle, C1 is the relative altitude, Cm the dimension or size, λ the ratio of 
amplitudes of the out-of-plane to the in-plane oscillations and τ0 the angle between 
the relative eccentricity and inclination vectors. For the definition of eccentricity / 
inclination vector separation with a circular reference orbit similar parameters are 
used. In case of a circular reference orbit the in-plane phase angle α can be varied 
without altering the shape of the relative trajectory: the projection of the trajectory on 
the x-z plane of the LVLH frame remains a 2:1 ellipse, and the projection of the 
trajectory on the y-z plane remains a circle (only if λ is equal to 1, of course). In the case 
of an elliptic reference orbit the shape of trajectories is more complicated because of 
the scaling factors acting on the y and z coordinates, and each member of the family 
of trajectories is scaled differently. On the other hand, the boundary of a family of 
trajectories as a whole (defined by means of Eq. (2.54) in terms of the parameters C1, 
Cm, λ and τ0) is reasonably simple. The boundary can be obtained by examining the 
envelope of the family of curves parameterized by τ and the extreme values of the 
scaling function 𝜌. The point of the boundary closest to the origin always lies on the 
ellipse for which 𝜌 is equal to 1 + e, that is to say, the closest approach of the trajectory 
family as a whole always occurs at perigee, because in this case both the y and z 
coordinates are scaled by the largest value. The closest approach of the family 
evaluated at perigee therefore provides a conservative, lower bound estimate of the 
closest approach of any individual member of that family. 
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Following this general discussion, the eccentricity / inclination vector separation is 
examined. Eccentricity / inclination vector separation occurs when τ0 is equal to 0. If 
τ0 is equal to 0, then the scaled coordinates behave as follows: 

 
�̂�𝑇𝐴𝑁 = 𝜆𝐶𝑚 sin 𝜏

�̂�𝑇𝐴𝑁 = −(𝐶1 + 𝐶𝑚 cos 𝜏)
 (2.55) 

This is the parametric equation of an ellipse with centre (0,-C1), major axis Cm along 
the z-axis and minor axis λ· Cm along the y-axis. Figure 2.4 shows the families of safe 
orbits that Eq. (2.55) generates. The value of the parameter λ is 1, Cm is equal to 10. On 
the left of Figure 2.4 C1 = 0 and on the right C1 = Cm. The scaled coordinates (that is, y is 
scaled by ρ and z is scaled by ρθ) are the same for all members of the trajectory family. 

(a) C1 = 0 (b) C1 = Cm 

Figure 2.4: Boundaries for safe trajectories.  

Figure 2.4 shows that the inner boundary of the family of trajectories around the origin 
is determined by the inner elliptical boundary that results from 𝜌 = 1 + 𝑒 if |𝐶1| < |𝐶𝑚|. 
This family of trajectories encloses the origin and contains both drifting and non-
drifting trajectories. To ensure drift-free trajectories, the difference in semi-major axis 
must be equal to zero. In terms of the ROE C1 and C2 this means: 

 𝐶1 =
2𝑒

1 + 𝑒2
𝐶2 =

2𝑒

1 + 𝑒2
𝐶𝑚 cos 𝛼 (2.56) 

The drift-free safe orbit encloses the origin. Finally, for drift-free trajectories centred 
on the origin 𝐶4 = 0. 

The safe orbit formulation in this article can be compared to the formulations of the 
eccentricity / inclination vector separation found in literature. D’ Amico and 
Montenbruck [44] define the eccentricity / inclination vector separation using the 
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eccentricity vector and the inclination vector. In near-circular orbits the eccentricity 
vector is usually parameterized in terms of small differences in the parameters 𝑞1 =
𝑒 cos𝜔 and 𝑞2 = 𝑒 sin𝜔 [147], and the inclination vector is parameterized in terms of 𝛿𝑖 
and 𝛿Ω sin 𝑖. The ROE defining the eccentricity and inclination vectors are multiplied 
by the argument of latitude 𝑢 = 𝜗 + 𝜔. The elements C can be recovered from the 
elements used by Chernick and D’Amico [112] using: 

 

[
 
 
 
 
 
𝐶1
𝐶2
𝐶3
𝐶4
𝐶5
𝐶6]
 
 
 
 
 

= 𝑝

[
 
 
 
 
 
1 0 −2𝜂−2𝑒 cos𝜔 −2𝜂−2𝑒 sin𝜔 0 0

𝑒 0 −𝜂−2(1 + 𝑒2) cos𝜔 −𝜂−2(1 + 𝑒2) sin𝜔 0 0
0 0 sin𝜔 − cos𝜔 0 −𝑒 cot 𝑖
0 𝜂 0 0 0 0
0 0 0 0 − cos𝜔 −sin𝜔
0 0 0 0 sin𝜔 − cos𝜔]

 
 
 
 
 

[
 
 
 
 
 
𝑎−1𝛿𝑎
𝛿𝜆𝑒
𝛿𝑞1
𝛿𝑞2
𝛿𝑖

𝛿Ω sin 𝑖]
 
 
 
 
 

 (2.57) 

The formulation in terms of elements C conveniently decouples the in-plane and out-
of-plane motions. The main difference with the formulation for circular orbits is that 
the semi-latus rectum is used as the basis for elements C1 and C2. 

2.4.3 Trajectories with Alignment 

This section discusses trajectories that pass through a user-specified position vector 
in the TAN frame at a specified true anomaly. This can be useful for example for 
ensuring proper lighting conditions of the target spacecraft. The relative semi-major 
axis δa, the amplitude ratio λ and the out-of-plane phase angle τ0 are given as design 
parameters. The y and z coordinates of the trajectory are given as a function of C2 and 
C3 by equation (2.54). The value of C1 in the equation for the z-coordinate as a function 
of C2 and the relative semi-major axis can be obtained from equation (2.6). 

 𝐶1 = (1 + 𝑒
2)−1(𝜂4𝛿𝑎𝑑𝑒𝑠 + 2𝑒𝐶2) (2.58) 

The equations for the y- and z-coordinate can then be written as the following system 
of equations: 

 

[

𝑦𝑇𝐴𝑁

𝑧𝑇𝐴𝑁 + 𝜌
−1𝜃−1

𝜂4

1 + 𝑒2
𝛿𝑎𝑑𝑒𝑠

 ]

= 𝜌−1𝜃−1 [
𝜆𝜃 sin(𝜗 − 𝜏0) −𝜆𝜃 cos(𝜗 − 𝜏0)

− (
2𝑒

1 + 𝑒2
+ cos𝜗) − sin𝜗

] [
𝐶2
𝐶3
] 

(2.59) 

The solution for this system of equations is: 
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[
𝐶2
𝐶3
]

= 𝜌 {cos 𝜏0 +
2𝑒

1 + 𝑒2
cos(𝜗 − 𝜏0)}

−1

× [
𝜆−1 sin 𝜗 −𝜃 cos(𝜗 − 𝜏0)

−𝜆−1 (
2𝑒

1 + 𝑒2
+ cos𝜗) −𝜃 sin(𝜗 − 𝜏0)

] [

𝑦𝑇𝐴𝑁

𝑧𝑇𝐴𝑁 + 𝜌
−1𝜃−1

𝜂4

1 + 𝑒2
𝛿𝑎𝑑𝑒𝑠

 ] 

(2.60) 

The constant C4 is obtained from the x-coordinate in the tangential frame, which is 
given by (Appendix B, section 2.9): 

 𝑥𝑇𝐴𝑁 = 𝜌
−1𝜂−2𝜃−1{𝑒(𝜃2 + 2) sin 𝜗 𝐶1 − 2(𝜌 + 𝑒

2) sin 𝜗 𝐶2 + 2(𝑒 + cos𝜗)𝜌𝐶3}

+ 𝜃𝐶4 (2.61) 

The constant C1 as a function of C2 and the relative semi-major axis is inserted, and 
the equation is solved: 

 
𝐶4 = 𝜃

−1𝑥𝑇𝐴𝑁 − 𝜂
2𝜃−2

𝑒 sin 𝜗

𝜌
(

2

1 + 𝑒2
𝜌 + 1)𝛿𝑎𝑑𝑒𝑠

+ 2𝜃−2 (
sin𝜗

1 + 𝑒2
𝐶2 −

𝑒 + cos𝜗

𝜂2
𝐶3) 

(2.62) 

Finally, the elements C5 and C6 are found from: 

 
𝐶5 = 𝜆(𝐶2 cos 𝜏0 − 𝐶3 sin 𝜏0)

𝐶6 = 𝜆(𝐶2 sin 𝜏0 + 𝐶3 cos 𝜏0)
 (2.63) 

The procedure to obtain a trajectory that passes through a point (x, y, z) in the TAN 
frame, with the relative semi-major axis δa, the amplitude ratio λ and the out-of-plane 
phase angle τ0 given as design parameters, is as follows. First, equation (2.60) is used 
to obtain C2 and C3. Equation (2.58) is used to obtain C1 and equation (2.62) is used to 
obtain C4. Finally, equation (2.63) is used to obtain the elements C5 and C6. The state in 
the TAN frame can be found using the matrices defined in Appendix B, section 2.9. 
Alternatively, the C set of ROE can be converted to Keplerian ROE. 

Some limitations of this procedure need to be pointed out. The procedure obviously 
does not work if the amplitude ratio λ is set to zero, because in this case the relative 
motion occurs in the orbital plane of the reference orbit. Second, if the out-of-plane 
phase angle τ0 is smaller than sin−1 ( 2𝑒

1+𝑒2
), then the divisor in equation (2.60) can 

become zero for certain values of the true anomaly, which leads to singular trajectories 
that may have infinite size. 
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2.5 Rendezvous Strategy Based on Cotangential Transfers and Safe 
Orbits 

In this section an example of a rendezvous strategy is presented that incorporates the 
ideas developed in the previous sections. Perturbations are excluded from this 
analysis. The perturbation-free manoeuvring strategy described here can be 
incorporated into a guidance function that does consider perturbations using the 
precompensation technique described by Chernick and D’Amico [112]. 

The initial conditions for the rendezvous strategy are a drift orbit at a given altitude 
below the target orbit. The terminal conditions for the strategy are a safe orbit with 
specific properties, namely, arriving at a specific point at a specific true anomaly. 
Tangential and out-of-plane manoeuvres are used to reach the terminal conditions. 
Figure 2.5 shows a diagram of the rendezvous strategy. 

 

Figure 2.5: Rendezvous strategy.  

Before manoeuvre M1 the chaser is a co-elliptic orbit below the target orbit. Manoeuvre 
M1 is a cotangential transfer that raises the relative apogee to H1. Between manoeuvres 
M2 and M4 the chaser is in a drifting orbit with a relative perigee below H1. The drift 
orbit with altitude variations ensures that the chaser arrives at the proper distance 
from the target when performing manoeuvre M4. Manoeuvre M3 is an out-of-plane 
manoeuvre. Manoeuvre M4 inserts the chaser into a co-elliptic orbit. Finally, 
manoeuvre M5 inserts the chaser into a safe orbit. To complete the definition of this 
strategy, two additional aspects need to be examined. First, the lowest possible co-
elliptic drift orbit that connects to the safe orbit needs to be found. This co-elliptic orbit 
is tangent to the safe orbit. In addition, the drift rate between M2 and M4 needs to be 
modulated to ensure proper phasing. 

2.5.1 Co-elliptic Orbits Connecting to Safe Orbits 

A co-elliptic orbit is defined with respect to a reference orbit. It is coplanar with the 
reference orbit and has the same argument of perigee. The value of the eccentricity is 
such that the altitude variation with respect to the reference orbit is as small as 
possible [167]. The linear co-elliptic orbit is defined in terms of the ROE as follows: 
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 𝛿𝑒 = −𝑒a−1𝛿𝑎, 𝛿𝜔 = 0 (2.64) 

The co-elliptic orbit in terms of the parameters C1, C2 and C3 is found from equation 
(2.6). The equation for the z coordinate in the co-elliptic orbit can now be found from 
equations (2.6), (2.25) and (2.64): 

 𝑧𝑇𝐴𝑁 = −𝜌
−1𝜃𝛿𝑎 = −

1

cos 𝛾
𝛿𝑎 (2.65) 

The range of the z-coordinate of the co-elliptic orbit is determined by the flight path 
angle. At apogee and at perigee, the flight path angle is zero and 𝑧𝑇𝐴𝑁 = −𝛿𝑎. The 
maximum flight path angle occurs at 𝜗 = cos−1(−𝑒), and at this point the z-coordinate 
reaches its extremum 𝑧𝑇𝐴𝑁 = −𝜂−1𝛿𝑎. The minimum distance between the co-elliptic 
orbit and the reference orbit is always greater than 𝛿𝑎. 

The crossing condition (𝛥𝐶1)2 = (𝛥𝐶2)2 + (𝛥𝐶3)2 is used to determine the relative semi-
major axis of the co-elliptic orbit connecting to a particular safe orbit. The differences 
in C1, C2 and C3 are taken between the co-elliptic orbit and the safe orbit. The crossing 
condition leads to a second-degree polynomial in the relative semi-major axis, 
meaning that there are two co-elliptic orbits that connect to a particular safe orbit: 

 
𝜂4(𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐)

2
+ 2{−(1 + 𝑒2)𝐶1,𝑠𝑎𝑓𝑒 + 2𝑒𝐶2,𝑠𝑎𝑓𝑒}𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐 + (𝐶1,𝑠𝑎𝑓𝑒)

2

− (𝐶2,𝑠𝑎𝑓𝑒)
2
− (𝐶3,𝑠𝑎𝑓𝑒)

2
= 0 

(2.66) 

For a non-drifting safe orbit there is a positive and a negative root. The true anomaly 
of the intersection is found from equation (2.30). The value of the parameter C4 is found 
by equating the x-coordinate at the connection point using equation (2.61) for both 
possible values of the semi-major axis. 

 

𝜌𝑖𝜂
2𝜃𝑖

2𝐶4,𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐,𝑖

= 𝑒(𝜃𝑖
2 + 2) sin 𝜗𝑖 {𝐶1,𝑠𝑎𝑓𝑒 − (1 + 𝑒

2)𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐,𝑖}

− 2(𝜌𝑖 + 𝑒
2) sin 𝜗𝑖 {𝐶2,𝑠𝑎𝑓𝑒 − 2𝑒𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐,𝑖}

+ 2𝜌𝑖(𝑒 + cos𝜗𝑖)𝐶3,𝑠𝑎𝑓𝑒 + 𝜌𝑖𝜂
2𝜃𝑖

2𝐶4,𝑠𝑎𝑓𝑒, 𝑖 = 1,2 

(2.67) 

2.5.2 Altering the Drift Rate 

Altering the drift rate is performed by means of tangential manoeuvres. A two-
impulse transfer that lasts one revolution alters the relative mean anomaly without 
changing any of the other ROE. The first impulse of such a transfer is given by: 

 𝛥𝑉 =
𝑎𝑛𝜂

6𝜋𝜃𝑁𝑜𝑟𝑏
𝛥𝑀 (2.68) 
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In equation (2.68) 𝛥𝑀 = 𝛿𝑀4 − 𝛿𝑀2 − 3𝜋𝑁𝑜𝑟𝑏𝑎
−1𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐, and the term 3π·Norb·a-1·δa 

represents the drift in the co-elliptic orbit that would have occurred if no manoeuvres 
would have been performed. The second impulse has the same magnitude as the first 
impulse but opposite in sign. 

Equation (2.68) can be used to set bounds on the number of orbits spent in the drift 
orbit and determine whether the strategy is feasible for the given initial conditions. 
The upper bound is found by assuming that the chaser can directly enter the co-elliptic 
drift orbit and that no ΔV is required to alter the drift rate. 

 𝑁𝑜𝑟𝑏,max = ⌊
𝛿𝑀2 − 𝛿𝑀4

3𝜋𝑎−1𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐
⌋ (2.69) 

The floor function is used to ensure that an integer number of orbits is spent in the 
drift orbit. The minimum number of orbits spent in the drift orbit is found by assuming 
that the ΔV required to initiate the drift is equal in magnitude and opposite in sign to 
the second ΔV of the cotangential manoeuvre. 

 𝑁𝑜𝑟𝑏,min = ⌈
𝛿𝑀2 − 𝛿𝑀4

3𝜋𝑎−1(𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐 − 2𝜃𝑛
−1𝜂−1Δ𝑉𝐶𝑇𝐺,2)

⌉ (2.70) 

The ceiling function is used to ensure that an integer number of orbits is spent in the 
drift orbit. Note that for the strategy discussed here, 𝛿𝑎𝑐𝑜𝑒𝑙𝑙𝑖𝑝𝑡𝑖𝑐 < 0 and Δ𝑉𝐶𝑇𝐺,2 > 0, such 
that the absolute magnitude of the denominator increases. Equation (2.69) ensures 
that the chaser does not move above the co-elliptic orbit, while equation (2.70) ensures 
that the chaser does not move below the original orbit. The condition expressed in 
equation (2.69) potentially affects the safety of the trajectory, while the condition 
expressed in equation (2.70) ensures that the total ΔV required for manoeuvres M1, M2 
and M4 is equal to the ΔV required for the cotangential manoeuvre. Equation (2.70) 
ensures that the second impulse of the cotangential manoeuvre is effectively split to 
correct the along-track distance in the drift orbit. If the condition in equation (2.70) is 
violated, then the correcting the along-track distance requires additional ΔV. 

Equation (2.69) establishes a relationship between the altitude of the initial orbit and 
the along-track distance and determines whether the rendezvous strategy is feasible 
given the initial altitude and along-track distance. Equation (2.69) implies that the 
difference in mean anomaly at manoeuvre M2 and manoeuvre M4 either needs to be 
equal to zero (in which case M2 and M4 coincide) or greater than or equal to the along-
track drift during one orbit to ensure that the chaser can spend at least one orbit in the 
co-elliptic drift orbit. 
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2.5.3 Drift-Based Rendezvous Strategy Ending in Safe Orbit 

The rendezvous strategy shown in Figure 2.5 can now be created and simulated. The 
strategy consists of a cotangential manoeuvre, a phasing element, and an insertion 
into a safe orbit. The target state is a (drift-free) safe orbit with alignment. For this safe 
orbit the elements C2 and C3 are computed using equation (2.60), element C4 using 
equation (2.62) and C1 using equation (2.58). The out-of-plane elements C5 and C6 are 
found from equation (2.63). The first step to define the manoeuvre strategy is to 
compute a cotangential transfer using equations (2.11), (2.16) and (2.18). The 
cotangential manoeuvre algorithm provides the true anomaly ϑ2 at which the second 
impulse (corresponding to M2 in Figure 2.5) needs to be executed and the along-track 
position C4 at the end of the transfer. Next, the intersection point of the safe orbit with 
a co-elliptic drift orbit is obtained from equation (2.66), picking the root that has the 
same sign as the initial drift orbit. The true anomaly of the intersection is found from 
equation (2.30). The result is a co-elliptic orbit with elements C1, C2 and C3 found from 
equations (2.6) and (2.64) and the along-track element C4 of the intersection point with 
the safe orbit given by equation (2.67). The ΔV at the connection point M5 is found by 
converting the change in C elements to a change in Cartesian state. The difference in 
the position components are of course equal to zero by definition. The drift orbit is 
propagated backwards from the true anomaly of the intersection point to the first 
occurrence of the true anomaly of the second impulse of the cotangential manoeuvre. 
This ensures that there are an integer number of orbits between manoeuvres M2 and 
M4. The drift rate between manoeuvres M2 and M4 is corrected using tangential 
manoeuvres derived from equation (2.68). The number of orbits spent in the drift orbit 
is constrained by (1) ensuring that the trajectory remains below a co-elliptic orbit of 
altitude H1 and (2) that the ΔV at M2 is greater than zero. Condition (1) and (2) together 
ensure that the total ΔV required for manoeuvres M1, M2 and M4 does not exceed the 
total ΔV for a cotangential manoeuvre between the initial orbit and the co-elliptic 
orbit. The final manoeuvre to be computed is the out-of-plane manoeuvre M3. The 
intersection points with the orbital plane can be found by setting equation (2.52) to 
zero. The ΔV is then equal in magnitude and opposite in sign to the out-of-plane 
velocity. All manoeuvres are now known. 

The strategy is simulated for different values of the eccentricity. Table 2.1 lists the 
parameters used for simulation of the approach strategy. The selected safe orbit is 
drift-free with equal amplitude in the y- and z-directions. 

  



2.5. Rendezvous Strategy Based on Cotangential Transfers and Safe Orbits  59 

 

 

 

2 

 

 

 

 

 

 

 

Table 2.1: Simulation parameters.  

Parameter Value 

Reference orbit  

Gravitational parameter 398600.61 km3/s2 

Semi-major axis 13394 km 

Eccentricity 0 – 0.5 

True anomaly 50° 

Initial conditions  

Initial C4 (along-track distance) -2000 m 

Initial co-elliptic orbit altitude H0 100 m 

Safe orbit terminal conditions  

Alignment point [-80 43.3 -25] m 

δa 0 m 

Out-of-plane motion ratio λ 1 

Phase angle τ0 0° 

True anomaly at alignment 130° 

Figure 2.6 shows the rendezvous strategy for several values of the eccentricity. The 
number of revolutions spent in the drifting orbit has been set to 2 for all cases. At zero 
eccentricity the trajectory is very similar to the conceptual sketch shown in Figure 2.5. 
When the eccentricity increases, the trajectory starts to deform more and more with 
respect to the familiar circular orbit rendezvous trajectory. At the same time, all 
trajectories successfully intercept the alignment point irrespective of the eccentricity. 
Figure 2.6 also shows that as the eccentricity increases, the safe orbit expands 
outwards. The exact evolution of the shape of the safe orbit with eccentricity is 
strongly dependent on the details of the geometry (e.g. the true anomaly and the 
position of the alignment point), meaning that the suitability of the trajectory for a 
reference orbit of a given eccentricity needs to be examined using the procedures 
outlined in section 2.4.2. The same is also true for the co-elliptic drift orbit that 
connects to the safe orbit. 

  
Figure 2.6: Simulated rendezvous trajectory in the tangential frame.  



60 2. Cotangential Transfers and Safe Orbits 

 

 

 

2 

 

 

 

 

 

 

 

Figure 2.6 shows that at eccentricities of 0.4 and 0.5, the co-elliptic drift orbit that 
connects to the safe orbit actually enters the circle with radius 50 m centred on the 
origin in the YZ-projection. This is not necessarily a problem as long as the trajectory 
does not enter the stay out zone or safety sphere. In this case, if the safety sphere has 
a radius of 30 m, then the trajectory could still be considered safe. The issue is 
examined further by examining the calculated parameters of the rendezvous 
algorithm in Table 2.2. 

Table 2.2: Calculated parameters for rendezvous strategy.  

 e = 0 e = 0.1 e = 0.2 e = 0.3 e = 0.4 e = 0.5 

C4 at M2, m -1609,9 -1604,9 -1593,8 -1575,7 -1548,6 -1508,4 

C4 at M4, m -331,5 -345,7 -364,4 -388,3 -418,8 -460,3 

C4 at M5, m -166,6 -175,8 -186,9 -199,5 -213,7 -233,2 

δa, (equation (2.69)), m -50,0 -51,2 -53,2 -56,0 -59,8 -65,2 

δa, (equation (2.70)), m -75,0 -75,6 -76,6 -78,0 -79,9 -82,6 

Norb,max, (equation (2.69)) 2 2 2 2 1 1 

Norb,min, (equation (2.70)) 2 2 2 2 2 2 

Table 2.2 shows the calculated parameters for the rendezvous strategy for different 
values of the eccentricity. The first three rows provide the along-track element C4 for 
manoeuvres M2, M4 and M5. Rows 4 to 7 evaluate the bounds on the number of orbits 
spent drifting between M2 and M4 that are provided in equations (2.69) and (2.70). The 
maximum number of orbits in the drift orbit is equal to 1 for eccentricities of 0.4 and 
0.5, while the minimum number of orbits to be spent in the drift orbit is equal to 2. For 
all other values of the eccentricity, the minimum and the maximum number of orbits 
in the drift orbit is equal to 2. Condition (2.69) is not fulfilled for eccentricities of 0.4 
and 0.5, and as a result the drift orbit between manoeuvre M2 and M4 has its highest 
point above the co-elliptic drift orbit. In fact, Table 2.2 shows that for eccentricities of 
0.4 and 0.5 either condition (2.69) or condition (2.70) needs to be broken. It can be 
verified that with an initial value of C4 = 2400 m, the rendezvous can be completed at 
eccentricities of 0.4 and 0.5 while fulfilling condition (2.69), but that the lower 
eccentricity cases would need 3 orbits for completing the drift. For the sake of 
maintaining the number of drift orbits the same across all values of the eccentricity, 
the non-fulfilment of condition (2.69) is deemed acceptable in this example, because 
maintaining the number of drift orbits facilitates the visual comparison of the 
trajectories and also illustrates the consequences of non-fulfilment of these 
conditions. 

The algorithms work for any arbitrary eccentricity; however, Figure 2.6 and Figure 2.7 
show that the rendezvous trajectory progressively deviates from the familiar circular 
rendezvous trajectory as the eccentricity increases. The reason for this is that the 
scaling factors 𝜌 and 𝜃 depend on the eccentricity. Note that the scaling factors also 
depend on the true anomaly. This causes the geometry of particular rendezvous 
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trajectories to be dependent on the true anomaly of key points of the trajectory such 
as the alignment point and the starting point. It also means that the geometry of the 
trajectory is not fully known a priori, especially for HEO rendezvous. From a practical 
point of view this means that for HEO rendezvous the safety and feasibility of the 
rendezvous trajectory needs to be analysed during the mission design. During mission 
design, trajectory design parameters such as the altitude of drift orbits and the 
dimensions of safe orbits need to be adjusted according to a trajectory safety and 
feasibility analysis. 

 

Figure 2.7: Simulated rendezvous trajectory in the LVLH frame.  

Figure 2.7 shows the same set of rendezvous trajectories in the LVLH frame. In Figure 
2.7 the locus of the locations of the manoeuvres as they evolve with increasing 
eccentricity is indicated by means of a dotted line. Figure 2.7 shows that it is not 
obvious how to generate such a trajectory given only Cartesian coordinates in the 
LVLH frame. Trajectory safety of rendezvous trajectories in elliptic orbit rendezvous 
cannot be established as easily by inspecting the trajectory in the LVLH frame as it is 
in the tangential frame of Figure 2.6, because the z-coordinate shows a much greater 
variation. Of course, the trajectory for zero eccentricity in the LVLH frame corresponds 
exactly to the trajectory for zero eccentricity in the tangential frame. 

Table 2.3 shows the manoeuvre times for the rendezvous strategy expressed as 
multiples of the orbital period. Table 2.3 shows that the time at which the in-plane 
manoeuvres M1, M2, M4 and M5 occur remains fairly constant over the different 
values of the eccentricity. The out-of-plane manoeuvre M3 occurs almost half an hour 
earlier in the case of e = 0.5 with respect to the circular orbit. 
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Table 2.3: Manoeuvre times for rendezvous strategy.  

 e = 0 e = 0.1 e = 0.2 e = 0.3 e = 0.4 e = 0.5 

man. no. time, h time, h time, h time, h time, h time, h 

M1 0.167 0.167 0.167 0.167 0.167 0.167 

M2 2.309 2.309 2.306 2.301 2.294 2.286 

M3 5.952 5.954 5.901 5.800 5.664 5.501 

M4 10.880 10.879 10.877 10.872 10.865 10.857 

M5 12.380 12.379 12.363 12.335 12.294 12.230 

Table 2.4 shows the ΔV required to perform this rendezvous strategy for various values 
of the eccentricity. Only the magnitude of the ΔV is given. The in-plane manoeuvres 
M1, M2, M4 and M5 are performed in the direction of the local orbital velocity vector, 
and the out-of-plane manoeuvre M3 is performed in the out-of-plane direction. The 
second ΔV of the cotangential manoeuvre is modified to alter the drift rate, and the 
sum of the ΔV’s required for manoeuvres M1, M2 and M4 (the sequence of orbit raising 
and drift correcting manoeuvres) is equal to the ΔV required for a cotangential 
manoeuvre from the original orbit to the co-elliptic orbit. The cases for which the 
eccentricity is 0.4 and 0.5 do not fulfil condition (2.69). As a consequence, additional 
ΔV is spent to correct the in-plane element C4. The ΔV for the cotangential manoeuvre 
alone is given in brackets for these cases. The total ΔV required for M1, M2 and M4 can 
be compared to the ΔV lower bound [112] given by equation (2.19). The dominant 
change is the change in relative semi-major axis. As in the work of Chernick and 
D’Amico [112], the out-of-plane manoeuvre M3 is performed at the relative node and 
therefore optimally changes the out-of-plane motion. Manoeuvre M5 is performed at 
the intersection of the safe orbit with the co-elliptic orbit by design. 

Table 2.4: ΔV required for rendezvous strategy.  

 e = 0 e = 0.1 e = 0.2 e = 0.3 e = 0.4 e = 0.5 

man. no. ΔV, mm/s ΔV, mm/s ΔV, mm/s ΔV, mm/s ΔV, mm/s ΔV, mm/s 

M1 5.09 4.73 4.28 3.77 3.21 2.59 

M2 1.46 1.99 3.02 4.73 7.45 11.73 

M3 20.36 19.26 19.18 20.04 21.77 24.31 

M4 3.63 3.30 2.54 1.09 1.45 5.80 

M5 10.18 9.44 8.87 8.59 8.92 10.46 

M1+M2+M4 10.18 10.01 9.84 9.60 
12.11 

(9.21) 

20.12 

(8.53) 

Lower bound 10.18 8.98 7.78 6.58 5.36 4.10 

Total 40.73 38.71 37.89 38.23 
42.80 

(39.90) 

54.89 

(43.30) 

Table 2.4 shows that there is considerable variation in the ΔV associated with each of 
the manoeuvres depending on the eccentricity of the reference orbit. The order of 
magnitude of manoeuvres is similar for most manoeuvres apart from the second 
manoeuvre, which grows from 1.46 mm/s to 11.73 mm/s as the eccentricity grows from 
0 to 0.5. The evolution of the ΔV for each of the manoeuvres strongly depends on the 
local geometry of the trajectory at the time of the manoeuvre, and there is no particular 
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pattern in the dependency on the eccentricity of the reference orbit. It should be noted 
that the sequence of manoeuvres generated here is quite artificial; as Figure 2.7 shows 
the initial conditions have been idealized over the different values of the eccentricity 
in order to facilitate easy visual comparison of the trajectories and to demonstrate the 
general applicability of the trajectory and manoeuvre definition strategy. It should be 
stressed that this selection of the initial conditions is purely for this reason. The 
strategy is applicable in general for different initial values of the true anomaly and 
variation in the initial conditions, as long as sufficient along-track distance (as 
established by equations (2.69) and (2.70)) is available to perform the strategy. More 
explicitly, for a given safe orbit, the procedure to check the along-track distance is as 
follows. First, equation (2.11) provides the transfer angle of the cotangential transfer 
and with that the true anomaly 𝜗2 of manoeuvre M2. Equation (2.18) provides C4 at the 
end of the cotangential transfer. Equation (2.30) and (2.67) provide the true anomaly 
and C4 at the manoeuvre M5. Back-propagation of the co-elliptic drift orbit from 
manoeuvre M5 to the first occurrence of 𝜗2 before manoeuvre M5 leads to C4 of 
manoeuvre M4. The values of C4 need to be converted to relative mean anomaly, and 
equation (2.66) needs to be used to find the relative semi-major axis of the co-elliptic 
orbit. Now, equation (2.69) can be used to establish whether sufficient along-track 
distance is available to perform the strategy. 

2.6 Conclusion 

This paper has created a clear connection between the traditional strategies for 
rendezvous in circular orbits and corresponding strategies in elliptical orbits. The 
cotangential transfer for elliptic orbit rendezvous is conceptually similar to the 
Hohmann transfer in circular orbit rendezvous. In both cases, the ΔV is applied in the 
direction of the local orbital velocity vector and the z-coordinate or its equivalent in 
an elliptic reference orbit responds with a change of mean altitude and amplitude of 
the motion. Some differences do exist. For the linear Hohmann transfer in circular 
orbit rendezvous, the first and the second ΔV are exactly equal, while in elliptic orbit 
rendezvous the two ΔV’s are generally different in magnitude. The solution of the 
cotangential transfer leads to a natural definition of a new set of relative orbital 
elements. The representation of the trajectory in terms of these elements creates a 
connection to the travelling ellipse formulation in circular orbits, and this concept can 
aid in the development and analysis of rendezvous strategies. This representation also 
facilitates the determination of whether two trajectories intersect. Finally, the new set 
of relative orbital elements can be used to define safe trajectories with and without 
drift. These safe orbits represent a generalization to non-circular orbits of the safe 
orbits based on eccentricity / inclination vector separation that are used in circular 
orbit rendezvous and formation flying. 
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The combination of the cotangential transfers and safe orbits leads to a useful 
conceptual approach to defining rendezvous trajectories for elliptical orbits. An 
analysis of a drift-based rendezvous strategy shows that the same strategy can be 
applied for both circular and eccentric reference orbits with similar results in terms of 
manoeuvre application times and ΔV magnitudes. In this sense, classical rendezvous 
strategies developed for circular orbit rendezvous can be fully generalized following 
the procedures outlined in this paper. 
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2.8 Appendix A: Details of the TAN frame 

The transformation matrix Tγ takes a vector from the TAN frame to the LVLH frame, 
that is to say: 

 𝐱𝐿𝑉𝐿𝐻 = 𝐓𝛾𝐱𝑇𝐴𝑁 (2.71) 

The matrix Tγ and its inverse are composed of a rotation matrix and an angular 
velocity matrix. 

 𝐓𝛾 = [
𝐑𝛾 𝟎

−𝛀𝛾𝐑𝛾 𝐑𝛾
] , 𝐓𝛾

−1 = [
𝐑𝛾
𝑇 𝟎

𝐑𝛾
𝑇𝛀𝛾 𝐑𝛾

𝑇] (2.72) 

The rotation matrix for the flight-path angle is given by: 

 𝐑𝛾 = [
cos 𝛾 sin 𝛾
− sin𝛾 cos 𝛾

] = 𝜃−1 [
𝜌 𝑒 sin𝜗

−𝑒 sin 𝜗 𝜌
] (2.73) 

The angular velocity matrix is given by: 

 𝛀𝛾 = [
0 −�̇�
�̇� 0

] = 𝜂−3𝑛𝜌2𝜃−2(𝜌 − 𝜂2) [
0 −1
1 0

] (2.74) 

2.9 Appendix B: Details of element set C 

This appendix summarizes the relationships between the C elements, the relative 
Kepler elements, the Yanamaka-Ankersen integration constants, and the state vector 
in the tangential frame. Linear transformations between different sets of ROE can be 
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represented as matrices of partial derivatives. The transformation from Kepler 
elements to C elements is given by the matrix of partials from the C elements to the 
Kepler orbital elements. 

 
𝜕𝐂

𝜕𝐤
= 𝑝

[
 
 
 
 
 
𝑎−1 −2𝑒𝜂−2 0 0 0 0

𝑒𝑎−1 −(1 + 𝑒2)𝜂−2 0 0 0 0
0 0 0 −𝑒 cos 𝑖 −𝑒 0
0 0 0 𝜂−2 cos 𝑖 𝜂−2 𝜂−3

0 0 − cos𝜔 −sin 𝑖 sin𝜔 0 0
0 0 sin𝜔 − sin 𝑖 cos𝜔 0 0 ]

 
 
 
 
 

 (2.75) 

The matrix of partials from the Kepler orbital elements to the C elements is given by: 

 
𝜕𝐤

𝜕𝐂
=
1

𝑝

[
 
 
 
 
 
 
𝑎𝜂−2(1 + 𝑒2) −2𝑎𝑒𝜂−2 0 0 0 0

𝑒 −1 0 0 0 0
0 0 0 0 − cos𝜔 sin𝜔

0 0 0 0 −
sin𝜔

sin 𝑖
−
cos𝜔

sin 𝑖
0 0 −𝑒−1 0 cot 𝑖 sin𝜔 cot 𝑖 cos𝜔
0 0 𝑒−1𝜂 𝜂3 0 0 ]

 
 
 
 
 
 

 (2.76) 

The elements C can also be related to the Yamanaka-Ankersen set of trajectory 
integration constants [145]. The order of the integration constants is the same as in the 
original paper by Yamanaka and Ankersen. The linear transformation matrix from 
the Yamanaka-Ankersen integration constant to the elements C is given by: 

 
𝜕𝐂

𝜕𝐲
=

[
 
 
 
 
 
0 0 −2𝑒 −2 0 0
0 0 −(1 + 𝑒2) −2𝑒 0 0
−𝑒 −1 0 0 0 0
𝜂−2 𝑒𝜂−2 0 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0]

 
 
 
 
 

 (2.77) 

The linear transformation matrix from the elements C to the Yamanaka-Ankersen 
integration constant is given by: 

 
𝜕𝐲

𝜕𝐂
=

[
 
 
 
 
 
 

0 0 𝑒𝜂−2 1 0 0

0 0 −𝜂−2 −𝑒 0 0

𝑒𝜂−2 −𝜂−2 0 0 0 0

−
1

2
(1 + 𝑒2)𝜂−2 𝑒𝜂−2 0 0 0 0

0 0 0 0 0 −1
0 0 0 0 1 0 ]

 
 
 
 
 
 

 (2.78) 

The Yamanaka-Ankersen equations are non-singular if the eccentricity goes to zero 
[145]. Equations (2.77) and (2.78) do not contain any divisors of the eccentricity, 
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indicating that the transformation from the C elements and the Yamanaka-Ankersen 
set of trajectory integration constants is non-singular if the eccentricity goes to zero. 

To obtain the linear mapping matrix from the C element vector to the Cartesian state 
in the TAN frame, the following expression needs to be evaluated: 

 𝐁𝐶,𝑇𝐴𝑁 = 𝐓𝛾
−1𝐁

𝜕𝐤

𝜕𝐂
 (2.79) 

The elements of the linear mapping matrix from the C element vector to the Cartesian 
state in the TAN frame can then be found as: 

 

𝐁𝐶,𝑇𝐴𝑁(1,1) = 𝜌
−1𝜂−2𝜃−1{𝑒(𝜃2 + 2) sin𝜗}, 𝐁𝐶,𝑇𝐴𝑁(2,1) = −𝜌

−1𝜃−1,

𝐁𝐶,𝑇𝐴𝑁(1,2) = 𝜌
−1𝜂−2𝜃−1{−2(𝜌 + 𝑒2) sin𝜗}, 𝐁𝐶,𝑇𝐴𝑁(2,2) = −𝜌

−1𝜃−1 cos 𝜗 ,

𝐁𝐶,𝑇𝐴𝑁(1,3) = 𝜌
−1𝜂−2𝜃−1{2(𝑒 + 𝑐𝑜𝑠 𝜗)𝜌}, 𝐁𝐶,𝑇𝐴𝑁(2,3) = −𝜌

−1𝜃−1 sin𝜗 ,

𝐁𝐶,𝑇𝐴𝑁(1,4) = 𝜃, 𝐁𝐶,𝑇𝐴𝑁(2,4) = 0,

𝐁𝐶,𝑇𝐴𝑁(3,1) = 𝑛𝜂
−5𝜃−3 {

1

2
(1 + 𝑒2)𝜃2 + 𝜌3(𝜃2 − 2)} ,

𝐁𝐶,𝑇𝐴𝑁(3,2) = 𝑛𝜂
−5𝜃−3{(4𝑒2[𝑒2 + 𝜌] − 2𝜌3) cos 𝜗 + 𝑒(1 + 𝑒2)},

𝐁𝐶,𝑇𝐴𝑁(3,3) = 𝑛𝜂
−5𝜃−3{−2𝜌3 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁(3,4) = 𝑛𝜂
−3𝜃−1{−𝜌2𝑒 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁(4,1) = 𝑛𝜂
−3𝜃−3{−(𝜃2 + 𝜌)𝑒 sin𝜗},

𝐁𝐶,𝑇𝐴𝑁(4,2) = 𝑛𝜂
−3𝜃−3{(𝜃2 + 𝜌[1 − 𝜌]) sin𝜗},

𝐁𝐶,𝑇𝐴𝑁(4,3) = 𝑛𝜂
−3𝜃−3{(4𝜂2 + 𝜌2 − 3[𝜌 + 1]) cos𝜗 − 𝑒(2 + 𝑒2)},

𝐁𝐶,𝑇𝐴𝑁(4,4) = 0

 (2.80) 

Similarly, the inverse mapping can be found from: 

 𝐁𝐶,𝑇𝐴𝑁
−1 = (

𝜕𝐤

 𝜕𝐂
)
−1

𝐁−1𝐓𝛾 (2.81) 

The elements of the linear mapping matrix from the Cartesian state in the TAN frame 
to the C element vector can then be found as: 
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𝐁𝐶,𝑇𝐴𝑁
−1 (1,1) = 𝜃−3{2𝑒𝜌2 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (2,1) = 𝜃−3{−2𝑒𝜌2 sin 𝜗 cos 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (3,1) = 𝜃−3{−2𝑒𝜌2 sin2 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (4,1) = 𝜂−2𝜃−3{2𝜌3 − 𝜃2},

𝐁𝐶,𝑇𝐴𝑁
−1 (1,2) = 𝜃−3{−2(𝜌3 + 𝜃2)},

𝐁𝐶,𝑇𝐴𝑁
−1 (2,2) = 𝜃−3 {

[4𝜌3 + (1 + 𝑒2)𝜌2 − 3(1 + 𝑒2)𝜌 − 4(1 + 𝑒2)2 + 5(1 + 𝑒2)] cos 𝜗

−𝑒(1 + 𝑒2)(2 + 𝑒2)
} ,

𝐁𝐶,𝑇𝐴𝑁
−1 (3,2) = 𝜃−3{𝜃2 + 𝜌(𝜂2 + 𝜌[𝜃2 + 2𝑒 cos 𝜗])} sin 𝜗 ,

𝐁𝐶,𝑇𝐴𝑁
−1 (4,2) = 𝜂−2𝜃−3{2𝑒𝜌2 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (1,3) = 𝑛−1𝜂3𝜃−1{2},

𝐁𝐶,𝑇𝐴𝑁
−1 (2,3) = 𝑛−1𝜂3𝜃−1{−2 cos 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (3,3) = 𝑛−1𝜂3𝜃−1{−2 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (4,3) = 𝑛−1𝜂𝜌−1𝜃−1{−2𝑒 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (1,4) = 𝑛−1𝜂3𝜌−1𝜃−1{2𝑒 sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (2,4) = 𝑛−1𝜂3𝜌−1𝜃−1{(1 + 𝑒2) sin 𝜗},

𝐁𝐶,𝑇𝐴𝑁
−1 (3,4) = 𝑛−1𝜂3𝜌−1𝜃−1{−[(1 + 𝑒2) cos 𝜗 + 2𝑒]},

𝐁𝐶,𝑇𝐴𝑁
−1 (4,4) = 𝑛−1𝜂𝜃−1{2},

 (2.82) 

Neither the linear mapping matrix from the C element vector to the Cartesian state in 
the TAN frame nor its inverse contains the eccentricity as a divisor. This implies that 
the C elements do not become singular when the eccentricity goes to zero. In fact, if 
the eccentricity approaches zero, the expressions in the matrices 𝐁𝐶,𝑇𝐴𝑁 and 𝐁𝐶,𝑇𝐴𝑁−1  can 
be compared to the travelling ellipse formulation used in circular orbit rendezvous 
[168]. If the eccentricity approaches zero, the matrix BC,TAN becomes: 

 lim
𝑒↓0

𝐁𝐶,𝑇𝐴𝑁 =

[
 
 
 
 
0 −2 sin 𝜗 2 cos 𝜗 1
−1 − cos 𝜗 − sin 𝜗 0

−
3

2
𝑛 −2𝑛 cos 𝜗 −2𝑛 sin 𝜗 0

0 𝑛 sin 𝜗 −𝑛 cos 𝜗 0]
 
 
 
 

 (2.83) 

And the matrix B-1
C,TAN: 

 lim
𝑒↓0

𝐁𝐶,𝑇𝐴𝑁
−1 = [

0 −4 2𝑛−1 0
0 3 cos 𝜗 −2𝑛−1 cos 𝜗 𝑛−1 sin 𝜗
0 3 sin 𝜗 −2𝑛−1 sin 𝜗 −𝑛−1 cos 𝜗
1 0 0 2𝑛−1

] (2.84) 

The parameter C1 represents the altitude of the centre of the ellipse, the parameter C4 
represents the along-track distance of the centre of the ellipse and the parameters C2 
and C3 parameterize the 2 x 1 travelling ellipse. 

For completeness, the ROE transition matrix for the C elements is given by: 
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 𝚽𝐶 =
𝜕𝐂

𝜕𝛅𝛂
𝚽𝛼 (

𝜕𝐂

𝜕𝛅𝛂
)
−1

=

[
 
 
 
 

1 0 0 0
0 1 0 0
0 0 1 0

−
3

2
𝜂−5(1 + 𝑒2)𝑛 𝑡 −3𝑒𝜂−5𝑛𝑡 0 1]

 
 
 
 

 (2.85) 
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3  
Analytical Solutions to 

Two-Impulse Non-
drifting Transfer 

Problems for 
Rendezvous in Elliptical 

Orbits3 
This paper develops the analytical solution to the non-drifting transfer problem for 
rendezvous in elliptical orbits. The transfer algorithm generates a non-drifting, 
passively safe trajectory between two spacecraft states by finding the appropriate 
manoeuvres and transfer time. The non-drifting solution is derived first for Cartesian 
state vectors, which is useful for transferring to a terminal approach point that is 
defined in terms of such a Cartesian state vector. Next, the transfer problem is solved 
in terms of differential orbital elements. This second solution lends itself well to 
perform close-range rendezvous in elliptical orbits.

 

3 This chapter was previously published in AIAA Journal of Guidance, Control, and Dynamics, 
doi: 10.2514/1.61885. 
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3.1 Introduction 

Trajectory safety is of paramount importance during close-range rendezvous and/or 
formation flying. Passive trajectory protection is a design philosophy that strives to 
make trajectories safe by ensuring that the trajectory remains collision-free for a 
specified amount of time, even if the spacecraft becomes unable to apply thrust at 
some point during the approach. A common method to ensure passive trajectory 
protection during the close-range rendezvous phases is to require that transfer 
trajectories be drift-free [154]. This means that if a spacecraft has initiated a transfer 
trajectory and it is not possible to perform the second manoeuvre, the spacecraft do 
not drift apart or closer to each other. The spacecraft remains in the transfer trajectory, 
such that (in the absence of disturbances) it returns to the original point of departure 
one orbit after the first manoeuvre and to the terminal point after the nominal transfer 
time plus one orbit [134]. For example, the Automated Transfer Vehicle (ATV) uses a 
radial impulsive transfer manoeuvre during the close approach phase of rendezvous 
with the International Space Station (ISS), which indeed guarantees a natural stability 
in the relative position of the two spacecraft [18]. Up to now, the radial impulsive 
transfer is the most common non-drifting approach trajectory, the use of which is, 
however, limited to circular orbits. Di Sotto has provided a numerical algorithm to find 
general non-drifting transfers in elliptical orbits [169]. The purpose of this document 
is to describe an analytical solution for the general non-drifting transfer problem 
between arbitrary relative states during rendezvous in elliptical orbits. 

The development of the non-drifting transfer is aimed at rendezvous in elliptical 
orbits, with a focus on the on-board computation of manoeuvres. At present, most 
rendezvous missions are carried out in circular LEO, often involving at least one 
crewed spacecraft, with a push towards greater on-board autonomy [2]. A case can be 
made for (semi-)autonomous rendezvous in elliptical orbits. Mission scenarios that 
would require rendezvous include on-orbit inspection & servicing [170], sample return 
[171], while close formation flying missions use non-drifting trajectories in a similar 
way to keep the formation safe [44]. A mission for On-Orbit Servicing of geostationary 
telecommunication satellites has been studied [172], where the objective is to give a 
life extension by handling the attitude and orbit control tasks of communication 
satellites whose propellant has been exhausted. On-Orbit Servicing missions could 
benefit greatly from the capability of performing rendezvous in elliptical orbits, in this 
case to perform orbital rescue. A failure of the propulsion system of the upper stage of 
a launch vehicle during the transfer from geostationary transfer orbit (GTO) to GEO 
may leave a satellite in a fairly eccentric orbit, with Orion 3 as a good example [173]. 
Such satellites could be rescued by a space tug capable of performing elliptical orbit 
rendezvous. The potential gains of orbital rescue would be greater than orbital life 
extension because the satellite-to-be-rescued would be at the beginning of its lifetime 
instead of at the end. Rendezvous in GTO has been studied before [174], and a mission 
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to perform inspection and servicing in GTO has been proposed [175]. Proba-3, a close 
formation flying demonstrator mission in HEO, is currently being studied as a 
preparation for future “virtual structure” space telescopes [176]. HEO provides an 
acceptably low-perturbation environment for such virtual structures around 
apocentre, and can be selected as a cost-effective alternative to Lagrange point orbits 
[26]. The proposed Mars Sample Return (MSR) mission may also benefit from the 
flexibility provided by elliptical orbit rendezvous and on-board computation of 
manoeuvres may be required because of the constrained communication link. Elliptic 
orbit rendezvous capability would provide robustness of the rendezvous mission 
element to failure in the Planetary Ascent Vehicle (PAV) [122]. If the PAV does not 
succeed in launching the sample container into the desired circular orbit, and remains 
in an elliptical orbit, the Earth Return Vehicle (ERV) could perform the rendezvous 
with the sample container in this orbit. Rendezvous in an elliptical parking orbit could 
even be included in the nominal mission as a propellant-saving mission element [121]. 
On-board autonomy is a means to make missions more robust [177], reduce cost [178], 
and, in the case of MSR, handle communication delays and long periods without 
communication [179]. It is noted that more on-board computational power is required 
for increased on-board autonomy [179]. An alternative approach is to develop simple, 
robust algorithms that can be used in a generalization of the ATV approach strategy 
to elliptic orbit rendezvous. This has the added advantage that general considerations 
for the design of the rendezvous strategy can be re-used [180]. Summarizing, the 
reasons for studying rendezvous in elliptical orbits are greater flexibility and 
robustness, potential propellant savings, and intrinsic mission needs. The non-
drifting transfer fits in as a generalization of passively safe approach strategies 
already in use for circular orbit rendezvous. 

The development of relative motion theories is of major interest to the study of 
elliptical orbit rendezvous. The equations of motion are relatively easy to solve for 
circular orbits. These equations are known as the Clohessy-Wiltshire or Hill-Clohessy-
Wiltshire equations [149]. Many theories have recently been developed to describe 
relative motion around elliptical orbits, and a reasonably large portion of these 
includes perturbations. An overview of relative motion theories is presented in [151]. 
Perturbed relative motion theories can be obtained relatively easily from (semi-
)analytical satellite theories, because the state transition matrix is often generated for 
use in differential correction orbit determination schemes [146,150]. Such state 
transition matrices are generally expressed in the inertial frame instead of in the 
relative orbital frame, and thus require an additional transformation. The 
transformation matrix between these frames is a composition of the rotation matrix 
and the angular velocity matrix of the relative reference frame. One of the most 
frequently cited linear perturbed relative motion theories that include the J2 
perturbation has been derived by Gim and Alfriend [72]. It can be shown that periodic 
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relative trajectories are not possible around elliptical orbits perturbed by J2, and that 
near-periodic orbits are only possible around orbits that have a specific inclination 
[181,182]. However, an examination of the Gim-Alfriend state transition matrix shows 
that the perturbation is of the order of J2, times the mean orbital rate, times the 
propagation time. This works out to a trajectory error of about three parts in a 
thousand for a typical transfer duration of half an orbital period. For comparison, 
thrust errors are regularly assumed to be of the order of a few percent [154]. The 
manoeuvre frequency is generally higher for rendezvous than for formation flying, 
leading to a shorter propagation time required, and a proportionally greater impact of 
thruster errors on the trajectory evolution. The J2 perturbation, which is usually the 
largest perturbation, is therefore relatively unimportant for the rendezvous problem. 
For the same reasons (i.e., short propagation times between manoeuvres, and large 
uncertainties associated with the impulsive manoeuvres), the influence of drag on the 
trajectory evolution can be neglected as well. The relative dynamics are described 
using a linearization of the relative motion between two unperturbed Keplerian orbits. 

Relative trajectories around an elliptical Keplerian orbit are non-drifting if the 
difference in semi-major axis between the two orbits is equal to zero. Two main 
approaches exist to describe the linearized unperturbed relative motion between two 
spacecraft. The first approach, followed by Yamanaka and Ankersen, uses the 
Cartesian state vector [145] for solving the linearized equations of relative motion 
directly, while the second approach uses linear differences in orbital elements [147]. 
The differences in orbital elements are constants of motion for the relative motion, 
and they can be found by a transformation of the Cartesian state vector. The problem 
of finding transfer trajectories can similarly be approached in two different ways. One 
can use a Cartesian formulation of the problem to find trajectories that link positions 
specified in Cartesian space, or, alternatively, one can specify a transfer between two 
sets of (differential) orbital elements. At first glance these two approaches would seem 
to be the same, except for the formulation of the state vector. However, the difference 
in formulation of the state vector leads to different applications for the two solutions 
of the problem. The solution is presented here for both the Cartesian transfer and the 
differential orbital element transfer. 

The requirement that the difference in semi-major axis be zero indicates that the 
differential orbital elements are the most promising starting point for deriving the 
non-drifting condition. The in-plane motion is uncoupled from the out-of-plane 
motion, and the out-of-plane oscillation is periodic in nature, such that the out-of-
plane motion does not require additional measures to ensure periodicity of the 
trajectory. For this reason, the out-of-plane oscillation can be left out of the discussion 
of obtaining transfers that are periodic. Obviously, the out-of-plane motion does need 
to be considered when the rendezvous is performed, because all three elements of the 
position vector need to match the specified terminal conditions. The two-dimensional 
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problem that remains consists of four equations and five unknowns: the transfer time 
(or angle) and the components of the first and second ΔV. The epoch of the first 
manoeuvre is assumed to be a given, determined by the rendezvous plan. A commonly 
used guidance algorithm computes the ΔV required to reach a desired final state 
departing from a given initial state in a given amount of time by performing a matrix 
inversion of part of the state transition matrix [183]. Such a transfer is called the two-
point transfer or Lambert transfer [134]. The drawback of this approach is that the 
transfer is almost certainly not periodic. Because the two-point transfer is fully 
determined, i.e., because it has four equations with four unknowns, it does not allow 
imposing the condition of periodicity directly. To achieve this, the fixed transfer time 
needs to be replaced by the non-drifting condition, but in this case a completely 
different solution strategy must be adopted. 

The following strategy is used to arrive at the solution of the non-drifting transfer 
problem. First, the problem is reduced to three equations and three unknowns; second, 
the transfer angle is determined, and the required ΔV is computed. The first step in 
reducing the non-drifting transfer problem should be to find the ΔV component that 
removes the difference in semi-major axis. This ΔV is tangential to the orbit at the 
point of application (that is, parallel to the velocity vector of the reference orbit at that 
point) and can be found easily. As a result, the general non-drifting transfer problem 
can be reduced to a set of three independent equations. The fourth, dependent, 
equation simply states that the difference in semi-major axis is zero. It follows that 
none of the other ΔV’s to be applied are allowed to change the semi-major axis 
difference. This implies that the ΔV’s are restricted to the direction perpendicular to 
the local velocity vector of the reference orbit, and the only undetermined aspect is 
their magnitude. The problem of the non-drifting transfer can thus be reduced without 
loss of generality to a problem of three equations and three unknowns: the transfer 
angle, and the magnitudes of the ΔV’s perpendicular to the local velocity vector of the 
reference orbit. The computation of the transfer angle and the required ΔV’s consists 
of solving a linear algebra problem and a trigonometric polynomial. The linear algebra 
operations are reasonably straightforward, but the solution of the trigonometric 
polynomial can be more difficult, especially since the problem in Cartesian 
formulation involves a cubic equation. 

The problem has now been restricted in two ways, firstly by excluding perturbations 
such as J2 and drag, and secondly by excluding the out-of-plane motion from the 
problem. This has important implications for trajectory safety. The approach to 
trajectory safety followed here is to ensure that trajectories remain collision-free in 
case no further manoeuvres are applied [154]. This implies that long propagation times 
are required to evaluate the probability of collision, and in this case the effects of J2 
and drag become important. To mitigate the effects of differential drag on an approach 
strategy featuring radial hops two approaches are suggested [184]. The approach 
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direction can be chosen such that differential drag acts to drive the chaser away from 
the chaser. Alternatively, a small tangential component can be added to the first ΔV 
such that the chaser drifts away from the target. The magnitude would be chosen 
depending on the ratio of ballistic coefficients of the chaser and the target. Collision 
risk may also be reduced by adding an out-of-plane oscillation that has the proper 
phase with respect to the in-plane oscillations. This is the method of inclination / 
eccentricity vector separation [44]. Trajectories featuring inclination / eccentricity 
vector separation have been shown to be safe under the J2 perturbation for 50 orbits 
[185]. 

This paper is structured as follows. The next section provides the mathematical 
description of relative motion in elliptical orbits and provides the mathematical 
framework for analysing non-drifting transfer manoeuvres in terms of the Cartesian 
state and in terms of differential orbital elements. The third section provides the 
solution to the non-drifting transfer problem, the most important aspect of which is 
the solution of the transfer angle. The problem is solved first for the transfer problem 
expressed in terms of the Cartesian state. Next the problem is solved in terms of 
differential orbital elements, and the difference between the solutions is discussed. 
The fourth section presents a three-step verification of the algorithms. The first step 
is a comparison between the numerical algorithm developed by Di Sotto and the new 
solution developed here. The second step is based on a linear propagation of the 
solution by means of an independently derived linear propagator, namely, the 
Yamanaka-Ankersen equations. The third step in the verification is to integrate the 
algorithm into a Keplerian orbit propagator and compare the performance with the 
results of the linear propagation. The paper ends with conclusions. 

3.2 Mathematical Description of the Non-Drifting Transfer Problem 

The motion of one spacecraft, the chaser, is described with respect to that of the other 
spacecraft, the target, which is located at the origin of the local vertical, local 
horizontal (LVLH) reference frame. The target spacecraft is moving along an 
unperturbed Keplerian reference orbit, described in terms of the classical Keplerian 
elements 𝛂 = [𝑎 𝑒 𝑖 Ω 𝜔 𝑀0]

𝑇. Figure 3.1 shows the reference orbit and the 
orientation of the LVLH reference frame with respect to the planet-centred, inertial 
frame. The y-axis of the LVLH frame is perpendicular to the orbital plane and points 
in the opposite direction of the angular momentum vector. The z-axis points towards 
the centre of the planet and the x-axis completes the right-handed reference frame 
(and is therefore not necessarily aligned with the local velocity vector of the reference 
orbit) [134]. It should be noted that no conventional notation exists, and that alternative 
reference frames are possible (see for example [72]). Further, it is often assumed that 
the coordinate system is cylindrical or spherical, meaning that the x-coordinate or 
both the x- and y-coordinates are interpreted as angular coordinates. The use of 
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cylindrical or spherical coordinates and the transformation operations required to 
obtain Cartesian coordinates are independent of the state transition matrix itself, and 
they do not affect the calculation of manoeuvres. The development of linear 
algorithms is based only on the state transition matrix, and for this reason, the 
introduction of cylindrical or spherical coordinates is not required for this 
development. 

 

Figure 3.1: LVLH reference frame with respect to the inertial frame.  

The relative position and velocity of the chaser spacecraft with respect to the target 
spacecraft are represented by the Cartesian state vector x. The Cartesian state vector 
at a certain time 2 can be related to the vector at another time 1 using the state 
transition matrix Φ: 

 𝐱2 = 𝚽1→2𝐱1 (3.1) 

Several authors suggest a factorization of the state transition matrix into a product of 
three matrices, one of which is the near-diagonal orbital element transition matrix Φα 
and the other two produce a change of basis from Cartesian space to differential orbital 
element space and vice versa [114,147]. So, the Cartesian state vector and the 
differential orbital elements vector are related through the transformation matrix B, 
which contains the partial derivatives of the Cartesian state expressed in the LVLH 
frame to the orbital elements. The partial derivatives are functions of the reference 
orbital elements. 

 𝐱 = 𝐁𝛅𝛂 (3.2) 

where δα represents the differential orbital elements vector. The factorization of the 
state transition matrix is given by: 
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 𝚽1→2 = 𝐁2𝚽𝛼,1→2𝐁1
−1 (3.3) 

Note that the differential orbital elements need not be the same elements as the orbital 
elements that define the reference orbit. The differential orbital elements should be 
regarded as constants of motion for the relative dynamics [114], and any useful set of 
constants may be selected. The differential orbital elements can be considered as 
canonical variables for the description of the relative motion in the rendezvous 
problem [186]. 

The motion in the in-plane and out-of-plane directions is decoupled, and the state 
transition matrix is often presented separately for the in-plane and out-of-plane 
components. However, the use of Keplerian differential orbital elements introduces 
artificial singularities in the solution at zero eccentricity and zero inclination of the 
reference orbit, and the motion in the in-plane and out-of-plane directions becomes 
coupled through the right ascension of the ascending node. The motion in the out-of-
plane direction can easily be decoupled by taking the following differential element 
instead of the argument of pericentre [169]: 

 𝛿𝜓 = 𝛿𝜔 + 𝛿Ωcos 𝑖 (3.4) 

In the following, it will be tacitly assumed that this change of variables is performed, 
and the more familiar expression for the argument of perigee is used instead. The 
solution for the non-drifting transfer only concerns the in-plane motion, because the 
out-of-plane motion is periodic by itself. Because the out-of-plane motion is uncoupled 
from the in-plane motion, and because the out-of-plane motion does not require 
special attention to create periodic trajectories, the state vector contains only the in-
plane coordinates. The state vector is organized as follows: 

 𝐱 = [𝑥 𝑧 �̇� �̇�]𝑇 (3.5) 

The in-plane orbital element vector that will be used is the following: 

 𝛅𝛂 = [𝛿𝑎 𝛿𝑒 𝛿𝜔 𝜂𝛿𝑀]𝑇 (3.6) 

where η is equal to √(1-e2). The in-plane components of the matrix B are given by: 

 𝐁 =
𝑝

𝜌

[
 
 
 
 
 

1

𝑎

(

 
 
 

0
−1

−
3

2
�̇�

1

2
�̇� tan 𝛾)

 
 
 

𝜂−2(

{1 + 𝜌} sin 𝜗
𝑐

{(𝑒𝜌 + 𝑐) 𝜌2⁄ + 𝑐}�̇�

𝑠�̇�

) (

1
0

�̇� tan 𝛾
0

) 𝜂−2(

𝜌2

−𝑒𝑠
−𝑒𝑠�̇�

{𝜌 − 𝜌2}�̇�

)

]
 
 
 
 
 

 (3.7) 
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Besides the semi-latus rectum p, the orbital angular velocity �̇� and the flight path angle 
γ, the following parameters have been introduced in this equation: 

 𝜌 = 1 + 𝑒 cos𝜗 , 𝑠 = 𝜌 sin𝜗 , 𝑐 = 𝜌 cos 𝜗 (3.8) 

The matrix B represents the in-plane linear mapping between Cartesian coordinates 
in the LVLH frame and differential orbital elements [147] adapted to the set of 
differential orbital elements given in equation (3.6). The linear mapping is valid for 
small separations compared to the orbital radius of the target. The inverse of the 
matrix B is given by: 

 𝐁−1 =
𝜌

𝑝

[
 
 
 
 

2𝑎𝜂−2(−𝑒𝑠 −{𝜌 + 𝜌2} 𝜌2�̇�−1 −𝑒𝑠�̇�−1)

𝑒−1(− tan 𝛾 {𝜌2 − 𝜂2} −{𝜌 + 𝜌2 − 2𝜂2} {𝜌2 − 𝜂2}�̇�−1 −𝑒𝑠�̇�−1)

𝑒−1𝜌−1(𝑒𝜌 − {1 + 𝜌}𝑠 tan 𝛾 −{2 + 𝜌}𝑠 {1 + 𝜌}𝑠�̇�−1 𝑐𝜌�̇�−1)

𝑒−1𝜌−1 ({1 + 𝜌}𝑠 tan 𝛾 {2 + 𝜌 +
𝑒2

𝜌
} 𝑠 −{1 + 𝜌}𝑠�̇�−1 {2𝑒 − 𝑐𝜌}�̇�−1)]

 
 
 
 

 (3.9) 

Lastly, the orbital elements transition matrix is given by: 

 𝚽𝛼 =

[
 
 
 

1 0 0 0
0 1 0 0
0 0 1 0

−
3

2
(𝜂𝑎)−1𝑛𝑡 0 0 1]

 
 
 

 (3.10) 

The orbital elements transition matrix shows that drifting trajectories occur because 
of a coupling between the difference in semi-major axis and the mean anomaly. This 
observation immediately shows the usefulness of re-parameterizing the state 
transition matrix in terms of the orbital elements for analysing the non-drifting 
transfer problem: if a transfer trajectory can be found that does not have a difference 
in semi-major axis, then the difference in mean anomaly (and indeed all other 
elements) will be constant along the trajectory. This leads to a simplification of the 
problem because the elements transition matrix becomes equal to the identity matrix 
if the semi-major axis component is dropped. 

3.2.1 Cartesian formulation 

A general, two-burn transfer can be described in terms of the Cartesian relative state 
by incorporating two impulsive manoeuvres into the state propagation equation (3.1): 

 𝐱2
+ = 𝚽1→2(𝐱1 + 𝐂1𝚫𝐕1) + 𝐂2𝚫𝐕2 (3.11) 
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The superscripted “-“ and “+” indicate the state vector just before and just after the 
application of the impulsive ΔV, and the matrix C relates the 2-by-1 impulsive shot ΔV 
to a change in the 4-by-1 state vector. The 4-by-2 matrix C is given by: 

 𝐂 = [
𝟎
𝐈
] (3.12) 

The matrix B-1 provides a condition for drift-free trajectories for the Cartesian state 
vector, by noting that the first row of this matrix relates the state vector to the 
differential semi-major axis. Setting δa = 0 leads to: 

 𝑒𝑠𝑥 + (𝜌 + 𝜌2)𝑧 − �̇�−1𝜌2�̇� + �̇�−1𝑒𝑠�̇� = 0 (3.13) 

The procedure outlined in [169] is followed to reduce the dimensions of the Cartesian 
state transition matrix to 3. Solving for the x-component of the velocity in equation 
(3.13) allows removing the first column and the third row from the matrix B, because 
the x-component of the velocity becomes dependent on the other three components of 
the state vector. The reduced matrix B is now equal to: 

 𝐁𝑟𝑒𝑑 =
𝑎

𝜌
[
(1 + 𝜌) sin 𝜗 𝜂2 𝜌2

𝑐 0 −𝑒𝑠
−𝑠�̇� 0 (𝜌 − 𝜌2)�̇�

] (3.14) 

The inverse of this matrix is equal to: 

 𝐁𝑟𝑒𝑑
−1 =

1

𝜌𝑎

[
 
 
 
 
 
 0 cos 𝜗 −

sin 𝜗

�̇�
𝜌

𝜂2
sin 𝜗

𝑒𝜂2
(1 + 𝑒2)𝜌 − 𝜂2

�̇�𝑒2𝜂2

0 −
sin 𝜗

𝑒
−
cos 𝜗

𝜗�̇� ]
 
 
 
 
 
 

 (3.15) 

In addition, since the semi-major axis component has been removed, the elements 
transition matrix is reduced to the identity matrix. Setting the transfer angle φ equal 
to: 

 𝜑 = 𝜗2 − 𝜗1 (3.16) 

The reduced transition matrix can now be found: 
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 𝚽𝑟𝑒𝑑,1→2 = 𝐁𝑟𝑒𝑑,2𝐈𝐁𝑟𝑒𝑑,1
−1 =

1

𝜌𝑎

[
 
 
 
 
 
 
𝜌1
𝜌2

1 + 𝜌2
𝜌2

sin𝜑
1 + 𝜌2

�̇�1𝜌2
(
1 + 𝜌1
1 + 𝜌2

− cos𝜑)

0 cos 𝜑
1

�̇�1
sin𝜑

0 −�̇�2 sin 𝜑
�̇�2

�̇�1
cos 𝜑

]
 
 
 
 
 
 

 (3.17) 

This state transition matrix operates on the reduced state vector𝐱𝑟𝑒𝑑 = [𝑥 𝑧 �̇�]𝑇. 
Note that the transfer time is no longer explicitly present in the reduced state 
transition matrix. The state transition matrix for non-drifting trajectories is the 
product of the matrix Bred and its inverse, evaluated at different epochs. The reduced 
problem in Cartesian coordinates is given by: 

 𝐱𝑟𝑒𝑑,2
− = 𝚽𝑟𝑒𝑑,1→2𝐱𝑟𝑒𝑑,1

+  (3.18) 

Note that 𝐱𝑟𝑒𝑑,1
+ = 𝐱𝑟𝑒𝑑,1

− + 𝐂𝚫𝐕𝑧,1 and 𝐱𝑟𝑒𝑑,2
+ = 𝐱𝑟𝑒𝑑,2

− + 𝐂𝚫𝐕𝑧,2, with matrix C 
appropriately sized. This means that equation (3.18) features the reduced state vector 
𝐱𝑟𝑒𝑑,1
+  right after the application of ΔV1 at time 1 and the reduced state vector 𝐱𝑟𝑒𝑑,2−  right 

before the application of ΔV2 at time 2. The z-component of the velocity right after the 
application of ΔV1 at time 1 and the z-component of the velocity right before the 
application of ΔV2 at time 2 are unknowns to be solved for. Figure 3.2 illustrates the 
known and unknown variables in the non-drifting transfer problem. The initial state 
vector [𝑥1 𝑧1 �̇�1

− �̇�1
−]𝑇 is given at a known time t1. The terminal state vector 

[𝑥2 𝑧2 �̇�2
+ �̇�2

+]𝑇 is given at an unknown time t2. The transfer time (t2-t1) and the 
required impulsive manoeuvres ΔV1 and ΔV2 need to be found. The position vector and 
the z-component of the velocity form part of the state vector in equation(3.18). The x-
component of the velocity is implicitly defined by equation (3.13). The transfer time 
enters into equation (3.18) through the state transition matrix. The problem is solved 
for the transfer angle φ instead of the transfer time, but the time of the second 
manoeuvre can easily be recovered by means of Kepler’s equation. 

 

Figure 3.2: Non-drifting transfer problem in Cartesian coordinates.  
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In practice this algorithm can be used to define a transfer to a certain terminal point 
from which at a predefined time the chaser starts, for example, a forced motion to the 
target. The chaser performs station keeping at that terminal point between the time 
of application of the second ΔV of the transfer and the time at which the forced motion 
starts. An alternative strategy could be to keep time 2 fixed, such that the forced 
motion could be scheduled immediately after arriving at the terminal point. Figure 3.2 
shows that prior to the manoeuvre at time 1 the chaser is moving along a drifting 
trajectory. If time 1 is kept free, then the exact point along this trajectory from which 
the transfer starts must be determined by the calculation of the transfer time. This 
increases the complexity significantly. Furthermore, because the same scheduling 
constraints could be met by inserting a time-flexible station-keeping element into the 
rendezvous scenario, the treatment of this problem is considered beyond the scope of 
this research. 

3.2.2 Differential orbital elements formulation 

The two-burn transfer manoeuvre can also be described in terms of differential orbital 
elements. The starting point is again the basic propagation equation, but this time, it 
should be the propagation equation for the differential elements. The impulsive 
manoeuvre needs to be incorporated by introducing a matrix that relates the 
manoeuvre to changes in the differential orbital elements: 

 𝛅𝛂2
+ = 𝚽𝛼,1→2(𝛅𝛂1

− +𝐊1𝚫𝐕1) + 𝐊2𝚫𝐕2 (3.19) 

The matrix K relates the 2-by-1 impulsive ΔV vector to a change in the 4-by-1 
differential orbital elements vector. The ΔV is decomposed in a more convenient 
frame of reference, with the first component parallel to the velocity vector and the 
second component perpendicular to the velocity vector. 

 𝚫𝐕 = [
Δ𝑉∥
Δ𝑉⊥

] (3.20) 

The first reference frame axis is more commonly known as “V-bar”. The matrix K is 
related to the inverse of B by a rotation through the flight path angle around the y-axis: 

 𝐊 =
1

𝑒2𝜌𝑉

[
 
 
 
 
 
2𝑎𝑒2𝜌(2𝜌 − 𝜂2)

𝜂2
0

2𝑒𝜌(𝜌 − 𝜂2) −𝑒2𝜂2 sin 𝜗

2𝑒𝑠 𝜌(1 + 𝑒2) − 𝜂2

−2(𝜌 + 𝑒2)𝑒 sin 𝜗 −𝑒𝜂2 cos𝜗 ]
 
 
 
 
 

 (3.21) 

The description in terms of relative orbital elements directly provides the condition 
and the required ΔV for drift-free trajectories. Noting that element (1, 2) of the matrix 
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K is zero, it becomes apparent that the magnitude of the tangential component of the 
first ΔV should be such that it removes the difference in semi-major axis. The 
magnitude of the ΔV is: 

 Δ𝑉∥ = −
𝑉𝜂2

2𝑎(2𝜌 − 𝜂2)
𝛿𝑎 = −

1

2

ℎ

𝑎𝜌
cos 𝛾

𝛿𝑎

𝑎
 (3.22) 

The reduced differential orbital elements can be found from equation (3.21), using the 
tangential ΔV from equation (3.22): 

 [
𝛿𝑒
𝛿𝜔
𝛿�̃�

]

𝑟𝑒𝑑

= [
𝛿𝑒
𝛿𝜔
𝛿�̃�

] − [
𝜌 − 𝜂2

sin𝜗
−𝜌−1(𝜌 + 𝑒2) sin𝜗

]
𝑟

𝑎𝑒𝜌
cos2 𝛾

𝛿𝑎

𝑎
 (3.23) 

The problem to be solved in terms of differential orbital elements can now be reduced 
to three equations: 

 𝛅𝛂𝑟𝑒𝑑,2
+ = 𝛅𝛂𝑟𝑒𝑑,1

− + 𝐊𝑟𝑒𝑑,1Δ𝑉⊥,1 + 𝐊𝑟𝑒𝑑,2Δ𝑉⊥,2 (3.24) 

The matrix Kred consists of the second column of matrix K of equation (3.21), minus the 
element corresponding to the semi-major axis. The reduced orbital elements 
transition matrix is equal to the identity matrix and hence left out, such that the 
problem can be brought into the following form: 

 [

𝛿𝑒2
+

𝛿𝜔2
+

𝛿�̃�2
+

]

𝑟𝑒𝑑

= [

𝛿𝑒2
−

𝛿𝜔2
−

𝛿�̃�2
−
]

𝑟𝑒𝑑

+ [

−𝑒𝜂2 sin𝜗1
𝜌1(1 + 𝑒

2) − 𝜂2

−𝑒𝜂2 cos𝜗1

] Δ�̃�⊥,1 + [

−𝑒𝜂2 sin 𝜗2
𝜌2(1 + 𝑒

2) − 𝜂2

−𝑒𝜂2 cos 𝜗2

] Δ�̃�⊥,2 (3.25) 

The ΔV has been scaled according to: 

 Δ�̃�⊥ =
1

𝑒2𝜌𝑉
Δ𝑉⊥ (3.26) 

Figure 3.3 shows a diagram of the non-drifting transfer problem and summarizes the 
steps taken up to now. Given the initial differential orbital element vector (δα1, δe1, δω1, 
δM1) at known t1 and terminal differential orbital element vector (0, δe2, δω2, δM2), find 
the transfer time (t2-t1) and the required impulsive manoeuvres ΔV1 and ΔV2. The 
tangential component of the first manoeuvre can be found from equation (3.22). This 
leads to a reduced set of non-drifting differential elements, which are found from 
equation (3.24). The non-drifting components of the second differential orbital 
element vector and the radial components of the impulsive manoeuvres form part of 
equation (3.25) explicitly. The transfer time enters this equation implicitly, through the 
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components of the matrix Kred, which is evaluated both at θ1 and at θ2. Evaluation at θ2 
requires the transfer time. The differential semi-major axis after the transfer is 
assumed to be zero. 

 

Figure 3.3: Non-drifting transfer problem in terms of differential orbital elements.  

An important point to make here is that the two formulations of the problem lead to 
fundamentally different solutions. While the non-drifting transfer in Cartesian 
formulation aims for a fixed point in Cartesian space, the differential orbital elements 
formulation effectively aims for a set of trajectory constants, which means that the 
Cartesian position at the end point is in fact a function of the unknown transfer time, 
and this position is not fixed a priori. (Compare the solid ellipse in Figure 3.3 to the 
fixed end point in Figure 3.2.) The main difference between the two formulations lies 
in the type of problem to which they are applied. The Cartesian formulation can be 
used to target a fixed point in Cartesian space from which a forced motion approach 
to the target can be initiated. This algorithm is useful during the final stage of an 
impulsive rendezvous, just before switching to a forced motion approach. The 
differential orbital elements formulation can be used to transfer between trajectories 
during close range rendezvous. This algorithm can for example be used for 
transferring to a hold trajectory or to a trajectory with a specified eccentricity / 
inclination vector separation. In both cases, the differential orbital elements of the 
terminal trajectory are fixed rather than the Cartesian state of the terminal point. 

3.3 Solution of the Non-Drifting Transfer Problem 

Having completed the mathematical framework, the solution of the non-drifting 
transfer problem is now provided. This section solves the problem first in terms of the 
Cartesian state, and second in terms of the differential orbital elements. Finally, the 
two solutions are compared. 

3.3.1 Solution of the problem in Cartesian formulation 

The set of equations (3.18) is not very easy to solve directly. Expanding equation (3.18) 
by filling in the reduced state transition matrix from equation (3.17) leads to the 
following result: 

( )1111 ,,, Mea zLVLH

xLVLH

1ΔV

2ΔV

1t
2t

( )222 ,,,0 Me 
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x2 =

𝜌1
𝜌2
𝑥1 +

1 + 𝜌2
𝜌2

sin𝜑 𝑧1 +
1 + 𝜌2

�̇�1𝜌2
(
1 + 𝜌1
1 + 𝜌2

− cos𝜑) �̇�1
+

𝑧2 = cos𝜑 𝑧1 +
1

�̇�1
sin𝜑 �̇�1

+

 (3.27) 

The equation for the terminal vertical velocity �̇�2− is not required for finding the 
transfer angle. In [169] this system of equations is not solved explicitly, but it is stated 
that �̇�1+ and the transfer angle are the unknown variables. The system of equations is 
non-linear because the coefficient matrix depends on the unknown transfer time. A 
numerical solution algorithm could be devised by noting that solving for �̇�1+ requires 
linear operations only, while solving for the transfer time involves non-linear 
trigonometric equations. A single, nonlinear equation of the transfer-time can be 
obtained by solving one of the equations for �̇�1+ and inserting the result into the other 
equation. A root-finding algorithm can then be employed to find the transfer angle 
from the resulting transfer time equation. For example, the second equation of (3.27) 
can be solved for the vertical velocity �̇�1+, which is inserted into the first equation. The 
only unknown left in this equation is the transfer angle φ. 

 
𝜌1
𝜌2
𝑥1 − 𝑥2 +

1 + 𝜌2
𝜌2

sin𝜑 𝑧1 +
1 + 𝜌2
𝜌2

(
1 + 𝜌1
1 + 𝜌2

− cos𝜑) (
1

sin𝜑
𝑧2 −

cos𝜑

sin 𝜑
𝑧1) = 0 (3.28) 

The resulting equation may cause problems for the numerical algorithm because it 
has a singularity when the transfer angle φ is equal to π, due to the inverse sine term. 
This would be an undesirable characteristic of the transfer angle algorithm; 
experience from circular orbits rendezvous shows that radial impulsive manoeuvres 
usually have a transfer angle close to this value [169]. The problem can be solved by 
multiplying the transfer time equation with the sine of the transfer angle before using 
the root-finding algorithm, making the function continuous. These simplifications 
can also be conducted analytically. Multiplying equation (3.28) by ρ2·sinφ and 
simplifying the resulting terms leads to: 

 𝜌1 sin𝜑 𝑥1 − 𝜌2 sin𝜑 𝑥2 + (1 + 𝜌1)(𝑧2 − cos𝜑 𝑧1) + (1 + 𝜌2)(− cos𝜑 𝑧2 + 𝑧1) = 0 (3.29) 

Equation (3.29) can be modified to an equation that depends only on terms that contain 
the transfer angle explicitly by using angle sum and difference identities on the terms 
containing ρ2. This leads to the following trigonometric equation for the transfer angle. 

 𝑞3 sin
2𝜑 + 𝑞4 sin𝜑 cos𝜑 + 𝑞1 sin𝜑 + 𝑞2 cos𝜑 = 𝑞2 (3.30) 

The coefficients q1 to q4 are: 



84 3. Two-Impulse Non-drifting Transfer Problems 

 

 

 

 

3 

 

 

 

 

 

 

 

𝑞1 = 𝜌1𝑥1 − 𝑒 sin𝜗1 𝑧1 − 𝑥2
𝑞2 = −2(𝑧1 + 𝑧2)

𝑞3 = 𝑒(cos 𝜗1 𝑧2 + sin𝜗1 𝑥2)

𝑞4 = 𝑒(sin𝜗1 𝑧2 − cos𝜗1 𝑥2)

 (3.31) 

Equation (3.30) is difficult to solve in its present form. The tangent half-angle 
identities for the sine and cosine of the transfer angle can be used to transform the 
trigonometric polynomial into an easier form to solve. The required identities are: 

 sin𝜑 =
2𝑡

1+𝑡2
 and cos𝜑 = 1−𝑡2

1+𝑡2
, with 𝑡 = tan (1

2
𝜑) (3.32) 

This operation transforms the trigonometric equation into a cubic polynomial: 

 𝑘3𝑡
3 + 𝑘2𝑡

2 + 𝑘1𝑡 + 𝑘0 = 0 (3.33) 

The coefficients of this equation are given by: 

 

𝑘0 = −(𝑞4 + 𝑞1) = 𝜌1(𝑥2 − 𝑥1) − 𝑒 sin𝜗1 (𝑧2 − 𝑧1)

𝑘1 = 𝑞2 − 2𝑞3 = −2(𝑧1 + 𝜌1𝑧2 + 𝑒 sin𝜗1 𝑥2)

𝑘2 = 𝑞4 − 𝑞1 = 𝑒 sin 𝜗1 (𝑧1 + 𝑧2) − 𝜌1(𝑥1 + 𝑥2) + 2𝑥2
𝑘3 = 𝑞2 = −2(𝑧1 + 𝑧2)

 (3.34) 

The cubic polynomial in equation (3.33) can be solved using algorithms provided in 
[187] or [188]. The solution provided in [188] is fully analytical, such that the objective 
to find an analytical solution to the transfer problem is satisfied. Three solutions exist, 
at least one of which is real. The potential for two additional real solutions is the result 
of the absence of the velocities in the z-direction from the equation for the transfer 
angle. It has been established empirically that in most cases the two additional 
solutions correspond to imaginary roots of the cubic polynomial, which do not produce 
physically meaningful solutions. If this is not the case, an operational choice can be 
made between the solutions, for example based on the transfer time or the required 
ΔV. 

Note that the cubic polynomial becomes a quadratic polynomial if the z-coordinate 
after the transfer is equal in magnitude but opposite in sign to the z-coordinate before 
the transfer. The second coefficient could similarly be made to vanish. Such transfers 
are possible in theory, but they are unlikely to occur often in practice where the initial 
conditions for the algorithm are likely to be impacted by noise and dispersions.  

The velocities in the z-direction at the start and end of the transfer can be found using 
the reduced state transition matrix from equation (3.17). The x-component of the 
velocity at the start and end of the transfer can be found from the non-drifting 
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condition, equation (3.13). Solving for the z-component of the velocity at the start and 
end of the transfer and re-arranging the non-drifting condition gives: 

 

Δ𝑉𝑧,1 = �̇�1
𝜌2𝑥2 − 𝜌1𝑥1 − (1 + 𝜌2) sin𝜑 𝑧1
(1 + 𝜌1) − (1 + 𝜌2) cos𝜑

− �̇�1
−

Δ𝑉𝑥,1 = 𝑘
2{𝑒𝑠1𝑥1 + (𝜌1 + 𝜌1

2)𝑧1} + tan 𝛾1 (�̇�1
− + Δ𝑉𝑧,1) − �̇�1

−

Δ𝑉𝑧,2 = �̇�2
+ − �̇�2 cos𝜑

𝜌2𝑥2 − 𝜌1𝑥1 − tan𝜑 (1 + 𝜌1)𝑧1
(1 + 𝜌1) − (1 + 𝜌2) cos𝜑

−

Δ𝑉𝑥,2 = �̇�2
+ − 𝑘2{𝑒𝑠2𝑥2 + (𝜌2 + 𝜌2

2)𝑧2} − tan 𝛾2 (�̇�2
+ − Δ𝑉𝑧,2)

 (3.35) 

3.3.2 Solution of the problem in differential orbital elements formulation 

The transfer angle problem is now solved in terms of the differential orbital elements. 
The set of equations (3.25) seems easier to solve than the set of equations (3.18). The 
problem to be solved is re-written in matrix form: 

 [

𝛿𝑒Δ𝑉,1 𝛿𝑒Δ𝑉,2
𝛿𝜔Δ𝑉,1 𝛿𝜔Δ𝑉,2
𝛿𝑀Δ𝑉,1 𝛿𝑀Δ𝑉,2

] [
Δ�̃�⊥,1

Δ�̃�⊥,2
] = [

Δ𝑒
Δ𝜔
Δ𝑀

] (3.36) 

The following parameters have been introduced: 

 Δ𝑒 = 𝛿𝑒2
+ − 𝛿𝑒1

+ Δ𝜔 = 𝛿𝜔2
+ − 𝛿𝜔1

+ Δ𝑀 = 𝛿�̃�2
+ − 𝛿�̃�1

+

𝛿𝑒Δ𝑉 = −𝑒
2𝜂2 sin𝜗 𝛿𝜔Δ𝑉 = 𝜌(1 + 𝑒

2) − 𝜂2 𝛿𝑀Δ𝑉 = −𝑒𝜂
2 cos 𝜗

 (3.37) 

These parameters are just shorthand notations for the differences between the 
(periodic) in-plane elements before and after the non-drifting transfer, and the effect 
of a scaled ΔV on the orbital element differences. Equation (3.36) is a system of three 
equations with three unknowns, although it is not a linear system. The unknown 
transfer angle enters the equation implicitly through the functions δe2, δω2 and δM2. 
To solve the equation, start with the first of equation (3.36), and solve for the second 
scaled ΔV: 

 Δ�̃�⊥,2 =
1

𝛿𝑒Δ𝑉,2
Δ𝑒 −

𝛿𝑒Δ𝑉,1
𝛿𝑒Δ𝑉,2

Δ�̃�⊥,1 (3.38) 

Substituting this result into the second of equation (3.36) leads to an expression for the 
first scaled ΔV: 

 Δ�̃�⊥,1 =
𝛿𝑒Δ𝑉,2Δ𝜔 − 𝛿𝜔Δ𝑉,2Δ𝑒

𝛿𝑒Δ𝑉,2𝛿𝜔Δ𝑉,1 − 𝛿𝑒Δ𝑉,1𝛿𝜔Δ𝑉,2
 (3.39) 

Substituting this expression back into equation (3.38) yields the second scaled ΔV: 
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 Δ�̃�⊥,2 =
𝛿𝜔Δ𝑉,1Δ𝑒 − 𝛿𝑒Δ𝑉,1Δ𝜔

𝛿𝑒Δ𝑉,2𝛿𝜔Δ𝑉,1 − 𝛿𝑒Δ𝑉,1𝛿𝜔Δ𝑉,2
 (3.40) 

Substituting equations (3.39) and (3.40) into the third of equation (3.36) leads to the 
following equation: 

 
(𝛿𝑒Δ𝑉,2𝛿𝜔Δ𝑉,1 − 𝛿𝑒Δ𝑉,1𝛿𝜔Δ𝑉,2)Δ𝑀 + (𝛿𝑀Δ𝑉,2𝛿𝑒Δ𝑉,1 − 𝛿𝑀Δ𝑉,1𝛿𝑒Δ𝑉,2)Δ𝜔

+ (𝛿𝑀Δ𝑉,1𝛿𝜔Δ𝑉,2 − 𝛿𝑀Δ𝑉,2𝛿𝜔Δ𝑉,1)Δ𝑒 = 0 
(3.41) 

Re-inserting the parameters dependent on the true anomaly from equation (3.37) into 
equation (3.41) and simplifying the result produces the following expression: 

 
{𝑒 sin 𝜗2 (𝜌1[1 + 𝑒

2] − 𝜂2) − 𝑒 sin 𝜗1 (𝜌2[1 + 𝑒
2] − 𝜂2)}Δ𝑀

+ {𝑒2(sin𝜗1 cos𝜗2 − sin𝜗2 cos 𝜗1)𝜂
2}Δ𝜔

+ {(𝜌1[1 + 𝑒
2] − 𝜂2) cos 𝜗2 − (𝜌2[1 + 𝑒

2] − 𝜂2) cos 𝜗1}Δ𝑒 = 0 
(3.42) 

This equation is re-written in terms of the transfer angle. The initial true anomaly is 
assumed a given, while the final true anomaly is to be determined. Under this 
assumption angle sum and difference identities for the sine and cosine can be used to 
obtain an equation in terms of the transfer angle. The result is a trigonometric 
equation of the following form: 

 𝐶1 sin𝜑 + 𝐶2 cos𝜑 = 𝐶2 (3.43) 

The parameters C1 and C2 are: 

 𝐶1 = ([1 + 𝑒
2] + 2𝑒 cos𝜗1)Δ𝑀 + 𝜂2Δ𝜔 + 2 sin𝜗1 Δ𝑒

𝐶2 = 2𝑒 sin 𝜗1 Δ𝑀 − 2 cos𝜗1 Δ𝑒
 (3.44) 

The structure of equation (3.43) shows that there exists a unique combination of 
differential elements determining the transfer. The solution of equation (3.43) is 

 sin𝜑 =
2𝐶1𝐶2

𝐶1
2 + 𝐶2

2 , cos𝜑 =
𝐶2
2 − 𝐶1

2

𝐶1
2 + 𝐶2

2 (3.45) 

To allow a comparison with the solution in terms of the Cartesian state, equation (3.43) 
can also be solved by making the half-angle tangent substitution from equation (3.32), 
which leads to: 

 𝜑 = 2 tan−1
𝐶1
𝐶2

 (3.46) 
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The most straightforward way to obtain the impulsive ΔV’s for the differential orbital 
elements formulation of the non-drifting transfer problem is to rewrite equation (3.35) 
in terms of the differential orbital elements, using equation (3.14) to obtain expressions 
for the Cartesian position components expressed in terms of the differential orbital 
elements. 

 

�̇�1
+ =

𝑎�̇�1
(1 + 𝜌1) − (1 + 𝜌2) cos𝜑

{
 
 

 
 (1 + 𝜌2) sin 𝜗2 𝛿𝑒2

+

−([1 + 𝜌1] sin 𝜗1 + [1 + 𝜌2] sin𝜑 cos 𝜗1)𝛿𝑒1
−

+𝜂2(𝛿𝜔2
+ − 𝛿𝜔1

−)

+𝜌2
2𝛿�̃�2

+ + ([1 + 𝜌2] sin𝜑 𝑒 sin 𝜗1 − 𝜌1
2)𝛿�̃�1

−
}
 
 

 
 

�̇�2
− =

𝑎�̇�2 cos 𝜑

(1 + 𝜌1) − (1 + 𝜌2) cos𝜑

{
 
 

 
 (1 + 𝜌2) sin 𝜗2 𝛿𝑒2

+

−(1 + 𝜌1)(sin 𝜗1 + tan𝜑 cos 𝜗1)𝛿𝑒1
−

+𝜂2(𝛿𝜔2
+ − 𝛿𝜔1

−)

+𝜌2
2𝛿�̃�2

+ + (tan𝜑 [1 + 𝜌1]𝑒 sin 𝜗1 − 𝜌1
2)𝛿�̃�1

−
}
 
 

 
 

 (3.47) 

Again using equation (3.14), the velocities in the z-direction before the first ΔV and 
after the second ΔV can be written as: 

 
�̇�1
− = 𝑎�̇�1{− sin𝜗1 𝛿𝑒1

− + (1 − 𝜌1)𝛿�̃�1
−}

�̇�2
+ = 𝑎�̇�2{− sin𝜗2 𝛿𝑒2

+ + (1 − 𝜌2)𝛿�̃�2
+}

 (3.48) 

Subtracting the proper expressions from equations (3.47) and (3.48) leads to the 
impulsive velocity change required in the vertical direction. 

 
Δ�̇�1 = 𝑎�̇�1

(1 + 𝜌
2
) sin 𝜗2 Δ𝑒 + 𝜂

2Δ𝜔 + 𝜌
2
2Δ𝑀

(1 + 𝜌
1
) − (1 + 𝜌

2
) cos 𝜑

Δ�̇�2 = −𝑎�̇�2
(1 + 𝜌

1
) sin 𝜗2 Δ𝑒 + 𝜂

2 cos 𝜑 Δ𝜔 + {cos 𝜑 − (1 + 𝜌
1
)(1 − 𝜌

2
)}Δ𝑀

(1 + 𝜌
1
) − (1 + 𝜌

2
) cos 𝜑

 (3.49) 

Since the position does not change when an impulsive ΔV is applied, equation (3.13) 
implies that to maintain a periodic trajectory, the change in the velocity in the x-
direction needs to be related to the change in velocity in the z-direction as follows: 

 Δ�̇� = tan 𝛾Δ�̇� (3.50) 

Because of equation (3.50), the ΔV is indeed pointed along the direction perpendicular 
to the reference orbit velocity vector at the point of application of the manoeuvre. The 
magnitude of the ΔV can thus be found from: 
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Δ𝑉⊥,1 =

𝑎𝑉1

𝑟1

(1 + 𝜌
2
) sin 𝜗2 Δ𝑒 + 𝜂

2Δ𝜔 + 𝜌
2
2Δ𝑀

(1 + 𝜌
1
) − (1 + 𝜌

2
) cos 𝜑

Δ𝑉⊥,2 = −
𝑎𝑉2

𝑟2

(1 + 𝜌
1
) sin 𝜗2 Δ𝑒 + 𝜂

2 cos 𝜑 Δ𝜔 + {cos 𝜑 − (1 + 𝜌
1
)(1 − 𝜌

2
)}Δ𝑀

(1 + 𝜌
1
) − (1 + 𝜌

2
) cos 𝜑

 (3.51) 

This completes the derivation of the periodic transfer problem in differential orbital 
elements formulation. 

3.4 Numerical verification 

The non-drifting transfer algorithms are verified by means of computer simulations. 
The objective of these tests is to demonstrate that the non-drifting transfer solutions 
presented here are correct, and useful when implemented in an on-board rendezvous 
guidance system. A secondary objective is to perform a preliminary investigation on 
the usefulness and possible restrictions and limitations of the non-drifting algorithms 
when applied to a rendezvous scenario in a low orbit around Mars. 

The numerical algorithm proposed by Di Sotto is referred to as algorithm NDA1, the 
Cartesian non-drifting transfer algorithm is referred to as algorithm NDA2 and the 
non-drifting algorithm based on the differential orbital elements is referred to as 
algorithm NDA3. Three test cases are defined to verify the non-drifting transfer 
algorithms developed in this paper: First, algorithm NDA2 is compared to algorithm 
NDA1 in terms of performance. Second, the output of algorithms NDA2 and NDA3 are 
used in combination with an independently developed linear propagator to verify the 
periodicity of the transfer solution. Third and last, the output of algorithms NDA2 and 
NDA3 are used in combination with a Keplerian orbit propagator in the same scenarios 
to evaluate the performance in a non-linear dynamics environment. The last test case 
is used to demonstrate how the non-drifting algorithms can be incorporated in a 
rendezvous strategy and to establish some guidelines for the design of such 
rendezvous strategies based on non-drifting hops. 

3.4.1 Description of the rendezvous scenarios 

Two simulation scenarios are defined for a rendezvous mission which uses trajectory 
elements similar to the ATV approach: a hop transfer between two hold trajectories 
and a transfer to some terminal approach point. Numerical values of all simulation 
parameters and initial conditions can be found in Table 3.1. An elliptical orbit scenario 
for the MSR mission is used for defining the reference orbit. The semi-major axis for 
orbits of a given combination of apocentre and pericentre altitudes is smaller for an 
orbit around Mars than for an orbit around Earth. As a consequence, the orbit 
curvature is higher for typical rendezvous orbits around Mars, and non-linear effects 
on the relative dynamics become noticeable at a shorter inter-satellite distance. This 
provides for a more critical test of the linear guidance algorithm than an Earth-based 
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scenario. The selected reference orbit has a moderate eccentricity. The result is that 
the trajectory plots remain clear, while at the same time the capacity of the algorithm 
to manage elliptical orbits is demonstrated. 

Table 3.1: Simulation parameters and initial conditions.  

Parameter Value 

Reference orbit  

Gravitational parameter of Mars 42828.87 km3/s2 

Semi-major axis 4647 km 

Eccentricity 0.2 

Inclination 15° 

Right ascension of the ascending node 30° 

Argument of pericentre 25° 

True anomaly - 

Scenario 1 (algorithm NDA1 & NDA2)  

Initial nominal coordinates (x z) (-5, -1) km 

Terminal coordinates (x z) (1, -0.5) km 

Scenario 2 (algorithm NDA3)  

Initial hold trajectory distance -5, -10, -20, -50 km 

Terminal hold trajectory distance -1 km 

Collision-free period 1 day 

The hold trajectory on V-bar is defined as a generalization of the stationary point on 
V-bar used for circular orbit rendezvous. Such a generalization can be realized through 
a differential mean anomaly, a differential argument of pericentre, or a combination 
of the two. The trajectory that results from a differential mean anomaly is a circle in 
the LVLH frame. The distance of the centre of the circle to the origin is here called the 
mean-anomaly hold trajectory distance, and it is related to the differential mean 
anomaly through the following relation: 

 𝑑𝑀 =𝑎𝜂
−1𝛿𝑀 (3.52) 

An example of a hold trajectory that is a combination of the motions produced by a 
differential mean anomaly and a differential argument of pericentre is defined as 
follows: 

 𝛿𝑀 =
1

2
𝜂𝑎−1𝑑𝐻𝑃 , 𝛿𝜔 =

1

2
𝑎−1𝑑𝐻𝑃 (3.53) 

Both equations (3.52) and (3.53) provide a generalization of the stationary point on V-
bar that is used in circular orbit rendezvous. The hold trajectory distance is defined 
here as the distance of the centre of the hold trajectory to the target, regardless of 
whether the hold trajectory is defined through equation (3.52) or (3.53). 
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Figure 3.4: Hold trajectory alternatives, circular (grey) and mixed (black).  

Figure 3.4 shows both alternatives for the hold trajectories, with the hold trajectory 
defined by means of equation (3.52) shown in grey and by means of equation (3.53) 
shown in black. The hold trajectory defined by equation (3.53) has the advantage over 
the trajectory defined by equation (3.52) that the trajectory is smaller, and the 
movement along the x-direction in particular is quite small. This can be an advantage 
especially for highly elliptic orbits. 

The first scenario is a transfer to the terminal approach point. A typical rendezvous 
scenario could require that the chaser move to a certain fixed point in the LVLH frame 
and perform station-keeping there, before closing in on the target by means of a forced 
motion approach. Algorithms NDA1 and NDA2 provide such a transfer while 
maintaining a drift-free trajectory. This scenario is used for the comparison between 
NDA1 and NDA2, and for the linear and Keplerian propagation tests of NDA2. For these 
simulations it is convenient to define the initial and terminal state vectors as points 
in Cartesian space, and to set the initial and desired terminal velocity to zero. The 
velocity components of the initial and terminal state vectors are not important: 
inspection of equations (3.33), (3.34) and (3.35) shows that neither the transfer angle 
nor the required velocity at the start and the end of the transfer depend on the initial 
or terminal velocity (the required ΔV vectors obviously do). By contrast, if the initial 
and desired terminal velocities are set to zero, then the ΔV vectors should be tangential 
to the trajectory at the initial and desired terminal points. 

The second scenario consists of a hop transfer between two hold trajectories on V-bar, 
both defined by means of equations (3.52) and (3.53). The objective of the scenario is to 
define a rendezvous strategy to close the distance from 50 km to 1 km. The transfer 
trajectory is a generalization of the radial hop transfer trajectory for circular orbit 
rendezvous that is used by the ATV. Such transfers are used in circular orbit 



3.4. Numerical verification  91 

 

 

 

 

3 

 

 

 

 

 

 

rendezvous to safely approach the target by means of drift-free hops between 
stationary points on V-bar [184]. In elliptical orbit rendezvous, algorithm NDA3 is used 
to compute the hop between hold trajectories on or near V-bar. For this scenario, a 
range of initial distances is chosen to clearly demonstrate the non-linear effects on 
the trajectory when the Keplerian propagator is used. Some implications of the results 
of these simulations to the MSR rendezvous scenario will be discussed. 

3.4.2 Description of the test cases 

In the first test case, algorithm NDA1 serves as the basis for comparing the 
performance of algorithm NDA2. Algorithm NDA2 can be benchmarked with respect 
to algorithm NDA1 in terms of the output, that is, the transfer time and the ΔV’s, and 
in terms of the execution speed, using a Monte Carlo simulation. The numerical 
algorithm NDA1 was implemented using a standard root-finding algorithm on 
equation (3.28) multiplied by the sine of the transfer angle φ. 

Algorithm NDA3 cannot be directly compared to algorithm NDA1, because NDA1 does 
not allow the computation of transfer trajectories between two sets of differential 
orbital elements. In the second test case, the non-drifting nature of the transfer 
computed by means of algorithms NDA2 and NDA3 is verified by implementing the 
ΔV’s provided by the manoeuvring algorithm in a linear propagator, and by using 
equation (3.9) to transform the Cartesian state after application of the first ΔV to 
differential orbital elements to determine whether the trajectory is indeed drift-free 
(that is, the differential semi-major axis is equal to zero). This transformation is 
applied again after the transfer is completed to verify that the correct set of differential 
orbital elements has been reached. 

In the third test case, the usefulness in practice of the non-drifting algorithm is 
assessed by testing the linear algorithms NDA2 and NDA3 in conjunction with a (non-
linear) Keplerian relative orbit propagator. Simulations are performed of the 
rendezvous approach scenarios featuring non-drifting transfers as defined above, and 
the behaviour of the non-linear error as a function of the initial true anomaly will be 
analysed. 

 

Figure 3.5: Non-linear error computation.  
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Figure 3.5 shows how the nonlinear errors are computed. For scenario 1, the state 
vector from Table 3.1 is considered to be expressed in the LVLH frame, and the 
Keplerian relative orbit propagator is initialized accordingly. The initial state for 
scenario 2 is obtained by adding the differential orbital elements (computed linearly, 
as described above, from the data in Table 3.1) to the reference orbit and transforming 
the result into a non-linear Cartesian state vector in the LVLH frame. This procedure 
is followed because the linearized differential orbital elements offer better accuracy 
than the linearized Cartesian state vector [189]. The third simulation test case 
represents a model of a linear guidance function on board a chaser spacecraft dealing 
with the non-linear effects of a Keplerian orbit. It is assumed that the state vector is 
perfectly known at the start of the transfer, implying that the navigation function is 
perfect. The cylindrical reference frame assumption is used, and the state vector is 
first transformed from the LVLH frame to the cylindrical reference frame [72]. The 
second step in the computation of the transfer is to convert the state vector (expressed 
in the cylindrical reference frame) to differential orbital elements using the linear 
transformation matrix from equation (3.9). Next, the required ΔV and the transfer 
angle are computed using equations (3.32) and (3.35) in case of NDA2 and (3.45) and 
(3.51) in case of NDA3. At the appropriate times, these ΔV vectors are added to the state 
vector as impulsive shots, taking into account the cylindrical reference frame 
assumption. This model is limited, on the one hand because it does not include 
perturbations such as J2, drag or finite thrust manoeuvring, and on the other hand 
because it does not include the navigation and control functions. Nevertheless, this 
simulation scenario provides an indication of the impact of non-linear effects on the 
behaviour of the guidance function and follows a strategy for mitigating trajectory 
errors that can be used more generally. A brief parametric examination is performed 
on the influence of the hop distance and the hold trajectory type on the behaviour of 
the error due to non-linear effects. A rendezvous strategy that incorporates a series of 
hops based on the non-drifting transfer is defined, such that after each ΔV the 
trajectory remains collision-free for at least one day. 

The performance metric that is used to assess the quality of the transfer solution for 
the first scenario is the Cartesian miss distance at the terminal point and the 
differential semi-major axis after the first ΔV. For the second scenario scaled 
differential orbital elements are used as a performance metric in addition to the 
Cartesian miss distance at the terminal point. The differential orbital elements are 
scaled such that a characteristic distance can be obtained for each differential 
element: the eccentricity and argument of pericentre are scaled by the semi-major 
axis, the differential semi-major axis is used without modification and the mean 
anomaly difference is scaled using equation (3.52). 
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3.4.3 First test: comparison of NDA2 with NDA1 

The performance of algorithm NDA2 is compared to the performance of algorithm 
NDA1 in a set of Monte Carlo simulations involving 10,000 trials, comparing execution 
time and output. The initial true anomaly is randomly selected from a uniform 
distribution between 0 and 2π, and a 2D normally distributed random vector with a 
standard deviation of 100 m is added to the initial position vector. Randomly selecting 
the initial true anomaly and adding a random vector to the initial position while 
keeping the terminal position fixed allows investigating the robustness of the 
algorithm to changing boundary conditions while maintaining the terminal point 
condition required by the rendezvous scenario. In a real rendezvous mission such 
unpredictability in the initial conditions could be due to trajectory dispersions or 
navigation errors prior to the transfer. 

Algorithm NDA1 requires between 8 and 18 function evaluations, with a median of 12, 
to reach the same accuracy as the analytical solution (double precision). The execution 
time of algorithm NDA2 is about 6.5 times shorter for the entire algorithm, and about 
21 times shorter for just the computation of the transfer angle. Algorithm NDA2 clearly 
outperforms algorithm NDA1 in this respect. 

A comparison of the output shows that the transfer time computed by means of NDA1 
and NDA2 is the same, up to the machine precision for double precision numbers 
(about 1·10-16). The computation of the ΔV is subtly different between algorithms NDA1 
and NDA2. Algorithm NDA1 uses the reduced state transition matrix of equation (3.17) 
to obtain the ΔV, while algorithm NDA2 uses equation (3.35). Ultimately, the results of 
the ΔV computation are the same for both algorithms to within machine precision. 
Summarizing, the NDA2 algorithm produces the same result as algorithm NDA1, but 
the NDA2 algorithm provides the result more quickly than the NDA1 algorithm. 

3.4.4 Second test: linear propagation of solutions provided by NDA2 and NDA3 

The second test is to use a linear propagator based on the Yamanaka-Ankersen 
equations to propagate the initial state vector, and to add the impulsive ΔV vectors at 
the appropriate times. The periodicity of the resulting trajectories is verified by 
inspection of the resulting trajectory, and by conversion of the terminal state vector to 
differential orbital elements. Some initial remarks about the plots are in place. First, it 
should be noted that the directions of the x- and z-axes are reversed, following the 
convention established by Fehse [134]. Second, the initial true anomaly referred to in 
the caption of each of the figures cannot be observed directly in the depiction of the 
trajectories, but it is a crucial parameter that governs the evolution of the trajectory, 
and it is essential if the trajectory would need to be reproduced. 
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Figure 3.6: Linear propagation of nominal transfer trajectory for θ1=200° (NDA1 & NDA2).  

Figure 3.6 shows the nominal transfer trajectory for an initial true anomaly of 200°. As 
expected, the ΔV vectors are tangential to the transfer trajectory, because the initial 
relative velocity (before the first ΔV) and the desired terminal relative velocity are both 
set to zero. The dashed return trajectory indicates that the transfer is indeed periodic. 
A conversion to differential orbital elements confirms that the trajectory is indeed 
periodic (i.e., δa = 0). The transfer time computed by means of both NDA1 and NDA2 is 
1832 (s). The first impulsive ΔV vector is [-3.269 1.782] (m/s), and the second impulsive 
ΔV vector is [2.528 3.835] (m/s). 

  

Figure 3.7: Linear propagation of hop between hold trajectories on V-bar for θ1=200° (NDA3).  

Figure 3.7 shows a hop trajectory between hold trajectories on V-bar. Initially, the 
chaser is moving in a circular hold trajectory at a distance of 20 km from the origin. 
The trajectory on the left shows a transfer between circular hold trajectories. The 
transfer time is 4811 (s), which is half of the orbital period. The impulsive ΔV required 
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to initiate the transfer is [-0.254, 3.019] (m/s) and the ΔV required to end the transfer at 
the 1000 (m) hold trajectory is [0.359, 2.997] (m/s). The trajectory on the right shows a 
transfer between mixed hold trajectories. The transfer time is 4556 (s), which is about 
half (47%) of the orbital period. The impulsive ΔV required to initiate the transfer is [-
0.217, 2.572] (m/s) and the ΔV required to end the transfer at the 1000 (m) hold trajectory 
is [0.313, 3.718] (m/s). By inspection of the figure, the transfer trajectories are periodic. 

3.4.5 Third test: Keplerian propagation of solutions provided by NDA2 and 
NDA3 

The last test uses a Keplerian relative orbit propagator to investigate the effects of 
unperturbed non-linear dynamics on the relative trajectory, and to determine to what 
extent the transfer trajectories remain non-drifting and therefore safe. A rendezvous 
strategy is defined to close the distance from 50 km down to 1 km that remains safe 
for at least 24 hours after the completion of a single hop. 

The rendezvous strategy is examined in reverse order, in the sense that the transfer to 
the terminal approach point is discussed first. Note that the initial conditions for this 
transfer (scenario 1) have deliberately been chosen at a larger distance from the origin 
(see Table 3.1) than the distance of the closest hold point for the hops over V-bar 
(scenario 2). This has been done to demonstrate that the algorithm can manage the 
larger non-linear errors associated with a larger initial distance. 

 

Figure 3.8: Nonlinear errors for scenario 1, transfer to terminal approach point.  

Figure 3.8 shows the error due to linearization for scenario 1, which is the transfer to 
the terminal approach point, shown in Figure 3.6. Both the Cartesian miss distance 
and the differential semi-major axis remain below 1% of the distance of the terminal 
approach point, but there is a clear dependence on the true anomaly at which the first 
manoeuvre is performed. The Cartesian miss distance at the end of the transfer lies 
between 1 meter for transfers started near apocentre and 6.5 meters for transfers 
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started around pericentre. The differential semi-major axis shows a similar pattern. It 
would make sense, from the perspective of minimizing the error due to linearization, 
to start the transfer around apocentre. On the other hand, based on these results, even 
in the worst case the chaser could remain in the transfer trajectory without applying 
the second ΔV for at least 12 orbits, or 32 hours, before the miss distance grows to 10% 
of the distance of the terminal approach point due to along-track drift. This provides 
sufficient margin in both time and space to communicate with the spacecraft and 
decide on the next steps to take. The transfer trajectory provided by algorithm NDA1 
can therefore be considered as a safe element of a rendezvous strategy for MSR in this 
assessment. 

  

  

Figure 3.9: Non-linear errors for scenario 2, transfer between circular hold trajectories.  

Figure 3.9 shows the error due to linearization for scenario 2, which is a hop transfer 
between two a circular hold trajectories (as shown on the left-hand side of Figure 3.7). 
The distance of the initial hold trajectory is varied between 50 km and 5 km, while the 
distance of the terminal hold trajectory is kept fixed at 1 km. The figure shows the 
error in the differential semi-major axis δa after the first and second manoeuvre, the 
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Cartesian miss distance after the second manoeuvre, and the errors in the differential 
elements δe, δω and δM after the second manoeuvre. 

The error in δa gives information about the drift rate of the relative trajectory. The 
figure shows that a large part of the error in δa is incurred during the first ΔV. This is 
because the nonlinearity error is largest at this point. The error in differential semi-
major axis is largest for transfers started at pericentre, and smallest for transfers 
started at apocentre. To achieve lowest drift due to nonlinear errors, periodic transfers 
should therefore be started at apocentre, if other mission constraints allow it. 

  

  

Figure 3.10: Non-linear errors for scenario 2, transfer between mixed hold trajectories.  

The Cartesian miss distance is the distance between the desired terminal point and 
the terminal point that is actually achieved. The Cartesian miss distance shows 
behaviour similar to the error in δa; namely, it is largest if the transfer is started around 
pericentre, and smallest if it is started around apocentre. The Cartesian miss distance 
does not provide information on the trajectory evolution after ΔV2. For this reason, the 
error in the differential elements δe, δω and δM are included. The error in the 
differential eccentricity shows behaviour similar to the error in δa. The differential 
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argument of pericentre and the differential mean anomaly show the highest errors for 
the region between apocentre and pericentre, and these errors are opposite in sign. 
This indicates that the along-track error due to these differential orbital elements 
approximately cancels out. 

Figure 3.10 shows the errors for the same scenario, with the difference that mixed hold 
trajectories are used (as shown on the right-hand side of Figure 3.7). A comparison 
between Figure 3.9 and Figure 3.10 shows that the qualitative behaviour of the error 
metrics is quite similar: all error metrics are largest for the largest hop distance, and 
for transfers started around apocentre. The mixed hold point generally shows a better 
performance in terms of the errors in differential semi-major axis, especially in the 
region around pericentre. Errors at the terminal point are generally 10% to 20% lower 
for the mixed hold trajectory. On the other hand, Figure 3.11 shows that the ΔV required 
for a hop from a 50 km hold trajectory to a 1 km hold trajectory is about 4% lower when 
circular hold trajectories are used. 

 

Figure 3.11: ΔV comparison between mixed and circular hold trajectories.  

Figure 3.9 and Figure 3.10 and show that the error due to linearization remains below 
2.1% of the initial range if the hold trajectory distance is 50 km or lower. The error in 
differential semi-major axis is a cause for concern because it causes a steady drift. The 
drift per orbit can be expressed in terms of the change in mean-anomaly hold 
trajectory distance as a function of the differential semi-major axis. A brief analysis of 
equations (3.10) and (3.52) shows that the drift per orbit is equal to 3π/η (or about 9.6 
for the orbit under consideration) times the differential semi-major axis. The 
maximum error in differential semi-major axis in Figure 3.9 is 160 m, such that the 
maximum drift per orbit is a little over 1.5 km for the hop from 50 km to 1 km. These 
errors are of the same order of magnitude as the distance of the terminal hold 
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trajectory, making a hop transfer to this distance unsafe due to nonlinear effects. 
Multiple smaller hops should be performed if the errors at the end of the transfer are 
of the same order of magnitude as the distance of the terminal hold trajectory. The 
error in differential semi-major axis is determined mainly by the first ΔV and depends 
strongly on the initial hold trajectory distance. For the hop from 50 km to 1 km, the 
maximum error in δa is 130 meters for the circular hold trajectory and 90 meters for 
the mixed hold trajectory. Figure 3.12 shows the maximum error in differential semi-
major axis for a hop from a hold trajectory at 50 km distance as a function of the 
distance of the second hold trajectory. A hop from 50 km to 10 km would lead to a 
maximum Cartesian error in of 680 meters, and a drift of about 1.05 km per orbit. If this 
drift rate is directed towards the origin, then the trajectory would remain safe for 8.5 
orbits or about 23 hours. A hop from 50 km to 20 km would lead to a maximum 
Cartesian error in of 550 meters, and a drift of about 850 m per orbit. The trajectory 
would therefore remain safe for 23 orbits or about 61 hours. 

  

Figure 3.12: Max. Cartesian error and drift rate (absolute value) as a function of the second hold 
trajectory distance.  

Further inspection of Figure 3.9 and Figure 3.10 shows that a single hop can be 
performed when the hold point distance is 10 km or smaller. In this case the maximum 
Cartesian error due to linearization remains below 30 m, and the drift per orbit remains 
below 60 m. Comparing the drift per orbit to the terminal hold trajectory distance, this 
means that the final trajectory remains safe for at least 16 orbits, or 42 hours. Based on 
this assessment, a rendezvous from 50 km to 1 km should use hold trajectories at 20 
km, 10 km, and 1 km to remain safe for at least one day. 

An important remark should be made with respect to the mitigation of errors after the 
second ΔV of all the transfer scenarios above, and the hop transfer in particular. The 
second ΔV could be recomputed during the transfer to reduce the effect on the terminal 
state of errors due to linearization, and indeed due to other causes, such as 
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perturbations or navigation accuracy. Many of these errors show dependency on the 
range to the target, and the range to the target decreases when performing rendezvous. 
The assessment made in this section shows that the non-drifting transfer algorithms 
developed in this paper can provide a safe rendezvous trajectory if the hop distance is 
chosen such that sufficient margins remain at the terminal hold point. 

3.5 Conclusions 

The need for passively safe trajectories during close range elliptic orbit rendezvous 
has led to the investigation of the two impulse non-drifting transfer problem. The 
problem consists of finding the required transfer angle and the first and second 
velocity impulse to be applied. The work presented in this paper has improved a 
previously available solution in two ways. The new solution provides an analytical 
solution to the transfer problem, while the previous solution relied on a numerical 
method to solve for the transfer angle. The analytical solution is advantageous for on 
board computation of manoeuvres, because of improved accuracy and speed. The new 
solution also extends the previous solution to allow non-drifting transfers between 
trajectories defined in terms of differential orbital elements as well as between two 
points defined in the local vertical, local horizontal frame. 

The non-drifting transfer algorithms can be incorporated in a generalization to 
eccentric orbits of a close-range circular orbit rendezvous strategy featuring non-
drifting radial hops, which is used by the Automated Transfer Vehicle. This paper has 
shown that the advantages of the strategy are preserved in the case of eccentric orbit 
rendezvous. For example, the non-execution of the second burn places the chaser on 
a return trajectory to the point of departure. In all cases the trajectory remains 
passively safe, and another attempt can be made to perform the burn one revolution 
later. It has been demonstrated that a close-range rendezvous strategy can be 
designed that is safe when non-linear effects are present. The non-drifting transfer 
algorithms are simple, efficient, and capable of generating passively safe transfer 
trajectories, which makes them well suited for incorporation into an autonomous 
guidance function for close range rendezvous. 
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4  
Mission analysis for 

Proba-3 nominal 
operations4 

This paper reports the phase B mission analysis work performed for the nominal 
operations of the Proba-3 formation flying mission. Proba-3 will perform formation 
flying in HEO and perform Solar coronagraphy and formation manoeuvring 
demonstrations in a six-hour region around apogee. This paper addresses the nominal 
orbit and the initial deployment of the formation and focuses on feasibility and delta-
V requirements, including trade-offs between alternatives. Challenging constraints 
are the absence of an omnidirectional sensor, and the requirement that the spacecraft 
cannot turn more than 30° away from the Sun due to thermal and power constraints. 

4.1 Introduction 

Proba-3 is a virtual structure formation-flying mission that will perform formation 
flying in a HEO. A survey of past, present and future missions utilizing formation 
flying was performed during an earlier phase of the project [190]. Virtual structure 
formation flying missions treat the formation as if it were a single rigid body, and 
different elements of a sensor system can be distributed over the satellites of which 
the formation is composed. 

 

4 This chapter was previously published in Acta Astronautica,  
doi: 10.1016/j.actaastro.2014.01.010. The original article did not provide details on the method 
used to compute the impulsive manoeuvres for the perigee pass, the statistical method used to 
compute the cold gas correction, or the method used to incorporate the effects of Solar radiation 
pressure on the evolution of the relative trajectory. This material has been included in 
appendices B, C and D. 
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This can be useful for sensor systems that require a long baseline or focal length, for 
example interferometers, telescopes, and coronagraph instruments. Examples of past 
studies are Darwin [191], TPF [192] (both interferometers), XEUS [42] and Simbol-X [193] 
(both X-ray telescopes). The Proba-3 mission was originally conceived as an 
autonomous formation flying mission in GTO [26]. Notable features that have been 
carried over from this initial study are the spacecraft autonomy, and the division of an 
orbit in apogee and perigee phases [194,195]. The Proba-3 formation consists of a 
coronagraph spacecraft (CSC) hosting the coronagraph instrument and an occulter 
spacecraft (OSC) hosting an occulter disk [196,197]. The occulter disk blocks the light 
of the Sun, such that only the light from the Sun’s corona enters the coronagraph 
instrument. While in nominal formation the OSC generates a stable eclipse on the CSC 
that is used by the coronagraph instrument to observe the Sun’s inner corona. The 
spacecraft are equipped with the following relative state sensors: both spacecraft are 
equipped with a GPS receiver and an inter-satellite link such that rGPS measurements 
can be made. The CSC is equipped with a Coarse Lateral Sensor (CLS) with a field of 
view of 5° and a Fine Lateral and Longitudinal Sensor (FLLS). For the FLLS to work, 
the OSC needs to be within 16.5 mm of the sensor bore sight. This works out to an 
effective field of view of 21 arc seconds at the nominal operating distance. Different 
propulsion systems are available on each spacecraft. The OSC cold-gas propulsion 
system (CGS) allows fine formation manoeuvres while the CSC high-performance 
green propellant (HPGP) thrusters are used to perform main orbital manoeuvres. 

The nominal orbit consists of a forced motion apogee pass, including the formation 
manoeuvres around apogee, a formation break up, a free-flying perigee pass and a 
formation acquisition. Optional operations are a cold-gas correction of the formation 
break manoeuvre and a Mid-Course Manoeuvre (MCM) after perigee using the HPGP 
thrusters. 

Deployment of the formation is the process of separating the spacecraft from their 
original mated configuration to the final, nominal orbit configuration. The two 
spacecraft are separated at apogee by means of a separation spring. Separation is 
followed by rendezvous operations that put the CSC and the OSC in close vicinity in a 
safe orbit. In this safe orbit the formation is commissioned, after which nominal 
operations can begin. This paper first treats the nominal operations, including the 
perigee pass and the apogee fine formation flying phase. It then describes the work 
performed on the formation deployment up to the commissioning of the nominal 
perigee pass and manoeuvres. 
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Table 4.1: Orbital parameters.  

Parameter Value 

Perigee height 600 km 

Apogee height 60530 km 

Semi-major axis 36943 km 

Eccentricity 0.8111 - 

Inclination 59° 

RAAN 84° 

AoP 188° 

Orbital period 19h38m 

The reference orbit for the formation flying is a HEO. Table 4.1 presents reference 
orbital parameters. The nominal mission lifetime is two years. 

 

Figure 4.1: Proba-3 spacecraft ©ESA.  

Figure 4.1 shows the Proba-3 spacecraft, with the CSC on the left and the OSC on the 
right. The Solar panels are fixed to the bodies of the spacecraft. Neither spacecraft 
should turn more than 30° away from the Sun direction due to thermal and power 
constraints. This limits the availability of the CLS and the FLLS to periods during 
which the angle between the CSC - OSC direction and the Sun direction is smaller than 
30°. 

Table 4.2 shows the characteristics of the two spacecraft. Both spacecraft are equipped 
with a propulsion system. The CSC is equipped with a HPGP propulsion system with 
a thrust of 1 N, and the OSC is equipped a 10 mN cold-gas system. Also included in the 
table are parameters related to Solar radiation pressure (SRP), the most important 
perturbation (especially in the region around apogee). The actuation errors are 5% (1σ) 
in magnitude and 1° (1σ) in direction for open-loop manoeuvres. 
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Table 4.2: Spacecraft characteristics.  

Parameter OSC CSC 

Area [m2] 1.77 3.34 

Wet mass [kg] 211 339 

Dry mass [kg] 190 327 

SRP coefficient [-] 1.9 (1.5) 1.29 

Thrust per thruster [mN] 10 1000 

Specific Impulse [s] 68 235 

Thruster force capacity in 

direction of minimum 

thruster force capacity [mN] 

14.3 2100 

Fraction of thrust allocated 

for control 
0.2 - 

For both spacecraft, the thrusters are mounted on the eight corners of the main 
spacecraft body. On two opposing faces of the spacecraft a group of four thrusters 
points along the edges of a pyramid with the face of the spacecraft as its base. Figure 
4.2 shows this configuration. Because of the thruster geometry, the amount of force 
the spacecraft can generate is a function of the direction of the force in the spacecraft 
body frame. Table 4.2 provides the thruster force capacity in the direction of minimum 
thruster force capacity for the Proba-3 thruster configuration. 

 

Figure 4.2: Thruster orientation.  

Table 4.3 shows the accuracy of the navigation solution based on the sensors that are 
relevant for the formation flying mission analysis work presented here. GPS 
measurements are available in the region around perigee and FLLS measurements are 
available whenever the two spacecraft are properly aligned. In the nominal orbit 
alignment occurs in the region around apogee. Note that the accuracy of the rGPS 
solution is given for the moment the formation exits from the GPS visibility region. 
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Table 4.3: Navigation accuracy.  

Parameter Relative GPS FLLS 

Per-axis 1σ position error [cm]  6.12 2 

Per-axis 1σ velocity error [mm/s] 0.0388 0.0017 

The focus of the analyses described in this document is on the relative formation-
flying of the Proba-3 mission during nominal operations. The nominal operations 
consist of the nominal orbit routine and the formation deployment. Off-nominal 
operations such as the safe orbit and the collision avoidance manoeuvre (CAM) have 
been presented elsewhere [198]. The relative mission analysis described in this article 
is an update and refinement of earlier work performed during previous phases of the 
project [199]. The period of the operational orbit was reduced from 24 hours to 19.7 
hours. A more detailed study of the operational orbit of the formation was performed 
[200] and the reference operational orbit data was used to refine the relative orbit 
calculations. The operational orbit is left free to evolve, while the relative trajectory is 
controlled every orbit during nominal operations. The relative mission analysis work 
reported in this document updates and refines the timeline and the ΔV budget for the 
nominal orbit routine. It also provides a more thorough analysis of the formation 
analysis, including a trade-off of different alternatives. 

A linearized model is used for the propagation of the relative trajectory and for 
manoeuvre computation. The inter-satellite distance (ISD) is small compared to the 
orbital radius, such that the linearization can be justified. The propagation time tends 
to be of the order of one orbital period between manoeuvres. During the course of the 
study, the effect of perturbations on the evolution of the relative trajectory has been 
investigated. The effect of linearization, J2, third-body, air drag and SRP were all 
investigated. It was found that the effect of these perturbations over one orbital period 
is small compared to the effect of navigation and actuation accuracy on the trajectory 
evolution, except for SRP. The maximum error associated with SRP was found to be 
about 10 meters at the end of the perigee pass. A linear model for the SRP has therefore 
been included into the analysis, and an uncertainty of 20% in the knowledge of the 
magnitude of the SRP has been assumed. Some of the analyses in this document are 
reported in the Local Vertical, Local Horizontal (LVLH) reference frame and others in 
the VBAR reference frame. The LVLH frame and the VBAR frame are defined as 
follows. The z-axis of the LVLH points towards the centre of Earth, the y-axis points 
in the direction opposite to the orbital angular momentum vector and the x-axis 
completes the right-handed frame. The x-axis of the VBAR frame points along the 
local velocity vector, the y-axis points in the direction opposite to the orbital angular 
momentum vector and the z-axis completes the right-handed frame. The use of the 
LVLH frame has been a project decision. For certain parts of the analysis, a set of 
relative orbital elements was used based on the relative eccentricity vector, angular 
momentum vector, semi-major axis and mean anomaly [201,202]. 
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The objective of the formation flying mission analysis study is to provide a feasible 
operational sequence and the ΔV required for the nominal phases of the mission. 
Mission analysis does not consider the attitude control of the two spacecraft. During 
all nominal operations except the retargeting around apogee, both spacecraft are Sun-
pointing. During retargeting operations, the spacecraft are target-pointing, that is, they 
point at each other. The analysis of the operational orbit and the transfer strategy 
included a study of the ground station contact times [200]. A single ground station, 
Redu, is considered for the Proba-3 mission. Operational constraints (such as the 
ground station contacts) are considered implicitly in the sections covering the 
nominal orbit routine. The nominal orbit routine is performed autonomously, such 
that ground contacts are required only for downloading operational and scientific 
data. The formation deployment is performed under ground control, such that ground 
station contacts need to be considered. 

This article is structured as follows. The first section treats the nominal orbit routine, 
consisting of the free-flying perigee pass and the forced motion-controlled apogee 
phase. The analysis of the nominal orbit provides the timeline for a single orbit. In the 
section on the perigee pass a trade-off is performed on three different strategies for the 
perigee pass, based on the ΔV, safety and the forced motion distance at the end of the 
perigee pass. The perigee pass trajectory is determined by the initial and terminal 
conditions, which in turn are dictated by the Sun-orbit geometry. The safety of the 
perigee pass is discussed, including the main sources of error. Finally, the three 
perigee pass strategies are compared in terms of ΔV. The section on the apogee phase 
focuses on the ΔV required for coronagraphy (essentially station-keeping along the 
Sun direction) and formation reconfiguration manoeuvres. The second section covers 
the formation deployment. Deployment strategies are traded based on their safety, and 
the ΔV budget for the most promising strategy is defined. 

4.2 Nominal orbit 

During most of the mission the Proba-3 formation will be performing the nominal orbit 
routine. Because of the many repetitions of this routine an investigation of the ΔV and 
a careful comparison of the available alternatives is crucial. In this section, the 
characteristics of the nominal orbital routine will be discussed. The main elements of 
the nominal orbit routine are a fine formation flying phase and a free-flight phase. 
Fine formation flying phase occurs in a 6-hour region around apogee, and a free-flight 
occurs in the region around perigee. A formation break or Direct Targeting Manoeuvre 
(DTM1) occurs at 3.5 hours after apogee, or about half an hour after the six hour apogee 
arc ends. A second Direct Targeting Manoeuvre (DTM2) and the start of formation 
acquisition occur 4.5 hours before apogee, leaving 1.5 hours to perform fine formation 
acquisition before the apogee arc starts. During the apogee arc coronagraphy and 
reconfiguration manoeuvres are performed. It is assumed that during the half hour 
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between the end of the apogee arc and DTM1, the spacecraft continue in fine formation 
to maintain FLLS lock. 

 

Figure 4.3: Nominal orbit routine.  

Figure 4.3 shows a diagram of the consolidated orbit routine. This figure shows the 
time after perigee and the true anomaly of each manoeuvre, as well as the GPS 
visibility. It is stressed again that the navigation accuracy based on relative GPS given 
in table 4.3 is applicable at the end of the GPS visibility region at a true anomaly of 
about 180°. From that point onward a propagated navigation solution is used, and 
accuracy degrades over time. 

The spacecraft are capable of performing adaptive mission operations on board, and 
as such achieve autonomy level E3 for execution of nominal mission operations 
according to the ECSS standards [203]. 

4.2.1 Perigee pass 

Based on the work done during previous phases, three perigee pass strategies have 
been defined that are variations on the strategy selected earlier. These are: 

- Direct transfer without MCM’s 

- Direct transfer with cold-gas correction after DTM1 

- Direct transfer with 1 MCM 

These direct transfer strategies have been investigated by means of linear 
simulations, meaning that the orbit is propagated by means of a Kepler propagator and 
the relative trajectory by means of a linear relative dynamics model. The direct 
transfer strategy uses a two-point transfer algorithm to find a trajectory between the 
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state vectors at the time of DTM1 and DTM2. The transfer time is given by the timing 
of DTM1 and DTM2. The formation acquisition is computed using an algorithm that 
provides a straight-line approach from the initial to the terminal point. Such a 
straight-line approach consists of an acceleration section, followed by a constant 
velocity section and finally a deceleration section. The timing of the MCM (if present) 
is limited to a 10-hour region around apogee by a system level constraint. 

The uncertainty of the terminal state vector is modelled by analytically propagating 
the initial covariance matrix [204] from DTM1 to the MCM, if present, or to DTM2, if 
not. The initial covariance matrix associated with the relative state vector at DTM1 is 
taken as the sum of the navigation covariance matrix and the actuation covariance 
matrix. The navigation covariance matrix is based on the per-axis sensor accuracy 
given in table 4.3, squared and placed on the diagonal. The actuation covariance 
matrix is based on the actuator accuracy of 5 % in magnitude and 1° in direction (1σ) 
and the only non-zero elements are associated with the velocity. The actuation 
covariance matrix is therefore composed of the covariance matrix associated with the 
ΔV padded with zero matrices to have the same size as the navigation covariance 
matrix. The uncertainty of the ΔV is computed by finding the unit vector of the ΔV and 
two unit vectors perpendicular to it. These three unit vectors define a frame associated 
with the ΔV. The covariance matrix in this frame is diagonal, and the elements along 
the diagonal are the square of the uncertainty in magnitude (one element) and the 
square of the tangent of the uncertainty in direction (two elements). The cold-gas 
correction is modelled as a reduction in the uncertainty of the ΔV to 5% of its original 
value. It is assumed that the reduction can be performed by reacquiring the FLLS and 
re-computing a two-point transfer to the terminal state. The strategy with one MCM 
is evaluated by computing the MCM ΔV statistically, based on randomly selected error 
state vectors from the covariance matrix at the time of the MCM. The Sun orbit 
geometry has a direct impact on the evolution of the perigee pass trajectory. For 
example, the perigee pass, the magnitude of DTM1 and the minimum ISD show an 
oscillation with a period of approximately half a year that correlates with the β-angle. 
During the apogee arc, the trajectories in the LVLH frame follow a part of the nearly 
circular arc. The circular arc moves over the sphere as a function of the time of the 
year, such that the gravity gradient to be compensated for changes. As a result, the ΔV 
required for station-keeping shows a seasonal variation. Precise formation flying at 
apogee occurs at an ISD of about 160 m. 
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Figure 4.4: Sun direction during several orbits (red) and at apogee (grey).  

Figure 4.4 shows the Sun direction during several orbits as well as the evolution of the 
Sun direction when the formation is at perigee. That is, the grey line connects the 
points where the Sun is located when the formation is exactly at apogee for every orbit 
during four years. If the reference orbit would be Keplerian, then the trajectory traced 
by the Sun direction at apogee would lie in a plane centred on the origin. In reality the 
plane of intersection points precesses under the influence of perturbations. 

 

no cold-gas correction 

 

including cold-gas correction 

Figure 4.5: Perigee pass trajectory including probability ellipsoid.  

Figure 4.5 shows a typical perigee pass trajectory with and without a cold-gas 
correction manoeuvre applied after DTM1. The start of the trajectory is indicated with 
a red circle. Also indicated is the evolution of the probability ellipsoid. The probability 
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ellipsoids are shown for points equally spaced in time. The physical position of the 
points clearly shows a fundamental aspect of the perigee pass trajectories, namely, 
relatively slow motion in the regions close to apogee combined with fast motion in the 
region around apogee. The trajectory typically has the shape of a horseshoe, where the 
tips are given by a point along the Sun direction at approximately 160 m distance from 
the target. The tips of the perigee pass trajectory lie approximately in the XZ-plane. 
The minimum ISD during the perigee pass never gets below 50 m. 

The growth of the covariance matrix has three main causes: the navigation errors, the 
actuation errors, and the SRP uncertainty. The navigation errors are the same for each 
of the three strategies. The actuation errors associated with DTM1 are large if they are 
not compensated for by means of a cold-gas correction manoeuvre performed after 
DTM1. The rapid growth of the 3σ probability ellipsoid associated with trajectory on 
the left-hand side of the figure is due to actuation errors. The SRP perturbation affects 
all three strategies, but it can be compensated for to some extent. If SRP is not 
compensated, then at the end of the perigee pass the maximum error is about 12 m. 
This means that if up to 80% of the SRP error can be compensated for, the maximum 
error due to uncompensated SRP is 2.4 m, which agrees with the size of the covariance 
ellipsoids at the end of the perigee pass in figure 4.5. It can be concluded that the 
perigee pass is robust to uncertainties in the SRP. 

The actuation errors can be diminished by performing a cold-gas correction 
manoeuvre immediately after DTM1. The procedure for performing a cold-gas 
correction is as follows. The CLS and the FLLS are reacquired if they were lost while 
performing DTM1. After navigation converges the correction manoeuvre is computed 
and executed by the OSC. The cold-gas correction manoeuvre corrects the errors 
associated with DTM1 to 5% of their original value. Figure 4.5 shows that the 3σ 
probability ellipsoid at the end of the transfer is large if no cold-gas correction is 
performed. This means that if no additional measures are taken, such as in the first 
strategy for the perigee pass, the fine formation acquisition needs to be performed over 
a larger distance, leading to an increase of the cold-gas ΔV required for the fine 
formation acquisition. In addition, the fine formation acquisition takes longer to 
accomplish. An analysis has been performed of the fine formation acquisition by 
randomly selecting points from the analytically propagated covariance matrix and 
using the straight-line approach algorithm to provide the formation acquisition. This 
analysis has shown that in up to 10% of the cases the fine formation acquisition cannot 
be performed in the time allotted for this phase. For this reason, either a cold-gas 
correction manoeuvre immediately after DTM1 or an MCM is required to achieve 
satisfactory performance, and strategy 1 needs to be discarded. 
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Figure 4.6: Typical ISD during perigee pass for different epochs.  

Figure 4.6 show typical ISD’s during the perigee pass. Perigee occurs at approximately 
the 10-hour point. The ISD changes relatively slowly outside the 4-hour region around 
perigee, while inside this region the ISD tends to change rapidly. Both the minimum 
and the maximum possible ISD occur around perigee. The minimum possible ISD is 
about 60 m, and the maximum possible ISD is about 375 m. 

  

Figure 4.7: Minimum and maximum ISD during the perigee pass.  

The actuation errors have a large impact on the ISD during the perigee pass. Figure 4.7 
shows the evolution of the minimum and maximum ISD during the perigee pass. The 
figure is generated by taking the minimum and maximum ISD for each single perigee 
pass and plotting these points as a function of the date. The left-hand plot is 
representative for both the first strategy and the third strategy which features an 
MCM. The right-hand plot shows the results for the strategy that features a cold-gas 
correction. The figure shows that the nominal minimum and maximum ISD are the 
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same for all strategies, but the 3σ bounds on the minimum and maximum ISD are 
wider. The minimum ISD remains above 45 meters during the entire mission if the 
cold-gas correction manoeuvre is not performed, such that the perigee pass trajectory 
is safe regardless of whether the cold-gas correction manoeuvre is performed or not. 

  

Figure 4.8: ΔV required for DTM1 (left), and DTM1 + DTM2 (right).  

Figure 4.8 shows the magnitude of DTM1 as a function of the date. The magnitude of 
DTM1 shows an oscillation with a mean value of 6 mm/s with amplitude of about 4 
mm/s. The period of the oscillation is about 182 days, and it is caused by the seasonally 
varying geometry of the Sun with respect to the orbital plane, and the evolution of the 
orbit itself. The right-hand side of the figure shows the total HPGP ΔV of the perigee 
pass without MCM’s. The average total HPGP ΔV, averaged over the entire mission life, 
is 12.490 mm/s. To assess the effect of an MCM on the ΔV the timing of this manoeuvre 
needs to be established. Two constraints are in place: the spacecraft cannot turn more 
than 30° away from the Sun, and the manoeuvre needs to take place within a 10-hour 
region around apogee. The formation needs to be within 30° of alignment with the Sun 
to be able to use the relative sensors while complying with the 30° angle constraint. 
The Sun angle decreases below 30° about 3 hours after perigee. On the other hand, the 
10-hour constraint leads to a minimum time of 4 h 49 min after perigee for the MCM. 
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Figure 4.9: ΔV required for strategy featuring MCM.  

Figure 4.9 shows the seasonally averaged ΔV of the perigee pass strategy as a function 
of the timing of the MCM. Time is reckoned as hours after perigee. Bold lines indicate 
mean values, and thin lines indicate mean values + 3σ. The vertical black line 
indicates the earliest time at which the MCM can be performed. The graph shows that 
the ΔV increases rapidly the later the MCM is performed. This indicates that the MCM 
should be performed as early as possible, at 4 h 49 min after perigee. 

Table 4.4: Comparison of perigee pass strategies.  

 Strategy 0: Basic 
Strategy 1: CG 

correction 
Strategy 2: MCM 

HPGP, mean - mean + 3σ 

[mm/s] 
12.490 12.490 15.923 - 31.99 

CG, mean - mean + 3σ 

[mm/s] 
13.28 - 37.61 3.58 - 6.93 2.64 - 4.10 

Minimum Perigee pass 

ISD [m] 
45 55 45 

Forced motion distance 

[m] 
10 - 30 1.7 – 4.7 0.75 -2 

Scan for CLS Yes No No 

Table 4.4 compares the ΔV for each of the strategies. Performing a correction 
manoeuvre MCM leads to the most efficient strategy in terms of cold-gas ΔV required. 
Between the basic and the cold-gas correction strategy, it is more effective to perform 
a small correction of DTM1 using the cold-gas thrusters than to omit this correction 
and perform a larger formation acquisition manoeuvre. A selection is made of strategy 
1. This strategy has a lower HPGP ΔV, and only a slightly larger cold-gas ΔV. The 
overall ΔV for this strategy is lowest. This strategy also has the highest minimum ISD 
during the perigee pass and is therefore safest. 
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During the mission lifetime of two years the formation will perform about 445 perigee 
pass manoeuvres, such that the total HPGP ΔV required is 11.12 m/s. The CG ΔV 
required for correction and for the acquisition lies between 3.19 and 6.17 m/s. 

4.2.2 Apogee pass 

During the apogee phase, the formation may perform coronagraphy or formation 
reconfiguration manoeuvres. The forced motion manoeuvres are computed on-board 
with parameters provided through the mission plan. For the mission analysis an 
estimate is provided of the ΔV based on kinematic considerations and on the 
magnitude of the perturbations to be rejected by the controller. This is equivalent to 
the ΔV required for the feed-forward component of the control. A similar procedure 
was followed to estimate the formation flying ΔV requirements for XEUS [205]. No 
feedback control function has been considered. This means that the possible effect of 
the control function on the ΔV has been omitted from the study. 

Coronagraphy is performed during most orbits, and formation reconfiguration 
manoeuvres are performed on occasion to simulate the retargeting or refocusing of a 
formation flying space telescope. To perform Solar coronagraphy, the CSC and OSC 
spacecraft align with the Sun direction in such a way that the OSC shadows the CSC. 
Formation reconfiguration manoeuvres are intended to change the formation ISD, the 
direction or both. Formation reconfiguration can be performed by means of rigid 
manoeuvres or loose manoeuvres, depending on whether forced motion profiles or 
free-drift trajectories are used to link the initial and final configuration. 

 

Figure 4.10: Coronagraphy ΔV.  

Figure 4.10 shows the ΔV required for performing station keeping to maintain the Sun 
direction a distance sufficient for the OSC to cover the Sun disk during a 6 hour arc 
around apogee. The ΔV is estimated by integrating the feed-forward acceleration 
required to compensate for the gravity gradient and SRP perturbations over the 
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duration of the formation flying arc. It has been assumed that the occulter disk 
partially shadows the coronagraph by subtracting the occulter disk area from the CSC 
area. The ΔV shows some seasonal variation, and the ΔV averaged over all seasons is 
equal to 7.29 mm/s. If the formation would perform station keeping during every orbit 
for the full two-year mission (or 890 orbits), then a CG ΔV of 6.49 m/s would be 
required. 

 

Figure 4.11: Timeline of the Rigid Resizing (top) and Rigid Retargeting (bottom).  

Figure 4.11 shows the timeline for rigid resizing and retargeting manoeuvres. Both 
manoeuvres make use of an acceleration phase, a constant velocity or constant 
rotational velocity phase and a deceleration phase. 

 

Figure 4.12: Rigid reconfiguration manoeuvres.  

Figure 4.12 shows the rigid reconfiguration manoeuvres. The rigid manoeuvres 
consist in making the chaser/coronagraph follow a pre-determined relative trajectory 
with respect to the CSC. The manoeuvres are computed as follows. The final position 
of the OSC with respect to the CSC is computed according to the rigid reconfiguration 
mode final geometry. Next, maximum available acceleration to allocate to the 
kinematic profile is computed (taking in account a margin for control, gravity gradient 
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and SRP compensation). The duration of the manoeuvre is the maximum allowed for 
the timeline, to allow a minimum ΔV and thus acceleration period. This means that 
two hours are allocated to arrive to the new configuration and two hours to reconfigure 
to original posture. The kinematic profile is built containing a phase of constant 
maximum acceleration in the target point direction, followed by an approach at 
constant velocity, followed by a deceleration to a zero relative velocity. The profile is 
computed by first assessing the velocity that would be necessary with an impulsive 
manoeuvre. From this value, together with the time to attain final position and the 
limit on maximum acceleration, the necessary velocity is computed, taking in account 
the acceleration and deceleration phases. During the transition, once the relative 
positions are known, it is possible to calculate the amount of ΔV necessary at each 
moment to counteract the effect of gravity gradient and SRP. In all the computations 
of these manoeuvres, the acceleration is obtained by analytical methods. In the case 
of retargeting, another force must be compensated, during the “free flight” phase 
(between acceleration and deceleration): the centrifugal force. 

Table 4.5: Summary of rigid resizing.  

Parameter Value 

Resizing velocity 18.5 mm/s 

Acceleration phase duration 443 s 

∆V kinematic (4x) 18.5 mm/s 

∆V gravity gradient (2x) 1.7 mm/s 

∆V total 77.5 mm/s 

Table 4.5 presents a summary of the analysis of the rigid resizing manoeuvre from 150 
to 25 m. This rigid resizing manoeuvre is about 10 times more expensive than regular 
coronagraphy. The rigid resizing manoeuvre from 150 m to 25 m is the largest resizing 
included in the mission, so the ΔV is an upper value. 

Table 4.6: Summary of rigid retargeting.  

Parameter Best case value 

Retargeting velocity 11.5 mm/s 

Acceleration phase duration 374 s 

∆V kinematic (4x) 11.5 mm/s 

∆V centrifugal 12.6 mm/s 

∆V gravity gradient 4 mm/s 

∆V total 62.6 mm/s 

Table 4.6 presents a summary of the analysis of the rigid retargeting manoeuvre of 
30°. The rigid retargeting is somewhat less expensive than the rigid resizing, but still 
about 9 times more than regular coronagraphy. Again, the rigid retargeting covering 
an angle of 30° is the largest retargeting included in the mission, such that the ΔV is 
an upper value. 
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Figure 4.13: Loose resizing manoeuvre.  

Figure 4.13 shows a loose resizing manoeuvre. Due to safety constraints, the 
manoeuvre is composed of two two-point transfers, through impulsive manoeuvres 
with the OSC cold-gas thrusters. The first part of the manoeuvre takes the OSC to a 
way point in the out-of-orbital-plane direction. From this way point the final 
configuration of an ISD of 25 meters in sun alignment is attained through a second 
two-point transfer. Never in the reconfiguration is the velocity vector directed towards 
a safety sphere around the CSC.  

The manoeuvres are computed as follows. First, the final position of the OSC with 
respect to the CSC is computed according to the reconfiguration mode final geometry. 
The duration of the manoeuvre is the maximum allowed for the timeline, to allow a 
minimum ΔV and thus acceleration period. In this case, because of the errors 
introduced by the open-loop controlled ΔV, 0.5 hours are reserved for formation 
acquisition after the manoeuvre, so 1.5 hours are reserved to arrive to the new 
configuration, and 1.5 hours to return. For the resizing manoeuvre, the way point is 
computed to minimize total ΔV while keeping the trajectory pointed outside a safety 
sphere. The loose resizing manoeuvres are two-point transfers, which are computed 
as the solution to the Lambert problem. An iterative method is used to consider the 
non-impulsive ΔV. The time to attain that velocity using maximum acceleration is 
computed and the new boundary conditions (after the acceleration/deceleration 
phase) are computed. Using these new values, the extra velocity is computed. 
Iterations are repeated to a precision threshold. The two-point transfers take in 
account the gravity gradient and SRP to choose the magnitude and direction of the ΔV. 

Table 4.7: Summary of loose resizing manoeuvre.  

Parameter Best case value 

Duration of approach to waypoint 1 h 10 min 

Duration of approach to terminal point 20 min 

Duration of acquisition 30 sec 

Duration of return 1 h 30 min 

∆V approach (4x) 28 mm/s 

∆V return (2x) 26 mm/s 

∆V station keeping (1x) 0.1 mm/s 

∆V total 164.1 mm/s 

∆v2

∆v3

∆v4

25m

OSC
CSC
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Table 4.7 summarizes the results of the analysis of the loose resizing manoeuvre from 
150 m to 25 m. The ΔV required for safely performing loose resizing is more than twice 
the ΔV required for rigid resizing. 

Finally, loose retargeting requires no additional safety measures in the form of 
waypoints. The total ΔV required for a loose retargeting over 30° is 59.2 mm/s. In 
general, the usefulness of loose manoeuvres could be questioned when the security 
constraints are considered. The only case in which the ΔV is smaller than in the rigid 
manoeuvres is the loose retargeting. 

4.2.3 Nominal orbit ΔV 

If only nominal operations are considered, then the total ΔV, without margins, for the 
full mission is estimated at 11.12 m/s for the high-performance green propellant 
system and 9.67 to 12.66 m/s for the cold-gas system. System level design has ensured 
that this is compatible with the masses of the spacecraft. Ultimately the mission 
lifetime is limited by the amount of propellant that the spacecraft can carry, such that 
the spacecraft carry sufficient propellant to last for two years. 

4.3 Formation deployment 

Formation flying starts with the formation deployment. Initially the spacecraft are 
mounted in a stack configuration and the separation from the stack is performed by 
means of a spring. At the moment of deployment neither spacecraft is fully 
commissioned, or more specifically, the sensors, actuators and the formation flying 
software still need to be switched on and commissioned. In addition, no 
omnidirectional sensor is present on the spacecraft. This means that the process of 
acquiring the formation requires ground support, and that the deployment sequence 
needs to be robust to large navigation and actuation errors, because the system has 
not been calibrated. After the initial formation deployment, the formation is placed in 
a safe orbit for commissioning the system. This safe orbit is a generalization to 
eccentric orbits of safe orbits used in formation flying in circular orbits [44]. In this 
section, the formation deployment is analysed first on a conceptual level, by 
comparing four deployment strategies and selecting the most promising alternative 
for further analysis. The first part of this analysis focuses on the safety of the approach 
and on the ΔV’s required for the manoeuvres. The second part of the analysis focuses 
on the timeline of the deployment. 

The safety of the approach trajectory is assessed by representing the trajectory in the 
V-bar reference frame. This is a local reference frame in which the x-axis is aligned 
with the velocity direction; the y-axis is opposite to the angular momentum and the z-
axis completes the right-handed frame. In this reference frame the position along the 
z-axis is independent of the position along the x-axis, such that the projection onto the 
yz-plane of this reference frame is invariant even if the formation experiences along-
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track drift. This invariance is exact for unperturbed relative motion around a 
Keplerian orbit. Some variation of the trajectory projected onto this plane can be 
expected if perturbations are present. Margins have been defined around the trajectory 
that can absorb trajectory deviations due to actuation and navigation errors, and 
perturbations. 

Figure 4.14 shows the formation deployment strategies that have been considered for 
Proba-3. All deployment strategies feature separation by means of springs (1) and a 
burn to stop the drift. Note that out-of-plane motion is not represented in these figures 
even though it is an element in both strategy 3 and 4. During deployment knowledge 
of the relative state comes from relative GPS measurements processed on ground, and 
manoeuvres are commanded from ground. The first strategy follows closely the 
rendezvous strategy of the Automated Transfer Vehicle ATV [18], using non-drifting 
hops (3) to advance in along-track position until the desired distance is reached. The 
second strategy uses a drift trajectory initiated with a single tangential burn to close 
the distance between the spacecraft. The drift is stopped once the proper distance is 
reached. The third strategy uses a cotangential transfer (2 – 3) to initiate drift and the 
formation is put into a safe orbit formation (4) once the spacecraft crosses R-bar. The 
safe orbit is subsequently shrunk (5 – 6). The fourth strategy incorporates the safe orbit 
at an earlier stage, at the end of the separation drift (2). The safe orbit is made to drift 
(3), until a safe orbit around the origin can be established (4). As in the previous 
strategy the safe orbit is then shrunk down (5 – 6). 
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Figure 4.14: Four deployment strategy alternatives.  

The first two strategies end in a hold trajectory on V-bar, while the other two end in a 
safe orbit around the origin. The safe orbit is the desired end point of the deployment 
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because commissioning of the system is performed in this orbit. The criteria for the 
selection of the deployment strategy focus on simplicity, controllability, and 
robustness to measurement errors. In addition, each ΔV needs to be preceded by at 
least one measurement opportunity. The first strategy was discarded because 
measurements could not be performed before each manoeuvre, because each hop 
would take approximately half an orbital period. The second strategy was discarded 
because manoeuvres (2) and (3) do not offer sufficient control over the along-track 
position of the spacecraft as it arrives at point 3. In both the first and second strategy, 
the spacecraft is not in a safe orbit, such that collision risk exists. This is true 
especially if the manoeuvre close to the OSC at the origin is performed with limited 
accuracy. Strategy 3 was discarded because the drift trajectory (3) – (4) would need to 
be controlled at high precision to correctly establish the safe orbit at (4). Strategy 4 
avoids the safety and precision issues associated with the other strategies by entering 
a safe orbit at a large along-track distance from the OSC, and then to initiate a drift 
back towards the OSC. During the drift backwards, the formation remains safe. 

  

Figure 4.15: Formation deployment.  

Figure 4.15 shows the formation deployment trajectory. The formation is deployed on 
the grey trajectory using a 10 cm/s spring separation ΔV directed 45° away from V-bar 
towards the out-of-plane direction. This trajectory element is labelled “1” in the figure. 
After drifting for two orbits, the formation is put into a safe orbit with a certain along-
track distance, labelled “2” in the figure. The insertion into safe orbit is done by means 
of two manoeuvres. The first manoeuvre, labelled “2a”, is an along-track manoeuvre, 
which ensures that the drift is negated. The second manoeuvre, labelled “2b”, is an out-
of-plane manoeuvre which ensures that the out-of-plane motion is adjusted according 
to the safe orbit dimensioning. Next, the CSC is set on a drifting trajectory, labelled “3” 
in the figure, in such a way that the drift trajectory is safe. This trajectory spirals 
around the x-axis. Finally, the CSC acquires a safe orbit around the OSC. The safe orbit 
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is labelled “4” in the figure. The magnitude of the separation ΔV is determined by the 
desired size of the safe orbit. 

After the safe orbit around the OSC is achieved, two transfers to smaller safe orbits are 
performed to achieve a small safe orbit around the target. In this safe orbit 
commissioning activities will take place, including calibration of the thrusters. The 
preliminary strategy for calibrating the thrusters is to perform a thrust with each 
thruster individually, with one thruster firing in a period of one orbit, and to perform 
orbit determination during this orbit. The ΔV that each thruster provided can be 
retrieved from the orbit determination. 

  

Figure 4.16: Monte Carlo simulations of deployment.  

To assess the safety of the approach a Monte-Carlo simulation with 1000 shots has 
been performed. The Monte Carlo simulations assume a “true” state and a “measured” 
state. The measured state is found from the true state by adding random measurement 
errors. It is assumed that all manoeuvres except the initial separation are computed 
based on ground provided rGPS measurements. rGPS errors are assumed with a 3σ 
error that is the sum of the bias and noise contributions computed one orbit in 
advance. The thrusters are assumed to perform two times worse than during nominal 
operations, with a 3σ uncertainty of 10% in magnitude and 2° in direction. The 
deployment sequence is adjusted based on the along-track separation ΔV that is 
actually achieved: if the along-track separation ΔV is small, then the characteristic 
dimension of the safe orbit is small as well, and vice versa. Figure 4.16 shows that the 
dimension of the safe orbit can vary between about 400 m and 2000 m. This figure also 
shows that the safety features of the deployment trajectory remain intact. 

  

Safe orbit (red)

Drift orbit (black)

Deployment orbit (grey)
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Table 4.8: Deployment ΔV budget.  

Event mean ΔV [mm/s] 3σ ΔV [mm/s] 

deployment 103.36 30.16 

stop drift 7.43 5.32 

out-of-plane 75.77 119.27 

initiate drift back 9.37 6.87 

establish safe orbit 9.35 7.55 

Table 4.8 shows the ΔV budget for the deployment. As stated, a separation ΔV of 10 
cm/s is selected, while the separation springs have a 3σ uncertainty of 30% in 
magnitude and 30° in direction. This is reflected in the deployment ΔV. The average 
deployment ΔV is 103.36 mm/s, with a 3σ variation of 30.16, as expected. The along-
track manoeuvres (stop drift, initiate drift back and establish safe orbit) have a higher 
variability because the deployment and acquisition strategy is adjusted based on the 
size of the along-track ΔV provided by the separation springs: if this ΔV is low, then 
all other ΔV’s down the line shrink. In other words, the variability of the initial 
separation ΔV influences the variability of all other ΔV’s. The uncertainty due to 
navigation and thruster errors adds up to this variability. 

The high variability in the out-of-plane correction manoeuvre can be explained by 
inspecting the deployment trajectory in figure 4.15 and figure 4.16. The variability can 
be explained by the uncertainty in the deployment direction. The size of the safe orbit 
is adjusted based on the magnitude of the separation ΔV that is applied in the along-
track direction. The reason for this is that the safe orbit is established by means of a 
ΔV that simply stops the drift (manoeuvre 2a in figure 4.15). This manoeuvre is 
performed at the extremum of the z-coordinate, and the extremum of the z-coordinate 
is determined by the along-track component of the separation ΔV. The nominal 
deployment direction ensures that 50% of the deployment ΔV is in the along-track 
direction, and 50% in the out-of-plane direction. Consider the case in which a greater 
proportion of the ΔV is applied in the along-track direction. In this case the size of the 
terminal safe orbit grows, making a larger out-of-plane ΔV necessary to enlarge the 
out-of-plane dimension in accordance with the larger size of the safe orbit. At the same 
time, a smaller portion of the deployment ΔV is applied in the out-of-plane direction, 
such that the resulting out-of-plane dimension of the trajectory is smaller than 
intended. A larger out-of-plane ΔV is needed to compensate for the smaller 
deployment ΔV in the out-of-plane direction. These two effects add up, such that the 
variability of the deployment direction has a double impact on the variability of the 
required out-of-plane ΔV. 

The safe orbit around the origin is used for commissioning the formation flying 
system. The safe orbit has been selected as the commissioning orbit due to its passive 
safety features. Commissioning phase will be conducted under ground control, with 
very limited autonomy on board. As the different elements of the system are 
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commissioned, the level of on-board autonomy will be increased, but for the early 
stages of this phase, no autonomy will be present and all the required manoeuvres will 
have to be computed on ground. 

The most restrictive requirements are associated with the FLLS sensor and with the 
power / thermal subsystem constraint that the spacecraft cannot rotate more than 30° 
from the Sun direction. The FLLS sensor requires a distance smaller than 250 m and a 
longitudinal velocity that is smaller than 50 mm/s. This means that the formation 
needs to be within 30° of an exact alignment with the Sun direction to calibrate the 
FLLS. The compatibility of these constraints with the safe orbit is investigated during 
the second and third month after launch for every launch date. One month (31 days) is 
taken equal to 38 full orbits. Spacecraft commissioning takes one month, and 
formation flying commissioning takes 2 months. 

In addition, commissioning phase will be conducted under ground control, with very 
limited autonomy on board. As the different elements of the system are 
commissioned, the level of on-board autonomy will be increased, but for the early 
stages of this phase, no autonomy will be present and all the required manoeuvres will 
have to be computed on ground. This means that after each perigee pass, GPS data 
should be downloaded as soon as possible for ground processing (POD) and manoeuvre 
computations. Ideally the time between the perigee (GPS data availability) and the 
manoeuvre to be performed should be minimized to mitigate as much as possible the 
errors due to the propagation of the navigation solution. It is assumed that during the 
formation deployment every ground station contact with Redu can be exploited for up- 
and downlink. What follows below is a first assessment of the compatibility of the 
deployment timeline developed above and the operational constraints imposed by the 
ground station contacts and the Sun alignment. 
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Figure 4.17: Commissioning timeline for launch on July 29th 2016.  

Figure 4.17 shows a graphical representation of a typical commissioning timeline. The 
following elements are represented in the graphs: 

- Perigee times in black vertical lines 

- Manoeuvre times in dotted blue vertical lines. 

- Contacts with Redu ground station in grey vertical bars 

- “Sun alignment” in vertical red bars 

The first manoeuvre is the spring actuation for separation, 1 month after launch. 
Manoeuvres 2 to 5 are the establishment of the safe orbit around the origin. 
Manoeuvres 6 and 7 are manoeuvres to shrink the safe orbit, and the establishment of 
the commissioning orbit. Manoeuvres 8 to 13 are manoeuvres required for 
commissioning. 

Sun alignment is required for commissioning the relative metrology. Sun alignment 
is not always available in the safe orbit; it is dependent on the date. Figure 4.17 shows 
that Sun alignment becomes available after the 9th manoeuvre at epoch 6105, such that 
commissioning of the relative metrology needs to be performed after this date. 

The timeline up to the commissioning of the perigee pass is feasible, although there 
are three manoeuvres that need to be prepared and performed in a short time frame. 
For these three manoeuvres, GPS data should be downloaded, precise orbit 
determination (POD) should be performed, and the manoeuvre computed and uploaded 
in about 1 h. This is deemed feasible, but alternatives exist: it is possible to delay the 
manoeuvres to 180°, which would lead to an additional margin of 2 hours. It would 
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also be possible to include another ground station. Finally, it would be possible to 
postpone these manoeuvres by one or more orbits until favourable geometry occurs. 

4.4 Conclusion 

The mission analysis work shows that the nominal operations are feasible with the 
current configuration of the system. A simple and robust strategy has been selected 
for the perigee pass, which features a two-point transfer with a correction performed 
shortly after the first manoeuvre. This strategy requires a ΔV of 12.49 mm/s to be 
performed by the high-performance green propellant propulsion system of the 
coronagraph spacecraft and a ΔV of 3.58 - 6.93 mm/s to be performed by the cold-gas 
propulsion system of the occulter spacecraft. If the formation performs coronagraphy 
at apogee, then a cold-gas ΔV of on average 7.29 mm/s is required. Formation 
reconfiguration manoeuvres require a maximum ΔV of 77.5 mm/s in case of rigid 
manoeuvres and 164.1 mm/s in case of loose manoeuvres. The total ΔV for the full 
mission can be estimated at 11.12 m/s for the high-performance green propellant 
system and 9.67 to 12.66 m/s for the cold-gas system. This is compatible with the 
capabilities of the spacecraft for the two-year mission. 

In addition, a safe deployment strategy has been defined that allows the coronagraph 
spacecraft to rendezvous with the occulter spacecraft and enter a safe orbit for 
commissioning the formation flying system. This strategy is compatible with the 
mission constraints. The ΔV required for the deployment is 101 and 241 mm/s. 
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5  
Relative mission 

analysis for Proba-3: 
safe orbits and CAM5 

This paper reports the phase B mission analysis work performed for the safe orbit and 
the Collision Avoidance Manoeuvres (CAM) of the Proba-3 formation flying mission, 
including the recovery to nominal conditions. Proba-3 will perform formation flying 
in HEO and perform Solar coronagraphy and formation manoeuvring demonstrations 
in a six-hour arc around apogee. Mission analysis in this paper addresses the safe orbit 
and the CAM and focuses on safety and ΔV requirements. Important constraints on 
the mission analysis are the absence of an omnidirectional sensor, and the 
requirement that the spacecraft cannot turn more than 30° away from the Sun due to 
thermal and power constraints. In addition, no on-board action can be taken after safe 
orbit entry nor after a CAM, which means that the recovery needs to be performed 
under ground control. 

5.1 Introduction 

The Proba-3 mission is designed to perform formation flying in HEO. The formation 
consists of a coronagraph spacecraft (CSC) and an occulter spacecraft (OSC). The 
spacecraft are equipped with the following relative state sensors: both spacecraft are 
equipped with a GPS receiver and an inter-satellite link such that rGPS measurements 
can be made. 

 

5 This chapter was previously published in International Journal of Space Science and 
Engineering, doi: 10.1504/IJSPACESE.2014.060599. The original article contained an error in the 
algorithm provided for the collision avoidance manoeuvre. The corrected algorithm and a 
discussion of the error is provided in appendix E. 
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The CSC is equipped with a Coarse Lateral Sensor (CLS) with a field of view of 5° and a 
Fine Lateral and Longitudinal Sensor (FLLS) with a field of view of 33 mm diameter at 
aperture. The spacecraft should not turn more than 30° away from the Sun direction 
due to thermal and power constraints. This limits the availability of the CLS and the 
FLLS to periods during which the angle between the CSC - OSC direction and the Sun 
direction is smaller than 30°. Figure 5.1 shows the Proba-3 spacecraft. The CSC is 
shown on the left and the OSC on the right. 

 

Figure 5.1: Proba-3 Spacecraft ©ESA.  

Orbital parameters of the reference orbit are shown in table 5.1. For simulations of 
transfer manoeuvres, the orbital parameters are assumed to be fixed, and the motion 
is assumed to be Keplerian. For simulations to determine the stability of the safe orbit, 
perturbations are considered for calculation of both the reference orbit and the relative 
orbit. 

Table 5.1: Orbital parameters.  

Parameter Value 

Semi-major axis 36943 km 

Eccentricity 0.8111 - 

Inclination 59° 

RAAN 84° 

AoP 188° 

Orbital period 19h38m 

Table 5.2 presents the characteristics of the two spacecraft. Both spacecraft are 
equipped with a propulsion system. The CSC is equipped with a high-performance 
green propellant (HPGP) propulsion system with a thrust of 1 N, and the OSC is 
equipped a 10 mN cold-gas system. The table also shows the parameters used for 
computing the Solar radiation pressure (SRP) perturbation. 
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Table 5.2: Spacecraft characteristics.  

Parameter OSC CSC 

Area [m2] 1.77 3.34 

Wet mass [kg] 211 339 

Dry mass [kg] 190 327 

SRP coefficient [-] 1.9 1.29 

Thrust per thruster [mN] 10 1000 

Thruster force capacity in direction of minimum thruster force capacity [mN] 14.3 2100 

Fraction of thrust allocated for control 0.2 - 

Table 5.3 lists the accuracy of the relative navigation. In addition to sensors listed in 
the table the CSC is equipped with a Coarse Lateral Sensor (CLS). This sensor is used 
during the process of acquisition of the FLLS, such that only the FLLS-based relative 
navigation is used for computing manoeuvres. For this reason, the CLS is omitted. 

Table 5.3: Relative navigation accuracy.  

Parameter Relative GPS FLLS 

1σ position bias [cm] 4.07 - 

1σ velocity bias [mm/s] 0.0160 - 

1σ position error [cm]  2.05 0.3 

1σ velocity error [mm/s] 0.0228 0.005 

1σ position bias [cm] 4.07 - 

GPS measurements are available in the region around perigee. The values presented 
in the table for the accuracy of the relative GPS solution are valid for the moment the 
formation exits the GPS visibility region. From that point onward, the accuracy 
degrades because the solution needs to be propagated. FLLS measurements are 
available whenever the two spacecraft are properly aligned. 

This paper describes the mission analysis work performed for the off-nominal 
conditions, the safe orbit and the collision avoidance manoeuvres (CAM). The mission 
analysis work for the nominal operations is described in [48]. Both spacecraft need to 
be capable of transferring to the safe orbit and performing the CAM. The return to 
nominal is performed when both spacecraft have been restored to normal, such that 
the return to the nominal orbit can be performed with the CSC’s more efficient HPGP 
propulsion system. The manoeuvres described in this article are open-loop controlled 
impulsive manoeuvres. 
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Figure 5.2: Ground control manoeuvre upload sequence.  

Recovery from all off-nominal conditions is performed under ground supervision. 
This means that the ground needs to take the steps described in figure 5.2 before each 
manoeuvre is performed. First the navigation data needs to be downloaded. Next a 
relative navigation solution needs to be obtained. Finally, the manoeuvre needs to be 
computed and uploaded to the spacecraft. In investigation of the ground contacts with 
Redu has shown that a manoeuvre at 160° true anomaly is possible during some orbits, 
but not all. On the other hand, the errors associated with the GPS measurements start 
increasing rapidly after passing apogee. Simulations have shown that manoeuvres 
under ground control should be performed no later than 190° true anomaly. Under 
these restrictions gaps of up to two orbits exist between periods during which the 
ground control manoeuvre upload sequence shown in figure 5.2 can be used. 

Two reference frames are used in the analysis of the relative motion. These are the 
LVLH frame and the VBAR frame. For both frames, the y-axis points into the direction 
of the negative orbital angular momentum vector. The z-axis of the LVLH frame points 
in the direction of the centre of Earth and the x-axis completes the right-handed frame. 
The VBAR frame uses a different definition. The x-axis points in the direction of the 
orbital velocity vector and the z-axis completes the right-handed frame. In both cases, 
the structure of the state vector is: 

 𝐱 = [𝑥 𝑦 𝑧 �̇� �̇� �̇� ]𝑇 (5.1) 

The structure of the paper is as follows. The safe orbit is discussed first. The safe orbit 
is first defined in terms of its Cartesian state. Next, the stability and the sizing of the 
safe orbit are discussed. Finally, all manoeuvres related to the safe orbit are 
investigated. These are, the entry into safe orbit, resizing of the safe orbit and return 
from safe orbit to nominal conditions. The CAM is discussed in the third chapter. The 
stop distance is discussed first, followed by a detailed description of the CAM 
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algorithm. The behaviour over comparatively short timescales is investigated, and the 
return to mission is discussed. Finally, the long-term behaviour is investigated. 

5.2 Safe orbit 

The safe orbit is a stable non-drifting close formation flying trajectory that can be used 
for storing the formation during the long-eclipse season when eclipses occur around 
apogee for about 15 days, or after a minor malfunction has taken place and ground 
intervention is required. It is also used during the initial deployment and 
commissioning of the formation (see also [48]). 

The safe orbit has been designed using the following criteria. The safe orbit should be 
stable for 30 days without applying control. It should be possible to recover the 
formation from the safe orbit quickly and with low ΔV. The ability to use the inter-
satellite link and relative metrology is highly desirable. 

5.2.1 Overview 

The safe orbit is designed as a generalization of the eccentricity / inclination vector 
separation strategy that is used for formation flying in circular orbits [44]. This type of 
safe orbit is designed to have no difference in semi-major axis between the two 
spacecraft, such that in the unperturbed linearized model along-track drift is absent. 
The safe orbit is defined in terms of the differential eccentricity and angular 
momentum vectors [206], in such a way that the coronagraph spacecraft is above the 
occulter spacecraft at apogee and below the occulter spacecraft at perigee, or vice 
versa. When the spacecraft crosses V-bar (that is, the z-coordinate is zero), it has a 
large out-of-plane position. This means that the resulting trajectory never intersects 
V-bar. The safe orbit is defined with respect to the reference orbit by a change in 
eccentricity and a rotation around the line of apsides. All other elements of the safe 
orbit are the same as the reference orbit. 
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Figure 5.3: Safe Orbit.  

Figure 5.3 shows the safe orbit trajectory. Representation of the trajectory in the V-bar 
aligned reference frame is advantageous because in this frame the projection of the 
trajectory on the YZ-plane is independent of the along-track coordinate [206]. The 
safety of a trajectory can be determined by inspecting the closest approach of the 
trajectory in the YZ-plane. The safe orbit can be defined in terms of a Cartesian state 
vector in the LVLH reference frame. The components of the state vector are the relative 
Cartesian position and velocity as defined in the introduction. 

 

𝐱𝑠𝑎𝑓𝑒,𝒊𝒑 = [𝑥 𝑧 �̇� �̇� ]𝑇

= ±𝐷𝜌−1[−(1 + 𝜌) sin𝜗 −𝑐 −(𝜌−2(𝑒 + 𝜌𝑐) + 𝑐)𝑘2𝜌2 𝑠𝑘2𝜌2]𝑇 

𝐱𝑠𝑎𝑓𝑒,𝒊𝒑 = [𝑦 �̇� ]𝑇 = ±𝐷(1 + 𝑒2)𝜌−1[sin 𝜗 𝜌−1(cos𝜗 + 𝑒)𝑘2𝜌2]𝑇 

(5.2) 

 where:  

  

𝐷 is the characteristic dimension of the formation, 

𝑎 is the semi-major axis of the reference orbit, 

𝑒 is the eccentricity of the reference orbit, 

𝑘2 = √𝜇𝑝−3, 𝜌 = 1 + 𝑒 cos 𝜗 , 𝑝 = 𝑎(1 − 𝑒2), 𝑠 = 𝜌 sin𝜗 , 𝑐 = 𝜌 cos𝜗, 

𝜗 is the true anomaly of the reference orbit, 

𝜇 is the gravitational parameter 

 

Note that the in-plane motion is due only to the difference in eccentricity (see [147]) 
and the out-of-plane motion only to the rotation around the line of apsides. The ratio 
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of the amplitudes of the in-plane and out-of-plane motions is essentially a free 
parameter, but it has been fixed to limit the number of available configurations for the 
safe orbit. For this reason, only a single characteristic dimension is in use. The value 
at which the amplitude ration has been set makes the out-of-plane amplitude fairly 
large compared to the in-plane amplitude. The reason for selecting a large value is to 
ensure formation safety under the influence of perturbations for at least 30 days, see 
section 5.2.2. 

Four configurations are possible for the safe orbit, depending on the sign of the in-
plane and out-of-plane motions. The first configuration has positive sign for both in-
plane and out-of-plane motion, the second has negative sign for in-plane and positive 
sign for out-of-plane motion, the third has positive sign for in-plane and negative sign 
for out-of-plane motion and the fourth has negative sign for both in-plane and out-of-
plane motion. 

5.2.2 Safe orbit stability 

The stability of the safe orbit is analysed for various dates by propagating the orbits of 
the OSC and the CSC using an absolute propagator for both and subtracting the results. 
The reference orbit is taken as initial conditions for generating the orbit of the OSC. 
The initial conditions for generating the orbit of the CSC are obtained as follows. First, 
the Cartesian LVLH state vector is converted to differential orbital elements by means 
of a linear transformation [147]. Next, the linear differences in orbital elements are 
added to the orbital elements of the reference orbit. 

  

Figure 5.4. Safe orbit stability for 30 days, XZ (left) and YZ (right) projection (left).  

The first year has been divided into 12 segments, and long-term simulations have been 
performed for each. Figure 5.4 shows the worst-case evolution of the safe orbit during 
a 30 day propagation period. SRP has the largest perturbative influence, followed by 
J2. Figure 5.5 shows the evolution of the inter-satellite distance (ISD). The minimum 
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ISD decreases to 290 m after 30 days. This figure confirms that the safe orbit is indeed 
safe for 30 days. 

 

Figure 5.5. Worst case evolution of ISD.  

The following observations have been made on the evolution of the relative trajectory 
(such as depicted in figure 5.4). Substantial along-track drift may also be present when 
the safe orbit is initialized. This drift has two main causes, namely, dispersions caused 
by navigation and actuation errors during safe orbit entry and unmodelled J2 effect. 
The J2 effect is important if transfer starts close to perigee. The cause of this 
phenomenon is that the J2 perturbation causes short-period oscillations in the semi-
major axis (and the other elements, but the effect is less important) which the 
unperturbed, linear guidance model does not consider. Both effects can lead to an 
along-track drift of about 13 km in 30 days, summing to a total of 26 km in 30 days. 

5.2.3 Safe orbit sizing 

The sizing of the safe orbit considers the stay time in the safe orbit, the insertion 
accuracy, and the minimum approach distance.  

The characteristic dimension of the safe orbit should be set large enough to be able to 
cope with safe orbit insertion uncertainties and the influence of perturbations, mainly 
J2 and SRP. The minimum characteristic dimension is determined as the sum of three 
contributions, namely, the maximum expected trajectory uncertainties at the point of 
closest approach, the maximum expected impact of the perturbations and the 
minimum ISD. 

The stay time in the safe orbit determines the effect of perturbations on the trajectory; 
the longer the formation remains in safe orbit, the larger the effect of perturbations 
and the larger the safe orbit must be to accommodate perturbations. The insertion 
accuracy is determined by the navigation and the actuation accuracy. The actuation 
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accuracy depends (amongst others) on the magnitude of the ΔV to be supplied, which 
in turn depends on the size of the safe orbit.  

Table 5.4 reports the safe orbit options that lead to a safe transfer and a safe stay time 
for the specified period. It also shows the margins required to accommodate the 
perturbations and the dispersions associated with the transfer to safe orbit.  

For the long eclipse season, a 15-day safety interval is required. In this case, the 
cumulative effect of perturbations is smaller than expected in section 5.2.2: the 
minimum ISD shrinks by about 100 m under the influence of J2 and SRP. A margin of 
100 m is therefore required to accommodate perturbations. The transfer itself has an 
insertion accuracy of 100 m. The minimum ISD has been chosen as 80 m for all safe 
orbit options, such that for a 15 day stay time a safe orbit with a characteristic 
dimension of at least 280 m is required. To make the safe orbit selection independent 
of the required stay time a characteristic dimension of 500 m is selected for the safe 
orbit regardless of the stay time. This leads to a simpler and more robust algorithm for 
selecting the safe orbit. 

Table 5.4: Safe orbit sizing table.  

Duration 

(days) 

perturbation 

margin (m) 

insertion 

accuracy 

margin 

(m) 

minimum 

ISD (m) 

characteristic 

dimension (m) 

min 

entry ΔV 

(mm/s) 

max 

entry ΔV 

(mm/s) 

ΔV to 

resize to 

150 m 

safe 

(mm/s) 

10 70 90 80 240 36 70 18 

15 100 100 80 280 44 78 26 

20 140 130 80 350 56 93 40 

25 180 160 80 420 69 108 54 

30 220 200 80 500 80 125 70 

5.2.4 Safe orbit entry 

The safe orbit entry has been investigated by means of extensive simulations. The 
transfer to safe orbit needs to be available for any orbit during the mission life and for 
any point along the orbit. The transfer to the safe orbit is performed by means of a two-
point transfer (the linearized version of Lambert’s problem). The transfers have been 
investigated systematically, from a point along the nominal orbit sequence to each of 
the four configurations dividing each orbit into 20 steps of equal true anomaly during 
each orbit and for every date found by dividing the year in 10 steps during the first year 
(i.e., one transfer computed every 36 days). The transfer to a safe orbit of 500 m can 
always be performed safely. The maximum 3σ trajectory bounds due to insertion 
errors that can reasonably be expected are 190 m. The ΔV required to enter safe orbit 
from the nominal orbit routine lies between 80 and 125 mm/s. 

Figure 5.6 shows an example of a transfer to safe orbit from nominal conditions with 
worst case actuation errors. Worst case trajectory uncertainties are associated with 
transfers to safe orbit that start in a region close to perigee. Within the set of cases that 
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was investigated, the largest trajectory uncertainties at apogee or perigee always 
occurred for trajectories started within 70° of perigee. 

  

Figure 5.6: Transfer to safe orbit, worst case actuation errors.  

5.2.5 Resizing the safe orbit 

In certain situations, it is required to resize the safe orbit. To increase the stay time, for 
example, it may be required to enlarge the safe orbit. For returning from the safe orbit 
to nominal conditions it is required to shrink the safe orbit. Shrinking the safe orbit is 
the critical case because dispersions due to actuation errors may cause the trajectory 
to become unsafe. Resizing the safe orbit is performed using a two-point transfer from 
a predetermined initial true anomaly to a final true anomaly that is chosen such that 
the total ΔV is minimized.  

Two characteristic dimensions are used for the safe orbit, namely 500 m and 1000 m. 
A characteristic dimension of 500 m is used for brief mission interruptions, for 
example during long eclipse season. A characteristic dimension of 1000 m is used 
during the initial deployment and during the recovery from CAM manoeuvres. 
Dispersions due to actuation errors prevent a direct transfer from a safe orbit to 
nominal conditions if the characteristic dimension of the safe orbit is larger than 200 
m. This means that the safe orbit needs to be shrunk before the return to nominal 
conditions can be performed. Dispersions due to actuation errors limit the extent to 
which the safe orbit can be shrunk in a single step. The safe orbit can be safely shrunk 
to a characteristic dimension of 150 m from an initial characteristic dimension of 500 
m. If the initial characteristic dimension is 1000 m, then the safe orbit should first be 
shrunk to a characteristic dimension of 250 m. 

Figure 5.7 shows an example of a shrinking operation from a characteristic dimension 
of 1000 m down to a characteristic dimension of 250 m. The initial conditions for the 
shrinking operation are representative of the safe orbit at the end of formation 
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deployment and the CAM recovery, including dispersions. The transfer takes place 
from a true anomaly of 160° to a true anomaly that minimizes the transfer ΔV. This 
true anomaly lies between 180° and 195°. Figure 5.7 shows the initial and final safe 
orbit during the shrinking operation. In this example, the ΔV required for shrinking 
the safe orbit is 145.31 mm/s, with a 3σ uncertainty of 13.75 mm/s. 

  

Figure 5.7: Shrinking the safe orbit from 1000 m to 250 m.  

5.2.6 Return to nominal conditions 

The strategy for returning to nominal operations depends on the time the spacecraft 
have spent in safe orbit. Safe orbit is not controlled, so, the longer the spacecraft 
remain in safe orbit, the longer perturbations will act on the trajectory and cause 
dispersions. The analysis in the previous paragraph has shown that the trajectory can 
drift over quite a large along-track distance, and that it can be deformed quite a lot 
during 30 days. It is therefore quite likely that the safe orbit trajectory will first need 
to be corrected. It is assumed that the process to correct the trajectory ends in a safe 
orbit with accuracy determined by the navigation and actuator accuracy. 

The return from the safe orbit to nominal orbit conditions is examined to ensure that 
the OSC is in the field of view of the CLS at the end of the transfer to the nominal orbit. 
This condition needs to be satisfied such that the on-board formation flying software 
can successfully take over at that point. All manoeuvres up to this handover are 
performed under ground command. 
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Figure 5.8: Transfer from safe orbit to nominal conditions.  

Figure 5.8 shows the manoeuvring strategy for all manoeuvres up to the handover 
point. The transfer is initiated after a measurement arc as a two-point transfer 
between a true anomaly of 210° to apogee of the next orbit. GPS measurements are 
taken when the formation passes through perigee and a correction manoeuvre is 
computed and uploaded before the formation reaches a true anomaly of 160°. The 
correction manoeuvre is a two-point transfer between a true anomaly of 160° and 
apogee. The error associated with the first manoeuvre is large, because it is performed 
later than 190° true anomaly (see figure 5.2 and associated discussion). The large error 
is acceptable because the second manoeuvre can correct it. The second manoeuvre is 
performed at the earliest possible time according to the ground segment constraints. 
Manoeuvre M3 is performed without additional measurements taken after manoeuvre 
M2. Note that at this point the relative metrology is expected to become active. 

  

Figure 5.9: Miss distance (l); angle between CSC OSC direction and CLS bore sight (r).  
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Figure 5.9 shows the miss distance and the ISD at the terminal point. The mean 
approach distance is about 4.5 meters, while the mean + 3σ approach distance is about 
13 meters. A related measure is the angle in the FOV at the terminal point. More 
precisely, this is the angle between the CSC-OSC direction and the CLS bore sight. It is 
calculated as the angle between the desired and actual terminal relative position 
vector: it is assumed that the CLS is pointed along the expected direction to the OSC, 
which is equal to the unit vector along the desired relative position vector of the OSC. 

Figure 5.9 also shows the FOV angle. The mean + 3σ angle remains below 5° nearly all 
the time, although there are some dates (notably around 6250) at which the mean + 3σ 
angle is equal or slightly larger than 5°. The mean FOV angle fluctuates around 1°. The 
chances of finding the OSC in the CLS FOV after the transfer are quite high. The 
seasonally averaged, mean ΔV required for the impulsive transfer is 35 mm/s, and the 
mean + 3σ ΔV is 45 mm/s. On top of this a ΔV of 11.5 mm/s is required for the forced 
motion acquisition. 

5.3 CAM 

The CAM needs to provide active protection against collisions during a 10-hour arc 
around apogee. Both the OSC and the CSC need to be capable of providing the CAM. 
The CAM is designed based on considerations that cover the initial behaviour during 
and right after the burn (the stop and departure), the behaviour during the first few 
orbits and the long-term evolution. These points can be summed up as follows: 

1. Ensure that the spacecraft comes to a stop safely (if required) 

2. Ensure that the spacecraft moves out safely 

3. Ensure that the trajectory does not return to the origin 

4. Ensure that no evaporation occurs 

The CAM ΔV is computed as the sum of two contributions (applied as a single ΔV), 
namely, the ΔV required to stop the motion, and a ΔV that is required to put the 
spacecraft into a drifting trajectory with a specified drift distance per orbit, meaning 
that the spacecraft are drifting apart after the execution of the CAM. The second 
contribution is computed based on the drift distance and the current in-plane relative 
position vector. The CAM analysis considers failures during coronagraphy operations 
and during formation resizing. The following scenario was considered the worst case 
for the stop distance analysis. During nominal operations, the ISD can be decreased 
from 150 m to 25 m over the course of a single apogee pass by means of a straight-line 
forced motion approach. This means that the two spacecraft can be in a situation 
where the ISD is small, and the spacecraft are moving closer together. This section 
discusses the CAM algorithm, the stop distance, the short-term behaviour after the 
CAM, the return to mission and the long-term behaviour. 
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5.3.1 CAM algorithm 

The algorithm computes the ΔV as the sum of two components, ΔV1 and ΔV2. 

 𝚫𝐕𝐶𝐴𝑀 = 𝚫𝐕1 + 𝚫𝐕2 (5.3) 

The first component nullifies the velocity. The y-component of the velocity is only 
nullified if it is directed towards the target. 

 𝚫𝐕1,𝑖𝑝 = −[
𝑣𝑥,𝐿𝑉𝐿𝐻
𝑣𝑧,𝐿𝑉𝐿𝐻

] , 𝛥𝑉1,𝑜𝑝 = {
0 sgn(𝑣𝑦,𝐿𝑉𝐿𝐻) = sgn(𝑦𝐿𝑉𝐿𝐻)

𝑣𝑦,𝐿𝑉𝐿𝐻 sgn(𝑣𝑦,𝐿𝑉𝐿𝐻) ≠ sgn(𝑦𝐿𝑉𝐿𝐻)
 (5.4) 

 where:  

  
𝑣𝑥,𝐿𝑉𝐿𝐻 , 𝑣𝑦,𝐿𝑉𝐿𝐻 , 𝑣𝑧,𝐿𝑉𝐿𝐻 Cartesian velocity vector components in the 
LVLH frame. 

 

The second component of the ΔV is to be applied along V-bar. The magnitude of ΔV2 
can be computed from the current x and z components of the position vector and the 
desired drift rate per orbit: 

 𝛥𝑉2 =
𝑘2𝑎𝜂4

2√2𝜌 − 𝜂2
(∓

𝜂

3𝜋𝑎(1 − 𝑒)
𝐷𝑑𝑒𝑠 +

2𝜌2

𝑎𝜂4
(𝑒 sin 𝜗 𝑥𝐿𝑉𝐿𝐻 + (1 + 𝜌)𝑧𝐿𝑉𝐿𝐻) (5.5) 

 where:  

  

𝜌 = 1 + 𝑒 cos 𝜗 , 𝜂 = √1 − 𝑒2, 𝑘2 = √𝜇𝑝−3, 𝑝 = 𝑎𝜂2 

𝑎 is the semi-major axis of the reference orbit, 

𝑒 is the eccentricity of the reference orbit, 

𝐷𝑑𝑒𝑠 is the desired drift rate per orbit. 

𝜗 is the true anomaly of the reference orbit, 

𝜇 is the gravitational parameter, 

𝑥𝐿𝑉𝐿𝐻 , 𝑧𝐿𝑉𝐿𝐻 are the in-plane Cartesian position vector components 
in the LVLH frame. 

 

The sign of the desired drift rate depends on the direction of the in-plane ΔV. The 
direction is chosen such that the initial velocity after the CAM is directed away from 
the origin. The second component of the ΔV is given by: 
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 𝚫𝐕2,𝑖𝑝 = 𝛥𝑉2
1

√2𝜌 − 𝜂2
[

𝜌
𝑒 sin𝜗

] (5.6) 

5.3.2 Stop distance 

This section presents an initial assessment of the safety of the formation during the 
execution of the CAM, based on the first component of the CAM ΔV that is aimed to 
stop the motion. (The second component of the ΔV ensures that the spacecraft move 
apart) The safety during the CAM is investigated by examining the distance travelled 
during the CAM. The CAM can be triggered when one spacecraft crosses the boundary 
of a stop sphere around the other spacecraft. This means that the size of the stop 
sphere should be at least large enough that during the time between the start of the 
application of the CAM and the end of the application of the CAM, no collision can 
occur. The size of the stop sphere is dependent on the maximum expected relative 
velocity of the formation, and on the minimum expected dimensions of the formation. 
The stop distance can be estimated by assuming that the spacecraft are moving in 
gravity-free space and that the spacecraft performing the CAM thrusts continuously 
in the direction opposite to the relative velocity until the motion is stopped. Under 
these assumptions the stop distance is given by: 

 𝑑 =
1

2
(
𝑚

𝐹
)𝑉2 (5.7) 

The OSC is equipped with cold-gas thrusters, such that the CAM performed by the OSC 
is the critical case for determining the stop distance. Simulations have shown [48] that 
the maximum velocity in the 10 hour region around apogee is 20 mm/s for the nominal 
orbit. This leads to a stop distance of about 3 m for the OSC. This value for the stop 
distance is compatible with the minimum ISD during formation flying of 25 m. 

5.3.3 Short-term behaviour 

The full CAM algorithm has been simulated using Monte Carlo simulations. The first 
component of the CAM ΔV (to stop the motion) only depends on the relative velocity, 
but the second component depends on the relative position also. The short-range 
simulations were performed primarily to investigate the safety of the CAM for a 
variety of operating conditions, with the secondary goal of assessing the usefulness of 
simple rule-of-thumb formulas such as (5.7) for establishing safe lower bounds on the 
approach distance and velocity. The initial position is randomly selected lying on a 
sphere with a radius of R. The initial velocity follows a Gaussian distribution on all 
components, such that the mean value takes on a particular value of 20 mm/s. The 
simulation uses a constant acceleration thrust arc in the VBAR reference frame to 
perform the CAM. An uncertainty of 5% in magnitude (1σ) and 1° in direction (1σ) is 
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applied to the ΔV vector. After the thrust arc, the trajectory is propagated for two full 
revolutions and the minimum ISD during the full trajectory is stored. 

Three simulations are performed: one at close range, the second at medium range, and 
the third at a long range. Figure 5.10 shows the results of these simulations. The initial 
conditions for the short-range simulation (left) lie on a sphere of radius 30 meters, with 
a mean velocity of 20 mm/s. The drift per orbit is set to 200 m. The initial conditions 
for the medium range simulation (middle) lie on a sphere of radius 75 meters, with a 
mean velocity of 20 mm/s. The drift per orbit is set to 500 m. The initial conditions for 
the long-range simulation (right) lie on a sphere of radius 160 meters, with a mean 
velocity of 20 mm/s. The drift per orbit is set to 800 m. 

The red points represent the results of the Monte Carlo simulations. The black lines 
represent a theoretical evaluation of the stop distance based on equation (5.7). The 
short-term behaviour of the CAM algorithm corresponds well with the expectations of 
the minimum approach distance described in section 5.3.2. 

   

Figure 5.10: Minimum approach distance.  

5.3.4 Return to mission 

The recovery strategy after a CAM manoeuvre is like the deployment of the formation. 
The recovery after CAM should be as rapid as possible not to lose operational time. The 
precision with which the spacecraft returns to the safe orbit around the origin should 
be high so the precision with which manoeuvres are performed should be high as well. 
The absolute size of the error in the manoeuvre execution of the manoeuvres depends 
on the size of the manoeuvre, such that ΔV’s should be small during the approach 
strategy to achieve increased accuracy. 

-50 -45 -40 -35 -30 -25 -20 -15 -10 -5 0
5

10

15

20

25

30

35

Initial radial velocity [mm/s]

M
in

im
u
m

 I
S

D
 [

m
]

-40 -35 -30 -25 -20 -15 -10 -5 0
62

64

66

68

70

72

74

76

Initial radial velocity [mm/s]

M
in

im
u
m

 I
S

D
 [

m
]

-45 -40 -35 -30 -25 -20 -15 -10 -5 0
130

135

140

145

150

155

160

165

Initial radial velocity [mm/s]

M
in

im
u
m

 I
S

D
 [

m
]



5.3. CAM  143 

 

 

 

 

 

 

5 

 

 

 

 

 

Figure 5.11: Manoeuvre location diagram for CAM recovery.  

Figure 5.11 shows the locations of the manoeuvres with respect to the reference orbit. 
Manoeuvre 1 takes place at 160°, manoeuvre 2 takes place at 200° and manoeuvre 3 
takes place at 0° true anomaly. 

Figure 5.12 shows the CAM trajectory and the recovery after the CAM. The procedure 
followed to obtain this CAM recovery trajectory is based on ground computation of 
manoeuvres. The sequence of manoeuvres is the following. During the first orbit, a 
two-point transfer to safe orbit is computed on-ground and uploaded to the spacecraft. 
The manoeuvre is computed and uploaded just before 160°, such that the first ΔV is 
performed at 160° and the second ΔV at the true anomaly that minimizes the transfer 
ΔV and lies within one revolution of the first ΔV. These two manoeuvres are point 1 
and 2 in the figure. 

During the second orbit, a three-burn transfer to make the safe orbit drift to the origin 
is computed and uploaded. The manoeuvre is computed and uploaded just before 160° 
such that the first ΔV is performed at 160°, the second ΔV is performed at 200°, and the 
third ΔV is performed at perigee. These three manoeuvres are labelled 3, 4 and 5 in the 
figure. Note that several drifting orbits (and correction manoeuvres) can be inserted 
between manoeuvres 4 and 5. In this case, a single drifting orbit (orbit three) is 
inserted. 

After manoeuvre 5 the spacecraft is in a safe orbit with characteristic dimension of 
1000 m around the origin. During the fourth the safe orbit (not shown in the figure) is 
shrunk from 1000 m to 250 m (see section 5.2.5). During the fifth orbit (not shown in 
the figure) ground commands the sequence of manoeuvres to return the spacecraft to 
nominal conditions as described in section 5.2.6. 
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Figure 5.12: Ideal CAM recovery trajectory.  

The recovery trajectory is robust to the non-execution of any of the manoeuvres, that 
is to say, the recovery trajectory is composed of passively safe trajectory elements [1]. 
The CAM and the recovery have been simulated using Monte Carlo simulations. These 
simulations have shown that the total impulsive ΔV required for the CAM and the 
recovery is 610 mm/s with a standard deviation of 73 mm/s. A ΔV of 11.5 mm/s is 
required for the forced motion acquisition at the end of the recovery. 

5.3.5 Long-term behaviour 

In case the drifting time after CAM is larger than 5 orbits, the strategy presented in 
section 5.3.4 will have to be complemented with a two-point transfer manoeuvre to 
recover most of the drifting distance in a fast way before the return to nominal 
conditions defined above is started. A parametric analysis has been conducted on this 
manoeuvre considering the type of CAM performed, the drifting time and the recovery 
time. Both mean and maximum ΔV has been computed through a Monte Carlo 
campaign of 10000 shots varying the initial position (on a sphere of radius R0) and the 
initial velocity (average velocity 20 mm/s).  

Table 5.5 summarizes the required ΔV for the initial part of the recovery after a CAM. 
The ΔV has been computed in previous sections as a function of the type of CAM 
(short, medium, long), the drifting time after the CAM (60, 30 days) and the number of 
orbits in which the recovery to the intermediate point must be performed (5.7, 2.7 and 
0.7 orbits). For each case, the mean ΔV and maximum ΔV is presented. As can be seen 
from the data, the longer the drifting time, the larger the distance to be recovered and 
the larger the required ΔV. On the other hand, the larger the allowed recovery time, the 
lower the ΔV. 
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Table 5.5: Recovery ΔV in m/s.  

Return in # orbits 5.7 2.7 0.7 

Drifting days 60 30 60 30 60 30 

Short 

range 

max ΔV 0.770 0.449 1.407 0.659 2.428 1.049 

mean ΔV 0.295 0.149 0.511 0.257 1.041 0.523 

Med. 

range 

max ΔV 1.459 0.800 2.712 1.287 4.347 2.203 

mean ΔV 0.739 0.372 1.279 0.647 2.612 1.308 

Long 

range 

max ΔV 2.382 1.281 3.805 1.932 6.808 3.354 

mean ΔV 1.176 0.595 2.044 1.030 4.189 2.093 

5.4 Conclusions 

This paper has shown that the strategies developed for all manoeuvres related to the 
safe orbit and the collision avoidance manoeuvres for Proba-3 are feasible. All 
manoeuvres are safe and can be performed under ground control. Control can 
successfully be handed back to the spacecraft after ground commands a transfer from 
the safe orbit to nominal conditions. 

 



 

 

6  
Conclusions and 

recommendations 
In this chapter the conclusions that have been drawn from this work will be 
summarized and recommendations for further research and developments will be 
given. This thesis has described a generalization of manoeuvres and relative 
trajectories that are used in the linearized theory of circular orbit rendezvous to 
elliptical orbits, and has presented the mission analysis for the Proba-3 mission in 
preparation of the development of a guidance function. 

6.1 Research questions 

This section will revisit the research questions to examine how these issues have been 
addressed and what results have been obtained. The first research question was the 
following: 

1 – Can Hohmann transfers, drifting orbits and safe orbits be generalized to transfers 
between elliptical orbits? 

Chapter 2 generalized the co-planar Hohmann transfer from circular orbits to the 
cotangential transfer between general co-planar elliptical orbits. The cotangential 
transfer is allowed to start at any point in the departure orbit. The tangentiality of the 
impulsive ΔV’s is preserved in the generalization from circular to elliptical orbits. 
General co-planar elliptical orbits can have different semi-major axis, eccentricity, and 
argument of perigee. The cotangential transfer is more generally applicable than the 
Hohmann transfer in the sense that the cotangential transfer, unlike the Hohmann 
transfer, can accommodate departure and arrival orbits with a difference in 
eccentricity and argument of perigee. The increased generality with respect to the 
terminal conditions of the cotangential transfer does introduce singularities in the 
algorithm which correspond to points at which the departure trajectory and the arrival 
trajectory intersect. 
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The observation that singularities in the cotangential algorithm are due to 
intersecting departure and arrival trajectories leads to the development of trajectory 
crossing conditions and (non-tangential) impulsive manoeuvres to be applied at the 
crossing point. The detection of intersecting trajectories is an important check to 
perform before computing a cotangential transfer if the algorithm is used in an on-
board autonomous guidance application. If the guidance is allowed to compute the 
manoeuvre at any time (or alternatively place the start of the transfer at any point in 
orbit), then this check needs to be performed to avoid placing the start of the transfer 
close to the singularity and obtaining infeasibly high ΔV’s as a result. 

The development of the cotangential transfer manoeuvre algorithm leads to an 
expression for the transverse coordinate of the relative position in the tangential 
frame (this is the z-coordinate; see appendix A.2 for a definition of this frame) that is 
used to define families of safe trajectories with simple geometric bounds. This chapter 
also defines drifting and non-drifting safe orbits that reach a desired relative position 
at a given point in the target orbit. Such trajectories are useful to achieve safe 
trajectories that lead to an alignment with a desired inertial direction (such as the Sun 
direction or the direction to a ground station) at a specific point in the target orbit. 

Finally, this chapter introduces and analyses the concept of the co-elliptic orbit, which 
generalizes a drift orbit with no altitude variations with respect to the target orbit that 
is used in circular orbit rendezvous to a drift orbit with minimum altitude variations 
that can be used in elliptic orbit rendezvous. 

The research question can be answered affirmatively, and the generalization of the 
Hohmann transfer demonstrates an interesting and useful connection with trajectory 
safety and the detection of trajectory intersections. The results presented in this 
chapter are valuable for defining a long-range rendezvous strategy. 

2 – Can radial hop manoeuvres and V-bar hold points be generalized to transfers 
between elliptical orbits? 

Chapter 3 provides two solutions to non-drifting transfer problems in elliptic orbits. 
The algorithms presented here provide generalizations of the radial hop transfer in 
circular orbits. The quality that is preserved is the non-drifting nature of the transfer, 
which is the result of the impulses being perpendicular to the orbital velocity of the 
reference orbit. Two different generalizations are possible, based on the assumptions 
that are made when generalizing the notion of hold points to elliptical orbits: the 
transfer can either target a point in the LVLH-frame, or a trajectory defined in terms of 
relative orbital elements. From the perspective of propellant consumption, it is 
attractive to define hold points as drift-free natural motion trajectories based on 
differences in either the relative mean anomaly or the relative argument of perigee. 
On the other hand, from the perspective of obtaining a fixed relative geometry (for 
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example, a point on the line of sight to the target in the LVLH-frame) it may be more 
attractive to transfer between two points defined explicitly as Cartesian state vectors 
in the LVLH-frame. 

The results in chapters 2 and 3 demonstrate that two-impulse transfers in the plane 
of the reference orbit based on impulses that are either tangential or perpendicular to 
the velocity vector of the reference orbit exist. The Gauss’ form of Lagrange’s planetary 
equations expressed in the orbit tangential frame show that impulses that are either 
tangential or perpendicular to the velocity vector of the reference orbit can only 
change three out of the four relative orbital elements that govern the in-plane relative 
motion. On the one hand, a tangential impulse can directly modify the relative semi-
major axis and the two components of the relative eccentricity vector. The evolution 
of the relative mean anomaly is indirectly affected by the change in the relative semi-
major axis. On the other hand, a perpendicular impulse can directly modify the two 
components of the relative eccentricity vector and the relative mean anomaly. In both 
cases, the relative eccentricity vector change depends on the position along the 
reference orbit. Two-impulse transfers based on impulses that are tangential or 
perpendicular to the velocity vector of the reference orbit can therefore also modify 
only three out of four in-plane relative orbital elements directly. Note that both transfer 
types solve three unknowns (namely, the magnitudes of the impulses and the transfer 
time) from three equations (namely, one equation for each element). 

In circular orbit rendezvous, the Hohmann transfer uses tangential impulses to 
change the relative orbital altitude, and the radial hop transfer uses radial impulses to 
change the along-track distance. The along-track distance travelled during the 
Hohmann transfer is determined by the initial and terminal relative altitude and can 
therefore not be controlled directly. The radial hop transfer cannot change the relative 
semi-major axis. These characteristics carry over to the transfers developed for the 
case of elliptical orbit rendezvous, and from this preservation of characteristics it can 
be concluded that the cotangential transfer is the most natural generalization of the 
Hohmann transfer, and the non-drifting transfer is the most natural generalization of 
the radial hop transfer. 

Furthermore, the research presented in this thesis demonstrates that the Hohmann 
transfer and the radial hop transfer are special cases of more general transfers. Both 
the Hohmann transfer and the radial hop transfer have a fixed transfer time of half an 
orbital period and place restrictions on the initial and terminal conditions. The 
research presented in this thesis has lifted the restrictions on the initial and terminal 
conditions and clarified the applicability of the two-impulse transfer algorithms. 

The generalizations of the manoeuvres and the trajectory types from circular to 
elliptical reference orbits allow mission analysis and guidance design to benefit from 
know-how and insights gained on circular orbit rendezvous when designing and 
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analysing manoeuvre programs and transfer trajectories for elliptic orbit rendezvous. 
Past studies assumed that elliptical orbit rendezvous is completely different from 
circular orbit rendezvous, exhibiting different geometry of the relative trajectories and 
requiring a completely new approach to the design of manoeuvre programs. The 
current research clarifies the connection between the two, and with that insight 
unlocks the vast amount of knowledge that has been accumulated on circular orbit 
rendezvous and allows it to be applied to transfers between elliptical orbits. Chapter 4 
uses a circular orbit rendezvous representation of manoeuvres and relative 
trajectories with this new-found understanding that equivalent counterparts exist for 
the elliptical orbit that Proba-3 uses. 

3 – How can the nominal operations be designed for the Proba-3 formation flying in 
a highly eccentric orbit? 

Chapter 4 addresses the analysis performed for the Proba-3 mission. The design of 
formation flying in HEOs needs to consider the constraints that are specific to the 
mission at hand. The most important constraints for Proba-3 are the facts that there 
is no omni-directional sensor and that neither spacecraft can be oriented more than 
30° away from the Sun direction. This limits the options available for the temporary 
formation break and re-acquisition that take place during the so-called perigee pass 
(see figure 4.3 for a diagram of the operations during a nominal orbit). Several options 
were investigated for the perigee pass: a direct transfer without a mid-course 
correction manoeuvre, a direct transfer with a mid-course correction manoeuvre, and 
a direct transfer with a cold-gas correction manoeuvre immediately after the 
formation break. This third strategy was found to be the most promising option, based 
on the ΔV required and the expected dispersion at the end of the perigee pass. The 
projection of the expected dispersion at the end of the perigee pass is within the field 
of view of the camera sensors used during the re-acquisition of the formation. 

Mission analysis has shown that the inter-satellite distance during the perigee pass 
shows a strong seasonal variation that is dependent on the angle between the Sun 
direction and the orbital plane (the β angle). If this β angle is large, then the minimum 
inter-satellite distance is small, and vice versa. This makes sense intuitively, if one 
considers the extreme case in which the Sun direction is exactly perpendicular to the 
orbit plane. In this case, the formation needs to align along the y-axis of the LVLH-
frame during the apogee arc to perform Solar coronagraphy. It follows that the starting 
point and the end point of the perigee pass are on the y-axis of the LVLH-frame. This 
in turn means that the free flying perigee pass trajectory is simply a straight line 
passing through the origin. Alternative solutions need to be considered for seasons 
with unacceptably low minimum values for the inter-satellite distance. This could 
either mean placing the formation in a safe configuration during seasons with a high 
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β angle, or choosing a launch date that avoids the occurrence of large β angles 
throughout the mission lifetime. 

The apogee phase is typical for formation flying missions that require sustained 
station-keeping along an inertial or quasi-inertial direction and resizing and 
retargeting manoeuvres are required for missions that need to investigate multiple 
regions of interest on the celestial sphere, and that may need to change the baseline 
of the instrument formed by the two spacecraft. Chapter 4 provides a high-level 
analysis of the ΔV required to perform such manoeuvres. 

Chapter 4 also analyses the formation deployment, leveraging the theoretical 
foundations established in chapters 2 and 3 to define the formation deployment and 
acquisition at the start of the mission. Four deployment strategies were analysed, 
including a drift strategy to a hold point on the V-bar, radial hops between hold points 
on the V-bar, an approach based on a drift orbit connecting to a safe orbit, and a drifting 
safe orbit approach that ends in formation alignment with the Sun direction. A drifting 
safe orbit strategy was found to be the most attractive because this strategy is best able 
to manage the combination of manoeuvre execution errors, limited ground 
communication capability, and limited sensing opportunities. The passive safety of 
the safe orbit provides protection against collisions, especially at the early stages of 
the mission. 

The mission analysis performed in chapter 4 has demonstrated that the deployment 
and the nominal operations of the Proba-3 formation flying mission are feasible. ΔV 
values have been provided for all main manoeuvres, which has allowed the Proba-3 
systems engineering team to develop a reliable ΔV and propellant budget for the 
mission. 

4 – How can the off-nominal operations be designed for the Proba-3 formation flying 
in a highly eccentric orbit? 

The off-nominal operations are presented and discussed in chapter 5. They rely on the 
concepts of the safe orbit and the CAM. A theoretical development of the safe orbit was 
performed in section 2.4, and a practical analysis of the utilization of the safe orbit in 
the Proba-3 mission was performed in section 5.2. This theoretical development 
provides a basic justification for the passive safety of the safe orbit. The practical 
analysis in section 5.2.2 demonstrates the stability of the safe orbit when orbital 
perturbations are taken into consideration. The sizing of the safe orbit in section 5.2.3 
considers margins for perturbations and insertion errors due to thruster performance. 
The entry into the safe orbit was further analysed in section 5.2.4. Errors in the 
execution of the manoeuvres can result in an along-track drift and a change in the 
shape of the safe orbit. Shrinking the size of the safe orbit is an essential step in 
returning to nominal conditions, and the thruster performance needs to be considered 
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to ensure that this safe orbit shrinking can be performed safely. It is noted here that 
returning to nominal mission conditions is an essential step in the mission that is also 
required after the initial formation deployment. The return to nominal mission 
conditions was analysed in section 5.2.6. The principal constraints are due to the size 
of the field of view of the wide-angle camera, and to the fact that the manoeuvres are 
to be performed under control of operators on Earth. Performing the manoeuvres 
under control of the ground segment implies that the relative measurements need to 
be downloaded and filtered and manoeuvres need to be computed and uploaded to the 
spacecraft. This requires two communication steps separated by the time required to 
perform the calculations on Earth. However, ground contacts are limited, and this 
limits the options for the return strategy. The manoeuvres need to be computed and 
uploaded well in advance, and this degrades the accuracy with which the spacecraft 
can arrive at the nominal operating point as the dispersion due to manoeuvre 
execution uncertainties grows over time. This can lead to difficulties to ensure that 
the spacecraft arrives within the field of view of the camera on the other spacecraft. 
The strategy presented in section 5.2.6 was designed to accommodate all these 
constraints. 

The CAM is designed for major failures and for situations where a collision is 
imminent. Section 5.3 analysed the CAM algorithm, both in terms of the short-term 
evolution, the long-term behaviour, and the steps required to return to the nominal 
conditions. One major concern is that while a CAM needs to drive the satellites apart, 
the drift rate cannot be too high as this could lead to the so-called evaporation of the 
formation. Evaporation occurs when the spacecraft need to spend too much propellant 
or too much time to return to nominal conditions. To avoid this, the CAM algorithm 
was designed in such a way that the drift rate per orbit is included in the algorithm as 
a parameter. In this way the drift rate after the CAM can be adjusted to avoid such 
evaporation. 

The design and analysis of the off-nominal operations of Proba-3 that was performed 
in chapter 5 has demonstrated that safe trajectories do exist for Proba-3, and that the 
mission can be performed safely even if failures were to occur. 

6.2 Research outlook 

Enhanced autonomy 

The research presented in this thesis provides a thorough theoretical background for 
formation flying and rendezvous manoeuvring in elliptical orbits and a practical 
application to the Proba-3 mission. The manoeuvres and trajectories form a set of 
options for formation flying and rendezvous geometry and for ways of transitioning 
from one geometry to another. Proba-3 features a formation flying manager function 
which commands and monitors the different actions of the formation flying software 
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(such as, for example, mode switching, manoeuvre computation and execution, etc.). 
At present, this layer of automation only has a limited number of fixed plans. In the 
future a manoeuvre scheduler similar to the one proposed by Gaias, d’Amico, and 
Ardaens in [102] and Gaias and d’Amico in [103] could be developed that can compose 
trajectories and concatenate manoeuvres to fulfil higher-level objectives set by the 
formation flying manager. 

Mission applications 

Rendezvous and formation flying often form an important component of design 
projects that are currently active. It is expected that the techniques outlined in 
chapters 2 and 3 will continue to be applied to these projects, and that the rendezvous 
strategies will be modified based on mission needs. There is an increasing interest in 
On-Orbit Servicing missions and Active Debris Removal, and future research will 
focus on ensuring passive trajectory safety, observability, and low propellant 
consumption during rendezvous with an uncooperative target. It is expected that new 
mission applications will lead to new insights and new developments that expand the 
capabilities of the basic toolkit outlined in chapters 2 and 3. 

Use of sophisticated relative motion models 

The Yamanaka-Ankersen equations have been the method of choice for several 
projects, even though more sophisticated models of relative motion exist in the 
literature as discussed in section 1.2.3. Future projects should consider implementing 
and using these more accurate models for relative motion to improve the accuracy of 
relative navigation and potentially reduce propellant cost. The perturbation-free 
manoeuvre calculation algorithms presented in chapters 2 and 3 could be used in 
conjunction with higher-fidelity models similar to the methods proposed in 
[102,103,112]. The manoeuvre algorithms could also potentially be recast in terms of the 
more accurate theories, potentially leading to more accurate manoeuvres. The 
expected benefits of this approach must of course be traded against the expected effort, 
especially because thrusters typically introduce errors that are larger than the 
expected improvement in the accuracy of the calculation of the manoeuvres. 

Collision and conjunction analysis 

Conjunction analysis to determine the probability of on-orbit collisions makes use of 
three geometric filters to speed up the computational process. These filters are the 
apogee/perigee filter, the orbital path (or radius) filter and the time filter [208–210]. The 
non-linear definition of the relative elements C1, C2 and C3 in chapter 2 can be used to 
determine whether any two orbits intersect, and the location of the intersections if 
they do occur. If the orbits do not intersect, then the point of closest approach can be 
found. The expressions for both the intersection test and the determination of the 
intersection points are simple and computationally efficient. This means that these 
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tests can be used as a supplement to the existing three geometric filters for the 
identification of potential on-orbit collisions. A preliminary identification of the 
intersection points or close approaches needs to be followed up by a statistical 
analysis that includes the propagated orbit uncertainties. This analysis can be focused 
on a neighbourhood of the points that are identified rather than on the full orbit, 
potentially leading to a more computationally efficient algorithm. 

Applications beyond rendezvous 

In [70,211–216] the state transition matrix is used to compute various types of trajectory 
correction manoeuvres for interplanetary trajectories. It could be very interesting to 
study the application of the algorithms in chapters 2 and 3 to this problem. For 
example, non-drifting transfers could be used to change the arrival position without 
changing the overall transfer time, and the cotangential transfer could be used to 
slightly alter the semi-major axis of the transfer to change the arrival time. 
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7  
Afterword: 

Proba-3 retrospective 
The development time for Proba-3 is long compared to that of other missions, and 
especially when compared to that of the other Proba satellites. The mission analysis 
work presented in chapters 4 and 5 was performed almost 10 years ago. Although 
nothing has fundamentally changed in the overall mission concept, the mission 
analysis work has been updated for a new launch date and the development work on 
the on-board software has progressed. More details are now available on the 
implementation of the formation flying manoeuvres to be performed at apogee, that 
were only vaguely described in chapter 4, and guidance algorithms have been 
implemented for all phases. This section provides a brief retrospective on the 
development of Proba-3 and a summary of the status of the development of the 
guidance algorithms that flowed from the mission analysis work in chapters 4 and 5. 

The phase-A study for Proba-3 started in 2006, and analysis, design and development 
have been ongoing since then. The work presented in this thesis roughly corresponds 
to the baseline in 2012 at the time of the Preliminary Design Review. Since then, many 
changes have occurred in the mission design, and the launch date has been pushed 
back repeatedly. The formation geometry is dependent on the orbit that is selected and 
on the Sun direction with respect to the orbital plane, and this has meant that the 
mission analysis work had to be repeated several times. Some of the more interesting 
and important changes are discussed below.
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Figure 7.1: Early perigee pass trajectories featuring non-drifting transfers. Simulations run for five orbits 

after January 1, 2014.  

Early in the design process, non-drifting transfers such as described in chapter 3 were 
considered for the perigee pass. The advantage of such transfers is that the drift rate 
is zero, such that if the mid-course correction or the formation-establishing 
manoeuvre cannot be performed, the chaser remains close to the target. Strategies 
featuring non-drifting manoeuvres were eventually discarded because of the high 
propellant cost compared to that of the two-point transfer strategy. Figure 7.1 shows 
what such perigee-pass trajectories based on non-drifting trajectories could have 
looked like. The plot on the left-hand side shows a three-burn-per-orbit non-drifting 
trajectory, and the plot on the right-hand side shows a four-burn-per-orbit non-
drifting trajectory. Dark colours indicate the trajectories that are followed, while 
lighter colours indicate the continuation of those trajectories if no manoeuvres were 
performed. The circular black/grey trajectory (at the top) is the evolution of the Sun 
direction at the nominal inter-satellite distance of about 150 m. The red and blue (left 
plot), and the red, green, and blue (right plot) trajectories are segments of non-drifting 
trajectories that are followed during the perigee pass. 

A related concept that was investigated as an option for the parking orbit (an 
autonomously controlled alternative to the safe orbit) was the periodic Sun-pointing 
trajectory. The algorithms from section 2.4.3 were used to define trajectories that align 
with the Sun direction at apogee, such that for a limited number of orbits the chaser 
would return to the vicinity of the Sun direction when the formation returns to apogee. 
The advantage would be that high-precision relative measurements could be taken 
when the formation is close to alignment, without rotating the spacecraft too far away 
from the Sun direction (the maximum off-pointing angle is 30°). However, the periodic 
Sun-pointing orbit does not lead to workable solutions for all Sun-orbit geometries, 
and this concept was abandoned in favour of the safe orbit concept with a simpler 
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geometry described in section 5.2. This concept for the safe orbit has the formation 
align with the radial direction at apogee and perigee. 

The concept of a parking orbit and an autonomous return to nominal conditions was 
abandoned to simplify the software development work and reduce cost. Figure 7.2 
shows the initial concept for the formation reconfigurations. The nominal operations 
and the close safe orbit would be controlled on-board, and the far safe orbit would be 
a handover orbit from control by operators on Earth to autonomous control. The 
spacecraft would have had the capability to move from the close safe orbit to nominal 
operations autonomously (arrow: “start nominal operations”), and retreat safely to a 
safe orbit from the nominal formation orbit (arrow: “safe retreat”). The spacecraft 
would also have had the capabilities to compute transfers to perform CAM (arrow: 
“CAM”) and to shrink and control the safe orbit based on relative GPS measurements 
(arrows: “advance” and “retreat”). The abandonment of this concept has meant that 
the control of the safe orbit and the return from the safe orbit are now performed under 
control by operators on Earth. As such, these operations are now subject to scheduling 
constraints due to the need for ground communication. This makes the return from 
safe orbit operationally more complicated, more time-consuming, and more costly. 

 

Figure 7.2: Initial concept for formation reconfigurations.  

Another software mode that was removed to cut development cost is the attitude 
scanning manoeuvre that could be used to search for the other spacecraft with the 
camera sensor. Recall from section 4.2 that no relative measurements are available 
after the formation crosses the altitude of the GPS constellation. (This has been a 
design assumption; there were concerns that insufficient satellites would be visible or 
that the signals would be too weak to perform navigation using GPS side lobe 
navigation.) Acquiring camera sensor lock is essential to start the fine formation 
flying operations around apogee. The consequence is that all manoeuvre strategies 
need to consider the unknown dispersions (the knowledge error in relative position 
after the last relative measurement has been taken) at the end of the transfer; these 
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dispersions cannot be larger than the field of view of the camera to ensure that the 
camera can detect the other spacecraft and fine formation flying operations can begin. 

A quasi-omnidirectional sensor, the FFRF (Formation Flying Radio Frequency 
instrument) like the one flown on the PRISMA mission [207], was originally intended 
to be used on Proba-3. This sensor was ultimately removed because of performance 
and mass issues, which means that the formation needs to fly without relative sensor 
measurements during portions of the nominal orbit, due to sensor and attitude 
constraints. Recall from chapter 4 that the formation is in free flight during the perigee 
pass, and the spacecraft cannot turn farther away from the Sun than 30°, while the 
camera has a field of view of 5°. Relative GPS measurements are not available when 
the formation is above the altitude of the GPS constellation. The formation break 
manoeuvre DTM1 that initiates the perigee pass needs to be performed more 
accurately, and relative measurements need to be performed after that manoeuvre is 
performed, to ensure that the knowledge of the relative state is good enough at the 
time of the formation acquisition to acquire metrology. The removal of the FFRF also 
removes an independent chain of measurements that could be used as input to 
perform collision detection. Omnidirectional sensors simplify any formation flying 
mission design and it is recommended to consider such sensors for future missions. 

 

 

Figure 7.3: Location of customer, contractor and subcontractors involved in Proba-3.  

The development of Proba-3 has taken much longer than other demonstrator 
missions. There are several factors that have contributed to the long development 
time. Firstly, the technology for high-precision formation flying did not exist yet in 
2006 and had to be developed. Secondly, there are no external constraints on the 
launch date. Interplanetary missions typically require a specific conjunction that may 
occur only once every few years or even decades, and this puts a hard deadline on the 
mission development. Proba-3 clearly does not have any constraints on the launch 
date, such that studies and design changes could be performed and extended without 



7. Afterword  159 

 

159 

 

 

 

 

 

 

 

7 

 

 

serious consequences. The interest in Proba-3 from industry has been strong, and this 
has led to the formation of a large consortium. At the time of writing, the consortium 
is led by SENER, with the following subcontractors (in alphabetical order): Elecnor 
Deimos (formerly Deimos, Tres Cantos, Spain), Airbus Defence and Space (formerly 
EADS-CASA Espacio, Madrid, Spain), GMV (Tres Cantos, Spain), NGC Aerospace 
(Sherbrooke, Canada), OHB-Sweden (Stockholm, Sweden), Redwire Space (formerly 
QinetiQ Space NV, Kruibeke, Belgium) and Spacebel (Liège, Belgium). Figure 7.3 shows 
the location of the customer (ESA), the main contractor and the subcontractors. In 
addition to the management challenges that are inherent to a large consortium, the 
prime contractor has also changed. Initially it was OHB-Sweden (SSC at the time), then 
ESA briefly took on the role before SENER took over. Obviously, knowledge had to be 
transferred between different companies, and know-how was inevitably lost during 
this process. The duration of the project itself eventually became an obstacle as well, 
as many of the original engineers left the project (and sometimes their company) and 
others came in; know-how had to be re-acquired and project decisions that once 
seemed reasonable and justifiable would potentially need revisiting. Compare this to 
the development process of some of the CubeSat formation-flying missions: these are 
small, fast, and cheap, and often under the control of a single company or university. 
All these aspects make both project management and knowledge management much 
more tractable. It is interesting to again refer to the initial feasibility study for Proba-
3: a small satellite mission that would be launched into GTO as a piggyback payload 
[26]. Seen in this light and observing the successes of small formation-flying missions, 
this approach could still be successfully pursued in the future. 

Apart from the formation definition and the formation manoeuvres, most of the 
guidance algorithms have changed little from the versions presented in chapter 4. The 
formation definition uses the virtual structure approach. A global formation reference 
frame is defined for the formation, and the relative position and orientation of each of 
the spacecraft in this frame is defined by the required inter-satellite distance and the 
alignment of the relative sensors. All formation demonstration manoeuvres change 
the inter-satellite distance, the orientation of the global formation reference frame 
with respect to the inertial frame, or both. The required acceleration to be applied by 
the spacecraft is determined from the kinematic relations between the motion of the 
spacecraft and the motion of the global formation reference frame and the change in 
inter-satellite distance.
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A Review of relative motion dynamics 

The theory of linearization in the context of orbital dynamics is briefly reviewed. The 
relative motion around circular orbits is described by the Hill-Clohessy-Wiltshire 
equations [149]. These equations can be recast in terms of relative orbital elements. 
Manoeuvres and trajectories that are useful for rendezvous and formation flying in 
circular orbits are reviewed, and the basic theory for linearized relative motion around 
eccentric orbits is described. 

A.1 Orbital dynamics and linearization 

This brief exposition uses the ideas and notation set out in [217]. The first paragraphs 
below follow the discussion of variational equations and the state transition matrix 
(called matrizant in the reference) in [218]. The Kepler problem is an example of an 
initial value problem described by an ordinary differential equation that can be written 
in the following form: 

 �̇� = 𝒇(𝐱), 𝐱(𝑡0) = 𝐱0 ∈ ℝ
2𝑛, 𝑛 = 3 (A.1) 

The solution of the differential equation defines a mapping (or a one-parameter family 
of mappings) which takes the initial state to later points along the trajectory: 

 𝐱 = 𝝋𝑡(𝐱0), 𝑡 ∈ ℝ (A.2) 

The map 𝝋𝑡 is the flow map of the system. The equations of motion can be linearized 
around a known solution of the system to form the variational equations: 

 𝛿�̇� = 𝐀(𝑡)𝛿𝐱 (A.3) 

where 

 𝐀(𝑡) =
𝝏𝒇

𝝏𝐱
  

The variational equations can be integrated to yield the state transition matrix 𝚽𝑡0→𝑡, 
which is a linear map that maps a small variation of the initial state to the state at a 
later moment in time. Alternatively, the state transition matrix can be viewed as the 
variation of the flow map with respect to the initial state: 

 𝛿𝐱 = 𝚽𝑡0→𝑡𝛿𝐱𝟎 (A.4) 

where 
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 𝚽𝑡0→𝑡 =
𝝏𝝋𝒕
𝝏𝒙

|
𝒙𝟎

  

Figure A.1 summarizes the different routes to finding the solution of the variational 
equations in a diagram. The full nonlinear dynamical differential equations are on the 
top left. Integration (moving to the right) leads to the flow map 𝝋, while linearization 
(moving down) leads to the linearized differential equations of motion. The linearized 
equations of motion can be integrated (moving to the right) to obtain the state 
transition matrix 𝚽𝑡0→𝑡. The flow map can also be linearized to yield the state 
transition matrix. 

 

Figure A.1: Diagram of dynamical equations and variational equations.  

The Kepler problem is integrable, and the flow map can conveniently be written as a 
composition of maps as follows: 

 𝝋𝑡(𝐱0) = 𝒃 ∘ 𝒌(𝑡) ∘ 𝒃
−1(𝐱0) (A.5) 

The map 𝒃 maps orbital elements 𝛂 to Cartesian coordinates 𝐱: 

 𝐱 = 𝒃(𝛂) (A.6) 

The map 𝒌 maps orbital elements from the initial time to the current time and can be 
thought of as the flow map for the orbital elements. The map 𝒌 can be interpreted as 
the flow map of the Kepler problem in the space defined by the orbital elements. For 
the two-body problem the map 𝒌 is given by Kepler’s equation. Equation (A.5) 
summarizes the procedure for (analytically) propagating a reference orbit in the two-
body problem, which is as follows. First, the initial state (position and velocity) in 
Cartesian, inertial coordinates is transformed to orbital elements. Next, the true 
anomaly is propagated from the initial time to the reference time. Finally, the orbital 
elements are transformed back to position and velocity in Cartesian, inertial 
coordinates. 
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The state transition matrix can be found by taking the first variation of each of these 
transformations, as follows: 

 𝚽𝑡0→𝑡 = 𝐁𝐊𝐁
−1 = (

𝝏𝒃

𝝏𝐱
)|
𝑡
(
𝝏𝒌(𝑡)

𝝏𝛂
)|
𝑡0

(
𝝏𝒃

𝝏𝐱
)
−1

|
𝑡0

 (A.7) 

This is the approach followed in [146] to find the state transition matrix for the two-
body problem in the inertial frame. The approach is based on [218], updated to modern 
terminology and notation. In orbital rendezvous the relative motion is customarily 
studied in the local vertical, local horizontal frame. The variational equations also take 
a simpler form in the LVLH-frame, and it appears that the simplest way to solve the 
equations of motion is in the LVLH-frame. 

A.2 LVLH and tangential or flight-path reference frames 

The LVLH-frame is a local orbital frame the origin of which is located at the centre of 
mass of the target spacecraft. The z-axis points towards the centre of Earth, the y-axis 
points in the direction opposite to the orbital angular momentum vector and the x-
axis completes the right-handed frame. The advantage of the LVLH-frame in the two-
body problem is that the central force is directed along the z-axis of that frame, and 
only changes in magnitude. 

The tangential or flight-path reference frame is also a local orbital frame. The origin 
is located at the centre of mass of the target. The x-axis points in the direction of the 
orbital velocity vector of the target, the y-axis points in the direction opposite to the 
orbital angular momentum vector and the z-axis completes the right-handed frame. 
The relationship between the tangential frame and the LVLH-frame is examined in 
section 2.8. Figure A.2 shows the orbit in space and the LVLH- and tangential reference 
frames. 

 
 

Figure A.2: Orbit in space (left) and orbital reference frames (right).  
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A position vector in the inertial frame is rotated to the LVLH-frame using a rotation 
matrix. 

 𝐫𝐿𝑉𝐿𝐻 = 𝐑𝐼→𝐿𝑉𝐿𝐻𝐫𝐼 (A.8) 

Two conventions are used for rotation matrices. Compound rotations that link specific 
frames, such as in equation (A.8), are expressed as follows. The rotation matrix is 
expressed using a subscript indicating the original frame, an arrow, and the target 
frame. Basic rotations (rotations around one of the axes of the coordinate system) are 
expressed with the axis around which the rotation takes place in a subscript and with 
the rotation angle as a function argument. The basic rotations are as follows: 

 

𝐑𝑥(𝜙) = [
1 0 0
0 cos𝜙 − sin𝜙
0 sin𝜙 cos𝜙

] , 𝐑𝑦(𝜙) = [
cos𝜙 0 sin𝜙
0 1 0

− sin𝜙 0 cos𝜙
] ,

𝐑𝑧(𝜙) = [
cos𝜙 − sin𝜙 0
sin𝜙 cos𝜙 0
0 0 1

] 

(A.9) 

Note that the rotations expressed by these matrices are coordinate frame 
transformations, also referred to as a passive or alias transformation. For an 
unperturbed Kepler orbit the rotation matrix from the inertial frame to the LVLH-
frame can be decomposed into a constant part and a non-constant part. 

 𝐑𝐼→𝐿𝑉𝐿𝐻 = 𝐑𝑦(−𝜗)𝐑𝐼→𝜋 (A.10) 

where 

 𝐑𝐼→𝜋 = 𝐑𝑧 (
𝜋

2
)𝐑𝑦 (−

𝜋

2
)𝐑𝑧(𝜔)𝐑𝑥(𝑖)𝐑𝑧(𝛺)  

A state vector consists of both position and velocity components, and the velocity in 
the LVLH-frame is given by: 

 𝐯𝐿𝑉𝐿𝐻 = −𝛀𝐿𝑉𝐿𝐻→𝐼,𝐿𝑉𝐿𝐻𝐑𝐼→𝐿𝑉𝐿𝐻𝐫𝐼 + 𝐑𝐼→𝐿𝑉𝐿𝐻�̇�𝐼 (A.11) 

where 

 
𝛀𝐿𝑉𝐿𝐻→𝐼,𝐿𝑉𝐿𝐻 = [𝛚𝐿𝑉𝐿𝐻→𝐼,𝐿𝑉𝐿𝐻]× 

[ ]× is the cross-product in matrix form 
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𝛚𝐿𝑉𝐿𝐻→𝐼,𝐿𝑉𝐿𝐻 = �̇� [
0
−1
0
] 

The case of relative motion around orbits perturbed by the oblateness of the central 
body (expressed as the J2-effect) are treated in [6]. The state vector in the LVLH-frame 
can now be expressed as a linear transformation of the state vector in the inertial 
frame by assembling the transformation matrix 𝐓. 

 𝐱𝐿𝑉𝐿𝐻 = 𝐓𝐼→𝐿𝑉𝐿𝐻𝐱𝐼 (A.12) 

where 

 

𝐓𝐼→𝐿𝑉𝐿𝐻 = [
𝐑𝐼→𝐿𝑉𝐿𝐻 𝟎

−𝛀𝐿𝑉𝐿𝐻→𝐼,𝐿𝑉𝐿𝐻𝐑𝐼→𝐿𝑉𝐿𝐻 𝐑𝐼→𝐿𝑉𝐿𝐻
] 

𝐓𝐼→𝐿𝑉𝐿𝐻
−1 = [

𝐑𝐼→𝐿𝑉𝐿𝐻
−1 𝟎

𝐑𝐼→𝐿𝑉𝐿𝐻
−1 𝛀𝐿𝑉𝐿𝐻→𝐼,𝐿𝑉𝐿𝐻 𝐑𝐼→𝐿𝑉𝐿𝐻

−1 ] 
 

 

A.3 Variational equations 

The variational equations are most easily obtained in the inertial frame because 
relative motion in the inertial frame does not involve fictitious forces. The linearized 
equations of motion for relative dynamics are obtained from equation (A.3), dropping 
the δ that indicates the infinitesimal changes that are invoked in the linearization 
process. 

 �̇�𝐼 = 𝐀𝐼𝐱𝐼 (A.13) 

This equation can be written in component form as follows: 

 
𝑑

𝑑𝑡
[
𝐫
𝐯
] = [

𝟎 𝐈
𝐆𝐼 𝟎

] [
𝐫
𝐯
] (A.14) 

where 

 𝐆𝐼 =
𝜇

𝑅5
[
3𝑋2 − 𝑅2 3𝑋𝑌 3𝑋𝑍
3𝑋𝑌 3𝑌2 − 𝑅2 3𝑌𝑍
3𝑋𝑍 3𝑌𝑍 3𝑍2 − 𝑅2

]  

The matrix 𝐆𝐼 is the gravity gradient matrix for the two-body problem in inertial space. 
The letters X, Y, Z and R are components of the inertial position vector and the orbital 
radius, respectively. Capital letters are used to distinguish them from the components 
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of the relative state vector and the magnitude of the relative position vector. The 
linearized equations of motion in the LVLH-frame are obtained from the equations of 
motion in the inertial frame by considering the first derivative of the transformation 
of the state vector from equation (A.12): 

 �̇�𝐿𝑉𝐿𝐻 = �̇�𝐱𝐼 + 𝐓�̇�𝐼 (A.15) 

Substitution of equations (A.13) and (A.12) leads to the following expression for the 
equations of relative motion in the LVLH-frame: 

 �̇�𝐿𝑉𝐿𝐻 = (�̇�𝐓
−1 + 𝐓𝐀𝐼𝐓

−1)𝐱𝐿𝑉𝐿𝐻 = 𝐀𝐿𝑉𝐿𝐻𝐱𝐿𝑉𝐿𝐻 (A.16) 

The components of the linearized relative dynamics matrix in the LVLH-frame are: 

 𝐀𝐿𝑉𝐿𝐻 = [
𝟎 𝐈

𝐆𝐿𝑉𝐿𝐻 − 𝛀
𝟐 − �̇� −2𝛀

] (A.17) 

where 

 

𝛀 = �̇� [
0 0 −1
0 0 0
1 0 0

] 

𝛀2 = �̇�2 [
−1 0 0
0 0 0
0 0 −1

] 

�̇� = �̈� [
0 0 −1
0 0 0
1 0 0

] 

 

The gravity gradient matrix in the LVLH-frame can be obtained by rotating the gravity 
gradient matrix in the inertial frame provided in equation (A.14) to the LVLH-frame, 
but one can also observe that the orbital position vector expressed in the LVLH-frame 
is [0 0 −𝑅]𝑇. From this observation one deduces that the gravity-gradient matrix in 
the LVLH-frame must be: 

 𝐆𝐿𝑉𝐿𝐻 =
𝜇

𝑅3
[
−1 0 0
0 −1 0
0 0 2

]  (A.18) 

The linearized relative dynamics matrix in the LVLH-frame is [145]: 
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 𝐀𝐿𝑉𝐿𝐻 =

[
 
 
 
 
 
 

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

𝜔2 − 𝑘𝜔
3
2 0 �̇� 0 0 2𝜔

0 −𝑘𝜔
3
2 0 0 0 0

−�̇� 0 2𝑘𝜔
3
2 +𝜔2 −2𝜔 0 0 ]

 
 
 
 
 
 

 (A.19) 

where 

 

𝜇

𝑅3
= 𝑘𝜔

3
2, �̇� = 𝜔 = 𝑘2𝜌2, 𝑘2 = √

𝜇

𝑝3
, 

𝜌 = 1 + 𝑒 cos𝜗 , �̇�2 = 𝜔2, �̈� = �̇� 

 

 

A.4 Solution for relative motion around a circular orbit 

It is instructive to review the dynamics of circular orbit rendezvous and the 
manoeuvres and trajectories that apply. The relative dynamics in a circular orbit 
follow from the general linearized relative dynamics in equation (A.19) by letting the 
eccentricity tend to zero. 

 𝐀𝑖.𝑝. = [

0 0 1 0
0 0 0 1
0 0 0 2𝑛
0 3𝑛2 −2𝑛 0

] , 𝐀𝑜.𝑝. = [
0 1
−𝑛2 0

] (A.20) 

where 

 𝑛 = √
𝜇

𝑅3
=
2𝜋

𝑇
  

Here, 𝑛 is the orbital mean motion. The dynamics matrix can be placed into (real) 
Jordan canonical form by finding a (real) invertible matrix 𝐏 that puts 𝐉 into a block 
diagonal form, which only contains non-zero off-diagonal terms for coupled 
eigenvalues. 

 𝐉 = 𝐏−1𝐀𝐏 (A.21) 

The in-plane decomposition contains two pairs of eigenvalues, the first pair is a 
coupled eigenvalue equal to zero, with a coupling factor equal to − 3

2
𝑛, and the second 

pair has the values ±𝑛𝑖. The coupling factor indicates growth over time whereas the 
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imaginary second pair indicates the presence of an oscillation. The decomposition can 
be written in real form as follows: 

 

𝐏𝑖.𝑝. =

[
 
 
 
 
0 1 2 0
−1 0 0 −1

−
3

2
𝑛 0 0 −2𝑛

0 0 −𝑛 0 ]
 
 
 
 

, 𝐏𝑖.𝑝.
−1 = [

0 −4 2𝑛−1 0
1 0 0 2𝑛−1

0 0 0 −𝑛−1

0 3 −2𝑛−1 0

], 

𝐉𝑖.𝑝. =

[
 
 
 
 
0 0 0 0

−
3

2
𝑛 0 0 0

0 0 0 −𝑛
0 0 𝑛 0 ]

 
 
 
 

 

(A.22) 

The out-of-plane decomposition contains a single pair of eigenvalues with values ±𝑛𝑖. 
This indicates that the out-of-plane motion is governed by an oscillation. 

 𝐏𝑜.𝑝. = [
0 −𝑛
𝑛 0

] , 𝐏𝑜.𝑝.
−1 = [ 0 𝑛−1

−𝑛−1 0
] , 𝐉𝑜.𝑝. = [

0 𝑛
−𝑛 0

] (A.23) 

The system is solved by taking the matrix exponential, as follows: 

 𝑒𝐉𝑖.𝑝.Δ𝑡 =

[
 
 
 
 

1 0 0 0

−
3

2
𝑛Δ𝑡 1 0 0

0 0 cos 𝑛Δ𝑡 − sin 𝑛Δ𝑡
0 0 sin 𝑛Δ𝑡 cos 𝑛Δ𝑡 ]

 
 
 
 

, 𝑒𝐉𝑜.𝑝.Δ𝑡 = [
cos 𝑛Δ𝑡 sin 𝑛Δ𝑡
− sin 𝑛Δ𝑡 cos 𝑛Δ𝑡

] (A.24) 

The link to the relative orbital elements can be made by observing that the matrix of 
sines and cosines of the transfer angle can be written in terms of the initial and the 
terminal angle (that is to say, Δ𝑡 = 𝑡1 − 𝑡0): 

 [
cos 𝑛Δ𝑡 − sin 𝑛Δ𝑡
sin𝑛Δ𝑡 cos 𝑛Δ𝑡

] = [
cos𝑛𝑡1 −sin𝑛𝑡1
sin𝑛𝑡1 cos 𝑛𝑡1

] [
cos 𝑛𝑡0 sin𝑛𝑡0
−sin𝑛𝑡0 cos𝑛𝑡0

] (A.25) 

In this way, the rotations can be absorbed into the transformation matrices. The in-
plane transformation matrix 𝐁, its inverse and the transition matrix 𝐊 for the 
transformed space become: 

 𝐁𝑖.𝑝. =

[
 
 
 
 
0 1 2 cos 𝑛𝑡1 −2 sin𝑛𝑡1
−1 0 −sin 𝑛𝑡1 −cos𝑛𝑡1

−
3

2
𝑛 0 −2𝑛 sin𝑛𝑡1 −2𝑛 cos𝑛𝑡1

0 0 −𝑛 cos 𝑛𝑡1 𝑛 sin 𝑛𝑡1 ]
 
 
 
 

 (A.26) 
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  𝐁𝑖.𝑝.
−1 =

[
 
 
 
0 −4 2𝑛−1 0
1 0 0 2𝑛−1

0 3 sin𝑛𝑡0 −2𝑛−1 sin 𝑛𝑡0 −𝑛−1 cos 𝑛𝑡0
0 3 cos 𝑛𝑡0 −2𝑛−1 cos 𝑛𝑡0 𝑛−1 sin𝑛𝑡0 ]

 
 
 
 

  𝐊𝑖.𝑝. =

[
 
 
 
 1 −

3

2
𝑛(𝑡1 − 𝑡0) 0 0

0 1 0 0
0 0 1 0
0 0 0 1]

 
 
 
 

 

Similarly, the out-of-plane transformation matrix 𝐁, its inverse and the transition 
matrix 𝐊 become: 

 
𝐁𝑜.𝑝. = [

sin𝑛𝑡1 −cos𝑛𝑡1
𝑛 cos 𝑛𝑡1 𝑛 sin𝑛𝑡1

] , 𝐁𝑜.𝑝.
−1 = [

sin𝑛𝑡0 𝑛−1 cos 𝑛𝑡0
−cos 𝑛𝑡0 𝑛−1 sin𝑛𝑡0

] 

𝐊𝑜.𝑝. = [
1 0
0 1

] 

(A.27) 

The new coordinates can be identified as relative orbital elements, organized into a 
vector with the relative semi-major axis, relative mean longitude, the components of 
the relative eccentricity vector and the components of the relative inclination vector: 

 𝛅𝛂 = [𝛿𝑎 𝛿𝜆 𝛿𝑒𝑥 𝛿𝑒𝑧 𝛿𝑖𝑥 𝛿𝑖𝑧] (A.28) 

 

A.5 Relative motion around an elliptical orbit 

Solving the linearized relative motion around an unperturbed Keplerian orbit has 
proven to be difficult, and many different approaches have been tried. Alfriend [6] 
provides a brief overview of conic state transition matrices. As Yamanaka and 
Ankersen [145] and Carter [69] point out, the main difficulty lies in obtaining a closed-
form, singularity-free expression for an integral term occurring in the solution. The 
approach discussed by Yamanaka and Ankersen [145] and Carter [69] performs a 
transformation of the relative position vector, scaled by the radius of the reference 
orbit, and switches the independent variable from time to the true anomaly of the 
reference orbit. This leads to expressions for the equations of relative motion that are 
quite simple and succinct, but that are apparently quite difficult to solve. Interestingly, 
an alternative approach to find the state transition matrix is presented by Stern [70]. 
Stern [70] does not transform the equations of relative motion and solves the equations 
directly. The derivation of the solution for the state transition matrix by Stern [70] is 
lengthy but consists only of elementary steps. The work by Stern [70] is concerned 
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with finding trajectory correction manoeuvres for interplanetary trajectories, and as 
such may have gone unnoticed in the rendezvous community. 

The analyses performed in this thesis have used the state transition matrix for 
elliptical orbits that was found by Yamanaka and Ankersen [145]. The solution takes 
the following form: 

 𝐱1 = 𝚽𝑡0→𝑡1𝐱0 = 𝐓𝜗
−1𝚽𝜗1𝚽𝜗0

−1𝐓𝜗0𝐱0 (A.29) 

The transition matrix is composed of a scaling matrix 𝐓ϑ, the fundamental solution 
matrix 𝚽𝜗 for the scaled coordinates and their respective inverse matrices. The 
scaling matrix 𝐓ϑ and its inverse are: 

 𝐓𝜗
−1 = [

𝜌−1𝐈 𝟎

𝑘2𝑒 sin𝜗  𝐈 𝑘2𝜌 𝐈
] , 𝐓𝜗 = [

𝜌𝐈 𝟎

−𝑒 sin𝜗  𝐈 𝑘−2𝜌−1 𝐈
] (A.30) 

The fundamental solution matrix for the scaled coordinates takes a particularly 
simple form. 

 
𝚽𝜗,𝑖𝑝 =

[
 
 
 
1 −𝑐(1 + 𝜌−1) 𝑠(1 + 𝜌−1) 2𝜌2𝐽
0 𝑠 𝑐 2 − 3𝑒𝑠𝐽

0 2𝑠 2𝑐 − 𝑒 3(1 − 2𝑒𝑠𝐽)

0 𝑠′ 𝑐′ −3𝑒(𝑠′𝐽 + 𝑠𝜌−2)]
 
 
 

 

𝚽𝜗,𝑜𝑝 = [
cos 𝜗 sin 𝜗
−sin𝜗 cos 𝜗

] 

(A.31) 

where 

 
𝐽 = 𝑘2𝑡, 𝑐 = 𝜌 cos 𝜗 , 𝑠 = 𝜌 sin 𝜗, 

𝑐′ = −(sin𝜗 + 𝑒 sin2𝜗), 𝑠′ = cos𝜗 + 𝑒 cos 2𝜗 
 

The inverse of the fundamental solution matrix is: 

 
𝚽𝜗,𝑖𝑝
−1 = 𝜂−2

[
 
 
 
 
 
 
 𝜂
2 3𝑒 (

𝑠

𝜌
) (1 + 𝜌−1) −𝑒𝑠(1 + 𝜌−1) −𝑒𝑐 + 2

0 −3(
𝑠

𝜌
) (1 + 𝑒2𝜌−1) 𝑠(1 + 𝜌−1) 𝑐 − 2𝑒

0 −3(
𝑐

𝜌
+ 𝑒) 𝑐(1 + 𝜌−1) + 𝑒 −𝑠

0 3𝜌 + 𝑒2 − 1 −𝜌2 𝑒𝑠 ]
 
 
 
 
 
 
 

,

𝚽𝜗,𝑜𝑝
−1 = [

cos𝜗 −sin𝜗
sin𝜗 cos 𝜗

] 

(A.32) 
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It is in fact possible to absorb the scaling matrix into the fundamental solution matrix 
and to factor the fundamental solution matrix into a periodic matrix that contains only 
functions of the true anomaly and a non-periodic matrix that is near-diagonal and 
that contains only functions of time. The former is the transformation matrix 𝐁 from 
the Yamanaka Ankersen integration constants or Yamanaka Ankersen elements 
(referred to as the pseudo-initial values in [145]) and the latter is the Yamanaka 
Ankersen element transition matrix 𝚽𝑦. In this factorization the state transition 
matrix becomes: 

 𝐱1 = 𝚽𝑡0→𝑡1𝐱0 = 𝐁1𝚽𝑦,𝑡0→𝑡1𝐁0
−1𝐱0 (A.33) 

The Yamanaka-Ankersen elements are related to the Keplerian relative orbital 
elements, and the transformations can be found in section 2.9. The transformation 
matrix from the Yamanaka-Ankersen elements to the Cartesian relative state vector 
is: 

 𝐁 = [
𝐛1 𝐛2 𝐛3 𝐛4 𝟎4×1 𝟎4×1
𝟎2×1 𝟎2×1 𝟎2×1 𝟎2×1 𝐛5 𝐛6

] (A.34) 

where 

 

𝐛1 = [𝜌
−1 0 𝑘2𝑒 sin 𝜗 0]𝑇 

𝐛2 = [cos 𝜗 (1 + 𝜌
−1) sin 𝜗 𝑘2(𝜌2 + 1) sin 𝜗 𝑘2𝜌2 cos 𝜗]𝑇 

𝐛3 = [sin 𝜗 (1 + 𝜌
−1) cos 𝜗 𝑘2{(𝜌2 + 1) sin𝜗 + 𝑒} −𝑘2𝜌2 sin𝜗]𝑇 

𝐛4 = [0 2𝜌−1 3𝑘2𝜌 −𝑘2𝑒 sin 𝜗]𝑇 

𝐛5 = [𝜌
−1 cos 𝜗 𝑘2 sin 𝜗]𝑇 

𝐛6 = [𝜌
−1 sin 𝜗 𝑘2(cos𝜗 + 𝑒)]𝑇 

 

The inverse transformation matrix (from the Cartesian relative state vector to the 
Yamanaka-Ankersen elements) is: 

 𝐁−1 =

[
 
 
 
 
 
 
𝐛1
−1 𝟎1×2
𝐛2
−1 𝟎1×2
𝐛3
−1 𝟎1×2
𝐛4
−1 𝟎1×2
𝟎1×4 𝐛5

−1

𝟎1×4 𝐛6
−1 ]

 
 
 
 
 
 

 (A.35) 

where 
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𝐛1
−1 = 𝜂−2[2𝜌 − 𝜂2 + 𝜌2(1 − 𝜌) (𝜌 + 1)2𝑒 sin 𝜗 −𝑘−2𝑒 sin 𝜗 (1 + 𝜌−1) 𝑘−2𝜌−1(2 − 𝑒𝑐)] 
𝐛2
−1 = 𝜂−2[−𝑒(1 + 𝜌) − (1 − 𝜌2) cos𝜗 −{(𝜌 + 1)2 − 𝜂2} sin 𝜗 𝑘−2 sin𝜗 (1 + 𝜌−1) 𝑘−2𝜌−1(𝑐 − 2𝑒)] 
𝐛3
−1 = 𝜂−2[(𝜂2 − 𝜌2) sin 𝜗 −(𝜌 + 2)𝑐 − 2𝑒𝜌 𝑘−2𝜌−1{(𝜌 + 1) cos𝜗 + 𝑒} −𝑘−2 sin𝜗] 

𝐛4
−1 = 𝜂−2[𝜌2𝑒 sin𝜗 𝜌2(1 + 𝜌) −𝑘−2𝜌 𝑘−2𝑒 sin𝜗]𝑇 

𝐛5
−1 = [cos𝜗 + 𝑒 −𝑘−2𝜌−1 sin 𝜗]𝑇 

𝐛6
−1 = [sin 𝜗 −𝑘−2𝜌−1 cos𝜗]𝑇 

 

The Yamanaka-Ankersen element transition matrix is given by: 

 𝚽𝑦,𝑖𝑝 = [

1 0 0 3𝐽
0 1 0 −3𝐽𝑒
0 0 1 0
0 0 0 1

] , 𝚽𝑦,𝑜𝑝 = [
1 0
0 1

] (A.36) 
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B Two-point transfer manoeuvres 

The two-point transfer manoeuvre is used to find a transfer trajectory between an 
initial state vector and a terminal state vector that are given at a fixed initial and final 
time (which means that the transfer time is fixed). This section provides a description 
of the two-point transfer algorithm and discusses its applications and limitations. The 
core of the two-point transfer algorithm is based on the inversion of one of the 
partitions of the state transition matrix (specifically, the (r, v) block). Singularities 
exist in the algorithm. These singularities occur because the determinant used to 
compute the matrix inverse may contain zeros. 

The two-point transfer algorithm is a well-known solution for computing manoeuvres 
[134,211,213]. Impulsive manoeuvres are defined as follows. 

 𝚫𝐯 = 𝐯+ − 𝐯− (B.1) 

where 

 

𝐯− is the velocity immediately before the application of the impulsive 
manoeuvre, 

𝐯+ is the velocity immediately after the application of the impulsive 
manoeuvre. 

 

The two-point transfer solution is most easily found by examining the following 
partitions of the state transition matrix. The state transition matrix 𝚽𝑡1→𝑡2 is 
partitioned into position and velocity components. 

 𝚽𝑡1→𝑡2 = [
𝚽𝑟𝑟 𝚽𝑟𝑣

𝚽𝑣𝑟 𝚽𝑣𝑣
] (B.2) 

Each of the partitions is a 3 by 3 matrix. The partitions of the state transition matrix 
establish relations between the initial position and velocity and the final position and 
velocity: 

 
𝐫2 = 𝚽𝑟𝑟𝐫1 +𝚽𝑟𝑣𝐯1

+ 

𝐯2
− = 𝚽𝑣𝑟𝐫1 +𝚽𝑣𝑣𝐯1

+ 
(B.3) 

The velocity after the first impulsive manoeuvre is found by re-arranging the first of 
equations (B.3), and the velocity immediately before the second impulsive manoeuvre 
is found by substituting this result in the second of equations (B.3). 
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𝐯1
+ = 𝚽𝑟𝑣

−1(𝐫2 −𝚽𝑟𝑟𝐫1) 

𝐯2
− = (𝚽𝑣𝑟 −𝚽𝑣𝑣𝚽𝑟𝑣

−1𝚽𝑟𝑟)𝐫1 
(B.4) 

The inverse of the (r, v) block of the state transition matrix is given by: 

 

𝚽𝑟𝑣,𝑖𝑝
−1 =

𝑘2𝜌1𝜌2
Δ

[
𝜑11
−1 𝜑12

−1

𝜑21
−1 𝜑22

−1] 

𝚽𝑟𝑣,𝑜𝑝
−1 =

𝑘2𝜌1𝜌2
sin 𝛼

 

(B.5) 

where 

 

Δ = {2(1 + e2) + 3(𝜌1 + 𝜌2) + 2𝑒
2 cos 𝛼}(1 − cos 𝛼)

+ 3𝑒(sin 𝜗2 − sin 𝜗1) sin 𝛼

− 3𝜌1𝜌2{sin 𝛼 + (1 + 𝜌1)𝑒 sin 𝜗2 − (1 + 𝜌2)𝑒 sin 𝜗1}𝐽 

𝜑11
−1 = −3𝐽𝑒2𝑠1𝑠2 − 2𝑒(𝑠2 − 𝑠1) + 𝜌1𝜌2 sin 𝛼 

𝜑12
−1 = −2𝜌2

2 + 𝜌1(𝜌1 − 1) + 𝜌1(𝜌2 + 1) cos 𝛼 − 3𝑒𝜌2
2𝑠1𝐽 

𝜑21
−1 = 2𝜌1

2 − 𝜌2(𝜌2 − 1) − 𝜌2(𝜌1 + 1) cos 𝛼 − 3𝑒𝜌1
2𝑠2𝐽 

𝜑22
−1 = 𝑒 sin 𝜗2 (𝜌2 + 1) − 𝑒 sin 𝜗1 (𝜌1 + 1) + (𝜌1 + 1)(𝜌2 + 1) sin 𝛼

− 3𝜌1
2𝜌2

2𝐽 

𝛼 = 𝜗2 − 𝜗1 

𝑠 = 𝜌 sin 𝜗 

 

The in-plane and out-of-plane motions are decoupled, so separate inverses are 
provided for each. Both the in-plane and the out-of-plane inverse matrices contain 
common factors, and both feature a denominator. The denominator is a factor of the 
determinant of the matrix to be inverted, and division by the denominator is part of 
the matrix inversion. However, the denominator of both the in-plane and the out-of-
plane inverse matrix can become zero. When the denominator becomes zero, a 
singularity occurs in the algorithm. 

Figure B.1 shows the zeros in the denominator that multiplies the in-plane matrix 
inverse. The plot is parameterised by the true anomaly of the first manoeuvre. The 
eccentricity in this figure is equal to 0.1, but the qualitative picture is the same for all 
eccentricities. The in-plane manoeuvre becomes singular for transfer times that are 
integer multiples of the orbital period. In addition, there is a singularity for a transfer 
time between one and two revolutions whose exact location depends on the initial 
true anomaly. 
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Figure B.1: Graph of in-plane denominator Δ. Zeros lead to singularities in two-point transfer algorithm.  

The denominator for the out-of-plane matrix becomes zero whenever the transfer 
angle is equal to 180° (plus any number of full revolutions). Note that a transfer angle 
of 180° is not necessarily equal to a transfer time of half an orbital period; this is only 
the case for transfers that start and end at apogee or perigee. 

Manoeuvre planning can be separated for the in-plane and the out-of-plane 
manoeuvres. For Proba-3 however only two-point transfers that affect both the in-
plane and the out-of-plane directions are considered, such that both the in-plane and 
the out-of-plane singularities must be avoided. 

The two-point transfer ΔV’s can be re-cast in terms of a state defect expressed in terms 
of the Yamanaka-Ankersen elements as follows: 

 [
𝚫𝐯1
𝚫𝐯2

] = 𝐌1→2{𝚽𝐽,0→3
−1 𝐲3 − 𝐲0} (B.6) 

where 

 𝐌1→2 = [
𝚽𝑟𝑣
−1𝐁𝑟,2

𝐁𝑣,2 −𝚽𝑣𝑣𝚽𝑟𝑣
−1𝐁𝑟,2

]𝚽𝐽,0→2  

This function provides the two-point transfer manoeuvre matrix M1->2. The proof of 
equation (B.6) is obtained following the derivation of the two-point transfer algorithm 
in a slightly more general setting. The state vector at some time 3 after the two-point 
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transfer can be written as a function of the state at some time 0 before the first 
manoeuvre and the two ΔV’s: 

 𝐱3 = 𝚽2→3 (𝚽1→2 (𝚽0→1𝐱0 + [
𝟎
𝚫𝐯1

]) + [
𝟎
𝚫𝐯2

]) (B.7) 

Re-arranging terms leads to the following expression: 

 𝚽1→2 [
𝟎
𝚫𝐯1

] + [
𝟎
𝚫𝐯2

] = 𝚽2→3
−1 𝐱3 −𝚽0→2𝐱0 (B.8) 

The expression for the two-point transfer is now fully split into position and velocity 
components. Equation (B.8) can be further re-arranged into a single matrix expression: 

 [
𝚽𝑟𝑣,1→2 𝟎

𝚽𝑣𝑣,1→2 𝐈
] [
𝚫𝐯1
𝚫𝐯2

] = [
𝐫2
∗

𝐯2
∗] (B.9) 

where 

 [
𝐫2
∗

𝐯2
∗] = 𝚽2→3

−1 𝐱3 −𝚽0→2𝐱0 = 𝚽0→2(𝚽0→3
−1 𝐱3 − 𝐱0)  

It should be noted that the expressions for the position and velocity defects r2* and v2* 
depend on the time of the second manoeuvre only through the state transition matrix 
Φ0->2. This expression is of the familiar form Ax = b, and the second block column is 
already in a very convenient form, making the inverse of the matrix extremely easy 
to compute using Gauss-Jordan elimination through pivoting on the augmented 
matrix, such that the solution of the ΔV’s is: 

 [
𝚫𝐯1
𝚫𝐯2

] = [
𝚽𝑟𝑣,1→2
−1 𝟎

−𝚽𝑣𝑣,1→2𝚽𝑟𝑣,1→2
−1 𝐈

] [
𝐫2
∗

𝐯2
∗] (B.10) 

The state defect is now re-written in terms of the pseudo-initial value vectors: 

 

[
𝐫2
∗

𝐯2
∗] = 𝚽0→2(𝚽0→3

−1 𝐱3 − 𝐱0) = 𝐁2𝚽𝐽,0→2𝐁0
−1(𝐁0𝚽𝐽,0→3

−1 𝐁3
−1𝐁3𝐲3 − 𝐁0𝐲0) 

= 𝐁2𝚽𝐽,0→2(𝚽𝐽,0→3
−1 𝐲3 − 𝐲0) = [

𝐁2,𝑟
𝐁2,𝑣

]𝚽𝐽,0→2(𝚽𝐽,0→3
−1 𝐲3 − 𝐲0) 

(B.11) 

Inserting equation (B.11) into equation (B.10) and simplifying leads to the expression 
for the two-point transfer manoeuvre matrix: 
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[
𝚫𝐯1
𝚫𝐯2

] = [
𝚽𝑟𝑣,1→2
−1 𝟎

−𝚽𝑣𝑣,1→2𝚽𝑟𝑣,1→2
−1 𝐈

] [
𝐁2,𝑟
𝐁2,𝑣

]𝚽𝐽,0→2(𝚽𝐽,0→3
−1 𝐲3 − 𝐲0) 

          = [
𝚽𝑟𝑣,1→2
−1 𝐁2,𝑟

𝐁2,𝑣 −𝚽𝑣𝑣,1→2𝚽𝑟𝑣,1→2
−1 𝐁2,𝑟

]𝚽𝐽,0→2(𝚽𝐽,0→3
−1 𝐲3 − 𝐲0) 

          = 𝐌1→2,0(𝚽𝐽,0→3
−1 𝐲3 − 𝐲0) 

(B.12) 

The right-hand side of this equation is composed of a matrix containing the partitions 
of the state transition matrix, inverted or otherwise, and the state defect. The state 
defect at time 2 can be obtained from a state vector at some time 3 after the second 
manoeuvre and a state vector at some time 0 before the first manoeuvre as shown 
above. 

The (v, v) block of the state transition matrix is given by: 

 

𝚽𝑣𝑣,𝑖𝑝 =
1

𝜌1𝜂2
[
𝜑11 𝜑12
𝜑21 𝜑22

] 

𝚽𝑣𝑣,𝑜𝑝 =
1

𝜌1
{cos 𝛼 + (𝜌1 − 1)} 

(B.13) 

where 

 

𝜑11 = −{𝜌2
2(1 − 𝜌2) + 𝜂

2 + 2𝜌1
2𝜌2} + cos 𝛼 (𝜌1 + 1)(𝜌2

2 + 𝜂2)

+ 3𝐽𝑒 sin 𝜗2 𝜌1
2𝜌2

2 

𝜑12 = −2𝑒𝜌2(𝑠2 − 𝑠1) + 𝜌1 sin 𝛼 (𝜌2
2 + 𝜂2) − 3𝐽𝑒2𝑠1𝑠2𝜌2 

𝜑21 = 3𝜌1
2𝜌2

2(𝜌2 − 1)𝐽 + 𝑒 sin 𝜗2 (𝜌1
2 − 𝜌2

2) − (𝜌1 + 1)𝜌2
2 sin 𝛼 

𝜑22 = −2𝑒𝜌2𝑐2 − 𝑒
2𝑠1 sin 𝜗2 + 𝜌1𝜌2

2 cos 𝛼 + 3𝐽𝑒𝑠1𝜌2
2(1 − 𝜌2) 

𝛼 = 𝜗2 − 𝜗1 

𝑠 = 𝜌 sin 𝜗 

𝑐 = 𝜌 cos 𝜗 
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C Statistical two-point transfer manoeuvres 

The two-point transfer manoeuvre can be generalized for use with the covariance 
matrix. Given a covariance matrix at a specific point of a transfer trajectory, the 
statistics of a mid-course manoeuvre can be computed. This approach is followed in 
chapter 4. The statistical two-point transfer manoeuvre can most easily be derived 
using the square root of the covariance matrix, in a manner that is similar to the 
unscented transformation in an unscented Kalman filter [219–223]. The covariance 
matrix is decomposed as follows, for example using a Cholesky decomposition [224]: 

 𝐏 = 𝐒𝐒𝑇 (C.1) 

The matrix 𝐒 can be thought of as the square root of the matrix 𝐏. The covariance 
matrix can be decomposed in 3 x 3 submatrices for the position, the velocity, and cross-
terms. Similarly, the matrix 𝐒 can be partitioned into a 3 x 6 position block and a 3 x 6 
velocity block. 

 [
𝐏𝑟𝑟 𝐏𝑟𝑣
𝐏𝑣𝑟 𝐏𝑣𝑣

] = [
𝐒𝑟
𝐒𝑣
] [ 𝐒𝑟

𝑇 𝐒𝑣
𝑇] = [

𝐒𝑟𝐒𝑟
𝑇 𝐒𝑟𝐒𝑣

𝑇

𝐒𝑣𝐒𝑟
𝑇 𝐒𝑣𝐒𝑣

𝑇] (C.2) 

The matrix 𝐒 can be propagated to a future epoch using the state transition matrix: 

 𝐒2 = 𝚽1→2𝐒1 (C.3) 

Just as equation (B.3), this matrix equation can be partitioned into position and 
velocity components. 

 
𝐒𝑟,2 = 𝚽𝑟𝑟𝐒𝑟,1 +𝚽𝑟𝑣𝐒𝑣+,1
𝐒𝑣−,2 = 𝚽𝑣𝑟𝐒𝑟,1 +𝚽𝑣𝑣𝐒𝑣+,1

 (C.4) 

The solution is the same as for equation (B.3): 

 
𝐒𝑣+,1 = −𝚽𝑟𝑣

−1𝚽𝑟𝑟𝐒𝑟,1

𝐒𝑣−,2 = (𝚽𝑣𝑟 −𝚽𝑣𝑣𝚽𝑟𝑣
−1𝚽𝑟𝑟)𝐒𝑟,1

 (C.5) 

This means that the matrices 𝐒 for the first and the second ΔV can easily be found: 

 
𝐒Δ𝑣,1 = 𝐒𝑣+,1 − 𝐒𝑣−,1 = −𝚽𝑟𝑣

−1𝚽𝑟𝑟𝐒𝑟,1 − 𝐒𝑣−,1

𝐒Δ𝑣,2 = 𝐒𝑣+,2 − 𝐒𝑣−,2 = 𝟎 − (𝚽𝑣𝑟 −𝚽𝑣𝑣𝚽𝑟𝑣
−1𝚽𝑟𝑟)𝐒𝑟,1

 (C.6) 

Finally, the covariance matrices of the first and second ΔV are obtained through 
equation (C.1). 
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𝐏Δ𝑣,1 = 𝚽𝑟𝑣

−1𝚽𝑟𝑟𝐏𝑟𝑟,1𝚽𝑟𝑟
𝑇 𝚽𝑟𝑣

−𝑇 + 𝐏𝑣−𝑟,1𝚽𝑟𝑟
𝑇 𝚽𝑟𝑣

−𝑇 +𝚽𝑟𝑣
−1𝚽𝑟𝑟𝐏𝑟𝑣−,1 + 𝐏𝑣−𝑣−,1 

𝐏Δ𝑣,2 = (𝚽𝑣𝑟 −𝚽𝑣𝑣𝚽𝑟𝑣
−1𝚽𝑟𝑟)𝐏𝑟𝑟,1(𝚽𝑣𝑟 −𝚽𝑣𝑣𝚽𝑟𝑣

−1𝚽𝑟𝑟)
𝑇 

(C.7) 

The elements of the covariance matrix after the application of the correction 
manoeuvre are given by: 

 
𝐏r𝑣+ = 𝐏𝑣+𝑟

𝑇 = −𝐏𝑟𝑟,1𝚽𝑟𝑟
𝑇 𝚽𝑟𝑣

−𝑇

𝐏𝑣+𝑣+ = 𝚽𝑟𝑣
−1𝚽𝑟𝑟𝐏𝑟𝑟,1𝚽𝑟𝑟

𝑇 𝚽𝑟𝑣
−𝑇

 (C.8) 
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D Solar radiation pressure 

Solar radiation pressure is modelled as a constant acceleration in the inertial frame. 
The basic equations for relative motion are: 

 �̇�(𝑡) = 𝐀(𝑡)𝐱(𝑡) + 𝐃(𝑡)𝐮(𝑡), 𝐱(𝑡0) = 𝐱0 (D.1) 

where 

 
𝐮(𝜏) is the input acceleration, 

𝐃(𝜏) = [
𝟎
𝐈
 ] 

 

The solution consists of the state transition matrix multiplying the initial state, and 
the input response acting on the input [115]: 

 𝐱(𝑡) = 𝚽(𝑡, 𝑡0)𝐱(𝑡0) + ∫ 𝚽(𝑡, 𝜏)𝐃(𝜏)𝐮(𝜏)𝑑𝜏
𝑡

𝑡0

 (D.2) 

The Sun direction is assumed to be constant in the inertial frame, such that the Solar 
radiation pressure is a constant acceleration in the inertial frame: 

 𝐱(𝑡) = 𝚽(𝑡, 𝑡0)𝐱(𝑡0) + {∫ 𝚽(𝑡, 𝜏)𝐃𝐑𝐸𝐶𝐼→𝐿𝑉𝐿𝐻(𝜏)𝑑𝜏
𝑡

𝑡0

}𝐮𝐸𝐶𝐼 (D.3) 

The procedure outlined in [225] is followed to perform the integration in equation (D.3). 
The process can be summarized as follows: 

- Decompose rotation matrix 𝐑𝐸𝐶𝐼→𝐿𝑉𝐿𝐻 into 𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻 times 𝐑𝐸𝐶𝐼→𝑃𝑄𝑊 , using 
the perifocal frame as an intermediate frame. The second of these two is a 
constant matrix for a Keplerian orbit and can be taken outside of the integral 
on the right. The perifocal frame is shown in figure 2.1. 

- Decompose matrix 𝚽𝜏→𝑡 into 𝐁𝑡 times 𝚽𝐽(𝜏) times 𝐁𝜏−1. 𝐁𝑡 does not depend on 
𝜏 and can be taken outside the integral on the left. 

- Perform matrix product 𝐁𝜏−1 times 𝐃 times 𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻(𝜏). This leads to a 6 x 3 
matrix that is analogous to the Lagrange planetary equations in Gauss form for 
the chosen set of trajectory constants. Examine the structure of matrix 𝚽𝐽(𝜏) 
and note that it is equal to the identity matrix plus two non-diagonal elements 
that depend on time (i.e., 𝜏). 

- Next, transform all instances of 𝜏 (in 𝚽𝐽(𝜏) and in the differential 𝑑𝜏) first to 
mean anomaly and then to eccentric anomaly and transform all instances of 
true anomaly in matrix 𝐁𝜏−1 ⋅ 𝐃 ⋅ 𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻(𝜏) to eccentric anomaly. 
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- Find the integrals of all elements of the matrix integrand, first of 𝐁𝜏−1 ⋅ 𝐃 ⋅
𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻(𝜏) and then of the non-zero off-diagonal elements of 𝚽𝐽(𝜏) 
multiplying 𝐁𝜏−1 ⋅ 𝐃 ⋅ 𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻(𝜏). Finally, collect the integrals in matrix 
𝐒𝑃𝑄𝑊. 

The decomposition of 𝐑𝐸𝐶𝐼→𝐿𝑉𝐿𝐻 and 𝚽𝜏→𝑡 leads to the following expression: 

 
𝐱𝑆𝑅𝑃

= ∫ 𝐁𝐿𝑉𝐿𝐻(𝑡)𝚽𝑦(𝑡)𝚽𝑦
−1(𝜏)𝐁𝑣,𝐿𝑉𝐿𝐻

−1 (𝜗(𝜏))𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻(𝜗(𝜏))𝐑𝐸𝐶𝐼→𝑃𝑄𝑊𝐮𝐸𝐶𝐼𝑑𝜏
𝑡

𝑡0

 (D.4) 

where 

 𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻 = [
− sin𝜗 cos𝜗 0
0 0 −1

−cos 𝜗 − sin𝜗 0
]  

The matrix that transforms the velocity components of the state vector in the perifocal 
frame is formed from the matrix that transforms the velocity components of the state 
vector in the LVLH-frame and the rotation matrix from the LVLH-frame to the 
perifocal frame. 

 𝐁𝑣,𝑃𝑄𝑊
−1 = 𝐁𝑣,𝐿𝑉𝐿𝐻

−1 𝐑𝑃𝑄𝑊→𝐿𝑉𝐿𝐻 (D.5) 

The in-plane transformation matrix is: 

 

𝐁𝑣,𝑃𝑄𝑊,𝑖𝑝
−1

= 𝑛−1𝜂

[
 
 
 
𝜌−1(2𝑒 − 2 cos𝜗 − 𝑒 cos2 𝜗 + 𝑒2 cos 𝜗) −𝜌−1(2 sin 𝜗 + 𝑒 sin 𝜗 cos𝜗)

𝜌−1(cos2 𝜗 + 𝑒 cos𝜗 − 2) 𝜌−1(sin 𝜗 cos 𝜗 + 2𝑒 sin 𝜗)

−𝜌−1(sin𝜗 cos 𝜗 + 𝑒 sin𝜗) 𝜌−1(cos2 𝜗 + 2𝑒 cos 𝜗 + 1)
sin 𝜗 − cos𝜗 − 𝑒 ]

 
 
 
 

(D.6) 

The out-of-plane transformation matrix is: 

 𝐁𝑣,𝑃𝑄𝑊,𝑜𝑝
−1 = 𝑛−1𝜂3 [

𝜌−1 sin 𝜗

𝜌−1 cos 𝜗
] (D.7) 

Taking the constant matrices outside of the integral leads to: 

 𝐱𝑆𝑅𝑃 = 𝐁𝐿𝑉𝐿𝐻(𝑡)𝚽𝑦(𝑡, 𝑡0) {∫ 𝚽𝑦
−1(𝜏, 𝑡0)𝐁𝑣,𝑃𝑄𝑊

−1
(𝜗(𝜏))𝑑𝜏

𝑡

𝑡0

}𝐑𝐸𝐶𝐼→𝑃𝑄𝑊𝐮𝐸𝐶𝐼 (D.8) 
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The term between curly brackets is the matrix 𝐒𝑃𝑄𝑊. The effect of Solar radiation 
pressure can now be found using the following expression: 

 𝐱𝑆𝑅𝑃 = 𝐁𝐿𝑉𝐿𝐻(𝑡)𝚽𝑦(𝑡, 𝑡0)𝐒PQW(𝑡, 𝑡0; 𝑡0)𝐑𝐸𝐶𝐼→𝑃𝑄𝑊𝐮𝐸𝐶𝐼 (D.9) 

The SRP acceleration is expressed in the inertial frame as 𝐮𝐸𝐶𝐼  (that is, 𝐮𝐸𝐶𝐼  contains both 
the direction and magnitude of the SRP acceleration). The differential of time 𝑑𝜏 is related 
to the differential of the mean anomaly 𝑑𝑀 as: 

 𝑑𝜏 = 𝑛−1𝑑𝑀 (D.10) 

The mean anomaly and its differential are transformed to the eccentric anomaly and 
its differential using: 

 𝑀 = 𝐸 − 𝑒 sin 𝐸 , 𝑑𝑀 = (1 − 𝑒 cos 𝐸)𝑑𝐸 (D.11) 

Next, all instances of the true anomaly are transformed to the eccentric anomaly. The 
true anomaly occurs within cosine and sine terms, and in the term 𝜌. These terms can 
be expressed in terms of the eccentric anomaly: 

 cos 𝜗 =
cos 𝐸 − 𝑒

1 − 𝑒 cos 𝐸
, sin 𝜗 =

𝜂 sin𝐸

1 − 𝑒 cos 𝐸
, 𝜌 = 1 + 𝑒 cos 𝜗 =

𝜂2

1 − 𝑒 cos 𝐸
 (D.12) 

Equations (D.13) to (D.22) demonstrate the transformations, simplifications and the 
integration applied to each of the non-zero elements of the matrix 𝐒𝑃𝑄𝑊. The result is 
summarized in equation (D.23). 
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𝑦1,𝑃 = 𝑛
−1 {∫ (𝜌−1𝜂(2𝑒 − 2 cos 𝜗 − 𝑒 cos2 𝜗 + 𝑒2 cos 𝜗) − 3𝜂−2𝑛𝜏 sin 𝜗)𝑑𝜏

𝑡

𝑡0

} 𝑢𝑃

= 𝑛−2 {∫ (𝜌−1𝜂(2𝑒 − 2 cos 𝜗 − 𝑒 cos2 𝜗 + 𝑒2 cos 𝜗)
𝑀

𝑀0

− 3𝜂−2𝑀 sin 𝜗)𝑑𝑀} 𝑢𝑃

= 𝑛−2 {∫ (𝜂𝜂−2(1 − 𝑒 cos 𝐸) (2𝑒 − 2
cos 𝐸 − 𝑒

1 − 𝑒 cos𝐸

𝐸

𝐸0

− 𝑒 (
cos 𝐸 − 𝑒

1 − 𝑒 cos𝐸
)
2

+ 𝑒2
cos 𝐸 − 𝑒

1 − 𝑒 cos𝐸
)

− 3𝜂−2(𝐸 − 𝑒 sin 𝐸)
𝜂 sin 𝐸

1 − 𝑒 cos𝐸
) (1 − 𝑒 cos 𝐸)𝑑𝐸} 𝑢𝑃

= −𝑛−2 {∫ 𝜂−1(2 cos 𝐸 − 7𝑒 − 𝑒3 cos2 𝐸 + 3𝐸 sin 𝐸 + 2𝑒3
𝐸

𝐸0

+ 2𝑒 cos2 𝐸 + 3𝑒2 cos 𝐸 − 𝑒4 cos 𝐸)𝑑𝐸} 𝑢𝑃

= 𝑛−2𝜂−1 [3𝐸 cos 𝐸 − (5 + 3𝑒2 − 𝑒4) sin 𝐸 −
1

4
𝑒(2 − 𝑒2) sin 2𝐸

+
3

2
𝑒(4 − 𝑒2)𝐸]

𝐸0

𝐸

𝑢𝑃 

(D.13) 

 

𝑦1,𝑄 = 𝑛
−1 {∫ (−𝜌−1𝜂(2 sin 𝜗 + 𝑒 sin 𝜗 cos 𝜗) + 3𝜂−2𝑛𝜏(cos 𝜗 + 𝑒))𝑑𝜏

𝑡

𝑡0

} 𝑢𝑄

= 𝑛−2 {∫ (−𝜌−1𝜂(2 sin 𝜗 + 𝑒 sin 𝜗 cos 𝜗)
𝑀

𝑀0

+ 3𝜂−2𝑀(cos 𝜗 + 𝑒))𝑑𝑀} 𝑢𝑄

= 𝑛−2 {∫ (−𝜂−1(1 − 𝑒 cos 𝐸) (2
𝜂 sin 𝐸

1 − 𝑒 cos 𝐸

𝐸

𝐸0

+ 𝑒
𝜂 sin𝐸

1 − 𝑒 cos 𝐸

cos 𝐸 − 𝑒

1 − 𝑒 cos𝐸
)

+ 3𝜂−2(𝐸 − 𝑒 sin 𝐸) (
cos 𝐸 − 𝑒

1 − 𝑒 cos𝐸
+ 𝑒)) (1 − 𝑒 cos 𝐸)𝑑𝐸} 𝑢𝑄

= 𝑛−2 {∫ (𝑒2 sin 𝐸 − 2𝑒 sin 𝐸 cos𝐸 − 2 sin𝐸 + 3𝐸 cos 𝐸)𝑑𝐸
𝐸

𝐸0

} 𝑢𝑄

= 𝑛−2 [3𝐸 sin 𝐸 +
1

2
𝑒 cos2 𝐸 + (5 − 𝑒2) cos𝐸 +

1

4
𝑒 cos 2𝐸]

𝐸0

𝐸

𝑢𝑄 

(D.14) 
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𝑦2,𝑃 = 𝑛
−1 {∫ (𝜌−1𝜂(cos2 𝜗 + 𝑒 cos 𝜗 − 2) + 3𝑒𝜂−2𝑛𝜏 sin 𝜗)𝑑𝜏

𝑡

𝑡0

} 𝑢𝑃

= 𝑛−2 {∫ (𝜌−1𝜂(cos2 𝜗 + 𝑒 cos 𝜗 − 2) + 3𝑒𝜂−2𝑀 sin 𝜗)𝑑𝑀
𝑀

𝑀0

} 𝑢𝑃

= 𝑛−2 {∫ (𝜂−1(1 − 𝑒 cos 𝐸) ((
cos 𝐸 − 𝑒

1 − 𝑒 cos 𝐸
)
2

+ 𝑒
cos𝐸 − 𝑒

1 − 𝑒 cos 𝐸
− 2)

𝐸

𝐸0

+ 3𝑒𝜂−2(𝐸 − 𝑒 sin 𝐸)
𝜂 sin 𝐸

1 − 𝑒 cos𝐸
) (1 − 𝑒 cos𝐸)𝑑𝐸}𝑢𝑃

= −𝑛−2𝜂−1 {∫ (cos2 𝐸 + 3𝑒 cos 𝐸 − 3𝑒2 + 𝑒3 cos 𝐸 + 3𝑒 𝐸 sin 𝐸
𝐸

𝐸0

− 2)𝑑𝐸}𝑢𝑃

= 𝑛−2𝜂−1 [
1

4
sin 2𝐸 − 3𝑒𝐸 cos 𝐸 − 3 (

1

2
+ 𝑒2) 𝐸

+ (6 + 𝑒2)𝑒 sin 𝐸]
𝐸0

𝐸

𝑢𝑃 

(D.15) 

 

𝑦2,𝑄 = 𝑛
−1 {∫ (𝜂𝜌−1 sin 𝜗 (2𝑒 + cos 𝜗) − 3𝜂−2𝑛𝜏𝑒(𝑒 + cos 𝜗))𝑑𝜏

𝑡

𝑡0

} 𝑢𝑄

= 𝑛−2 {∫ (𝜂𝜌−1 sin 𝜗 (2𝑒 + cos 𝜗) − 3𝜂−2𝑀𝑒(𝑒 + cos 𝜗))𝑑𝑀
𝑀

𝑀0

} 𝑢𝑄

= 𝑛−2 {∫ (𝜂−1(1 − 𝑒 cos 𝐸)
𝜂 sin 𝐸

1 − 𝑒 cos 𝐸
(2𝑒 +

cos𝐸 − 𝑒

1 − 𝑒 cos 𝐸
)

𝐸

𝐸0

− 3𝜂−2(𝐸 − 𝑒 sin 𝐸)𝑒 (𝑒 +
cos 𝐸 − 𝑒

1 − 𝑒 cos 𝐸
)) (1 − 𝑒 cos 𝐸)𝑑𝐸} 𝑢𝑄

= 𝑛−2 {∫ (
1

2
(1 + 𝑒2) sin 2𝐸 + 𝑒 sin 𝐸 − 3𝑒𝐸 cos 𝐸) 𝑑𝐸

𝐸

𝐸0

} 𝑢𝑄

= −𝑛−2 [
1

4
(1 + 𝑒2) cos 2𝐸 + 3𝑒𝐸 sin 𝐸 + 4𝑒 cos𝐸]

𝐸0

𝐸

𝑢𝑄 

(D.16) 

 

𝑦3,𝑃 = 𝑛
−1 {∫ (−𝜂𝜌−1 sin 𝜗 (𝑒 + cos 𝜗))𝑑𝜏

𝑡

𝑡0

} 𝑢𝑃

= 𝑛−2 {∫ (−𝜂𝜌−1 sin 𝜗 (𝑒 + cos 𝜗))𝑑𝑀
𝑀

𝑀0

} 𝑢𝑃

= 𝑛−2 {∫ (−𝜂−1(1 − 𝑒 cos 𝐸)
𝜂 sin 𝐸

1 − 𝑒 cos 𝐸
(𝑒 +

cos𝐸 − 𝑒

1 − 𝑒 cos 𝐸
)) (1

𝐸

𝐸0

− 𝑒 cos 𝐸)𝑑𝐸}𝑢𝑃

= −
1

2
𝑛−2𝜂2 {∫ sin 2𝐸 𝑑𝐸

𝐸

𝐸0

} 𝑢𝑃

=
1

4
𝑛−2𝜂2[cos 2𝐸]𝐸0

𝐸 𝑢𝑃 

(D.17) 
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𝑦3,𝑄 = 𝑛
−1 {∫ (𝜌−1𝜂(cos2 𝜗 + 2𝑒 cos 𝜗 + 1))𝑑𝜏

𝑡

𝑡0

} 𝑢𝑄

= 𝑛−2 {∫ (𝜌−1𝜂(cos2 𝜗 + 2𝑒 cos 𝜗 + 1))𝑑𝑀
𝑀

𝑀0

} 𝑢𝑄

= 𝑛−2 {∫ 𝜂−1(1 − 𝑒 cos 𝐸) ((
cos𝐸 − 𝑒

1 − 𝑒 cos 𝐸
)
2

+ 2𝑒
cos 𝐸 − 𝑒

1 − 𝑒 cos𝐸

𝐸

𝐸0

+ 1) (1 − 𝑒 cos𝐸)𝑑𝐸}𝑢𝑄

= 𝑛−2 {∫ 𝜂(1 + cos2 𝐸 − 2𝑒 cos 𝐸)𝑑𝐸
𝐸

𝐸0

} 𝑢𝑄

= 𝑛−2𝜂 [
1

4
sin 2𝐸 − 2𝑒 sin 𝐸 +

3

2
𝐸]

𝐸0

𝐸

𝑢𝑄 

(D.18) 

 

𝑦4,𝑃 = 𝑛
−1𝜂3𝜂−2 {∫ sin 𝜗 𝑑𝜏

𝑡

𝑡0

} 𝑢𝑃

= 𝑛−2𝜂3𝜂−2 {∫ sin 𝜗 𝑑𝑀
𝑀

𝑀0

} 𝑢𝑃

= 𝑛−2𝜂 {∫
𝜂 sin 𝐸

1 − 𝑒 cos 𝐸
(1 − 𝑒 cos 𝐸)𝑑𝐸

𝐸

𝐸0

} 𝑢𝑃

= 𝑛−2𝜂2 {∫ sin𝐸 𝑑𝐸
𝐸

𝐸0

} 𝑢𝑃 = 𝑛
−2𝜂2[− cos𝐸]𝐸0

𝐸 𝑢𝑃 

(D.19) 

 

𝑦4,𝑄 = −𝑛−1𝜂3𝜂−2 {∫ (cos 𝜗 + 𝑒)𝑑𝜏
𝑡

𝑡0

} 𝑢𝑄

= −𝑛−2𝜂3𝜂−2 {∫ (cos 𝜗 + 𝑒)𝑑𝑀
𝑀

𝑀0

} 𝑢𝑄

= −𝑛−2𝜂 {∫ (
cos 𝐸 − 𝑒

1 − 𝑒 cos 𝐸
+ 𝑒) (1 − 𝑒 cos 𝐸)𝑑𝐸

𝐸

𝐸0

} 𝑢𝑄

= −𝑛−2𝜂3 {∫ cos 𝐸 𝑑𝐸
𝐸

𝐸0

} 𝑢𝑄 = −𝑛
−2𝜂3[sin 𝐸]𝐸0

𝐸 𝑢𝑄 

(D.20) 

 

𝑦5,𝑊 = 𝑛−1 {∫ (𝜂3𝜌−1 sin 𝜗)𝑑𝜏
𝑡

𝑡0

} 𝑢𝑊

= 𝑛−2 {∫ (𝜂3𝜌−1 sin 𝜗)𝑑𝑀
𝑀

𝑀0

} 𝑢𝑊   

= 𝑛−2 {∫ (𝜂(1 − 𝑒 cos𝐸)
𝜂 sin 𝐸

1 − 𝑒 cos𝐸
) (1 − 𝑒 cos𝐸)𝑑𝐸

𝐸

𝐸0

} 𝑢𝑊

= 𝑛−2 {∫ 𝜂2 (sin 𝐸 −
1

2
𝑒 sin 2𝐸) 𝑑𝐸

𝐸

𝐸0

} 𝑢𝑊

= 𝑛−2𝜂2 [
1

4
𝑒 cos 2𝐸 − cos𝐸]

𝐸0

𝐸

𝑢𝑊 

(D.21) 
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𝑦6,𝑊 = 𝑛−1 {∫ (−𝜂3𝜌−1 cos 𝜗)𝑑𝜏
𝑡

𝑡0

} 𝑢𝑊

= 𝑛−2 {∫ (−𝜂3𝜌−1 cos 𝜗)𝑑𝑀
𝑀

𝑀0

} 𝑢𝑊

= 𝑛−2 {∫ (−𝜂(1 − 𝑒 cos 𝐸)
cos 𝐸 − 𝑒

1 − 𝑒 cos 𝐸
) (1 − 𝑒 cos 𝐸)𝑑𝐸

𝐸

𝐸0

} 𝑢𝑊

= 𝑛−2 {∫ 𝜂 (−(1 + 𝑒2) cos 𝐸 +
1

2
𝑒 cos 2𝐸 +

3

2
𝑒) 𝑑𝐸

𝐸

𝐸0

} 𝑢𝑊

= 𝑛−2𝜂 [
3

2
𝑒𝐸 − (1 + 𝑒2) sin 𝐸 +

1

4
𝑒 sin 2𝐸]

𝐸0

𝐸

𝑢𝑊 

(D.22) 

Collect the anti-derivatives in matrix 𝐒𝑃𝑄𝑊 

 𝐒𝑃𝑄𝑊 =

[
 
 
 
 
 
 
𝐒𝑃𝑄𝑊(1,1) 𝐒𝑃𝑄𝑊(1,2) 0

𝐒𝑃𝑄𝑊(2,1) 𝐒𝑃𝑄𝑊(2,2) 0

𝐒𝑃𝑄𝑊(3,1) 𝐒𝑃𝑄𝑊(3,2) 0

𝐒𝑃𝑄𝑊(4,1) 𝐒𝑃𝑄𝑊(4,2) 0

0 0 𝐒𝑃𝑄𝑊(5,3)

0 0 𝐒𝑃𝑄𝑊(6,3)]
 
 
 
 
 
 

 (D.23) 

where 

 

𝐒𝑃𝑄𝑊(1,1) = 𝑛
−2𝜂−1 (3𝐸 cos𝐸 − (5 + 3𝑒2 − 𝑒4) sin𝐸 −

1

4
𝑒(2 − 𝑒2) sin2𝐸

+
3

2
𝑒(4 − 𝑒2)𝐸) 

𝐒𝑃𝑄𝑊(2,1) = 𝑛
−2𝜂−1 (

1

4
sin 2𝐸 − 3𝑒𝐸 cos𝐸 − 3 (

1

2
+ 𝑒2)𝐸 + (6 + 𝑒2)𝑒 sin𝐸) 

𝐒𝑃𝑄𝑊(3,1) =
1

4
𝑛−2𝜂2(cos2𝐸) 

𝐒𝑃𝑄𝑊(4,1) = −𝑛
−2𝜂2(cos𝐸) 

𝐒𝑃𝑄𝑊(1,2) = 𝑛
−2 (3𝐸 sin𝐸 +

1

2
𝑒 cos2 𝐸 + (5 − 𝑒2) cos𝐸 +

1

4
𝑒 cos2𝐸) 

𝐒𝑃𝑄𝑊(2,2) = −𝑛
−2 (

1

4
(1 + 𝑒2) cos2𝐸 + 3𝑒𝐸 sin𝐸 + 4𝑒 cos𝐸) 

𝐒𝑃𝑄𝑊(3,2) = 𝑛
−2𝜂 (

1

4
sin2𝐸 − 2𝑒 sin𝐸 +

3

2
𝐸) 

𝐒𝑃𝑄𝑊(4,2) = −𝑛
−2𝜂3(sin𝐸) 

𝐒𝑃𝑄𝑊(5,3) = 𝑛
−2𝜂2 (

1

4
𝑒 cos 2𝐸 − cos𝐸) 
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𝐒𝑃𝑄𝑊(6,3) = 𝑛
−2𝜂 (

3

2
𝑒𝐸 − (1 + 𝑒2) sin𝐸 +

1

4
𝑒 sin 2𝐸) 

 

  



188 Appendices 

 

 

E Corrected CAM algorithm 

The original CAM algorithm was developed to operate on a given state vector in the 
tangential frame, and this original formulation was used to derive the results in 
chapter 5. The original algorithm required a transformation of the state vector from 
the LVLH-frame to the tangential frame. The basic idea of the original algorithm is to 
first find the initial velocity required to establish a non-drifting trajectory for the given 
initial position in the tangential frame, and then to add a tangential ΔV to achieve the 
specified drift per orbit. A non-drifting trajectory is found by calculating the tangential 
velocity required for the given initial position to achieve a relative semi-major axis 
equal to zero, and setting the transverse velocity (that is, in the z-direction of the 
tangential frame) to zero. The CAM ΔV consists of the ΔV required to establish the 
non-drifting trajectory (which is the initial velocity required to establish the non-
drifting trajectory minus the given initial velocity) plus the ΔV required to establish 
the specified drift rate. 

Before publication of the article on which chapter 5 is based, the algorithm was 
modified to operate on a state vector expressed in the LVLH-frame, and this modified 
algorithm was included in the article. After publication it was found that the 
modification contained a mistake. The modification did not consider the angular 
velocity of the tangential frame with respect to the LVLH-frame. The original 
algorithm defined a ΔV to stop the velocity in the tangential frame, and the modified 
algorithm defined a ΔV to stop the velocity in the LVLH-frame (equation (5.4)), but a 
state vector with zero velocity in the tangential frame has a non-zero velocity in the 
LVLH-frame due to the angular velocity of the tangential frame with respect to the 
LVLH-frame. This can readily be seen from equations (2.71) and (2.72): the velocity in 
the LVLH-frame is the sum of a rotation matrix multiplying the velocity in the 
tangential frame and an angular velocity matrix multiplying the position in the 
tangential frame. The correction to the algorithm adds a term that corrects for the 
angular velocity of the tangential frame with respect to the LVLH-frame. The 
correction is the ΔV computed in equation (E.3). Equation (5.5) is the sum of equations 
(E.4) (multiplied by a constant) and (E.5), and equation (5.4) has been corrected to 
include the contribution of equation (E.3). 

The corrected CAM algorithm computes the CAM ΔV as the sum of three components: 
ΔVstop, ΔVdrift and ΔVcorrection. Note that although the ΔV is computed as the sum of three 
contributions, the ΔV is performed as a single manoeuvre. 

 𝚫𝐕𝐶𝐴𝑀 = 𝚫𝐕𝑠𝑡𝑜𝑝 + 𝚫𝐕𝑑𝑟𝑖𝑓𝑡 + 𝚫𝐕𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 (E.1) 

The in-plane and out-of-plane components of the stop ΔV are computed as: 
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𝚫𝐕𝑠𝑡𝑜𝑝,𝑖𝑝 = −[
𝑣𝑥,𝐿𝑉𝐿𝐻
𝑣𝑧,𝐿𝑉𝐿𝐻

] + 𝚫𝐕𝑠𝑡𝑜𝑝,𝑉𝐵𝐴𝑅 , 

𝛥𝑉𝑠𝑡𝑜𝑝,𝑜𝑝 = {
0 sgn(𝑣𝑦,𝐿𝑉𝐿𝐻) = sgn(𝑣𝑦,𝐿𝑉𝐿𝐻)

−𝑣𝑦,𝐿𝑉𝐿𝐻 sgn(𝑣𝑦,𝐿𝑉𝐿𝐻) ≠ sgn(𝑣𝑦,𝐿𝑉𝐿𝐻)
 

(E.2) 

The in-plane components of the ΔV required to stop the motion with respect to the 
tangential frame instead of the LVLH-frame are computed as: 

 𝚫𝐕𝑠𝑡𝑜𝑝,𝑉𝐵𝐴𝑅 = −�̇�𝜃
−2(𝜌𝑥𝐿𝑉𝐿𝐻 − 𝑒 sin 𝜗 𝑧𝐿𝑉𝐿𝐻) [

𝑒 sin𝜗
𝜌

] (E.3) 

where 

 
�̇� = 𝑘2𝜌2𝜃−2(𝜌 − 𝜂2), 𝑘2 = √

𝜇

𝑝3
, 𝜂2 = 1 − 𝑒2 

𝜃2 = 2𝜌 − 𝜂2, 𝜌 = 1 + 𝑒 cos 𝜗 

 

The drift ΔV is computed as: 

 
𝚫𝐕𝑑𝑟𝑖𝑓𝑡,𝑖𝑝 = ∓

𝜂5𝑘2

6𝜋𝜃2
𝐷 [

𝜌
−𝑒 sin𝜗

] 

𝚫𝐕𝑑𝑟𝑖𝑓𝑡,𝑜𝑝 = 0 
(E.4) 

where 

 
∓= sgn(𝜌𝑥𝐿𝑉𝐿𝐻 − 𝑒 sin𝜗 𝑧𝐿𝑉𝐿𝐻) 

𝐷 is the drift rate per orbit 
 

The correction ΔV is computed as: 

 𝚫𝐕𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛,𝑖𝑝 =
𝑘2𝜌2

𝜃2
(𝑒 sin𝜗 𝑥𝐿𝑉𝐿𝐻 + (1 + 𝜌)𝑧𝐿𝑉𝐿𝐻) [

𝜌
−𝑒 sin 𝜗

] 

𝚫𝐕𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛,𝑜𝑝 = 0 
(E.5) 
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F Survey of formation flying and rendezvous missions 

Table F.1 presents a survey of automated formation flying and rendezvous missions. 
Most missions typically associated with crewed spaceflight (such as e.g., the Space 
Shuttle and the Soyuz) except for the ATV have been excluded. The following 
abbreviations have been used for the mission type classification: 

- AA: astronomy and astrophysics 
- TD: technology demonstrator 
- TC: telecommunications 
- OOS: On-Orbit Servicing 
- ADR: Active Debris Removal 
- HP: heliophysics 
- EO: Earth observation 
- PS: planetary science 

Additional information on these missions can be found in the references and on the 
following websites: 

https://directory.eoportal.org 

https://www.nanosats.eu/ 

 

Table F.1: Formation flying and rendezvous missions.  

mission type 
size 

class 

orbit 

type 

relative 

formation 
# sats 

launch 

date 
reference 

AAReST 
AA 

TD 
nano LEO N/A 3 2022-12-28 [226–228] 

Aerocube-10  TD nano LEO e / i separation 2 2019-04-17 [53] 

Aerocube-4 TD nano LEO 
along-track 

separation 
3 2012-09-13 [229] 

Aerocube-OCSD TD nano LEO e / i separation 2 2017-11-12 [230–234] 

ASTRA TC large GEO e / i separation 6 1996-04-08 [9,31,235] 

ASTRO / NextSat 
OOS 

TD 
 LEO rendezvous  2 2007-03-09 [236,237] 

Astrobee TD nanosat LEO rendezvous 3 2019-07-25 [238–240] 

A-train  EO various LEO 
along-track 

separation 
7 2014-07-02 [23] 

ATV CT large LEO 

rendezvous 

based on 
Hohmann 

transfer and 

radial hop 

2 2014-07-29 [17,18,241,242] 

BEESAT-14/15 TD nano LEO e / i separation 2 2022-12-28 [243] 

BIROS/AVANTI TD mini LEO e / i separation 2 2016-06-22 [49,61,62,244,245] 

BROS EO nano LEO 
along-track 

separation 
2 2022-06-30 [246] 

CanX-4/5 TD nano LEO along-track 

separation 
2 2014-06-30 [52,111,247–249] 

https://directory.eoportal.org/
https://www.nanosats.eu/


F. Survey of formation flying and rendezvous missions  191 

 

 

mission type 
size 

class 

orbit 

type 

relative 

formation 
# sats 

launch 

date 
reference 

projected 

circular orbit 

Canyval-C TD nano LEO 

e / i separation 

inertial 

alignment 
2 2021-03-22 [65,250] 

Canyval-X TD nano LEO 

e / i separation 

inertial 

alignment 
2 2018-01-12 [64,251] 

CIRCE EO nano LEO 
along-track 

separation 
2 2022-12-28 [252–254] 

ClearSpace-1 
ADR 

TD 
N/A LEO rendezvous 2 2025-06-30 [255] 

Cluster 1 HP medium HEO tetrahedron 4 1996-06-04 [28] 

Cluster 2 HP medium HEO tetrahedron 4 2000-07-16 [29,30] 

CPOD TD nano LEO 
e / i separation 

forced motion 
2 2022-12-28 [55,256,257] 

Darwin AA medium L2 planar array 3 to 5 2015-06-30 [38,258–262] 

DELFFI-1/2 
EO 

TD 
nano LEO N/A 2 2015-06-30 [263] 

eDeorbit 
ADR 

TD 
large LEO 

e/i separation-

based 
rendezvous 

forced motion 

along V-bar 

motion 

synchronization 

2 2025-06-30 [46,264,265] 

ELSA-d TD mini LEO 

e/i separation-

based 

rendezvous 

forced motion 

along V-bar 

2 2021-03-22 [266–269] 

ETS-VII TD large LEO 

in-plane 

tangential hop 

forced motion 

along V-bar 

2 1997-11-28 [270–276] 

FAST 
EO 

TD 

micro 

mini 
LEO 

along-track 

separation 
2 2011-12-31 [277–279] 

GomX4 
EO 

TD 
nano LEO 

along-track 

separation 
2 2018-02-02 [280–282] 

Grace EO mini LEO 

along-track 

separation 

e / i separation 

during switch 

2 2002-03-17 [11,37,81] 

Grace FO EO medium LEO 
along-track 

separation 
2 2018-05-22 [81] 

Grail PS mini LLO 
along-track 

separation 
2 2011-09-10 [33,283,284] 

GSSAP EO medium GEO N/A 2 2014-07-28 [285,286] 

Hawkeye 360 - 4, 5, 

6 
EO micro LEO 

pendulum 
projected 

circular orbit 

along-track 

separation 

3 2022-06-30 [54] 

HawkEye 360 - 2 EO micro LEO 

pendulum 

projected 

circular orbit 

along-track 

separation 

3 2021-01-24 [54] 

HawkEye 360 - 3 EO micro LEO 
pendulum 

projected 

circular orbit 

3 2021-06-30 [54] 
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mission type 
size 

class 

orbit 

type 

relative 

formation 
# sats 

launch 

date 
reference 

along-track 

separation 

HawkEye pathfinder 

(Hawk A, B, C) 
EO micro LEO 

pendulum 

projected 

circular orbit 

along-track 

separation 

3 2018-12-03 [54] 

HummerSat  TD 
mini 

micro 
LEO  2 2012-11-18 [287,288] 

IPERDRONE TD nano LEO N/A 2 2022-12-28 [289] 

IRASSI AA large L2 3D swarm 5 2030-06-30 [41,290,291] 

JC2Sat-FF TD micro LEO 
along-track 

separation 
2 2013-06-30 [292] 

Kosmos 186/188 TD large LEO 
rendezvous and 

docking 
2 1967-10-27 [120] 

LIFE AA N/A L2 x-array 3 to 5 N/A [40,293–296] 

LISA observatory AA large helio triangular 3 2034-06-30 [35,297] 

MAGNARO TD nano LEO 
along-track 

separation 
2 2023-01-31 [298] 

mDot AA 
mini 

nano 
LEO 

e / i separation 

(RAAN 

separation) 

2 2025-12-31 [56] 

MEV-1 OOS large GEO 
rendezvous and 

docking 
2 2019-10-09 [32] 

MEV-2 OOS large GEO 
rendezvous and 

docking 
2 2020-08-15 [32] 

MMS HP medium HEO tetrahedron 4 2015-03-13 [27,299–301] 

Morning 

constellation 

EO 

TD 
mini LEO 

along-track 

separation 
4 (2) 2000-11-21 [36] 

NanoACE TD nano LEO N/A 1 2017-07-14 [302] 

Netsat TD nano LEO 

eccentricity 

separation 

pendulum 
4 2020-09-28 [50,303,304] 

New Worlds Mission 

/ Starshade 
AA large L2 

inertial 

alignment along 

Sun direction 
2 2030-06-30 [305,306] 

PAN TD nano LEO rendezvous 2 2022-01-13 [307,308] 

PRISMA TD 
mini 

micro 
LEO 

e / i separation 

rendezvous 

trajectories 
inspection 

trajectories 

2 2010-06-15 [3,45,162,309–311] 

PRISMA: IRIDES & 
COBRA-IRIDES 

experiment 
TD 

mini 

micro 
LEO e / i separation 2 2010-06-15 [312,313] 

PRISMA: NEAT 
pathfinder 

experiment 
TD 

mini 

micro 
LEO 

inertial 
alignment along 

Sun direction 
2 2010-06-15 [314] 

PROBA 3 
TD 

HP 
mini HEO inertial 2 2023-06-30 [26,315,316] 

RACE TD nano LEO 
e / i separation 

rendezvous 
2 2024-12-31 [317–319] 

Range-A/B TD nano LEO 
along-track 

separation 
2 2018-12-03 [320,321] 

RemoveDebris TD 
mini 

nano 
LEO various 3 2018-04-02 [322–324] 

OSAM-1 / RestoreL TD large LEO 

rendezvous 

based on 

coelliptic orbits 

and Hohman 

2 2024-06-30 [325,326] 
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mission type 
size 

class 

orbit 

type 

relative 

formation 
# sats 

launch 

date 
reference 

transfers 

e / i separation 

SAMSON TD nano LEO N/A 3 2021-03-22 [327] 

SATURN TD nano LEO N/A 3 2025-12-31 [328] 

Seeker 1.0 TD nano LEO 

forced motion 

linear 

trajectories 

2 2019-04-17 [329,330] 

SEIRIOS 
AA 

TD 

micro 

nano 
LEO pendulum 3 2025-12-31 [68] 

SERPENT TD nanosat LEO N/A 2 2022-12-31 [331] 

Simbol-X AA 
medium 

large 
HEO 

continuous 

forced motion 
2 2014-06-30 [43,332–334] 

SNAP-1 & Tsinghua 

1 
TD nano LEO 

rendezvous with 

Tsinghua 1 
2 2000-06-28 [335] 

SNIPE EO nano LEO 

e / i separation 

projected 

circular orbit 
4 2022-12-28 [336] 

SPHERES TD nano LEO various 3 2006-05-18 [337,338] 

Starlight TD mini helio 
virtual 

paraboloid 
2 2006-06-30 [339,340] 

Starling1 TD nano LEO 

along-track 

separation 

projected 

circular orbit 

4 2022-07-31 [59] 

STRaND-2A/2B TD nano LEO rendezvous 2 N/A [341] 

SULIS 
TD 

HP 
nano 

LEO 

helio 

inertial 

alignment along 

Sun direction 

3 x 2 2025-12-31 [34] 

SWARM-EX  nano LEO 

along-track 

separation 

projected 

circular orbit 

6 to 12 2024-06-30 [58] 

Tandem-L EO N/A LEO e / i separation 2 2024-06-30 [342] 

TerraSAR-X / 

Tandem-X 
EO medium LEO e / i separation 2 2010-06-21 [24,163,343,344] 

TPF AA N/A L2 
x-array fixed 

inertial 
5 2015-06-30 [25,39,192,345,346] 

Tianwang 1 TD nano LEO N/A 3 2015-09-25 [347,348] 

TOM EO nano LEO 

pendulum + 

along-track 

separation 

3 2023-12-31 [51,349] 

Ukko TD nano LEO rendezvous 2 2023-01-01 [350] 

VISORS HP nano LEO 

inertial along 

Sun direction 

e / i separation 

2 2023-12-31 [57,351] 

VTXO AA 
nano 

mini 
HEO 

inertial along 

Sun direction 
2 2024-12-31 [67] 

XSS-10 TD micro LEO 
forced motion 

fly-around 
1 + 1 2003-01-29 [352] 

XSS-11 TD mini LEO 

natural motion 

fly-around at 

500 m 

1 + 1 2005-03-11 [353] 
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