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Summary

Crowdsourcing has become a standard approach for the collection of the human input re-
quired by scientists and practitioners alike to execute their experiments, or to train, control,
and verify the behavior of their intelligent systems. Despite years of successful research and
industrial application, how to improve the engagement and satisfaction of crowd workers
with crowdsourcing tasks is still an open research question. In this thesis, we introduce
conversational crowdsourcing – a novel crowdsourcing interaction paradigm based on con-
versational interfaces. We study conversational crowdsourcing, and experimentally evaluate
its ability to foster workers’ engagement and satisfaction from four perspectives: conversa-
tional crowdsourcing design, improving worker engagement and satisfaction, analyzing the
roles of worker mood and self-identification, and applying conversational crowdsourcing for
conducting online studies.

We describe the design of conversational crowdsourcing and show that conversational
crowdsourcing can achieve similar output quality and execution time compared to the tra-
ditional web-based crowdsourcing. To facilitate our research, we designed and developed
TickTalkTurk, a web application that facilitates the design and development of conversa-
tional crowdsourcing tasks on popular crowdsourcing platforms.

We demonstrate the feasibility of improving worker engagement and satisfaction and
show that conversational crowdsourcing can improve worker retention and perceived en-
gagement that are significantly connected to satisfaction. We present a reliable conversa-
tional style estimation method and illustrate that style estimation can be a useful tool for
facilitating outcome prediction and task assignment.

Since conversation is strongly associated with human emotions, we investigate the roles
of emotional factors, including worker mood and self-identification. We show that con-
versational crowdsourcing can improve worker retention irrespective of worker moods, and
different conversational styles exhibit the potential to improve engagement of workers in
different moods. Our study reveals the occurrence of similarity identification and wishful
identification in conversational crowdsourcing and the feasibility of using worker avatars
with conversational crowdsourcing for reducing cognitive workload.

We show the suitability of conversational crowdsourcing as a research tool in the context
of information retrieval and workers’ health research. Our findings reveal that conversational
interfaces have the potential to help users better retain information consumed. We also apply
conversational crowdsourcing to carry out a survey study to understand worker health on
popular crowdsourcing platforms. We show that worker health is related to both physical
and psychosocial working environments.

With our work, we show that conversational crowdsourcing has the potential to create a
better working environment for workers operating on online microtask crowdsourcing plat-
forms. The thesis concludes with a discussion on the implications of our work, and with the
identification of several directions for further investigation.
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Samenvatting

Crowdsourcing is een standaardaanpak geworden voor de verzameling van menselijke input
die wetenschap en praktijk nodig hebben voor het uitvoeren van hun experimenten of om
hun intelligente systemen te trainen, te controleren of het gedrag te verifiëren. Ondanks
jaren van succesvolle toepassing in onderzoek en praktijk is het verbeteren van engagement
en tevredenheid van crowd-werkers met crowdsourcing-taken nog steeds een open onder-
zoeksvraag. In dit proefschrift presenteren wij conversational crowdsourcing – een nieuw
interactieparadigma voor crowdsourcing dat gebaseerd is op conversatie-interfaces. Wij
onderzoeken conversational crowdsourcing en evalueren met behulp van experimenten in
hoeverre het engagement en tevredenheid van werkers kan bevorderen vanuit vier verschil-
lende perspectieven: ontwerpen van conversational crowdsourcing, verbeteren van engage-
ment en tevredenheid van werkers, analyseren van de rollen van de stemming van werkers
en zelfidentificatie, en toepassen van conversational crowdsourcing voor het uitvoeren van
online-studies.

Wij beschrijven het ontwerp van conversational crowdsourcing en laten zien dat conver-
sational crowdsourcing een effectief alternatief ten opzichte van traditionele web-gebaseerde
crowdsourcing kan zijn in termen van outputkwaliteit en executietijd. Om ons onderzoek
te vergemakkelijken hebben wij TickTalkTurk ontworpen en ontwikkeld, een webapplicatie
die het ontwerp en de ontwikkeling van conversational crowdsourcing-taken op populaire
crowdsourcing-platforms vergemakkelijkt.

Wij tonen de haalbaarheid van het verbeteren van engagement en tevredenheid van werk-
ers en laten zien dat conversational crowdsourcing retentie en waargenomen engagement van
werkers kan verbeteren, wat significant gerelateerd is aan tevredenheid. Wij presenteren een
betrouwbare methode voor de schatting van conversatiestijl en lichten toe dat stijlschatting
een nuttig middel kan zijn om de uitkomstvoorspelling en taakverdeling te ondersteunen.

Omdat conversatie sterk gerelateerd is aan menselijke emoties, onderzoeken wij de rollen
van emotionele factoren zoals de stemming werkers en zelfidentificatie. Wij laten zien
dat conversational crowdsourcing de retentie van werkers onafhankelijk van hun stemming
kan verbeteren en dat verschillende conversatiestijlen de mogelijkheid bieden voor poten-
tiële verbetering van engagement van werkers in verschillende stemmingen. Ons onderzoek
toont hoe overeenkomstidentificatie en wenselijke identificatie in conversational crowdsourc-
ing voorkomen en toont de haalbaarheid van het gebruik van avatars met conversational
crowdsourcing voor het verminderen van cognitieve werklast.

Wij laten de geschiktheid van conversational crowdsourcing zien als onderzoeksgereed-
schap in de context van information retrieval en onderzoek over de gezondheid van werkers.
Onze bevindingen tonen dat conversatie-interfaces het potentieel hebben om gebruikers te
helpen om geconsumeerde informatie beter te onthouden. Daarnaast hebben wij conversa-
tional crowdsourcing ook toegepast op een survey-studie over het begrijpen van de gezond-
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iv Samenvatting

heid van werkers. Wij laten zien dat gezondheid van werkers gerelateerd is aan zowel fysieke
als psychosociale werkomgevingen.

Door middel van dit werk laten wij zien dat conversational crowdsourcing het po-
tentieel heeft om een betere werkomgeving te creëren voor workers op online microtaak
crowdsourcing-platforms. Het proefschrift sluit af met een discussie over de implicaties van
ons werk en met de identificatie van richtingen voor toekomstig onderzoek.
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Chapter 1

Introduction

So tedious. Could
it be better?

Chapter 2
Designing Conversational

Crowdsourcing

Chapter 3
Engagement and

Satisfaction

Chapter 4
The Roles of Mood and

Self-Identification

Chapter 5
Conversational

Crowdsourcing Applications

The role of human input is widely acknowledged to be essential for the design, devel-
opment, and control of systems that include artificial intelligence components [46, 83], for
instance, for training datasets creation, systems evaluation, computer supported coopera-
tive work, and experimentation. Crowdsourcing has become a primary means to effectively
collect human input from anonymous users of the Internet, leading to the prosperity of
crowdsourcing marketplaces (such as Amazon’s Mechanical Turk1, Prolific2, Toloka3, and
Appen4) that attract an increasing number of people, often working full-time. On a crowd-
sourcing platform, crowd workers can select and complete tasks offered by requesters who
demand the data, to earn their monetary reward. Considering the great potential of crowd-
sourcing marketplaces, the leading scientists in the crowdsourcing domain have identified
that the future of crowdsourcing will depend on both worker satisfaction (motivation, feed-
back, pay, etc.) and organizational performance (job design, task decomposition, career
ladder, etc.) [117]. Previous work has extensively focused on issues of worker performance
modeling [19, 237, 93, 243, 123] and quality control [43, 71, 127]. However, worker satisfac-
tion and engagement received comparatively less attention.

Traditionally, crowdsourcing tasks are firstly designed by requesters, and then executed
by crowd workers using web-based interfaces. Crowdsourcing tasks are generally designed in
a way that makes workers perform tasks in long and repetitive batches [51]. Recent studies

1https://www.mturk.com/
2https://www.prolific.co/
3https://toloka.ai/
4https://appen.com
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2 Chapter 1. Introduction

have revealed that crowdsourcing in such a monotonous way can lead to effects such as
boredom, fatigue, and high drop-out rates [87, 148]. Such effects can negatively affect worker
satisfaction and engagement, and imperceptibly set invisible barriers for participation.

To further lower the barrier for participants and improve worker satisfaction, prior studies
have tried a variety of task- and context-specific means [139, 55, 182]. Although standalone
solutions exist for specific task types, we still look forward to solutions for better engaging
workers that are easily applicable for a variety of task types. Similar issues of satisfaction
and engagement have been observed in other areas related to human-computer interactions,
such as online learning [239]. To address such issues, conversational interfaces emerged as a
powerful approach aiming to provide seamless means of interaction with virtual assistants,
chatbots, or messaging services. Messaging applications using conversational interfaces have
been reported to be more popular than conventional social networks [201], resulting in a

Feedback
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Interfaces Subjective

Perception
Games

Research

Conversational
Styles

Avatar & Self-
Identification

Worker
Moods

RQ 2.1
RQ 2.2

RQ 3.1
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RQ 3.3
RQ 3.4

RQ 4.1
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RQ 4.3
RQ 4.4

Current
Crowdsourcing

The Future of
Crowdsourcing
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Worker
Health

Information
Retrieval

RQ 5.3
RQ 5.4

RQ 5.1
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The work environment does
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increase worker satisfaction

The work environment
satisfies the needs of both

workers and requesters

Motivation

Pay

Job 
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Organization

Worker
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Conversational Crowdsourcing Theories

It typically consists of
small, independent, and

homogenous tasks

Cognitively complex and
large-scale tasks can be
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Kittur et al. The future of crowd work. CSCW'13.

Main challenges (Kittur et al.) Related research domain Applications Research questions

Figure 1.1: The research scope of the thesis. Yellow bubbles represent main challenges
identified by Kittur et al. [117]. Blue bubbles represent research background explained in
Section 1.1 (the size of the bubble represents the relevance to this thesis). Green bubbles
represent applications. Grey bubbles represent research questions explained in Section 1.2.



3

growing familiarity of people with conversational interfaces. In addition, conversational
interfaces have been argued to have advantages over traditional graphical user interfaces,
due to a more human-like means of interaction that conversational interfaces can provide
and the potential engagement that conversation can stimulate [153].

In this thesis, we introduce a novel crowdsourcing interaction paradigm — conversational
crowdsourcing — that we hypothesize to be able to improve the satisfaction and engage-
ment of crowd workers on crowdsourcing marketplaces. In addition to the potential benefits
for engagement and satisfaction mentioned above, user experience has been shown to be
affected by conversational styles [113, 215] and human emotions in conversation [196]. We
therefore study three important aspects related to 1) conversational styles, since prior works
in linguistics have shown that conversational styles can play an important role in engaging
speakers in inter-human communication [210, 211]; 2) worker moods, because related liter-
ature have revealed that emotions and moods can significantly affect user performance and
engagement in either office work or online crowd work [217, 244]; and 3) self-identification,
since it is strongly associated with emotions and it is effective in motivating users, inspired
by games research [14]. Figure 1.1 presents the research scope of the thesis, where the bub-
bles in yellow represent the main challenges identified by Kittur et al. [117] with the aim of
achieving a better future of crowd work; the bubbles in blue represent the related knowledge
and research background; the bubbles in green represent the applications of conversational
crowdsourcing; and the bubbles in grey represent the research questions being investigated
in the thesis, and how they link with the related knowledge.

In the following sections, we will first introduce the research background from the as-
pects of lowering barriers for participation, conversational interfaces (including conversa-
tional styles), worker subjective perceptions (including worker moods), and games research
(including self-identification with avatars) in Section 1.1. Then we will delve into several
research questions to fill the knowledge gap (Section 1.2). In Section 1.3, we introduce the
research methodologies used in this thesis.



4 Chapter 1. Introduction

1.1 Background

In this section, we elaborate related work from the perspectives of conversational interfaces,
worker subjective perceptions, and gamification respectively, which have been shown to be
related to worker satisfaction and engagement.

Lowering Barriers for Participation in Microtask Crowdsourcing

Researchers proposed various methods to lower barriers for participation in crowdsourcing.
Narula et al. designed Mobileworks, a mobile-based crowdsourcing platform that enable
crowd workers to perform image recognition tasks [159]. The authors also show that in de-
veloping countries the crowd work marketplaces are often inaccessible. A prior work studied
how crowdsourcing tasks could prevent workers (who have little digital literacy skills) from
task execution and completion on Amazon’s Mechanical Turk [112]. The authors found that
the key usability barriers were the task instructions, user interface, and the cultural context.
Therefore, the authors suggested that localization, simple user interfaces and task instruc-
tions should be considered in the task design, to better facilitate participation of crowd
workers in India. Good task design and clear task instructions have been shown to be able
to bring positive impacts to crowd work, and have been identified to be important factors to
enable better access and participation from crowd workers [116, 140, 75]. Complementing
these prior works, we propose to use conversational interfaces that people may be gener-
ally more familiar with as an alternative to standard web interfaces to lower participation
barriers.

Conversational Interfaces

Due to a more human-like interaction, conversational interfaces have been argued to have
advantages over standard web-based user interfaces [153]. Therefore, we are currently
witnessing a gradual rise of conversational interfaces are in various domains of our daily
life [238]. Conversational interfaces can be served as a media for either inter-human con-
versation or human-machine conversation. As for human-machine conversation, a conversa-
tional interface usually features a conversational agent, which is a software programmed to
automatically interpret and respond to requests expressed in natural language, so to mimic
the behavior of a human interlocutor. Chatbots are a class of conversational agents that
prevalently use text as a interaction medium. While research on chatbot systems dates back
to the 1960s, the growing popularity of messaging platforms (especially on mobile devices)
is sparking new interest both in industry and academia. In addition to the traditional focus
on conversational purposes, recent work in Information Retrieval addressed informational
task. For instance, Vtyurina et al. [226] investigate the use of a chatbot system as an
alternative for search engines to retrieve information in a conversational manner. Avula
et al. [5, 6] explored the adoption of chatbots for collaborative search and content recom-
mendation. Vaccaro et al. [221] investigated the use of chatbot for styling personalization.
Recent work has investigated the user experiences with regard to conversational interfaces,
to understand user needs and satisfaction [35, 39, 136]. Other works have studied the scope
of using conversational agents in specific domains. Vandenberghe introduced the concept
of bot personas, which act as off-the-shelf users to allow design teams to interact with rich
user data throughout the design process [222]. These works have shown that conversational



1.1. Background 5

agents and interfaces can improve user experiences and have highlighted the need to further
investigate the use of conversational agents in different scenarios.

Conversational Interfaces for Crowdsourcing. Prior research has combined crowd-
sourcing and the conversational interface for training the dialogue manager or natural lan-
guage processing component [122]. Lasecki et al. designed and developed Chorus, a con-
versational assistant able to assist users with general knowledge tasks [128]. Conversations
with Chorus are powered by workers who propose responses in the background, encouraged
by a game-theoretic incentive scheme. Workers can see the working memory (chat history)
and vote on candidate responses on a web-based worker interface. Based on Chorus, an
improved conversational assistant named Evorus was proposed. It can reduce the effort of
workers by partially automating the voting process [99]. The same authors also developed
a crowdsourced system called Guardian, which enables both expert and non-expert workers
to collaboratively translate Web APIs into a dialogue system format [101]. Conversational
microtask crowdsourcing is also deployed on social network platforms, combing with mes-
saging applications, such as Facebook and Twitter. Savage et al. designed a platform named
Botivist based on Twitter, engaging volunteers to action by using different strategies [193].
A previous work based on Facebook Messenger used a Chatbot to connect learners and
experts, for providing experts’ feedback to improve learners’ work [218]. A conversational
agent called Curious Cat was proposed to combine the crowdsourcing approach from a dif-
ferent perspective [20]. While most crowdsourced conversational agents provide information
to users according to their requests, the Curious Cat was designed as a knowledge acqui-
sition tool, which actively asked data from users. Prior works have shown the utility of
conversational systems in crowdsourcing. However, a novel conversational crowdsourcing
paradigm which facilitates the execution of different types of popular crowdsourcing tasks
is yet to be designed.

Conversational Style and Work Outcomes. The conversational style is an essential
element of a conversation, and it is also found to be related to work outcomes. The earliest
systematic analysis of conversational style was performed by Lakoff [125]. She classified
the stylistic strategies people used in everyday conversation into four categories, namely,
clarity, distance, deference, and camaraderie. Lakoff found that speakers tend to use the
camaraderie strategy when they want to be friendly, and use clarity strategy when they
want to have the least relationship with another. Speakers can use a combination of differ-
ent strategies in practice. Based on that, Tannen proposed a classification of conversational
style that distributes speakers on a continuum from High Consideratenes to High Involve-
ment. She also concluded important features and linguistic devices helping in classification
of speakers’ conversational styles [210, 211]. In terms of the usage of conversational style
in human-computer interaction, Shamekhi et al. analyzed the preferred conversational style
of users for a virtual agent [195]. They extrapolated the conversational style by indirectly
asking users about their attitudes during a conversation. Thomas et al. analyzed styles of
the information-seeking conversation from the MISC dataset [216] by using some measur-
able properties to represent features defined by Tannen, such as pronoun use, speech rate,
pitch/loudness variation, and so on [215]. Conversational styles can also affect work out-
comes and worker performance. Using Botivist [193], the authors analyzed how strategies
(corresponding to different language styles) could potentially affect the outcome. Previous
work evaluated the impact of linguistic style matching (LSM [81]) on team performance
in long-term tasks [156]. Tausczik et al. designed a real-time language feedback system
to test the work outcomes of student groups by monitoring communication patterns [213].
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Many prior studies have used automated methods to predict and analyze age, gender and
personality based on linguistic features [194, 2, 25, 161]. A recent study compared the im-
pacts of conversational styles on online surveys [113]. Authors defined two styles, “casual”
and “formal” respectively, and then applied these two styles on web platform and chatbot.
They concluded that a chatbot could play a role as a human in surveys if an appropriate
conversational style is used. Previous works about conversational styles however, are not
directly applicable in microtask crowdsourcing.

Subjective Perception in Crowdsourcing

The subjective perception of crowd workers plays important roles in microtask crowdsourcing
with regard to many aspects. Previous works have studied subjective perceptions concerning
worker enjoyment [37, 18], engagement [52, 139], and moods [244].

Worker engagement is crucial to microtask crowdsourcing since it has positive effects
on building better relationships with crowd workers. Researchers have already noticed the
importance of worker engagement and proposed methods to measure and predict it [139].
A previous work combined crowdsourcing with the process of learning [52], suggesting that
both engagement and performance could be improved. The effort that workers make is also a
major factor that can affect task execution time and cost. Cheng et al. proposed an effective
way to measure worker efforts using “error-time area” (ETA), enabling a requester to rapidly
evaluate the efficiency [33]. Apart from engagement and effort, the worker performance could
be affected by more complex factors. Kazai et al. studied the relationship between workers’
personality traits and crowdsourcing outcomes [109]. Considering the properties of outcomes
such as accuracy and speed, workers can be classified into five main categories — Spammer,
Sloppy, Incompetent, Competent and Diligent. Prior works also investigated the feasibility of
using self-assessments to measure rather complex subjective properties like logical reasoning
competence [70] and cognitive skill [91] — these subjective properties can significantly affect
crowdsourcing results. Using such self-assessments before task execution could be useful for
performance prediction and task assignment. However, we lack a thorough understanding
of how workers’ subjective perceptions such as satisfaction and experience related to tasks
and their mental workload can be improved.
Worker Moods in Crowdsourcing. Prior studies have shown that in real-life worker
moods can affect people’s task performance. In the context of crowd work, workers in
a pleasant mood were also found to exhibit a better performance than those who were
unpleasant [233, 241]. Others have shown that task execution time can also be affected
by worker moods [151]. Recent work in the context of online crowdsourcing has revealed
the relationship between worker moods and crowdsourcing task performance [244], where
moods were measured using the Pick-A-Mood instrument [48]. Statistical tests indicated
that worker moods had significant effects on their engagement. Based on these findings,
others analyzed the impact of worker moods in struggling web search tasks [67]. Although
the impact of worker moods on quality related task outcomes on traditional web interfaces
is evident, how worker moods interact with conversational crowdsourcing to shape work
quality in conversational crowdsourcing needs further investigation.

Improving Worker Experience through Gamification

Gamification has been extensively used in the realm of crowdsourcing to make workers more
motivated and engaged [154]. Following Flow theory [41], Eickhoff et al. designed a game
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to attract workers to execute Relevance Assessment tasks, resulting in lower cost and fewer
malicious behaviors [55]. A prior work used competition-based design to improve worker
performance in microtask crowdsourcing on the CrowdFlower (Appen) platform [183]. Fur-
thermore, using gamification to exploit worker motivation and interest to enable volunteering
crowdsourcing has shown to be feasible in prior studies [154]. A previous study developed an
online collaborative game to effectively crowdsource protein structures [37]. Similar meth-
ods are also extensively used to inspire volunteers [18], increase enjoyment [130], or support
activism [142]. Gamification has been shown to be effective in crowdsourcing. However, we
learned that games from previous studies for crowdsourcing are all task-specific, meaning the
game must be well designed to meet the requirements of simultaneously engaging workers
and acquiring specific types of data. There are no common guidelines or tools for rapidly
developing a game with little overhead.
Identification with Avatars. Avatar customization is a simple interface manipulation and
has shown to increase task engagement [15]. Avatars have been employed in many different
areas, particularly in gaming systems. Prior work has showcased how and why players can
be engaged in digital games [184], which is widely accepted by the researchers of relevant
fields. The authors proposed self-determination theory (SDT) to explain the reason that
games are usually engaging, and suggested that players would be intrinsically motivated if
the game was designed to satisfy players’ psychological needs of self-determination. Based on
the model of enjoyment [225], Trepte et al. studied competitiveness, player life satisfaction,
and avatar identification in video games. They found a strong relationship between avatar
identification and game enjoyment [220]. Apart from the effect of game enjoyment, prior
work found that avatar customization itself could be engaging and valuable to players, after
the authors carried out an interview study about the game World of Warcraft [133]. Further-
more, giving personality traits or even names could be important to increase identification
while creating an avatar [220, 146, 40]. Fictional characters or avatars sometimes present
what users or players wish to be. Hoffner et al. interviewed children and young adults about
their favorite characters. Results indicated that both similarity identification (gender) and
wishful identification (characteristic) existed in their favorite characters [96, 97]. Further-
more, Neustaedter et al. presented a study showing players created and evolved the avatar
in games to match a desired virtual identity [160]. The theories proposed and supported
in previous works lead to a new research opportunity – to improve worker experience by
enabling workers to customize their avatar appearance, and selection of their desired avatar
characteristics.
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1.2 Research Questions and Original Contributions

In the following, we present the research questions investigated in Chapters 2-5 and summa-
rize the original contributions. As shown in Figure 1.2, we address research questions about
designing conversational crowdsourcing (Chapter 2), using conversational crowdsourcing to
improve worker satisfaction and engagement (Chapter 3), analyzing the roles of worker
mood and self-identification in conversational crowdsourcing (Chapter 4), and applications
of conversational crowdsourcing (Chapter 5). The links between the research questions and
research background are shown in Figure 1.1. To answers these research questions, we car-
ried out 7 online experiments, involving more than 2000 workers, on three crowdsourcing
platforms (Amazon’s Mechanical Turk, Figure Eight, and Prolific).

TranditionalWeb Interface

Chapter 2
Designing Conversational

Crowdsourcing

Chapter 3
Engagement and

Satisfaction

Chapter 4
The Roles of Mood and

Self-Identification

Chapter 5
Conversational

Crowdsourcing Applications
Chapter 1

Introduction

Figure 1.2: The thesis outline.

Designing Conversational Crowdsourcing

Traditional web-based user interfaces are widely used for the interaction between crowd-
sourcing platforms and workers in the majority of prior work, to communicate with workers,
transmit instructions and gather responses thereafter. In Section 1.1, we have identified
that conversational interfaces can improve user experiences. To demonstrate the feasibil-
ity of our novel conversational crowdsourcing paradigm, it is important to properly design
the conversational interface in a way which contains all the essential task elements that
traditional web interfaces have. Therefore, we aim to understand whether conversational
crowdsourcing could result in reasonably high quality of output in comparison with tradi-
tional web crowdsourcing interfaces. To this end, in Chapter 2, we address the following
research questions:

RQ2.1: To what extent can text-based conversational interfaces support the execution of
different types of crowdsourced microtasks?

RQ2.2: How do different types of UI input elements in conversational interfaces affect
quality-related outcomes in microtasks?

Original contributions. This work takes an important first step of studying the utility of
conversational interfaces in microtask crowdsourcing. The original contributions of Chapter
2 are threefold:

1. We designed the logic and workflow of the conversational agent for assisting crowd
workers in task execution based on Telegram Bot (RQ2.1).
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2. We show that tasks executed through conversational crowdsourcing interfaces can
result in a similar output quality and execution time compared to traditional web
interfaces (RQ2.2).

3. Considering the fact that most crowdsourcing platforms are web based, to further lower
the barrier of participation, we developed a tool for quickly deploying crowdsourcing
tasks in a customizable web-based conversational interface, named TickTalkTurk [173].
Our conversational crowdsourcing tasks and studies in the remaining chapters are
primarily implemented based on TickTalkTurk.

Improving Worker Engagement and Satisfaction

By addressing the above research question, we established conversational interfaces as a vi-
able alternative to the existing standard web interfaces for microtask crowdsourcing. How-
ever, the impact of conversational crowdsourcing on the engagement of workers needs a
thorough analysis. Tasks on crowdsourcing platforms are often deployed in large batches
consisting of similar microtasks [3, 51]. The monotonous nature of crowdsourcing tasks can
lead to sloppy work due to boredom and fatigue (Section 1.1), and then result in low worker
satisfaction and engagement. Furthermore, previous work [156, 113] has shown that the
design of the conversation can affect the worker experience, as previous psychological and
linguistic studies have shown the important role that conversational styles can play in inter-
human communication [125, 210, 211]. Therefore, it is important to investigate whether the
insights and conclusions about conversational styles in human conversation are applicable
to conversational crowdsourcing. In Chapter 3, we aim to address the following research
question:

RQ3.1: To what extent can conversational crowdsourcing improve the worker engagement?

RQ3.2: How do different conversational styles affect the performance of workers and their
cognitive load in conversational crowdsourcing?

Understanding the role of conversational styles of online workers while performing crowd-
sourcing tasks can help us better design strategies to improve output quality and worker
satisfaction. While we can simply assign a conversational style to a conversational agent,
for workers, however, there is a need for research focusing on the estimation of their conver-
sational styles. Therefore, we will delve into the following research questions:

RQ3.3: How can the conversational style of a crowd worker be reliably estimated?

RQ3.4: To what extent does the conversational style of crowd workers relate to their work
outcomes, perceived engagement, and cognitive task load in different types of tasks?

Original contributions. Our findings have important implications on worker performance
prediction, task scheduling and assignment in microtask crowdsourcing, and furthering the
understanding of conversational crowdsourcing. Particularly, the original contributions of
Chapter 3 are:

1. We show that conversational crowdsourcing have positive effects on worker engage-
ment, as well as the perceived cognitive load, in comparison to traditional web-based
crowdsourcing (RQ3.1).
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2. We show that a High-Involvement conversational style can better engage workers for
specific task types (RQ3.2).

3. Our results reveal that our novel coding scheme can estimate crowd workers’ conver-
sational styles with a high inter-rater reliability (RQ3.3).

4. We show that workers with an Involvement conversational style have significantly
higher output quality, higher user engagement and less cognitive task load while they
are completing a high-difficulty task, and have less task execution time in general
(RQ3.4).

The Roles of Worker Moods and Self-identification

Conversational crowdsourcing is associated with human emotions due to its human-like
means of interaction [196]. Therefore, there is a research opportunity about the role of
worker emotions in shaping work in conversational crowdsourcing. Recently, previous studies
have shown evidence that worker moods can affect quality related outcomes and worker
experience [244]. As we discussed before (Section 1.1), we lack an understanding of the
effect of workers’ subjective perceptions. Especially, the effect of moods in conversational
crowdsourcing needs further investigation. Therefore, in Chapter 4, we will first try to
address the following research questions:

RQ4.1: How do worker moods affect their performance, engagement and cognitive load in
conversational crowdsourcing?

RQ4.2: How does the conversational style of a conversational agent affect the performance
of workers in different moods?

In the previous section, we have explained that self-identification is found to be strongly
associated with emotions in the realm of games [225, 220], while gaming research is becom-
ing increasingly popular in crowdsourcing. Recent work has shown that self-identification
with player avatars is effective in fostering interest, enjoyment, and other emotional as-
pects pertaining to intrinsic motivation [14]. Self-identification with avatars is already very
common in video games but not essentially in the realm of crowdsourcing (and naturally
conversational crowdsourcing). To fill the knowledge gap, we thereby delve into the following
research questions:

RQ4.3: How do worker avatars affect worker experience and quality-related outcomes in
traditional web and novel conversational interfaces?

RQ4.4: How can worker self-identification with their avatars be facilitated using avatar
customization and worker characterization?

Original contributions. The findings provide useful insights for future crowdsourcing
task design, with the aim of improving worker satisfaction and alleviating cognitive task
load. Specifically, the original contributions of Chapter 4 are:

1. We show that, in conversational crowdsourcing, workers in a pleasant mood generally
exhibited a higher output quality, higher user engagement and less cognitive task load
(RQ4.1).
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2. We show that a suitable conversational style of the agent can have a significant im-
pact on worker performance (High-Involvement style for pleasant workers and High-
Considerate style for unpleasant workers) (RQ4.2).

3. Using avatar appearance customization in conversational crowdsourcing can effectively
reduce workers’ perceived workload and improve quality-related outcomes (RQ4.3).

4. The results reveal the occurrence of similarity (avatar appearance) and wishful (avatar
characterization) identifications with worker avatars (RQ4.4).

Applications of Conversational Crowdsourcing

In Chapter 5, we study the performance of the conversational crowdsourcing paradigm in
the context of two application domains: information retrieval and health studies.

Crowdsourcing has become a crucial means in the realm of information retrieval for
carrying out user studies to test the effectiveness of novel information retrieval systems.
Considering the advantages of using conversational interfaces in crowdsourcing, it is impor-
tant to study whether improved user engagement through conversational interfaces can lead
to better memorability of information due to the fact that information overload is a prob-
lem many of us can relate to nowadays. Furthermore, we also consider note-taking feature
in the user interface as previous studies have shown the effectiveness of using note-taking
to improve memorability in the classroom. To this end, we aim to fill the knowledge gap
by proposing novel conversational interfaces with note-taking features to improve human
memorability during information search. The research questions of the first conversational
crowdsourcing application are:

RQ5.1: How can human memorability of information consumed in informational web search
sessions be improved?

RQ5.2: How does the use of text-based conversational interfaces and note-taking affect the
search behavior of users?

To take crucial strides to the future of crowdsourcing, in the second application of conver-
sational crowdsourcing, we explore the prevailing psychosocial and mental health of crowd
workers, to have a better understanding of worker health and wellbeing across different
crowdsourcing platforms. We design a 60-item survey including four main aspects, namely,
background and working environment, ergonomics and physical health, psychosocial con-
ditions and mental health, and workers’ needs for improving their health. Since we show
that conversational crowdsourcing is effective in improving worker engagement in long and
monotonous tasks, we apply conversational crowdsourcing to assist workers in completing
the survey. In the second application, we delve into the following research questions:

RQ5.3: What is the prevalent physical and mental health status of crowd workers in mi-
crotask crowdsourcing marketplaces?

RQ5.4: To what extent are healthcare interventions needed in crowdsourcing marketplaces?
What are the preferred characteristics of such interventions from the perspective of
workers?
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Original contributions. Our work has important implications in improving human mem-
orability in information retrieval, and on task and workflow design that are centered around
worker health on crowdsourcing platforms. Specifically, the main contributions of Chapter
5 are:

1. We show that conversational interfaces have the potential to augment long-term mem-
orability (RQ5.1).

2. We show that users leveraging conversational interfaces exhibit a completely different
behavior pattern compared to traditional web users. Such behaviors have been proved
to be beneficial for human memorability by previous studies (RQ5.2).

3. We show that workers across different crowdsourcing platforms report similar health-
related issues, but also exhibited certain differences. Mechanical Turk workers reported
better physical health, while Prolific workers reported better mental health (RQ5.3).

4. We show that physical discomfort is related to the working ergonomics of crowd workers
(RQ5.3).

5. We show that workers’ energy levels could be affected by task content (the meaning
of work and possibilities of learning); the mental wellbeing of crowd workers could be
affected by their work pace and task demands (RQ5.3).

6. Our survey has shown that it would be appropriate to design and provide health
interventions actively to workers (lasting no longer than 10 minutes), every 0.5-2 hours,
between batches of tasks (RQ5.4).

7. According to workers’ comments, the types of health interventions, their duration,
content, and frequency should be customizable and personalized to worker preferences
(RQ5.4).



1.3. Research Methodology 13

1.3 Research Methodology

The work in this thesis can be categorized as quantitative empirical user study. We aim to
provide analytical insights and suggest improvements by carrying out controlled crowdsourc-
ing experiments on crowdsourcing platforms with the aim of studying worker performance
and experience in crowd work. We collect and analyze data related to worker performance
and worker behavior during task execution. The independent variables in our experiments
include worker interfaces (addressing research questions in Chapter 2), conversational styles
(addressing research questions in Chapter 3), and crowdsourcing tasks (all the research
questions). The targeted participants are generic crowd workers. Since the goal is to study
human factors in general crowd work, we do not set up any particular qualifications or
filters to pre-screen crowd workers in our studies, except overall approval rate. Crowd work-
ers in our experiments are mainly incentivized by monetary rewards as we aim to study
worker performance and experience on paid crowdsourcing platforms. We apply quantita-
tive data analysis after crowdsourcing experiments. To understand how worker performance
and behavior relate to conversational crowdsourcing, we use statistical significance tests to
verify our hypotheses and measure the reliability of our proposed methods. To answer the
research questions, we carry out crowdsourcing experiments across all the chapters. We
compare novel conversational crowdsourcing with traditional web-based crowdsourcing us-
ing different task types. We measure and analyze worker accuracy, task execution time,
worker retention (research questions in Chapter 3 and Chapter 4), and worker memorability
(research questions in Chapter 5).

Controlled crowdsourcing experiments provide us with objective data and properties
(such as worker accuracy, worker retention, and task execution time) that we need for an-
alyzing the performance and behavior of crowd workers. However, sensing crowd workers’
subjective feelings and understanding why crowd workers exhibit certain behaviors are as
equally important as measuring objective performance data in our studies. Surveying crowd
workers allows us to acquire important data related to worker experience and satisfac-
tion during task execution. Therefore, we survey crowd workers to acquire their perceived
engagement, cognitive workload, and intrinsic motivation, after they complete all the crowd-
sourcing tasks. In this thesis, we survey crowd workers across all the chapters. In Chapter
2, we survey the workers who participate the crowdsourcing experiment, by asking them to
optionally give overall satisfaction scores. In Chapter 3 and Chapter 4, the workers who par-
ticipate the crowdsourcing experiments are asked to provide their ratings about perceived
user engagement, cognitive task load, worker mood, and intrinsic motivation (only Section
4.2). In Chapter 5, we survey workers on Amazon Mechanical Turk and Prolific platforms.
We design survey questionnaires to understand worker health in prevalent crowdsourcing
marketplaces.
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1.4 Origin of Chapters

This thesis consists of six chapters. The current chapter (Chapter 1) describes the re-
search background, research questions, and original contributions. Chapters 2-5 are based
on research papers published in conferences and journals:

Chapter 2 is based on a full research paper published at the 2019 ACM Conference on User
Modeling, Adaptation and Personalization [144] and a demonstration paper published
at the 2020 ACM Conference on Computer-Supported Cooperative Work and Social
Computing [173].

Chapter 3 is based on two full research papers published at the 2020 ACM CHI Conference
on Human Factors in Computing Systems [171] and the Proceedings of the ACM on
Human-Computer Interaction (CSCW 2020) [170] respectively.

Chapter 4 is based on two full research papers published at the International Conference
on Web Engineering 2020 [172] and the Proceedings of the ACM on Human-Computer
Interaction (CSCW 2021) [169] respectively.

Chapter 5 is based on a full research paper published at the Proceedings of the 2020
ACM SIGIR on International Conference on Theory of Information Retrieval [174]
and a research paper currently in submission [175].

Chapter 6 concludes the thesis by summarizing the main findings and contributions
and providing an outlook to future research directions in related fields.
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Conversational interfaces can facilitate human-computer interactions. Whether or not
conversational interfaces can improve worker experience and work quality in crowdsourcing
marketplaces has remained hitherto unanswered. In this chapter, we investigate the suit-
ability of text-based conversational interfaces for microtask crowdsourcing. We designed
a rigorous experimental campaign aimed at gauging the interest and acceptance by crowd
workers for this type of crowd work interface. We designed conversational interfaces for task
execution based on the messaging application Telegram, compared web and conversational
interfaces for five common microtask types, and measured the execution time, quality of
work, and the perceived satisfaction of 316 workers recruited from the Figure Eight (Appen)
platform. We show that conversational interfaces can be used effectively for crowdsourcing
microtasks, resulting in a high satisfaction from workers, and without having a negative
impact on task execution time or work quality.

The experimental campaign we carried out also exposed weaknesses of using a third-
party messaging application independent of the crowdsourcing platform (e.g., Telegram),
which required workers to put extra effort into installing the application and registering a
new account in order to complete the task. To further lower the barrier for participation,
we designed a web-based conversational crowdsourcing tool named TickTalkTurk, to assist
task requesters in quickly deploying and publishing conversational microtask on popular
crowdsourcing platforms.

15
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The content of this chapter is based on the following papers:

Panagiotis Mavridis, Owen Huang, Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. Chat-
terbox: Conversational Interfaces for Microtask Crowdsourcing. Proceedings of the
27th ACM Conference on User Modeling, Adaptation and Personalization, pp. 243-
251, 2019. (Section 2.1 is based on this paper. This paper is derived from a master
thesis project supervised by Sihang Qiu. He was responsible for design and execution
of the study, analysis of data, and paper-writing of the corresponding parts)

Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. TickTalkTurk: Conversational Crowd-
sourcing Made Easy. Conference Companion Publication of the 2020 on Computer
Supported Cooperative Work and Social Computing, pp.53-57, 2020. (Section 2.2 is
based on this demonstration paper)
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2.1 Conversational User Interface for Crowdsourcing

Messaging applications such as Telegram, Facebook Messenger, and Whatsapp, are regu-
larly used by an increasing number of people, mainly for interpersonal communication and
coordination purposes [132]. Users across cultures, demographics, and technological plat-
forms are now familiar with their minimalist interfaces and functionality. Such popularity,
combined with recent advances in machine learning capabilities, has spurred a renewed in-
terest in conversational interfaces [245], and chatbots, i.e. text-based conversational agents
that mimic a conversation with a real human to enable conversational, information seeking
[5, 6, 226], and transactional tasks [53, 65, 246].

The growing popularity of conversational interfaces has coincided with flourishing crowd-
sourcing marketplaces. Microtask crowdsourcing allows the interaction with a large crowd
of diverse people for data processing or analysis purposes. Examples of such microtasks
include audio/text transcription, image/text classification, and information finding. Mi-
crotask crowdsourcing is commonly executed by means of dedicated web platforms (e.g.
Amazon Mechanical Turk, Appen), where all the published microtasks are publicly pre-
sented to workers. Upon the selection of their preferred microtasks, workers are typically
directed to a webpage served by the platform or hosted on an external server by the task
requesters. Based on the task design, workers can provide their input by means of standard
(e.g. text, dropdown, and multiple choice fields) or custom (e.g. drawing tools) web UI
elements. Recent work has shed light on the importance of task design choices made with
respect to user interface elements; and on how such choices can influence the quality of work
produced and satisfaction among workers [66].

Lowering the entry barrier for workers to participate effectively in crowdsourcing tasks
is an important step towards securing the future of crowd work [117]. Messaging applica-
tions using conversational interfaces are reported to be more popular than social networks
[201], and we argue that such familiarity with conversational interfaces can potentially lower
the barrier for participation. Although conversational interfaces have been effectively used
in numerous applications, the suitability and effectiveness of conversational interfaces in
microtask crowdsourcing marketplaces has remained unexplored. We aim to address this
knowledge gap in this section. We investigate the suitability of conversational interfaces for
microtask crowdsourcing by juxtaposing them with standard web interfaces in a variety of
popularly crowdsourced tasks.

Our goal is to further the understanding of how text-based conversational interfaces
could serve as an alternative to the standard web interfaces typically used for microtask
crowdsourcing. We seek answer to the following questions:

RQ2.1: To what extent can text-based conversational interfaces support the execution
of different types of crowdsourced microtasks?
RQ2.2: How do different types of UI input elements in conversational interfaces affect
quality-related outcomes in microtasks?

We carried out experiments to gauge the interest and acceptance of automated, text-
based conversational work interfaces by crowd workers, while assessing their performance
within different task types. We recruited workers from the Figure Eight (Appen) microwork
platform, and implemented a conversational interface based on the popular Telegram mes-
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saging platform. We addressed five typical microtask types (information finding, human
OCR (captcha), speech transcription, sentiment analysis, image annotation) spanning con-
tent types (text, image, audio) and UI elements (free text, single and multiple selections).
For each task type, we implemented both web and conversational interfaces.

We addressed RQ2.1 by comparing the execution time, quality of results, and satisfac-
tion of workers who used the standard web interface with those who used the conversational
interface. To answer RQ2.2, we compared different implementations of conversational UI
elements for single and multiple input selections in microtasks. Results showed that the con-
versational interfaces were positively received by crowd workers, who indicated an overall
satisfaction and an intention for future use of similar interfaces. In terms of performance,
tasks executed using the conversational interfaces took similar execution times, and yielded
comparable output quality.

Study Design

We considered five types of microtasks that are typically completed by crowd workers in
microwork crowdsourcing marketplaces. We selected these tasks both to stress the diversity
of evaluated content types (text, images, audio), and the diversity of UI elements used to
perform the tasks. For the sake of reproducibility, the complete list of tasks (and related
data) is available for download on the companion webpage.5
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Figure 2.1: In this figure we depict different tasks (a, b, c, d, e) and how they look from
a Standard web (top) versus a conversational (bottom) interface perspective. The different
types of tasks depicted: a) Information Finding, b) Human OCR, c) Speech Transcription,
d) Sentiment Analysis, e) Image Annotation.

Information Finding. Workers are tasked to find specific relevant information from a given
data source [72]. We opted for business-related information available on the Web, to facilitate

5https://sites.google.com/view/umap2019chatbotmicrowork

https://sites.google.com/view/umap2019chatbotmicrowork
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retrieval and minimize task execution delays due to hard-to-find information. We used the
first 17 business records listed in the Yelp dataset6. From these 17 records, we created 50
task objects by randomly removing three of the following fields: name, address, city, state,
postal code and stars (i.e. the business rating). To prevent ambiguity, the name and postal
code were never jointly removed from the same business record. The workers’ task was to
use commercial search engines to retrieve the missing information from the business record,
and to provide it as free text in three separate fields.

Human OCR (CAPTCHA). This is a media transcription task [72], where workers were
required to transcribe the text contained in a CAPTCHA image. We generated7 50 distinct
CAPTCHAs of four characters, containing only digits and letters (i.e. excluding special
characters and symbols such as punctuation marks, currency symbols, etc.).

Speech Transcription. In this audio transcription task, workers were asked to transcribe
recordings of English speech retrieved from Tatoeba8. We selected 50 distinct recordings,
with length ranging from 2 to 8 seconds, and asked workers to type the content of the short
speech.

Sentiment Analysis. In this task, workers were asked to assess the sentiment of user reviews.
We relied again on the Yelp dataset, and selected 50 reviews. To maintain sufficient diversity
on selected businesses, we selected a maximum of three reviews per business. The length of
the selected reviews varied, ranging from several sentences to whole paragraphs. Workers
were asked to judge the overall sentiment of a review as Positive, Negative, or Neutral.
An additional Unsure option was provided, to address annotation uncertainty and prevent
forced choices.

Image Annotation. This is another data enhancement task where the goal is to determine
the categories of the food items contained in an image. The options included: Eggs, Fish,
Meat, Vegetables, Fruits, Cheese, Mushroom, Grain, and Sweets. In case the image did
not contain any food category that was applicable, workers were requested to only select a
Non-food option. We used 50 distinct images from the Yelp dataset.

Work Interfaces

We focused on three types of UI elements that are required to perform the task types
investigated in our experiments as shown in Table 2.1; (1) Free Text, to input text data
retrieved from the Web, annotations about a data object, or transcriptions from images and
sound; (2) Single Selection from List, for single-class classification (Sentiment Analysis);
and (3) Multiple Selection from List, for multi-class classification (Image Annotation).

The following sections describe and justify the interface designs adopted in our work.
All the implemented interfaces are available on the companion webpage for reference.

Standard Web Interface. The web interface was developed on the Figure Eight platform,
which provides a standardized way to specify work interfaces in an HTML-like format. We
decided to use only standard interface elements, that are typical of crowdsourcing tasks on
Figure Eight, to elicit normal interactions of workers with the web interface.

Figure 2.1 depicts a one-to-one comparison of the Standard Web Interface tasks versus
the Conversational Interface tasks.

6Yelp dataset: https://www.yelp.com/dataset
7CAPTCHA generator: https://pypi.org/project/captcha/
8https://tatoeba.org/eng/audio/index

https://www.yelp.com/dataset
https://pypi.org/project/captcha/
https://tatoeba.org/eng/audio/index
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Table 2.1: Summary of considered UI elements, and their implementation in web and con-
versational interfaces.

UI Element Web Conversational

Free Text Single/Multi line text Message
Single Selection Radio buttons Single Button
Multiple Selection Checkbox(es) Multiple Buttons

We can see the screenshots of the developed Web UIs corresponding to each of the 5
task types. Figure Eight provides two types of Free Text UI elements: single line text
input and multi-line text input. The former type is used in the Information Finding and
Human OCR tasks, as worker were asked to provide short input text (e.g. business name,
city, address). The latter type is used in the Speech Transcription task, workers had to
input short sentences from the processed audio. The Single Selection element needed for the
Sentiment Analysis task has been implemented using Radio Buttons, as customary for this
type of tasks; while the Image Annotation tasks used the Checkboxes UI element forMultiple
Selection. When the task entailed multiple annotations (e.g. sentiment analysis, image
labeling), content items and their respective input elements were presented in a sequence,
to be navigated top-to-bottom within the same page.

Conversational Interface. To resonate with popular conversational interfaces, we de-
signed and implemented our conversational interface in the Telegram9 messaging platform.

The interface comprises two main modules: 1) a conversation management module,
responsible for aligning the status of the task execution with the status of a conversation,
and for supporting navigation within the conversation ; and 2) an input management module,
responsible for rendering the content associated to a task, and the UI elements required to
allow and control user input.

Microtask crowdsourcing user interfaces are typically designed to be minimalistic and
easy to use, to enable fast and effective work execution [117]. We shared the same design
principle in the creation of the conversation management module, which consists of five sim-
ple states as illustrated in Figure 2.2. Figure 2.3 shows a brief example of the conversational
flow in the chat interface.

1) At the beginning of the task execution stage, a chatbot that drives the conversation,
prompts the worker with messages containing task instructions, including an explanation
of the task at hand, and examples of how input could be provided. 2) Once no more
annotations are pending in the task, the chatbot prompts the next question to the worker
(content plus UI elements), and waits for the worker’s response. 3) Next, the answer
provided by the worker is validated, with positive feedback if the answer is acceptable, or a
re-submission sequence if the answer not valid. 4) When no more annotations are pending,
workers are shown their answers for review; and can 5) re-process a previously submitted
answer.

The input management component is built upon the standard message UI element, used
by the workers and the chatbot to exchange information. Traditional text messaging systems
only allow for alphanumeric content to be exchanged and rendered.

9https://core.telegram.org/bots

https://core.telegram.org/bots
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Activities of the worker
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Figure 2.2: Conversation management logic.

Systems like Telegram allow for richer content, which include: 1) multimedia content
(images, videos, sound). 2) Interactive applications (e.g. games), hosted on third party
servers but rendered and accessible within the messaging application. 3) Custom keyboards,
which show predefined inputs, rendered textually or visually; notice that keyboards are com-
plementary to the standard message element: the user can also simply type an abbreviated
input (a single alphabet letter) used as a code associated with a pre-defined key option. And
4) commands, i.e. instructions sent by the user to change the state of the chatbot (e.g. to
start a new working session, or end an existing one).

Figure 2.1 depicts screenshots of the developed conversational interfaces. The design of
both the interfaces and the interaction flows for each task type has been iterated and vali-
dated several times by the authors, through experiments with researchers and students from
the research group. The information finding (a), human OCR (b), and speech transcription
tasks (c) use a simple message element, where validation is performed by simply rejecting
empty answers. The sentiment analysis (d) and image annotation (e) tasks were imple-
mented with custom keyboards, allowing for (respectively) the single or multiple selection of
predefined answers rendered as buttons associated with some option codes. Here, validation
is performed by ensuring that only one button, option code, or content corresponding to
an option is given. With custom keywords, workers could express their preference textu-
ally (with answers separated by whitespace or commas), using the option codes associated
with the button, or by pressing the buttons. We use 4 custom keyboards configurations:
1) Button-only Custom Keyboard : Worker can select any button provided; 2) Text-Only
Custom Keyboard : Worker can only type to provide its answer; 3) Code-Only Custom Key-
board : Worker can only type a letter to provide the answer from a predefined list; and 4)
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Mixed Custom Keyboard : a worker can either select a button, type the full answer or the
abbreviated code that corresponds to the answer (a single letter).

Task Instruction

Judgement

Positive feedback

Image data source

Sound data source

Answer Review and
Submission

Task Instruction tells the
worker how to execute
the microtask.

The question that needs
the worker to answer.

The judgement contains
an image.

Custom keyboards
Enable the worker to
input answers by
pressing buttons.

Give positive feedback
to the worker.

The judgement contains
a sound fragment.

The worker can review ,
modify or submit the
answers here.

Figure 2.3: An example showing the conversational interface developed for our experimental
study.



2.1. Conversational User Interface for Crowdsourcing 23

In all the tasks types that we considered, the chatbot prompts the worker with the item
to evaluate by rendering text (the business record to complete), images (the CAPTCHA
and the food image), or speech (the audio to transcribe).

Experimental Conditions

To answer RQ2.1, we designed 12 experimental conditions, with working interface type
(Web, Conversational) and task type as independent variables, and the Mixed Custom Key-
board configuration for the Sentiment Analysis and Image Labeling conversational interfaces.
As observable from Figure 2.1, the instructions at the beginning of the conversational task
are relatively long, thus possibly affecting the task execution time.

To account for this, we include 6 additional experimental conditions where the conver-
sational interface has task instructions partially hidden (workers are only presented with a
brief overview of the task), and workers could instruct the chatbot through specific com-
mands to display more detailed instructions (i.e. an example and its steps, and also inquire
about how to edit a previously given answer). With RQ2.2, we tested the 3 Custom Key-
board configurations with the Sentiment Analysis and Image Annotation tasks, thus adding
6 additional experimental conditions.

Task Assignment and Execution

On Figure Eight (Appen), we set up two types of jobs: Web jobs and Conversational jobs,
where the latter included the string *|*Requires Telegram*|* in their title, to suggest the
presence of a technical requirement for their execution.

Web jobs were completely performed within the Figure Eight platform, with the standard
Figure Eight workflow and task assignment strategy.

Conversational jobs had a different flow: upon job selection, workers were informed
that logging into Telegram was a requirement for participation. Additional instructions
on how to register a Telegram account (if necessary) were also provided on an external
web-page through a link. Several preview images were provided to inform workers about
the nature of the task, and a short survey inquired about their working platform. We did
not employ fingerprinting techniques to detect the digital work environment of workers to
preserve worker privacy. Workers were informed that no personal information (e.g. names
or phone numbers) would be stored, and that they would be allowed to withdraw from the
experiment at any point in time.

To facilitate the assignment of tasks in Telegram, we redirect users via a URL to Tele-
gram. According to their working environment, the worker could 1) have been redirect to a
Web client version of Telegram; or, if the worker had a native Telegram client installed, 2) to
the native Telegram application. Task assignment was performed dynamically, with a round
robin policy on the content to be processed. A click of the Submit button commanded the
finalization of the task, which resulted in a randomly generated validation token to be used
in Figure Eight to fully complete the task and receive payment. Workers were also asked
to indicate their intention to perform a similar task again in Telegram (yes/no)10, and to
optionally provide a comment about their working experience.

10Would you be interested in doing a similar task again in Telegram?



24 Chapter 2. Designing Conversational Crowdsourcing

Evaluation Metrics

The dependent variables in our experiment are Execution Time, Answer Quality, and Work-
ers Satisfaction. Ground truth and evaluation data is available on the companion Web
page.

Execution Time is measured as the time (in seconds) between the start and the submis-
sion of a task. In the web interface, this is calculated as the time from when the Figure
Eight task is initiated, up to the moment the Submit button is clicked. In the conversational
interface, this is calculated as the time difference between a click event on the Start button,
and a click event on the Submit button.

Answer quality is measured by comparing the worker answers with ground truth Sen-
timent Analysis and Image Annotation. For the Information Finding and Speech Tran-
scription task, workers results were manually inspected by the authors; simple syntactical
and grammatical errors were tolerated. For the human OCR task, we compared the entire
answer to the label of the CAPTCHA, disregarding errors with capitalization. To judge
whether a worker had answered correctly for the Image Annotation task, we marked an
answer as correct, as long as it contained at least one correct annotation, and no more than
two wrong annotations.

Workers Satisfaction of both web and chatbot tasks is measured by default task ratings
on Figure Eight (workers will be re-directed back to Figure Eight when they submit the
answer on Telegram) after workers finish the task. Furthermore, for the chatbot tasks, the
optional comments are left at the end of the chatbot task to let workers give their personal
opinions.

Evaluation

The experiments were performed recruiting workers from the Figure Eight microtask crowd-
sourcing platform. As the main objective of this work is to understand if text-based conver-
sational agents can enable microtask crowdsourcing, we did not condition the participation
of workers to pre-existing quality levels, nor did we run qualification tests. Each experi-
mental condition has been deployed as a separate job in Figure Eight (Figure Eight). Each
job contained 50 task instances, totaling 1200 executions for the whole experiments. Each
instance has been compensated 0.15USD. Information Findings tasks contained 1 business
record; Human OCR tasks contained 5 distinct CAPTCHAs, Speech Transcription tasks
contained 3 audio samples; Sentiment Analysis tasks contained 3 reviews; Image Annota-
tion tasks contained 3 images each. The distribution and frequency of objects in Web and
Chatbot tasks were identical. Workers could only execute one task instance per available
job. Web and Chatbot jobs were deployed on different dates, to maximize the chance of
obtaining disjoint worker populations. The statistical tests that we performed to test the
significance are always Mann-Whitney-Wilcoxon pair-wise significance test.

316 distinct workers executed at least one task (µ = 3.886, σ = 2.4941, median = 2).
31 workers executed both web and chatbot jobs. 12.2% of the workers self-reported that
they performed chatbot jobs with a mobile device. To eliminate the influence of malicious
behavior, a manual inspection of workers’ submissions was conducted. Consequently, 19
workers are excluded in web tasks, and 33 workers are excluded in chatbot tasks.
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Standard Web versus Conversational Interfaces

Execution Time. Table 2.2 and Figure 2.4 depict basic statistics and the distribution
of execution times for the considered experimental conditions. With the exception of the
Human OCR task and the Sentiment Analysis task, the execution time distributions for
the specific task types have no statistically significant difference (Mann-Whitney-Wilcoxon
pair-wise significance test, region of rejection p > 0.05). Speech Transcription tasks show a
slightly longer execution time, a result that we account to the UI design of the Web task,
which, by forcing workers to open another browser tab to play the audio sample, might have
caused delays.
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Figure 2.4: Tasks execution time (sec): Web vs. Conversational with instructions vs. Con-
versational without instructions.

Table 2.2: Execution time (µ ± σ: average and standard deviation, unit: seconds) in each
work interface. With Ins.: with instructions; W/out Ins.: without instructions.

Task type Web Conversational

With Ins. W/out Ins.

Information Finding 364± 301 362± 295 393± 328
Human OCR 150± 135 219± 227 160± 209
Speech Transcription 384± 381 333± 306 311± 223
Sentiment Analysis 158± 187 243± 276 244± 247
Image Annotation 223± 264 222± 212 261± 249

The statistically significant difference between the Sentiment Analysis tasks (web vs.
chatbot without instructions, p = 0.03) and the Human OCR tasks (chatbot with instruction
vs. chatbot without instructions, p = 0.01) could be explained by the presence of long textual
instructions at the beginning of the conversational interface which, differently from the Web
interface, could not be hidden. This hypothesis is supported by the results obtained with
the chatbot configurations where instructions were not initially visible: for all task types,
execution time are lower, and with no statistical difference from their Web counterpart.
Interestingly, only within very few tasks (10) workers executed the chatbot command to
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fully display task instructions, but in 150 occasions they asked to instructions steps or
instructions examples at the beginning of the task. Finally, it is worth mentioning that
in 84 occasions workers used the task reviewing and editing functionality, to correct their
answers before submitting the results.

Work Quality. Table 2.3 summarizes the work performance evaluation for the considered
task types. We observe comparable performance across tasks, with precision that is slightly
lower (on average) with chatbot tasks. A manual analysis of the results highlights and inter-
esting difference with the Human OCR tasks, where errors were mostly due to ambiguous
characters in the CAPTCHA (e.g. “D” looking like either a capital “O” or a “0” (zero),
rotated “L” looking like a “V”), but less present with chatbot workers. An analysis of the
reasons beyond this result is left to future work.

Table 2.3: Quality of crowdwork produced across different task and interface types.

Task type Web Conversational

Information Finding 0.95 0.92
Human OCR 0.75 0.82
Speech transcription 0.85 0.75
Sentiment analysis 0.93 0.88
Image annotation 0.90 0.81

Workers Satisfaction. Workers participating in Chatbot tasks were also asked to provide
feedback on their experience with microwork executed through conversational interfaces.
349 out of 600 executions received comment. Workers reported a positive opinion in 81.9%
of comments. 44 workers gave a neutral comment. 19 workers indicated the issue about the
slow response of the conversational interface.

The majority of the comments highlighted the intuitive user experience (e.g. “Very easy
to understand , and easy and fastest now we have buttons”, “very pleasant experience, i like
the replays from the BOT, very interactive! Thx!”, “i loved this task, is so much different
to the others, and i think is a excellent work it with telegram. nice”, “It was different, but
i like it..”, “Yeah, i like this type of Task, is cool, a new feature is coming to us”). Others
remarked the enjoyable experience (“This is fun and easy task I may try another task like
this! Great!”, “Its fun!! best experience for first time using telegram haha”). Some workers
reported issues with the “complicated” set up, or with instructions that could be improved
(“MEJORAR LAS INSTRUCCIONES” – “Improve the instructions”).

Table 2.4 reports the average Overall (OV), Instruction (IN), Ease of Job (EA), and
Pay (PA) ratings given by workers after finishing the tasks. These ratings, expressed in
a range between 1 and 5, are requested by the Figure Eight platform, and are optionally
provided by workers. Ratings for Standard Web interfaces are to be considered as references
for the deployed task types and object instances. Conversational interfaces received on
average high, although slightly lower ratings than the ones received by Web interfaces. The
difference is evident especially with the Information Finding task, where workers reported
significantly lower ratings for all considered dimensions. With Sentiment Analysis tasks,
ratings highlight differences in instructions and ease of use. With Human OCR, Image
Annotation, and Speech Transcription ratings are comparable.
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Table 2.4: Ratings of workers satisfaction. OV: Overall; IN: Instruction; EA: Ease of Job;
PA: Pay

Task type Platform OV IN EA PA

Information Finding Web 4.5 4.3 4.5 4.5
Conversational 3.0 3.4 2.9 3.3

Human OCR Web 4.3 4.2 4.0 4.5
Conversational 3.4 4.0 3.8 4.3

Speech Transcription Web 4.7 4.7 3.9 4.1
Conversational 4.1 4.5 4.0 4.3

Sentiment Analysis Web 4.3 4.3 4.1 4.1
Conversational 3.7 3.4 3.2 3.8

Image Annotation Web 3.8 3.8 3.3 3.8
Conversational 3.7 3.9 3.1 3.9

Conversational Interfaces — UI Elements

Figure 2.5 and Table 2.5 depict basic statistics and the distribution of execution times
for the considered experimental conditions. The use of different custom keyboards have
an impact on the task execution times, both for single- and multiple-selection tasks, with
statistically significant differences (Mann-Whitney-Wilcoxon pair-wise significance test, p <
0.05) with the text configuration (p = 0.0011 for Sentiment Analysis and p = 0.0036 for
Image Annotation) and the code configuration (p = 0.0003 for Sentiment Analysis).
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Figure 2.5: Task execution time (in seconds) with different custom keyboard configurations.

For the multiple-selection tasks, the availability of multiple input alternatives (Mixed
Custom Keyboard) yields faster execution times; however, no clear total order of performance
emerge across the two tasks. The removal of button shortcuts has a detrimental effect on
workers execution time, while output quality is not affected. This is due to the input
validation mechanism implemented in the conversational interface, that prevents wrong
results from being submitted.
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Table 2.5: Execution time (µ ± σ: average and standard deviation, unit: seconds) in each
conversational interface. TheMixed configuration is the one adopted inRQ2.1 experiments.

Task type Mixed Button Text Code

Sentiment Analysis 301± 306 243± 276 325± 257 267± 219
Image Annotation 211± 178 222± 212 339± 342 284± 233

Design Implications

Results showed that the conversational interface could be a suitable alternative to Web-
based microwork platforms, at least for the considered task types, both in terms of execution
time and quality. As highlighted by previous work in mobile crowdsourcing [124, 45, 121],
task and interaction design matter. Results suggest that for common tasks like Sentiment
Analysis and Image Labeling, custom keyboard can enable execution times comparable to
Web interfaces. Instructions and chatbot commands also have an impact, especially for
domain specific tasks (e.g. food labeling).

Workers expressed positive opinions about this work interface modality. The analysis
of workers’ satisfaction highlight some differences across task types. While execution time
and quality of output are comparable, workers were less satisfied with the quality of the
instructions and ease of job (Information Finding, Sentiment Analysis) and with payment
(Information Finding). This is an interesting outcome, that we hypothesise to be due to the
novel work interface, and its relationship with the usual workflow of workers (e.g. in terms
of keyboard usage, and cut&paste actions for information finding). This hypothesis will be
tested in future work.

Overall, the obtained results are promising. Our takeaway from the whole experimental
procedure and our results is that the flexibility (mixed-keyboard input and selection between
Web and mobile client) for the interface to be used, the design of the interface, and the task
itself are all important factors to consider when building crowdsourcing tasks for conversa-
tional interfaces. We believe that the experience with conversational crowd work interfaces
could also play a role, but more experiments are needed to understand its relationship with
execution time and quality.

We argue that the use of conversational interfaces for crowd work can provide a number
of potential benefits, for instance: further democratization of crowd work, as people with
limited digital skills or connectivity could then perform retributed digital work [159]; in-
creased workers diversity (in terms of demographics, knowledge, and skills), thus providing
better digital experimental environment, e.g. for psychological research [10]; increased work-
ers capacity for low-latency and/or situational microtask crowdsourcing [100, 99, 101, 121];
and push microtask crowdsourcing [143, 19].

Limitations and Future Work

The recruited workers might not be representative of the whole population of crowd workers.
While this risk is mitigated by the popularity of the Figure Eight platform, experiments on
other crowdsourcing and messaging platforms are needed for further generalization. To min-
imize the effect of user interface usability issues, we designed task interfaces that were based
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on either web or conversational interface. Not all workers were familiar with the Telegram
messaging system, but we believe the presence of a web client (identical in functionality and
look and feel to the native clients) to have minimized the risk of poor performance due to
lack of experience with messaging systems. Issues of task complexity, clarity, and difficulty
(tackled, for instance, in [124, 45]) will be addressed in future work. Finally, the experiment
included a limited amount of task types and UI elements variations. While we acknowledge
such limitations, we believe that our experimental design and results evaluation provide
solid answers to the targeted research questions.
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2.2 Conversational Crowdsourcing Made Easy

The experiments we carried out in Section 2.1 have shown that conversational crowdsourcing
could be an effective alternative to the traditional web interface. However the experiments
also exposed weaknesses of using a third-party messaging application (i.e., Telegram in
Section 2.1) independent of the crowdsourcing platform (i.e. Figure Eight in Section 2.1),
which required workers to put extra effort into installing the application and registering
a new account in order to complete the task. To this end, in this section, we present
TickTalkTurk, a tool that can assist task requesters in quickly deploying crowdsourcing
tasks in a customizable conversational worker interface, to further lower the barrier for
participation. The conversational worker interface can convey task instructions, deploy
microtasks, and gather worker input in a dialogue-based workflow.

In this thesis, TickTalkTurk has been used to carry out crowdsourcing experiments in
Section 3.2 Conversational Styles and Worker Satisfaction, Section 4.2 Self-Identification
with Worker Avatars, Section 5.1 Towards Memorable Information Retrieval, and Section
5.2 Understanding Worker Health. The interface is implemented as a web-based application,
which makes it compatible with popular crowdsourcing platforms. The code is available
online for the benefit of the community.11

Figure 2.6: The logo of TickTalkTurk.

Advances in microtask crowdsourcing have enabled the possibility of accomplishing com-
plex tasks by relying on crowd workers. Tasks such as image annotation, sentiment analysis,
and speech transcription can be easily accomplished on the online crowdsourcing market-
places. During this process, the crowdsourcing platform is responsible for worker selection,
microtask generation, microtask assignment and answer aggregation, while online workers
interact with a crowdsourcing system to accept and execute a microtask using a worker in-
terface. A notable feature of the interaction between crowdsourcing platforms and workers
in the majority of prior work, is the use of traditional web-based GUIs to communicate with
workers, transmit instructions and gather responses thereafter. In the concept of conversa-
tional crowdsourcing, based on the conversational agent design in Section 2.1, we improve
conversational interfaces compatible with the crowdsourcing platform, further facilitating
task execution and task completion.

11https://github.com/qiusihang/ticktalkturk

https://github.com/qiusihang/ticktalkturk
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(a) Greetings and Task
Instructions.

(b) Interacting with the chatbot
using buttons.

(c) Interacting with the chatbot
using free text.

(d) submitting HIT using a
customized HTML component.

Figure 2.7: Two interaction types of the conversational interface.
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Conversational Agent Design

The traditional web-based user interface of a crowdsourcing task typically comprises of two
main parts: task instructions and microtasks. Workers are asked to first read instructions
and then execute microtasks accordingly. To realize interaction comparable to web-based
interfaces, a text-based conversational agent is designed following four main steps: i) task
instructions, ii) questions and answers, iii) review, and iv) reward.
Task instructions. Simulating the essence of natural conversation, the conversational
agent begins the conversation with greetings, and then presents task instructions (optional),
as can be seen in Figure 2.7 (a), via a dialogue with the workers. The goal of this step is to
let workers familiarize themselves with the conversational agent and help them understand
how to complete the microtasks.
Questions & Answers. The conversational agent asks questions (each question corre-
sponds to a microtask) to workers, and workers can provide responses to microtasks by
either typing answers or using customized UI elements (such as buttons).
Review. On the traditional web interface, a worker can easily go back to a question and edit
the answer. To realize this affordance in the conversational interface, workers are provided
with the opportunity to edit their answers if needed (by typing “edit answer” to enable the
answer modification), before submitting the microtasks.
Reward. After reviewing the answers, workers enter the final stage where they can submit
their answers and claim their rewards.

Web-based Conversational Interface

Popular crowdsourcing platforms (such as Amazon Mechanical Turk and Appen) offer web
interfaces based on standard technology like HTML, CSS and Javascript. To avoid the
need for installing a messaging application – for instance, Telegram, or Whatsapp, where
conversational agents are usually deployed. We designed and implemented the conversational
interface in HTML/CSS/Javascript, thus enabling easy integration with existing platforms
and access to the available crowd workers.

The conversational interface supports any data source that is supported by HTML5,
including text, image, audio, and video. Therefore, most common task types such image
classification, sentiment analysis, information finding, object recognition, and speech tran-
scription can all be implemented. Our design provides workers with different means to
answer microtasks, as shown in Figure 2.7 (b) and (c). For instance, workers can either type
in the textarea or click a button to send their responses. Furthermore, for some tasks that
need special functions, UI elements from traditional web pages (e.g. customized buttons,
slide bars, drawing tools, etc.) can also be easily ported into conversational interfaces, as
shown in Figure 2.7 (d). In addition, the conversational interface can record all the activities
of the worker (including all keypress events with timestamps) for further analysis if needed.

Graphical User Interface for Settings

TickTalkTurk is equipped with a graphical user interface (GUI) for creating a conversational
interface for microtask crowdsourcing. The GUI features conversation design and basic cus-
tomization functions, as shown in Figure 2.8. Users can also make advanced customization,
such as changing colors, changing background, and integrating a search engine, using the
source code available online (https://github.com/qiusihang/ticktalkturk).

https://github.com/qiusihang/ticktalkturk
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Figure 2.8: The setting page of TickTalkTurk.

Understanding the Components of TickTalkTurk

In the conversation created by TickTalkTurk, the basic component is an utterance, which is
a message shown in a speech bubble (speech balloon) from either the agent or the user. An
utterance of the chatbot has four types: text, image, radio buttons, and checkbox.

The agent asks the question(s) using either one utterance or multiple utterances. The
worker gives a response, also through an utterance, by using text input, buttons or check-
boxes. The question(s) from the agent and the corresponding response from the worker
compose a conversational turn. A conversational turn always starts with the utterance(s)
of the agent, and ends with an utterance of the worker (as a response to the agent).

A conversational crowdsourcing task consists of single/multiple conversational turn(s).
The agent will proceed to the next conversational turn only if the response provided by the
worker is validated, using keywords or phrases. If a keyword or a phrase provided is found
in the worker’s utterance, the conversational agent proceeds to the next turn. Otherwise,
the worker will be asked again to provide a valid response.

Creating A Conversational Interface for Crowdsourcing

We present the steps for creating a conversational interface using the GUI of TickTalkTurk.

1) Customizing an utterance of the agent. During this step, a task requester can customize
the welcome message, task instructions, or microtasks (questions). Four message types are
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supported, which are text, image, radio buttons, and checkbox. For the text type, requesters
can simply input the text that they want to send to the worker in the message content
field. If requesters would like to send a image, they can input the image URL in the message
content field. In terms of radio buttons and checkbox, requesters can input all the candidate
options in the message content field, separated by semicolons (“;”).

2) Adding new utterance(s) of the agent. Task requesters are able to add utterances in a
conversational turn. To do this, requesters can click an add (+) button where they want to
add an utterance (as shown in Figure 2.8), and then repeat the procedure described in Step
1. Requesters can also delete an utterance by clicking the corresponding Delete button.
Please note that the first utterance of a conversational turn cannot be deleted.

3) Adding validation for worker input. In order to proceed to the next conversational turn,
for instance, moving to the next microtask after completing one microtask (or after reading
the task instructions), the worker input should be validated to ensure that the agent is ready
to move on. Requesters can choose either none validation or keyword-based validation.
None validation is supposed to be used for free-text input, it allows any string input except
strings only containing spaces. Keyword-based validation will check whether the worker
input contains the pre-defined keyword or phrases provided by requesters.

Figure 2.9: The preview function (for testing the customized chatbot) of TickTalkTurk.

4) Adding new conversational turn(s). As shown in Figure 2.8, requesters can click a New
Turn button where they want to add a conversational turn. Afterward, requesters will repeat
Step 1 - Step 3 to customize the new conversational turn. Requesters can also delete the
new conversational turn by clicking the corresponding Delete Turn button.
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5) Conversational crowdsourcing task preview. After adding all the necessary conversational
turns, which may represent task instructions, microtasks (questions), goodbye messages, etc.,
task requesters can preview the conversational crowdsourcing task in the GUI of TickTalk-
Turk by clicking the Preview button, as shown in Figure 2.9. The preview function only
works if there is no error. Otherwise, all the errors will be highlighted in red in the GUI.
6) Publishing the conversational crowdsourcing task. Task requesters can use the Generate
Code button to download the HTML source code of the conversational interface. To publish
tasks on Amazon’s Mechanical Turk or Toloka, requesters can simply paste the HTML code
and launch the task on the platforms. To publish tasks on Prolific, requesters can host
the web page generated by TickTalkTurk on their own servers (or other web services, e.g.,
Heroku12 and Netlify13), and use its URL link on the platform to redirect workers to the
conversational interface. This method also applies to Mechanical Turk and Toloka.

Design Implications

The conversational interface generated by TickTalkTurk is purely HTML based. Elements
used in traditional web interfaces can be easily ported into conversational interfaces. With
TickTalkTurk, the overheads of designing and implementing conversational interfaces can
be easily reduced. Task requesters can quickly deploy and publish their tasks on popular
crowdsourcing platforms, to obtain not only high-quality outcomes but also an increase in
worker engagement and a better understanding of worker performance (which will be further
explained in the next chapters).

Limitations and Future Work

TickTalkTurk currently does not support complex conversation design. Future work could
focus on the crowdsourcing conversation design with novel features, such as branching dia-
logues, switching conversational styles, and understanding natural language. Furthermore,
although the current version of TickTalkTurk can be used to execute common crowdsourc-
ing microtasks, the conversational interface is yet to be completely compatible with novel
task design such as crowd-mapping [176]. In the imminent future, we will further update
TickTalkTurk to make it more programmable and extensible.

12https://www.heroku.com/
13https://www.netlify.com/

https://www.heroku.com/
https://www.netlify.com/
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2.3 Chapter Summary

In this chapter, we conducted a systematic analysis across five task types to investigate the
utility of conversational crowdsourcing. We showed that task execution times and output
qualities of conversational crowdsourcing are comparable to the ones achievable through web
based interfaces. The workers recruited in our experiments expressed positive opinions to-
wards this work execution medium. To further lower the barrier for participation and make
the conversational interface more compatible with prevailing crowdsourcing platforms, we
designed TickTalkTurk to help task requesters conveniently deploy conversational crowd-
sourcing tasks on prevailing crowd work marketplaces. The conversational interface used
in TickTalkTurk is purely HTML based, elements used in traditional web interfaces can be
easily ported into conversational interfaces. With TickTalkTurk, the overheads of designing
and implementing conversational interfaces can be easily reduced.

We provide evidences of the suitability of conversational crowdsourcing in current crowd
work marketplaces. We highlight the importance of task-specific interaction design, but
also the convenience of advanced text input interfaces currently available in conversational
interfaces. The continuous evolution of the functionalities available in such platforms (e.g.
novel content types, micropayment, etc.) could allow a broader, more democratic, and
potentially decentralised adoption of crowd work (both for offer and demand).
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Crowdsourcing marketplaces have provided a large number of opportunities for online
workers to earn a living. To improve satisfaction and engagement of such workers, who are
vital for the sustainability of the marketplaces, in Chapter 2, we have shown that conversa-
tional interfaces could be an alternative to the traditional web interface for task execution.
The rationale behind using conversational interfaces stems from the potential engagement
that conversation can stimulate. However, the impact of conversational crowdsourcing on
worker satisfaction and engagement remains unexplored. Furthermore, we noticed that
prior works in linguistics have shown that ‘conversational styles’ can play an important
role in communication. There are unexplored opportunities to study conversational styles
in conversational crowdsourcing with an end goal of improving worker satisfaction, engage-
ment, and quality. Therefore, we drew from Deborah Tannen’s theory of conversational
style, which classifies the style broadly into High-Involvement and High-Considerateness. A
High-Involvement style refers to enthusiasm, fast pace, personal topics, and so on, while a
High-Considerateness style refers to respect, hesitation, longer pauses, and so on. In this
chapter, we performed two studies about how conversational crowdsourcing and conversa-
tional styles could affect worker engagement and satisfaction.

In the first study (Section 3.1), we investigated the effectiveness of using conversational
crowdsourcing to improve worker engagement. We designed a text-based conversational
agent that assists workers in task execution, and tested the performance of workers when
interacting with agents having different conversational styles. We conducted a rigorous ex-
perimental study on Amazon Mechanical Turk with 800 unique workers, to explore whether
the output quality, worker engagement and the perceived cognitive load of workers could be
affected by the conversational agent and its conversational styles. Our results revealed that
conversational interfaces could be effective in engaging workers, and a suitable conversational
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style had the potential to improve worker engagement.
In the second study (Section 3.2), we investigated the role of workers’ conversational

styles in conversational microtask crowdsourcing. To this end, we used TickTalkTurk to
support task execution, and we proposed methods to estimate the conversational style of
a worker. Our experimental setup was designed to empirically observe how conversational
styles of workers related with quality-related outcomes. Results showed that even a naive
supervised classifier could predict the conversation style with high accuracy, and crowd work-
ers with an Involvement conversational style provided a significantly higher output quality,
exhibited a higher user engagement and perceived less cognitive task load in comparison to
their counterparts.

In this chapter, both studies showed that conversational crowdsourcing had positive
effects on the worker satisfaction and engagement, and revealed the importance of applying
suitable conversational styles. Our findings have important implications on workflows and
task design with respect to improving worker performance and their engagement in microtask
crowdsourcing.

The content of this chapter is based on the following papers:

Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. Improving Worker Engagement Through
Conversational Microtask Crowdsourcing. Proceedings of the 2020 CHI Conference on
Human Factors in Computing Systems, pp. 1-12, 2020. (Section 3.1 is based on this
paper)

Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. Estimating Conversational Styles in Con-
versational Microtask Crowdsourcing. Proceedings of the ACM on Human-Computer
Interaction (CSCW), vol. 4, pp. 1-23, 2020. (Section 3.2 is based on this paper)
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3.1 Improving Worker Engagement

In Chapter 2, we have explored the suitability of conversational interfaces for microtask
crowdsourcing by juxtaposing them with standard web interfaces in a variety of popularly
crowdsourced tasks. We found that conversational interfaces were positively received by
crowd workers, who indicated an overall satisfaction and an intention for future use of simi-
lar interfaces. The tasks executed using the conversational interfaces took similar execution
times as those using the standard Web interfaces, and yielded comparable output quality.
Although these findings suggest the use of conversational interfaces as a viable alternative
to the existing standard, little is known about the impact of conversational crowdsourcing
on the engagement of workers. Previous works have studied the nature of tasks that are
popularly crowdsourced on MTurk, showing that tasks are often deployed in large batches
consisting of similar HITs (human intelligence tasks) [3, 51]. Crowdsourcing microtasks
can often be monotonous and repetitive in nature. To tackle the issues of boredom and
fatigue manifesting in crowdsourcing marketplaces as a result of long batches of similar
tasks that workers often encounter, a variety of methods to retain and engage workers have
been proposed [186, 42, 61]. Although researchers have already paid attention to worker
engagement and retention, there is a lack of understanding of whether conversational crowd-
sourcing would either alleviate or amplify the concerns surrounding worker engagement. In
this section, we aim to fill this knowledge gap.

We conducted a study on MTurk, involving 800 unique workers across 16 different ex-
perimental conditions to address the following research questions.

RQ3.1: To what extent can conversational crowdsourcing improve the worker engage-
ment?
RQ3.2:How do different conversational styles affect the performance of workers and
their cognitive load in conversational crowdsourcing?

We deployed batches of different types of HITs: information finding, sentiment analy-
sis, CAPTCHA recognition, and image classification tasks on the traditional web interface
and three conversational interfaces having different conversational styles (4 task types × 4
interface variants).

We first investigated the effect of conversational interfaces with different conversational
styles on quality related outcomes in comparison to the traditional web interfaces. We
addressed RQ3.1 by using two measures of worker engagement; (i) worker retention in
the batches of tasks, and (ii) self-reported scores on the short-form user engagement scale
[164, 244]. We addressed RQ3.2 by considering different conversational styles within con-
versational interfaces that workers interact with, and by using the NASA-TLX instrument
to measure cognitive load after workers complete the tasks they wish to. Our results showed
that conversational crowdsourcing had positive effects on worker engagement, as well as
the perceived cognitive load in comparison to traditional web interfaces. We found that a
suitable conversational style had the potential to engage workers further (in specific task
types), although our results were inconclusive in this regard. This work takes crucial strides
towards furthering the understanding of conversational crowdsourcing, revealing insights
into the role of conversational styles across a variety of tasks.
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Method: Conversational Interface for Crowdsourcing

We designed and implemented conversational interfaces that enabled the entire task ex-
ecution process, while exploring the impact of different conversational styles on worker
performance and engagement. The reader can directly experience interaction with the con-
versational interface on the companion page.14

Workflow of Conversational Microtasking

The conversational interface was designed based on the workflow proposed in Chapter 2, to
help workers in carrying out crowdsourcing tasks. The main building blocks of conversational
microtasks are similar to Figure 2.2, including initiating the conversation (starting the task
execution), answering questions, and finally paying the workers. To assist the workers in
task execution, the workflow of conversational microtask crowdsourcing, as realized in our
study is depicted in Figure 3.1 and described below.

1) After a worker accepts the task and opens the task page, the conversational interface
is initialized with opening greetings from the conversational agent. The worker can respond
by selecting one of two options. During this step, the conversational agent prompts brief
information about the task, such as the task name and the time limit. The goal of this step
is twofold: to make users familiar with the conversational interface; and to estimate the
conversational style of the worker. As explained later (in Section Aligning Conversational
Styles), this step is needed to align the agent’s conversational style with that of the worker.

2) If the worker asks for the task instructions after the opening greetings, the conversa-
tional agent prompts the task instructions. Otherwise, this step is skipped.

3) Next, the conversational agent presents tasks framed as questions to the worker. On
answering a question, another one is presented in sequence. Each new question contains
a brief transition sentence (e.g. ”Good! The next one.”), the question number (helping
workers find and edit previous questions), and the content itself (which can contain any
HTML-based task type). Furthermore, the conversational interface supports two modes of
input from workers; in the form of free text and multiple choices. When the expected input
form of the answer is free text (e.g. in character recognition or audio transcription tasks),
the worker must type the answer in the text area of the conversational interface. When the
task includes multiple-choice answers, the worker can either type the answer as free text
(exactly the same value as one of the options), or simply click the corresponding UI button.

4) After the worker has answered 10 questions, the conversational agent gives a break to
relieve workers from the monotony of the batch of tasks. During the break, the conversational
agent may send a “meme” or a joke for amusement, and then remind workers that they can
stop answering and submit answers whenever they want.

5) When a worker decides to stop task execution, or when no more pending questions
are available, the conversational agent sends a list of answers provided by the worker, for
review. The worker is then allowed to review one or more previous answers and make any
preferred edits.

6) The conversational agent then uploads the worker’s final answers to the server. Once it
confirms the answers have been successfully uploaded, a Task Token is given to the worker.

7) By pasting the Task Token on MTurk, the worker can claim the corresponding mon-
etary compensation, proportional to the number of answered questions.

14https://qiusihang.github.io/csbot

https://qiusihang.github.io/csbot
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Figure 3.1: The workflow of conversational microtask crowdsourcing.

Conversational Styles: Involvement or Considerateness

We used Deborah Tannen’s theory of conversational styles in our study [210, 211]. Tannen’s
analysis of conversational style was based on an audio-taped conversation at a Thanksgiving
dinner that took place in Berkeley, California, on November 23, 1978. Tannen found that,
among the 6 participants present, 3 of them were New Yorkers and shared a conversational
style. Tannen named the style of New Yorkers “High-Involvement”, which can be character-
ized as follows: “When in doubt, talk. Ask questions. Talk fast, loud, soon. Overlap. Show
enthusiasm. Prefer personal topics, and so on.” The conversational style of non-New York-
ers was called “High-Considerateness”, and can be characterized as follows: “Allow longer
pauses. Hesitate. Don’t impose one’s topics, ideas, personal information. Use moderate
paralinguistic effects, and so on”. We selected Tannen’s classification of style to define con-
versational styles of agents, since recent work has shown its suitability in understanding
styles in human-human conversations, and also in human-agent conversations [195]. More-
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Table 3.1: Design criteria for conversation styles of the agent.

Criteria High-Involvement High-Considerateness

C1. Rate of speech fast slow
C2. Turn taking fast slow
C3. Introduction of topics w/o hesitation w/ hesitation
C4. Use of syntax simple complex
C5. Directness of content direct indirect
C6. Utterance of questions frequent rare

over, Tannen’s classification has served as the basis for aligning the style of an end-to-end
voice-based agent with that of an interlocutor [95].

Tannen identified four main features of the conversational style, namely topic, pacing,
narrative strategies, and expressive paralinguistics [211]. Based on these features and some
linguistic devices used in the conversation of the Thanksgiving dinner, we created the
following criteria to design conversation consistent with the High-Involvement and High-
Considerateness styles for the conversational agent, as shown in Table 3.1. The criteria can
be organised into two categories:

1) Pacing (C1, C2): Since the conversational agent communicates with the worker
by typing text instead of via voice utterances, we use typing speed and the pause before
sending a bubble (message) to simulate the rate of speech and the pause before turn taking.
The High-Involvement style has a faster rate of speech and turn taking. Hence, we set a
1 ms delay per character to simulate typing speed (C1), and 100 ms pause before sending
a bubble for simulating turn taking (C2). As for the High-Considerateness style, which
corresponds to a slower pace, we set a 2 ms delay per character and a 200 ms pause before
animating the bubble.

2) Content (C3, C4, C5, C6): The conversational agent corresponding to the High-
Involvement style introduces a new topic to the worker (for instance, telling workers how
to answer questions, how to edit answers, and how to submit answers) without hesitation
(C3). On the contrary, we use some words or paralanguage such as “Well..” and “Hmm..” to
simulate the hesitation of the High-Considerateness conversational agent (C3). Furthermore,
the conversational agent of High-Involvement style uses less syntax (C4) and chats directly
(C5), while the agent of High-Considerateness style uses relatively complex syntax (C4) and
tends to express ideas/topics in an indirect or polite way (C5). Tannen also emphasized the
importance of asking questions for the High-Involvement style [211]. Therefore, we use the
frequency of questioning as one of the criteria (C6) for conversation design.

Based on the content criteria described above, we created templates of conversation for
microtask crowdsourcing, as shown in Table 3.2.

Aligning Conversational Styles

Previous studies suggest that there is no such thing as the best conversational style, since a
style needs to be adapted to the interlocutor [195, 215]. We therefore estimate the conver-
sational style of the worker, and investigate whether aligning the style of the conversational
agent with the conversational style of the worker can positively effect quality related out-
comes in the tasks being completed.
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Table 3.2: Conversation templates for conversational agents with high-involvement and high-
considerateness styles designed according to criteria distilled from Tannen’s characterization
of conversation styles (cf. Table 3.1).

Interactions High-Involvement High-Considerateness Criteria

Opening greetings Hey! Can you help me with a task called
[TASK NAME]?

Thank you in advance for helping me with a
task called [TASK NAME].

C4, C6.

Time requirements You must complete this task within 30 min-
utes, otherwise I won’t pay you :-)

I think 30 minutes should be more than
enough for you to finish :-)

C5.

Task instructions Here is the task instructions. Take a look! I kindly ask you to have a look at the task
instructions.

C4.

Introducing questions Listen, the first question! / OK! The next one.
/ Here you go.

Good! Here is the first question. / Okay, I got
it. Here is the next question. / Alright, this
is the question you want to have a look again.

C4.

Completing mandatory
questions

Hey, good job! The mandatory part has been
done! I know you want to continue, right?

OK, you have finished the mandatory part of
the task. Well... please let me know if you
want to answer more questions.

C3, C6.

Receiving an invalid answer Oops, I don’t understand your answer. Do you
forget how to answer the question? Just type
”instruction”.

Hmm... Sorry, I don’t get it. Maybe you can
type ”instruction” to learn how to answer the
question.

C3, C6.

Break Are you feeling tired? If I’m driving you crazy,
you can type ”stop task” to leave me.

Well... alright, it seems that you have an-
swered a lot of questions. No worries, you can
type ”stop task” if you don’t want to continue.

C3, C5, C6.

Review You have completed the task! Here are your
answers: [ANSWERS]. Something wrong?
Just edit the answer by typing its question
number, or type "submit" to submit your an-
swers.

Good job! The task has been completed. Here
is the review of your answers: [ANSWERS].
Well... if you find something wrong here,
please edit the answer by typing its question
number. Otherwise, you can type "submit" to
submit your answers.

C3, C4, C6.

Bye Your task token is [TASK TOKEN]. I’m off ;) Your task token is [TASK TOKEN]. Thank
you! Your answers have been submitted. Nice
talking to you. Bye!

C4.

To estimate the conversational style of the worker, a basic strategy could be to analyze
features of the worker’s replies and classify the replies using these features. Note that the
conversational style of a worker must be estimated and aligned before the worker starts an-
swering questions, since replies given during the actual task execution are in essence answers
to the crowdsourcing tasks, rather than natural conversation. Therefore, the conversational
style of the agent should be aligned right after the “opening greetings”, “time requirement”
and “task instruction” interactions (in Table 3.2). However, such conversational elements are
typically not rich enough to enable feature extraction and style classification. In this study,
we therefore give workers dual options of conversational styles to select from (Figure 3.2),
and then adapt the style of the conversational agent according to the worker selection.

We estimate the conversational style of workers as follows: 1) For each interaction, we
provide one or two options that lead the worker to the next interaction (we call these actual
options). These options serve the purpose of ensuring progressivity in the interaction [62,
206]. Note that actual options are invisible to workers. The only actual option corresponding
to “opening greetings” is go ahead, while the only actual option of “time requirement” is
understand the time requirement. For the “task instructions” interaction, there are two
actual options: show instructions and skip instructions, where the former elucidates
how to answer the crowdsourcing question and the latter directly leads the worker through
to the task execution stage. 2) As actual options are invisible to workers, we create two
visible options (referring to High-Involvement and High-Considerateness respectively) for
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Go ahead.

Understand the time
requirement.

Show instructions

Sure!

Hmm... Let me have a look.

Absolutely!

Well... It should be enough.

Give me instructions!

Skip instructions!

Let me think... I need instructions.

Mhm... I don't think I need it.

1. Opening greetings

2. Time requirement

3. Task instructions

Skip instructions

Visible optionsActual optionsInteractions

High-Involvement style High-Considerateness style

Figure 3.2: Options given to the worker for conversational style estimation and alignment.

each actual option. To proceed, workers select a single response from the provided visible
options. 3) As a result of these three interactions, we obtain three specifically selected
responses from each worker. If two or more replies refer to a High-Involvement style, we
consider the conversational style of the worker to be that of High-Involvement, and vice
versa.

On determining the conversational style of the worker, the style of the conversational
agent is spontaneously aligned with that of the worker.

Experimental Design

The main goal of our study is to investigate the impact of the conversational interface
on the output quality, worker engagement, and cognitive task load, we therefore consider
the traditional web interface (Web) for comparison, wherein the input elements are default
HTML-based question widgets provided by MTurk. This will allow us to analyze our results
in the light of the findings from Chapter 2. Another important objective is to study the
effect that different conversational styles have on the performance of workers, completing
microtasks through conversational interfaces. We thereby set up three different conversa-
tional interfaces; one with a High-Involvement style (Con+I), a High-Considerateness style
(Con+C), and an aligned style (aligning the style of the agent with the estimated style of
the worker, Con+A). The conversational interface with High Involvement or High Consider-
ateness (namely, Con+I or Con+C) initiates with its corresponding conversational style and
maintains it through all interactions, while the conversation interface with style alignment
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(Con+A) initiates with either High Involvement or High Considerateness randomly, and
adjust its conversational style after conversational style estimation.

In terms of the task types, we consider two input types (free text and multiple choices)
and two data types (text and images), resulting in a cross-section of 4 different types of tasks
(as shown in Table 3.3): Information Finding, Sentiment Analysis, CAPTCHA Recognition,
and Image Classification [72].

Table 3.3: Summary of task types.

Input type Text Imagery

Free text Information Finding CAPTCHA Recognition
Multiple choices Sentiment Analysis Image Classification

Information Finding (IF). Workers are asked to find a given store on Google Maps and
report its rating (i.e., the number of stars). The information corresponding to stores is
obtained from a publicly available Yelp dataset15.

Sentiment Analysis (SA). Workers are asked to read given reviews of restaurants from
the Yelp dataset, and judge the overall sentiment of the review.

CAPTCHA Recognition (CR). Workers are asked to report the alphanumeric string con-
tained in a CAPTCHA generated by Claptcha16, in the same order as they appear in the
image.

Image Classification (IC). Workers are asked to analyse images pertaining to 6 animal
species (butterfly, crocodile, dolphin, panda, pigeon, and rooster) selected from Caltech101
Dataset [60]. They are tasked with determining which animal a given image contains, and
selecting the corresponding option.

Our experimental study is therefore composed of 16 experimental conditions (4 task
types × 4 interfaces).

bubble-like buttons textarea

question question

crowd-radio-group

question
question

crowd-input

(a) Conversational interface for
Multiple-Choices task

(c) Conversational interface for
Free-Text task

(b) Traditional web interface for
Multiple-Choices task

(d) Traditional web interface for
Free-Text task

Figure 3.3: The comparison of conversational interfaces embedded on the user interface of
MTurk and traditional web interfaces using HTML elements provided by MTurk, where the
worker needs to provide a Task Token acquired from the conversational interface after the
task is completed.

15Yelp Open Dataset. https://www.yelp.com/dataset
16https://github.com/kuszaj/claptcha

https://www.yelp.com/dataset
https://github.com/kuszaj/claptcha


46 Chapter 3. Engagement and Satisfaction

Task Design

The task is organised in four steps: a demographic survey, the microtask, the User Engage-
ment Scale Short Form (UES-SF), and the NASA Task Load Index form (NASA-TLX).

The demographic survey consists of 6 general background questions. The microtask
contains 5 mandatory questions and 45 optional questions. When a worker completes the
5 mandatory questions, the conversational agent asks the worker whether he/she wants to
continue, while the traditional web interface features a button named I want to answer
more questions that prompts additional questions when clicked. During task execution,
both the web interface and conversational agent induce a small break after 10 consecutive
questions. During the breaks, the conversational agent (as well as the web interface) show
a “meme” for amusement. The rationale behind such a micro-diversion is to ensure that
worker responses are not affected by boredom or fatigue [42, 186], making our experimental
setup robust while measuring worker engagement across different conditions. Thereafter, the
conversational agent periodically reminds workers that they can stop anytime and asks the
worker if he/she wants to continue. Similarly on the web interface, a click on the I want to
answer more questions button prompts a meme and 10 more questions. Workers could
quit at any point after the mandatory questions by entering ‘stop task’ in the conversational
interfaces or clicking a stop button on the web interface; this could be used by workers to
exit the tasks and claim rewards for work completed.

Next, workers are asked to complete the short-form of the User Engagement Scale (UES-
SF) [163, 164]. The UES-SF contains four sub-scales with 12 items, which is a tool which
is a widely used tool for measuring user engagement for measuring user engagement in HCI
contexts. Each item is measured by a 7-pt Likert-scale from “1: Strongly Disagree” to “7:
Strongly Agree”. UES-SF perfectly fits our context of online crowdsourcing. With a total
of only 12 items, it is easy to motivate workers to respond. Finally, workers are asked
to complete the NASA Task Load Index (NASA-TLX) questionnaire, where workers rate
their feelings about the task workload17. The questionnaire has six measurements (ques-
tions) about Mental Demand, Physical Demand, Temporal Demand, Performance, Effort,
and Frustration respectively. We use the NASA-TLX due to considerable evidence of its
robustness in measuring the cognitive task load (across 6 dimensions) of users accomplishing
given tasks, which aligns with the goal of our study [89].

Worker Interface

Both the web interface and the conversational interface are designed and implemented on
top of MTurk (see Figure 3.3). For both interfaces, the demographic survey, UES-SF and
NASA-TLX are created using default HTML-based questions widgets provided by MTurk;
using the Crowd HTML Element.

The element crowd-radio-group including several crowd-radio-buttons is used for
creating all the background questions from the demographic survey. The worker can select
only one crowd-radio-button from the crowd-radio-group. The element crowd-slider
is used for creating all the questions from UES-SF and NASA-TLX, since corresponding
responses are on an integer scale ranging from 1 to 7 (UES-SF) or from 0 to 100 (NASA-
TLX).

We designed and implemented the conversational agent purely based on HTML and
Javascript. Thus, it can be perfectly embedded on the MTurk task page without any re-

17NASA-TLX: Task Load Index. https://humansystems.arc.nasa.gov/groups/TLX/

https://humansystems.arc.nasa.gov/groups/TLX/
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strictions. Finally, a crowd-input element is placed below the conversational agent for en-
tering the Task Token received on completion of the tasks. The only difference between the
interfaces (traditional web versus conversational) is in the interaction with the user and how
input is received. The web interface contains either crowd-input or crowd-radio-group,
respectively for free text and multiple choices, whereas the conversational interface uses
textarea (shown at the bottom) and bubble-like buttons for each. As shown in Figure 3.3,
we developed a rule-based conversational agent based on chat-bubble18.

Experimental Setup

Each experimental condition (modeled as a batch of HITs) consists of 50 questions and we
recruit 50 unique workers to answer these 50 questions. Each worker is asked to complete
at least 5 mandatory questions. Across the 16 experimental conditions, we thereby acquired
responses from 16× 50 = 800 unique workers in total.

When a worker successfully completes the demographic survey, UES-SF, NASA-TLX
and at least 5 mandatory questions, the worker immediately receives 0.5$. The reward for
the optional questions is given to workers through the “bonusing” function on MTurk. We
estimated the execution time and paid workers 0.01$ per optional task as a bonus for the
image tasks (Image Classification and CAPTCHA Recognition), 0.02$ per optional task
for the text tasks (Information Finding and Sentiment Analysis). On task completion, we
instantly bonused workers the difference required to meet an hourly pay of 7.25$ based on
the total time they spent on tasks (including the time for breaks). The instructions clearly
explained rewards for each optional task; workers knew of the base reward and bonuses at
the onset, ensuring that there was no unnatural financial uncertainty other than what is
typical on MTurk.

Quality Control

To prevent malicious workers from executing the crowdsourcing tasks, we only accept par-
ticipants whose overall HIT approval rates are greater than 95%. Using Javascript and
tracking worker-ids, we also ensure that each worker submits at most one assignment
across all experimental conditions, to avoid learning biases due to repeated participation.

Evaluation Metrics

The dependent variables in our experiments are output quality, worker engagement, and
cognitive task load. We use pairwise independent tests to test for statistical significance
(expected α = 0.05, two-tailed, corrected by Holm-Bonferroni method [98]).

Output quality, is measured in terms of the judgment accuracy of workers. It is measured
by comparing the workers’ responses with the ground truth. Thus, a given worker’s accuracy
is the fraction of correct answers provided by the worker among all the provided answers.
In case of Information Finding tasks, the stars provided by workers should exactly match
the stars from Google Maps. For the other task types, the workers’ answers (string) should
be identical to the ground truth (case insensitive).

Worker engagement, is measured using 2 popular approaches: 1) the worker retention,
i.e. the number of answered optional questions, and the proportion of workers answering

18https://github.com/dmitrizzle/chat-bubble

https://github.com/dmitrizzle/chat-bubble
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at least one optional question; and 2) the UES-SF overall score (ranging from 1 to 7; the
higher the UES score is, the more engaged the worker is).

Cognitive task load, is evaluated by unweighted NASA-TLX test. Through the scores
(ranging from 0 to 100: higher score means the heavier task load) of the TLX test, we study
if and how conversational interfaces affect perceived cognitive load for the executed task.

Results

Worker Demographics

Of the unique 800 workers, 37.8% were female and 62.2% were male. Most workers (89.8%)
were under 45 years old. 72.7% of workers reported that their education levels were higher
than (or equal to) Bachelor’s degree. 37.9% of the workers claimed MTurk as their primary
source of income, while about half of the workers (55.8%) reported that MTurk was their
secondary source of income.

Distribution of Conversational Styles

We estimated the conversational style of workers across all the conversational interface
conditions using the method proposed in Figure 3.2. The number of workers whose conver-
sational styles were estimated as High Involvement and High Considerateness are shown in
Figure 3.4.
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Figure 3.4: Distributions of estimated styles across all conditions.

As we described earlier, the conversational agent maintained a High-Involvement and
High-Considerateness styles in Con+I and Con+C conditions respectively, while in Con+A
conditions the conversational agent initiated with either Involvement or Considerateness
style randomly. Figure 3.5 shows the number of workers whose conversational styles were
estimated as High Involvement and High Considerateness respectively in conversational
interfaces with style alignment (Con+A), across all task types with two initial conversational
styles (High Involvement and High Considerateness).



3.1. Improving Worker Engagement 49

Inv. Con. Inv. Con. Inv. Con. Inv. Con.
Initial style of the conversational agent

0

10

20

30

N
um

b
er

of
w

or
ke

rs

9

16

14

11

19

7

19

5

17

6

24

3

16

6

25

3

High Involvement (est.) High Considerateness (est.)

Information
Finding

Sentiment
Analysis

CAPTCHA
Recognition

Image
Classification

Figure 3.5: Distributions of estimated styles of conversational interfaces with style alignment
by two initial styles.

Output Quality

Main result : In terms of output quality, conversational interfaces have no significant differ-
ence (min p = 0.09) compared to the traditional web interface, and there is no significant
difference across conversational styles.

Table 3.4 shows the mean and standard deviation of workers accuracy across the 16
experimental conditions. Since the Image Classification task is objective and simple, we
obtained high-accuracy (98%-100%) results across the 4 different interface conditions. Pair-
wise independent t-tests revealed no significant difference in the output qualities across four
interfaces (conversational styles) within each task type. This aligns with the findings from
Chapter 2. For Image Classification tasks, the worker accuracy across all interfaces and
conversational styles is higher than other types of tasks due to the relative simplicity.

Table 3.4: Worker accuracy (µ ± σ: mean and standard deviation) and p-values across
different task types and interface conditions.

Task type Web
(vs. Con+I,C,A)

Con+I
(vs. Con+C,A)

Con+C
(vs. Con+A)

Con+A

IF 0.66± 0.29
(p = 0.69, 0.2, 0.88)

0.63± 0.3
(p = 0.37, 0.81)

0.58± 0.3
(p = 0.26)

0.65± 0.29

SA 0.62± 0.27
(p = 0.18, 0.99, 0.74)

0.54± 0.29
(p = 0.16, 0.09)

0.62± 0.26
(p = 0.74)

0.64± 0.27

CR 0.72± 0.16
(p = 0.33, 0.13, 0.23)

0.69± 0.14
(p = 0.48, 0.02)

0.67± 0.19
(p = 0.01)

0.75± 0.12

IC 1.0± 0.03
(p = 0.19, 0.39, 0.09)

0.98± 0.09
(p = 0.41, 0.95)

0.99± 0.04
(p = 0.29)

0.98± 0.07
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Worker Engagement

Worker Retention. Main result : Conversational interfaces lead to significantly higher
worker retention in multiple-choice tasks compared to the traditional web interface. Partic-
ularly, a High-Involvement style corresponds to significantly higher worker retention across
all task types compared to the web interface.

Web Con+I
Information Finding
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Figure 3.6: A violin plot representing the number of optional questions answered by workers
across different task types and different interfaces, where the black dots represent the mean
value. A violin plot is a hybrid of a box plot and a kernel density plot, revealing peaks in
the data that cannot be visualized using box plots.

Figure 3.6 shows a violin plot representing the number of optional tasks completed by
workers. In this figure, each “violin” represents the distribution of workers in each of the
experimental conditions. The width of the violin at any point, represents the number of
workers who answered the corresponding number of optional questions. The distribution
does not meet any assumptions for parametric tests. Thus, we use the Wilcoxon Rank-
Sum test (expected α = 0.05, two-tailed, corrected by Holm-Bonferroni method) to test the
significance of the pairwise difference. Results are shown in Table 3.5. We found that across
all task types, the number of optional tasks completed by workers using the web interface
was significantly lower than that in the conversational interface with Involvement style
(RQ3.2). Compared with web, the conversational interface with style alignment (Con+A)
also shows significantly higher worker retention except in the Information Finding task,
while the Considerateness style shows significantly higher worker retention in multiple-choice
tasks (RQ3.2). We found that the workers using conversational interfaces were generally
better retained than the web workers in multiple-choice tasks, and none of the web workers
completed all the available optional questions in the Information Finding task (RQ3.1).

Table 3.6 lists the number and percentage of the workers who answered at least one
optional question. While only 26%-32% of workers decided to answer at least one optional
question in the Web condition, 60%-84% of the workers operating with the conversational
agents answered at least one optional question. This result also suggests a higher degree of
retention associated with the conversational interface.
User Engagement Scale (UES-SF).Main result : Input and data types can significantly
affect the UES-SF score, while interfaces and conversational styles were found to have no
significant impact.

Table 3.7 lists the UES-SF scores across all the experimental conditions. Pairwise inde-
pendent t-tests (expected α = 0.05, two-tailed, corrected by Holm-Bonferroni method) be-
tween web and conversational interfaces (RQ3.1) with different conversational styles (RQ3.2)
show that the UES-SF scores have no significant difference across four interfaces (conversa-
tional styles) within each task type.
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Table 3.5: The worker retention (µ± σ: mean and standard deviation, unit: the number of
optional tasks completed by workers) and p-values across different task types and interface
conditions.

Task type Web
(vs. Con+I,C,A)

Con+I
(vs. Con+C,A)

Con+C
(vs. Con+A)

Con+A

IF 4.18± 8.66
(p = 1.8e-4*, 0.02, 5.1e-3)

15.47± 18.0
(p = 0.08, 0.17)

7.55± 12.14
(p = 0.67)

9.4± 13.63

SA 5.4± 11.99
(p = 2.7e-5*, 8.3e-5*, 2.3e-6*)

11.78± 15.26
(p = 0.6, 0.29)

8.63± 10.32
(p = 0.09)

14.92± 16.09

CR 8.4± 16.75
(p = 1.3e-3*, 2.3e-3, 2.0e-4*)

14.96± 16.73
(p = 0.98, 0.22)

15.14± 16.8
(p = 0.19)

21.37± 19.9

IC 8.7± 17.17
(p = 1.2e-6*, 6.1e-5*, 2.9e-5*)

28.6± 17.97
(p = 0.07, 0.67)

20.29± 19.08
(p = 0.34)

25.61± 20.52

* = statistically significant (corrected Wilcoxon Rank-Sum test)

Table 3.6: The number of workers (with percentages) who completed at least one optional
question across all task types and the four interfaces.

Task type Web Con+I Con+C Con+A

IF 16 (32%) 34 (68%) 30 (60%) 32 (64%)
SA 13 (26%) 40 (80%) 39 (78%) 41 (82%)
CR 14 (28%) 34 (68%) 34 (68%) 35 (70%)
IC 13 (26%) 42 (84%) 38 (76%) 37 (74%)

Overall 56 (28%) 150 (75%) 141 (70.5%) 145 (72.5%)

Table 3.7: The UES-SF score (µ ± σ: mean and standard deviation) of all task types with
four interfaces.

Categories Web Con+I Con+C Con+A Overall Web Con+I Con+C Con+A Overall

Information Finding Sentiment Analysis

Focused attention 4.12± 1.40 4.39± 1.44 3.68± 1.45 3.81± 1.53 3.98± 1.51 4.12± 1.30 4.43± 1.20 4.07± 1.46 4.28± 1.38 4.21± 1.37
Perceived usability 3.71± 1.67 3.70± 1.61 3.86± 1.70 4.24± 1.61 3.86± 1.68 3.91± 1.83 3.86± 1.67 4.19± 1.63 4.42± 1.85 4.08± 1.78
Aesthetic appeal 4.23± 1.46 4.29± 1.29 4.10± 1.12 4.01± 1.58 4.14± 1.40 4.75± 1.28 4.67± 1.51 4.84± 1.31 4.86± 1.12 4.76± 1.35
Reward factor 4.35± 1.23 4.44± 1.53 4.41± 1.33 4.17± 1.49 4.33± 1.44 4.99± 1.23 4.90± 1.33 4.95± 1.31 5.05± 1.37 4.95± 1.36
Overall 4.10± 0.85 4.21± 0.85 4.01± 0.69 4.06± 1.00 4.07± 0.90 4.44± 0.87 4.46± 0.98 4.51± 0.90 4.65± 0.88 4.50± 0.97

CAPTCHA Recognition Image Classification

Focused attention 3.83± 1.76 3.92± 1.61 3.93± 1.56 4.39± 1.55 4.00± 1.66 4.30± 1.45 4.21± 1.77 4.35± 1.62 4.16± 1.85 4.23± 1.70
Perceived usability 4.95± 1.57 4.71± 1.66 4.56± 1.64 4.74± 1.43 4.71± 1.62 4.41± 1.93 4.91± 1.53 4.90± 1.67 4.68± 1.78 4.70± 1.77
Aesthetic appeal 3.74± 1.71 4.10± 1.73 3.95± 1.81 3.94± 1.69 3.92± 1.76 4.73± 1.42 4.53± 1.56 4.75± 1.37 4.75± 1.65 4.67± 1.54
Reward factor 4.43± 1.71 4.42± 1.79 4.50± 1.68 4.25± 1.66 4.38± 1.74 4.97± 1.32 5.09± 1.73 4.87± 1.56 5.14± 1.60 5.00± 1.60
Overall 4.24± 1.27 4.29± 1.11 4.23± 1.12 4.33± 1.14 4.25± 1.20 4.60± 0.91 4.69± 1.20 4.72± 1.03 4.68± 1.19 4.65± 1.13

However, as shown in Table 3.8 (p-values), between-task pairwise independent t-tests
(expected α = 0.05, two-tailed, corrected by Holm-Bonferroni method) revealed that the



52 Chapter 3. Engagement and Satisfaction

overall Perceived Usability of image-based tasks (CAPTCHA Recognition and Image Clas-
sification) is significantly higher than text-based tasks (Information Finding and Sentiment
Analysis). In terms of overall Aesthetic Appeal, Reward Factor and Overall UES score, the
scores of multiple-choice tasks (Sentiment Analysis and Image Classification) are higher
than free-text tasks (Information Finding and CAPTCHA Recognition) with statistical sig-
nificance.

Table 3.8: p-values of between-task statistical tests of UES-SF score.

Categories IF vs. SA IF vs. CR IF vs IC SA vs. CR SA vs. IC CR vs. IC

Focused attention 0.11 0.90 0.11 0.17 0.85 0.16
Perceived usability 0.21 2.8e-7* 1.2e-6* 1.8e-4* 4.1e-4* 0.96
Aesthetic appeal 8.0e-6* 0.16 3.6e-4* 1.1e-7* 0.53 6.5e-6*
Reward factor 9.4e-6* 0.73 1.2e-5* 2.8e-4* 0.75 2.4e-4*

Overall 7.3e-6* 9.4e-2 3.2e-8* 2.4e-2* 0.14 6.6e-4*

* = statistically significant (corrected t-test)

Cognitive Task Load. Main result : We found no significant difference in NASA-TLX
scores across different interfaces (web vs. conversational interface and between conversa-
tional styles).

To answer RQ3.2, we calculated and listed unweighted NASA-TLX scores in Table 3.9.
According to pairwise independent t-tests (expected α = 0.05, two-tailed, corrected by
Holm-Bonferroni method), the NASA-TLX scores have no significant difference across four
interfaces (conversational styles) within each task type. However the conversational interface
with aligned style has the potential to reduce the cognitive task load for Information Finding
task compared with the web interface (no significance, p = 0.033, which is less than 0.05
but higher than corrected α).

Table 3.9: The unweighted NASA-TLX score (µ ± σ: mean and standard deviation) and
p-values of all task types with four interfaces.

Task type Web
(vs. Con+I,C,A)

Con+I
(vs. Con+C,A)

Con+C
(vs. Con+A)

Con+A

IF 52.35± 20.75
(p = 0.51, 0.12, 0.03)

49.62± 20.39
(p = 0.37, 0.13)

46.05± 19.63
(p = 0.51)

43.4± 20.25

SA 50.27± 17.76
(p = 0.95, 0.31, 0.17)

50.02± 20.54
(p = 0.37, 0.22)

46.54± 18.26
(p = 0.71)

45.15± 18.85

CR 38.23± 19.56
(p = 0.81, 0.74, 0.6)

37.29± 20.26
(p = 0.58, 0.78)

39.54± 20.2
(p = 0.4)

36.14± 19.89

IC 43.38± 22.64
(p = 0.46, 0.07, 0.44)

40.22± 19.56
(p = 0.23, 0.94)

35.57± 19.11
(p = 0.3)

39.89± 21.94
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Discussion

Aspects such as task complexity [236], task types, instructions [75] are instrumental in
shaping crowd work [117]. However, previous work has shown that conversational interfaces
can effectively benefit workers from different perspectives [128, 99]. Conversational interfaces
are on the rise across different domains and it is important to study how conversational styles
and alignment can improve worker experience and satisfaction.

Through our experiments, we found that workers preferred using High-Considerateness
style while conducting Information Finding and Sentiment Analysis tasks. In contrast,
we found that workers tended to use High-Involvement style while completing CAPTCHA
Recognition and Image Classification tasks. This suggests that workers are likely to exhibit
an involved conversational style when they are relatively more confident, or the tasks are
less difficult (RQ3.2). The results of style alignment further showed that workers’ conver-
sational styles were mainly affected by task types rather than initial styles of the agent.
We note that Information Finding and Sentiment Analysis tasks are typically more com-
plex [236] in comparison to CAPTCHA Recognition and Image Classification. This calls for
further exploration of the impact of task complexity on task outcomes within conversational
crowdsourcing.

In terms of the effect of conversational styles on worker retention, there was no significant
difference between the different styles. A possible explanation can be the maximum limit
(45) of the available optional tasks that a worker can answer, as we found that many workers
who conducted image-based tasks (i.e. CAPTCHA Recognition and Image Classification)
on the conversational interfaces with High-Involvement and style alignment completed all
the available 45 optional tasks. Our findings regarding the impact of conversational style
on worker retention suggested that a High-Involvement conversation style could provide
workers with engagement stimuli for long-term retention (RQ3.2).

Our results showed significant differences between image-based tasks and text-based
tasks with regard to UES-SF scores. This is potentially due to the complexity of the tasks
(the two text-based tasks are more taxing than the two image-based tasks). The results also
suggested that the input type (free text vs. multiple choices) had a principal impact on the
UES-SF scores, which weaken the effect of different interfaces and conversational styles.

There was no significant difference in NASA-TLX scores of workers between web and con-
versational interfaces. As Information Finding and Sentiment Analysis are more demanding
than the CAPTCHA Recognition and Image Classification, the results of NASA-TLX also
suggested that the task complexity had an impact on the perceived cognitive load.

Design Implications

We found that workers tended to exhibit different conversational styles due to the effect of
task complexity. However, our results of aligning conversational styles of the agent with
that of the workers suggested that giving the conversational agent a High-Involvement style
could generally improve the worker retention in conversational crowdsourcing.

A healthy relationship between workers and requesters is critical to the sustainability of
microtask marketplaces. It is in the interest of requesters to take steps to ensure this. By
adopting conversational interfaces, requesters can improve worker engagement, particularly
in less complex tasks as suggested by our findings, allowing workers to complete more work,
earn more money, and foster good faith in the requester-worker long term relationship.
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These constitute important design implications that task requesters can consider while
optimizing for worker engagement in long batches of HITs. Distilling the complex interac-
tions between task difficulty, conversational styles and quality related outcomes in conversa-
tional microtasking can help make crowdsourcing systems more engaging and effective. The
HCI community is uniquely suited to further explore the impact of conversational styles on
quality related outcomes in microtask crowdsourcing, and we believe our work presents an
important first step in this direction. Accurately estimating the general or preferred conver-
sational styles of individuals, so as to adapt conversational styles of agents can bear great
dividends in domains beyond conversational microtasking.

Limitations and Future Work

Our findings with respect to the impact of conversational interfaces on worker engagement
across different task types suggested that different conversational styles of the agent could
affect the worker retention, albeit not consistently. Moreover, further experiments that
decouple the impact of task difficulty [236] are needed to fully uncover the impact of con-
versational styles in conversational microtask crowdsourcing. Having said that, our findings
are an important first step towards optimizing novel conversational interfaces for microtask
crowdsourcing.
Influence of Monetary Incentives. Workers earned monetary rewards across all conditions
in our study. Monetary rewards have been shown to incentivize workers to complete more
work [50]. However, we ensured that the pay per unit time (reward) is identical across
all conditions and task types; making comparisons across conditions in our study valid
and meaningful. Our long-term goal through conversational microtasking is to improve
engagement, help workers overcome fatigue or boredom and reduce task abandonment [86].
Implementing Conversational Interfaces. For task requesters, it can be difficult to adapt
some types of tasks to conversational interfaces (such as drawing free-form boundaries
around objects). However, as research in conversational crowdsourcing advances, so will
the support for requester assistance in realizing such interfaces with ease. Requesters can
further consider the trade-off between implementation costs and the benefits of increased
worker engagement.
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3.2 Conversational Styles and Worker Satisfaction

Previous works in the field of linguistics and psychology have shown the important role that
conversational styles have on inter-human communication [125, 210, 211]. Having been de-
veloped in the context of human conversations, the insights and conclusions of these works
are not directly applicable to conversational crowdsourcing, since the contrasting goal of
workers is to optimally allocate their effort rather than being immersed in conversations.
Previous work studied how specific linguistic strategies and language styles can affect work
outcomes [193, 113]. In Section 3.1, we investigated whether different conversational styles
of an agent can increase worker engagement. However, to the best of our knowledge, cur-
rent conversational agents (particularly for crowdsourcing) have only studied the effects of
the conversational style of agents, rather than the conversational style of online users (i.e.,
workers in the context of microtask crowdsourcing). Understanding the role of workers’
conversational styles in human computation can help us better adapt strategies to improve
output quality and worker engagement, or better assist and guide workers in the training
process. To this end, there is the need for novel methods for the classification of conversa-
tional styles in the context of microtask crowdsourcing. In this section, we delve into the
following research questions:

RQ3.3: How can the conversational style of a crowd worker be reliably estimated?
RQ3.4: To what extent does the conversational style of crowd workers relate to their
work outcomes, perceived engagement, and cognitive task load in different types of
tasks?

We used TickTalkTurk (Section 2.2) to support crowdsourcing task execution and extrac-
tion of linguistic features from the text-based conversation between the user and the agent.
We designed a coding scheme according to Tannen’s theory [210, 211] and corresponding
to conversational styles based on the five dimensions of linguistic devices that have been
examined. Demonstrating the practical utility of our findings in this study, we proposed
methods to predict the conversational style of users using either rich conversational data, or
limited conversational data.

To evaluate our methods, we recruited 180 unique online crowd workers from Ama-
zon Mechanical Turk (MTurk) and conducted experiments to investigate the feasibility of
conversational style estimation for online crowdsourcing. We also analyzed the impact of
conversational style on output quality, worker engagement (using worker retention and the
User Engagement Scale), and perceived task load (using the NASA-TLX instrument). Our
results showed that we could predict the conversational style of workers using rich conver-
sation data with a high accuracy (gradient boost: 80%), while we could also predict their
conversational style using limited conversation data with an acceptable accuracy (gradient
boost: 67%). Furthermore, our experimental findings revealed that workers with an Involve-
ment conversational style had significantly higher output quality, higher user engagement
and less cognitive task load while they were completing a high-difficulty task, and had less
task execution time in general. The findings have important implications on worker perfor-
mance prediction, task scheduling and assignment in microtask crowdsourcing. To the best
of our knowledge, this is the first work that explores the impact of conversational style on
quality-related outcomes in conversational microtasking, and proposes methods to estimate
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the conversational style of users. To facilitate further research and for the benefit of the
CSCW and HCI community, we publicly released our data and code19.

Conversational Style Estimation

Emulating particular conversational styles suitable to given contexts, or aligning the con-
versational style of an agent to the preferred style of workers, may help to improve worker
engagement, satisfaction, and even output quality. To enable further research in this di-
rection, we first need a reliable method to estimate the conversational style of a worker.
Therefore, we first introduce background work on conversational styles, and present a novel
coding scheme designed to label and estimate conversation style of workers in conversational
microtasking. We then propose two approaches for conversational style prediction, based on
rich and limited conversation data from workers.

High Involvement and High Considerateness

We used Tannen’s theory for classifying conversational styles [210, 211]. According to her
theory, conversational styles emerge through the combined use of different linguistic de-
vices. At the end of her book, Tannen identifies nine dimensions of linguistic devices that
are related to conversational styles: Personal focus of topic, Paralinguistic features, En-
thusiasm, Use of questions, Pacing, Use of repetition, Topic cohesion, Tolerance of silence,
and Laughter [211]. She then presented an example of how conversational styles could be
estimated: she created four continua (which could be extended, if needed) corresponding to
four linguistic devices mapped on the nine dimensions above: humor, pace, percentage of
narrative turns, and narratives [211]. These continua are superimposed upon one another
to get an overall continuum. Participants who receive high scores on the overall continuum
are classified as High-Involvement speakers, while those who receive low scores are classified
High-Considerateness speakers.

Coding Scheme of Conversational Style

While providing a conceptual framework for the definition and characterisation of conver-
sational styles, Tannen’s theory is not directly applicable to conversational crowdsourcing.
Tannen’s work was developed (and tested) in the context of human conversations, which
are typically long and articulated. In conversational crowdsourcing , devices like “humor”
and “the percentage of narrative turns” are clearly at odds with the need for workers to op-
timally allocate their effort. Moreover, Tannen’s continua-based method for conversational
style estimation does not have specific criteria to guide readers to distribute speakers on
continua. For these reasons, a novel coding scheme for systematically classifying the conver-
sational style is required, to enable the classification of coding styles, and guide the creation
of ground truth data for conversation style estimation. This coding scheme builds upon a
subset of the linguistic dimensions listed in the previous section. We exclude Paralinguistic
features, Use of repetition and Laughter.

Several paralinguistic features, such as pitch shifting and voice quality, are usually absent
in text-based chat. Repetition is fairly often used in voice chats, but it is absent in text
chats [107], which can be explained by the ability for users to see previous utterances on
the computer screen. Finally, we ignore the effects of text-based laughter as previous work

19https://qiusihang.github.io/convsty

https://qiusihang.github.io/convsty
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suggests that nonlinguistic (nonverbal) cues (such as smile, laughter) are mostly absent from
text-based conversations [188].

Table 3.10: Coding scheme for conversational style.

Dimension Score Criteria

1) Personal focus
of topic

1
The worker prefers responding to the questions with personal opinions or personal
anecdotes. For example, the worker uses first-person pronouns and phrases such as
“I think”, “I like”, “my experience”.

-1 The worker prefers responding to questions by using objective descriptions. For
example, using impersonal phrases such as “it is”.

2) Enthusiasm

1
The worker demonstrates a willingness to converse with the conversational agent. For
example, by responding positively to questions from the agent that would prolong
the conversation.

-1
The worker appears to be disinterested in the conversation with the agent. For
example, by constantly seeking to end the conversation and responding with “no
more”, “nothing else”, or similar phrases.

3) Pacing
1 Calculate the mean pace (typing rate) of all the workers. The score of the worker

whose mean pace ≥ median is 1 (relatively faster pace).

-1 Calculate the mean pace of all the workers. The score of the worker whose mean
pace < median is -1 (relatively slower pace).

4) Tolerance of silence

1
Calculate the mean percentage of self-editing (fractions of deleted characters among
all the typed characters) of all the workers. The score of the worker whose mean
percentage of self-editing < median is 1.

-1 Calculate the mean percentage of self-editing of all the workers. The score of the
worker whose mean percentage of self-editing ≥ median is -1.

5) Topic cohesion &
Use of questions

1 The worker prefers to express opinions directly linked to the topic or asks questions
when in doubt.

-1 The worker deviates from the topic without asking questions, but by responding
respectfully to the conversational agent when in doubt.

We include Tolerance of silence in the coding scheme, i.e. hesitation and silence occurring
in conversations, but with some adaptation. In text-based chat, we measure tolerance
of silence through editing actions (i.e., when users edit a message before it is sent). We
calculate the percentage of deleted keys among all the keys pressed by the worker. The
higher the percentage is, the more hesitation the worker has, implying longer silence during
the conversation.

In our study, Topic cohesion refers to whether the answers that workers give to pre-
defined questions (described later in Section Experimental Setup) are topically coherent,
and well linked. In some cases however, workers might directly ask questions to the conver-
sational agent, referring to 4) Use of questions, or express apologies to explain that they can
not answer. Such questions or statements naturally deviate from the topic at hand. There-
fore, we combine these two dimensions together as one factor in the coding scheme. The
resulting set of dimensions used to systematically analyze conversation styles are summa-
rized in Table 3.10, and they include: 1) Personal focus of topic, 2) Enthusiasm, 3) Pacing,
4) Tolerance of silence, and 5) Topic cohesion & Use of questions.

Each dimension is quantified using a binary score (either -1 or 1). A final score is
used to classify a conversation style as either Involvement or Considerateness. The score
is calculated as a sum of scores corresponding to all the five dimensions. If final score is
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greater than 0, the conversational style of a worker is classified as Involvement. If the final
score is less than 0, the conversational style of a worker is classified as Considerateness.

The coding scheme can be used to label ground truth data pertaining to conversational
styles. To make the ground truth reliable, the coding process is carried out by multiple
coders independently. Coders in the group independently score all the dimensions. The
cases with disagreement are then resolved through manual discussion and disambiguation.
The reliability of the coding process is measured by using Fleiss’ Kappa [64].

Conversational Style Prediction

We present two methods for conversational style prediction: one based on “rich conversation
data” obtained from workers before microtask execution through a “pre-task conversation”,
and another based on “limited conversation data” obtained from task execution and a short
“self-assessment”. Figure 3.8 describes the organization of the envisioned conversational
crowdsourcing task, where rich and limited conversation data are collected. Hereafter, we
will refer to these methods as Prediction with rich data and Prediction with limited
data respectively.

Table 3.11: Features used for conversational style prediction.

Features Explanation Related Dimensions

pp† percentage of personal pronouns. personal focus of topic
rep† mean repeat times of words. topic cohesion
wpu† mean number of words per utterance. enthusiasm
wps† mean number of words per sentence. enthusiasm
nque† number of question marks. use of questions
nexcl† number of exclamation marks. enthusiasm
pse†* percentage of self-editing. tolerance of silence
rtype†* rate of typing. pacing
pause†* mean pause length. pacing, tolerance of silence
tt†* mean length of turn-taking pause. pacing, tolerance of silence

nint†* number of interruptions. pacing
heu* score from the heuristic assessment. /
sah* value of feature humor from self-assessment. /
sap* value of feature pace from self-assessment. /
san* value of feature narrative from self-assessment. /

†= features used in Prediction with rich data.
* = features used in Prediction with limited data.

In case of Prediction with rich data, in the preliminary conversation the conversa-
tional agent initiates a brief discussion over an engaging topic, i.e. pre-task conversation.
The resulting text is labeled as either Involvement or Considerateness. The coding scheme
introduced in the previous section informed the design of several textual-features (as shown
in Table 3.11), to be automatically extracted from the pre-task conversation. These features
are used for training binary classifiers.

It is neither practical nor economically viable, to ask workers to engage in relatively
long pre-task conversation with the agent before each task execution - a conversational style
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can be contextually dependent, so it cannot be considered as an immutable property of a
worker. Therefore, we investigate the effectiveness of a Prediction with limited data
method that does not require pre-task conversation, and needs a heuristic assessment and
a short self-assessment instead.

Heuristic assessment takes place during the first three interactions of a task’s execution,
when the conversational agent is introducing the task title, time limit and task instructions
respectively, as shown in Figure 3.7 (a). After each interaction, the agent provides the worker
with two options to select. One option corresponds to Involvement style, while the other one
corresponds to Considerateness style. The result heu derived from the heuristic assessment
is also used as a feature for style prediction, which is calculated by heu = h1 + h2 + h3,
representing the superimposition of answers from the first, second and third interactions
respectively (hi, 1 ≤ i ≤ 3, is assigned to 1 if the Involvement answer is selected by the
worker, otherwise it is assigned to -1).

Considerateness Answer
Involvement Answer

1. How much humor do you prefer to use during
conversation?

The worker needs to select either  Subtle  or  Obvious .

2. Which pace do you prefer to use during
conversation?

The worker needs to select either  Slow  or  Fast .

3. How many narratives do you prefer to tell during
conversation?

The worker needs to select either  Few  or  Many .

Involvement Answer

Considerateness Answer value = 0
value = 1

(a) Heuristic-assessment (b) Self-assessment

Figure 3.7: Explanations of (a) Heuristic-assessment and (b) Self-assessment of conversa-
tional style.

Self-assessment requires asking workers about their conversational styles. As shown in
Figure 3.7 (b), we design a short self-assessment (that can be arranged either before or after
crowdsourcing task execution as a part of pre- or post-task survey) indirectly asking workers
about their preferences during the conversation, according to three continua used by Tannen
in her example: humor, pace and narrative. Notice that these continua can be used in the
scope of this self-assessment because they do not need to be inferred, but they can be directly
reported by a user. The two optional answers of each question correspond to Involvement
(value: 1) and Considerateness (value: 0) separately. Therefore three features pertaining
to self-assessment (sah, sap and san relate to humor, pace and narrative respectively) are
considered in Prediction with limited data.

All the linguistic features for conversational style prediction (Prediction with limited
data and Prediction with rich data) are listed in Table 3.11. Features pp, rep, wpu,
wps, nque, and nexcl are only used in Prediction with rich data, because they are
only available when the conversation allows for subjective elements (such as personal topics,
narratives, opinions and emotions) to be expressed. Features pse, rtype, pause, tt and nint
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are used in both Prediction with rich data and Prediction with limited data, since
they appear in any kinds of the conversation, including the ones for microtask execution.
Features heu, sah, sap and san come from the heuristic-assessment and the self-assessment,
so they are only used in Prediction with limited data.

The linguistic features shown in Table 3.11 are automatically measured and used to train
supervised binary classifiers for conversational style prediction. Each training example we
need in this study is a pair consisting of an a vector of linguistic features (as input) and a
binary output value (1 or 0, referring to Involvement and Considerateness respectively).

Experimental Setup

To address RQ3.3, conversational styles are independently labeled by multiple coders ac-
cording to the coding scheme to understand how workers’ conversational styles distribute
among crowd workers, and to investigate the feasibility of style prediction using rich conver-
sation data and limited conversation data. To address RQ3.4, we analyze the relationship
between workers’ conversational styles and their performance, engagement, and cognitive
task load. We used TickTalkTurk (Section 2.2) to deploy crowdsourcing tasks, which en-
ables easy integration with existing platforms and access to the available crowd workers.

Conversational Task Design

The conversational crowdsourcing task (HIT on MTurk) has three main phases, namely pre-
task conversation, crowdsourcing microtasks, and post-task survey, as shown in Figure 3.8.

task name time limit instructions

Heuristic Assessment

Questions & Answers

mandatory
microtasks (5)

optional microtasks
(min. 0 - max. 45)

Answer Review & Submission

Pre-Task Conversation Post-Task Survey

Web Interface

Crowdsourcing Microtasks

Conversational Interface

Background Question

Question of Topic 1

Question of Topic 2

UES-SF Form

Self-Assessment

NASA-TLX Form

Conversational Interface

Figure 3.8: Organization of the conversational crowdsourcing task.

Pre-task Conversation. As mentioned in Section 4, to acquire rich data for training clas-
sifiers, the conversational agent starts a pre-task conversation encouraging workers to share
about their personal stories and opinions. The conversational agent asks three questions.
The first question is about the demographic background of the worker. To facilitate the
production of high-quality conversation data, the second and third questions are about two
controversial topics (abortion and gun control respectively).
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1 Please tell me something about yourself (your age, your gender, your ethnicity and
your education background). If you want, you can also tell me about your hobbies or
interesting things you would like to share.

2 Do you think + [Topic 1 in Table 3.12]?

3 Please explain what you think.

4 Do you think + [Topic 2 in Table 3.12]?

5 Can you explain why?

Table 3.12: Controversial topics used in pre-task conversation.

Label Topic 1: Abortion Topic 2: Gun Control

Pro

abortion is getting rid of a fetus, not a human
being

gun control guarantees safety of Americans

reproductive choice empowers women guns don’t kill people, people kill people

legalizing abortion helps to reduce sexual victim-
ization

free access to guns is an important right

social welfare systems cannot support unwanted
kids well

guns make up only a small part of weapons that
are used to commit crimes

modern abortion is safe people will always find a source for guns

Con

abortion is unsafe guns are an important part of the US

abortion is murder we should control lunatics and criminals instead
of guns

abortion damages the well-being of the mother banning guns will work not better than banning
alcohol did

women should not be able to use abortion as a
form of contraception

armed guards or teachers will make schools safer

women should accept the consequences of preg-
nant

gun control does not work

The rationale behind this design is that controversial topics increase interest, which also
increases the likelihood of conversation [32]. Although controversial topics have also been
shown to increase discomfort [32], we prevented workers from diving into a deep discussion by
asking only two questions per controversial topic. Thus, controversy in general is leveraged
to better stimulate the desire of expressing opinions in our scenario. The content of these
two questions are picked at random from those shown in Table 3.12, and are inspired from
recent work by Hube et al. [102]. The corresponding labels of these two questions (also
shown in the table) however, are not allowed to be the same simultaneously to avoid biases.
Workers are required to provide at least three sentences (each sentence contains at least two
words) for each question. If the worker does not meet this requirement, the conversational
agent keeps prompting with – “Can you tell me more?”, “Uh huh, and?”, “Good, go ahead.”
or other similar phrases until it receives three sentences in total.
Crowdsourcing Microtasks. The workflow of crowdsourcing microtasks on the conver-
sational agent is also illustrated at the center of Figure 3.8.

First, the conversational agent provides workers with the basic information of the task,
including task name, time limit, and task instructions. As we mentioned in the previous
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section, the interactions at the beginning are combined with a heuristic assessment (Fig-
ure 3.7).

After the worker selects their preferred options, the agent proceeds to the actual task
execution part – questions & answers (i.e., answering microtasks, each microtask refers to
a data row or a object). The worker has to complete 5 mandatory microtasks. After the
mandatory part, the worker can choose either to stay or to leave. If a worker decides to stay
(i.e., continuing task execution), at most 45 optional microtasks will be presented one after
another until the worker asks the agent to stop the task execution. The number of answered
optional microtasks is the quantitative measurement of worker retention in our study.

After the worker decides to stop the task execution, or to complete all the optional
microtasks, the conversational agent sends an answer review to the worker to check if all the
previous answers are correctly recorded by the agent. Finally, after the worker has reviewed
and successfully submitted the answers, the agent will send a Task Token to the worker.
Only with this Task Token, the worker can proceed to complete the post-task survey.

Post-task Survey. User Engagement Scale Short Form [163, 164] (12 questions), NASA
Task Load Index questionnaire20 (6 questions) and the self-assessment of conversational
style (3 questions) are used in the post-task survey to analyze worker engagement, cognitive
task load, and conversational style.

First, workers have to complete the User Engagement Scale Short Form (UES-SF). The
UES-SF consists of 12 questions in four factors (Focused Attention, Perceived Usability,
Aesthetic Appeal, and Reward Factor). Workers are asked to answer each question by
setting a slider on a 7-point sliding bar ranging from “1: Strongly Disagree” to “7: Strongly
Agree”.

Then, workers are asked to complete the NASA Task Load Index (NASA-TLX) question-
naire, which contains six items spanning six aspects (Mental Demand, Physical Demand,
Temporal Demand, Performance, Effort, and Frustration respectively). Workers need to
indicate their perceived task loads on these six aspects by setting the slider to on a 20-point
sliding bar ranging from “1: Very Low ” to “21: Very High”. The TLX scores will be scaled
to 0-100 in the evaluation.

After UES-SF and NASA-TLX, workers are asked to complete the self-assessment of
conversational style that has been described in Figure 3.7 (b).

Independent and Dependent Variables

Independent Variables. Considering crowdsourcing tasks have different levels of difficulty
and complexity [236], we design task into 3 difficulty levels, from easy to difficult, to observe
how crowd workers with different conversational styles perform on different difficulty levels.

We consider two data types (text and image) of microtask, Information Finding and
Image Transcription. We used these task types since they are representative of typical
classes of microtasks [72], and they easily allow the classification of the task objective into
different difficulty levels. This results in six experimental conditions (2 × 3), i.e. 2 types
of task (Information Finding and Image Transcription, representing text-based and image-
based tasks respectively) with three levels of difficulty (Level 0, Level 1 and Level 2, from
easy to difficult).

20https://humansystems.arc.nasa.gov/groups/TLX/

https://humansystems.arc.nasa.gov/groups/TLX/
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1) Information Finding Tasks require workers to find the middle name of a famous person
from either Wikipedia21 or Google22 [69]. As shown in Figure 3.9, this type of tasks has
three different difficulty levels. In Level 0, the conversational agent shows first and last
names of a unique, famous, and unambiguous person, whose middle names can be easily
found from a search engine. In Level 1, the agent additionally shows the profession of the
given person based on Level 0. We manually selected the names in this difficulty level to
ensure there are at least two different famous persons with the same first and last names, so
that the worker needs to distinguish the given person according the profession. In Level 2,
the agent also shows the famous person’s active year, based on Level 1 (showing first/last
names and profession). In this difficulty level, there are multiple famous people with the
same first/last name, and with the same profession. The worker is asked to find the correct
one from those famous people by making use of all the given information.

(a) Difficulty Level 0 (b) Difficulty Level 1 (c) Difficulty Level 2

Figure 3.9: Examples of the Information Finding task with three difficulty levels.

2) Image Transcription Tasks require workers to read the image (randomly generated by
Claptcha23) and transcribe it into letters, as shown in Figure 3.10. This task type also has
three different levels of the difficulty. In Level 0, the conversational agent shows an image
containing a random combination of 6 letters (from the English alphabet, either in the upper
or lower cases) with the highest resolution (approximately 38 px × 75 px per letter). The
least noises (Gaussian white noises, σ = 0.1) are added into the image. In Level 1, the agent
shows an image containing a random combination of 12 random letters with the medium
resolution (35 px× 70 px per letter). The medium noises (Gaussian white noises, σ = 0.3)
are added into the image. In Level 2, the agent shows an image containing a random
combination of 18 random letters with the lowest resolution (approximately 33 px × 65 px
px per letter). The largest noises (Gaussian white noises, σ = 0.5) are added into the image.

(a) Difficulty Level 0 (b) Difficulty Level 1 (c) Difficulty Level 2

Figure 3.10: Examples of the Image Transcription task with different difficulty levels.

21http://en.wikipedia.org/
22http://www.google.com/
23https://github.com/kuszaj/claptcha

http://en.wikipedia.org/
http://www.google.com/
https://github.com/kuszaj/claptcha
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Dependent Variables. We measure the performance of conversational style prediction,
output quality, worker engagement and cognitive task load. We use these metrics to analyse
what role the conversational style plays in microtask crowdsourcing.

1) Performance of conversational style prediction is measured by comparing prediction re-
sults of classifiers with the labeled ground truth produced based on the coding scheme. We
measure the overall accuracy, noted as accuracy, which is the fraction of correctly predicted
conversation style of workers among all the workers.

2) Output quality is measured using worker accuracy, which is calculated by comparing the
answers provided by workers with the expected value:

output quality =
# correct answers provided by the worker

# all the provided answers
(3.1)

In case of Information Finding tasks, the answer provided by workers should contain the
expected value (case insensitive). In terms of Image Transcription tasks, the string similarity
between the answer provided by workers and the expected value should be greater than 0.8.
The string similarity is calculated as similarity = 2×M/T , where T is the total number of
characters in both answers and ground truth, and M is the number of matched characters.
Note that the similarity equals to 1 if the answer is identical to the ground truth (case
insensitive), and equals to 0 if there is nothing in common (case insensitive).

3) Worker engagement is measured using two approaches: the first one is worker retention,
quantified by the number of optional microtasks answered (from 0 to 45); and the second is
the short-form of the user-engagement scale [164] – UES-SF scores in four different factors
(Focused Attention, Perceived Usability, Aesthetic Appeal, and Reward Factor), ranging
from 1 to 7. A relatively higher UES-SF score indicates that the worker is more engaged
with regard to the corresponding factor [244].

4) Cognitive task load of workers is evaluated by using the unweighted NASA-TLX form,
consisting of six questions. Workers are asked to give scores ranging from 0 to 100 to these
questions. The final TLX score is the mean value of scores given to the six questions. Higher
the TLX score is, the heavier task load the worker perceives.

Experimental Environment

Workers. There are 6 experimental conditions (2 task types × 3 difficulty levels), and
each experimental condition has 50 crowdsourcing microtasks. As each microtask requires
answers from at least 3 unique workers and each worker must submit at least 5 mandatory
microtasks, we recruited 50×3/5 = 30 unique workers for each experimental condition from
Amazon Mechanical Turk, resulting in 30×6 = 180 unique workers for the entire experiment.
Only crowd workers whose HIT approval rates are greater than 95% could view and accept
our crowdsourcing tasks [54].
Rewards. To avoid monetary biases, we immediately pay 1 USD to each worker after the
worker submits the task (HIT). Then all the workers equally receive 0.01 USD for each
optional Image Transcription microtask, or receive 0.02 USD for each optional Information
Finding microtask according to how many optional microtasks they answer after we approve
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their submissions. To ensure that we consistently pay an average hourly wage of 7.5 USD,
we additionally bonus workers after calculating their execution time.
Quality Control. To avoid biases caused by repeated task execution [69], we added extra
Javascript code for recording their worker IDs on our server, to prevent workers from execut-
ing HITs multiple times. If a worker attempts to complete another HIT in this batch after
having one already (meaning his/her worker ID has been recorded), all the instructions and
questions on the web page are removed. Instead, a message, that kindly informs workers
that they should “return” because of our experimental restrictions, is displayed on the task
page.

Evaluation

Conversational Style Estimation

Coding conversational styles. With this evaluation we address RQ3.3. The coding pro-
cess was conducted by three coders who had deeply studied the theory of conversational style
and understood the concept of linguistic devices. The inter-rater reliability was measured by
Fleiss’ Kappa. Three coders were in complete agreement for 124 out of 180 crowd workers.
The 56 cases having disagreement were disambiguated manually by coders. In total, 86
workers exhibited Involved style, while 94 workers showed Considerate style. Therefore the
kappa κ value is 0.78.
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Figure 3.11: The score distribution of three coders across five dimensions. Numbers in this
figure represent the number of judgments given by the corresponding coder.

The score distributions (of three coders, 180 judgments per dimension) of five dimensions
are shown in Figure 3.11. Pacing and Tolerance were automatically calculated according
to Table 3.10, therefore scores (-1 and +1) of these two dimensions are equally distributed.
Personal focus of topic, Enthusiasm and Topic cohesion & use of questions were manually
labeled by coders. As we can see from the Figure, Coder1 tended to give lower scores (more
considerate) while Coder3 tended to give higher scores (more involved). However, scores
given by different coders were distributed similarly in general (with only small fluctuations),
suggesting that the coding scheme is sufficiently robust to account for the subjectivity of
the coders.



66 Chapter 3. Engagement and Satisfaction

Prediction accuracy. The training dataset (features extracted by the conversational agent
with ground truth data labeled by the coding scheme) was randomly divided into two part
– 70% of them went to the training set, while the rest (30%) went to the testing set.

Because the focus of this study is the feasibility of the conversational style prediction,
we did not use the state-of-the-art classifiers (e.g. deep neural network) and attempt to
improve their performance. Instead, we only select most basic and naive classifiers (Logis-
tic Regression, Naive Bayes, k-Nearest Neighbors, Decision Tree, Gradient Boosting), and
compare the accuracy to understand the feasibility of predicting conversational styles.

The prediction performance is shown in Table 3.13. Gradient Boosting can obtain highest
performance by using Prediction with rich data, whose overall accuracy value is nearly
80%. These results are encouraging, showing that it is indeed possible to achieve good
prediction performance for conversational style using rich conversational data. In terms
of Prediction with limited data, once again, Gradient Boosting can obtain highest
performance, whose overall accuracy reaches 66.7%. These results are also encouraging, as
they suggest that conversational styles can be predicted also through limited interactions
with the workers. Since we didn’t study deep into the parameter adjustment of machine
learning models, we believe a well-tuned prediction method with limited data still has great
potential to accurately estimate the conversational style.

Table 3.13: The accuracy (unit: percent %) of conversational style prediction by common
classifiers, where the classifier with the highest accuracy is highlighted.

Prediction methods Logistic
Regression

Naive
Bayes k-NN Decision

Tree
Gradient
Boosting

with rich data 75.93 75.93 74.07 77.78 79.63
with limited data 57.41 55.56 48.15 59.26 66.67

The Performance of Workers with Two Conversational Styles

Execution time. Workers with an Involvement style generally featured less task execution
time. The average execution time of pre-task conversation, heuristic assessment & self-
assessment, crowdsourcing microtasks, and USE-SF & NASA-TLX surveys are shown in
Table 3.14. As workers with an Involvement style had a faster pace by definition, their task
execution time were generally less than Considerate workers. We highlight that the average
time spent on heuristic assessment and self-assessment is 73 seconds (around 0.15 USD per
worker), while the average time spent on pre-task conversation is 412 seconds (around 0.86
USD per worker), where the latter is 5.6 times longer than the former, meaning Prediction
with rich data is 5.6 times more expensive than Prediction with limited data.
Output quality. Workers with an Involvement style had significantly higher output quality
at high difficulty level compared to Considerate workers. We calculated the output quality
(worker accuracy) across all types of tasks and difficulty levels, which are listed in Table 3.15.
Obviously, the overall worker accuracy decreases as the task difficulty increases across two
task types. We observed that when the overall worker accuracy was lower than 60% (IF Level
1, IF Level 2 and IT Level 2), the workers with Involvement style had higher average accuracy
than the workers of Considerateness style. As the worker accuracy does not follow the normal
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Table 3.14: The execution time (µ± σ, unit: second) of pre-task conversation, heuristic as-
sessment & self-assessment, crowdsourcing microtasks, and USE-SF & NASA-TLX surveys.

Conversational
styles

Pre-task
conversation

Heuristic- &
self-assessment

Crowdsourcing
microtasks

USE-SF &
NASA-TLX Total

Involvement 376± 270 69± 55 266± 231 129± 179 842± 459
Considerateness 444± 247 77± 56 318± 297 153± 251 994± 551
Overall 412± 260 73± 56 293± 269 142± 220 922± 515

distribution according to Shapiro-Wilk tests (α = 0.05), with the Wilcoxon Rank-Sum test
(α = 0.05) we tested the significance of pairwise differences between two conversational
styles. We found statistical significance for all the Level 2 Tasks (both Information Finding
and Image Transcription, p = 0.045 and p = 0.021 respectively).

Table 3.15: The worker accuracy (µ ± σ: mean and standard deviation, unit: percentage)
of all task types with difficulty levels.

Task type Difficulty Involvement Considerateness Overall

Information Finding
Level 0 66.76± 38.84 73.77± 33.17 69.8± 36.66

Level 1 54.05± 35.1 50.42± 35.22 52.11± 35.21

Level 2* 55.0± 33.84 25.95± 28.84 36.3± 33.0

Image Transcription
Level 0 86.48± 22.91 90.56± 8.31 87.7± 19.79

Level 1 76.92± 29.19 79.41± 26.0 78.33± 27.46

Level 2* 63.18± 18.86 35.68± 32.74 45.77± 31.39

* = statistically significant (Involvement vs Considerateness).

Worker engagement: Worker retention. We found no significant difference in worker
retention. We counted optional microtasks that workers answered, and plotted distribu-
tions of number of answered optional microtasks across different task types and difficulty
levels using a violin plot (Figure 3.12). In this figure, the width of each violin at any
point represents the number of workers that answered the corresponding number of optional
microtasks. According to the shape of each “violin”, the distributions do not meet any as-
sumptions for parametric tests (also verified by Shapiro-Wilk tests), therefore we used the
Wilcoxon Rank-Sum test (two-tailed, α = 0.05) to test the significance of difference between
two conversational styles. We found no significant difference in worker retention (answered
optional microtasks) between the workers with two conversational styles.
Worker engagement: UES-SF score. Workers with an Involvement style reported sig-
nificantly higher scores on UES-SF questionnaire in most cases of specific UES factors com-
pared to Considerate workers. UES-SF scores of four factors as well as overall scores are
plotted in Figure 3.13. Since the distributions of UES-SF scores meet the assumption of
normal distributions according to Shapiro-Wilk tests, to study user engagement of workers
with different conversational styles, t-tests (two tailed, α = 0.05) were performed to test
the significance of differences between two conversational styles. Because multiple compar-
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Figure 3.12: A violinplot representing the number of optional microtasks answered by work-
ers across different task types and difficulty levels, where the red lines represent the median
value and the black points represent the mean value.

isons (different UES factors) are conducted between two datasets (two conversational styles),
Bonferroni correction is used to control Type-I error.
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Figure 3.13: Boxplots of UES-SF scores by Task-Difficulty and Conversational Style, where
the red lines represent the median value and the black points represent the mean value.

In terms of Information Finding tasks, whose UES-SF scores are displayed in the first
row of Figure 3.13, workers of Involvement style reported significantly higher scores with
respect to Perceived Usability factor, when difficulty level is 1 (IF Level 1 on Perceived
Usability, p = 0.0033). Workers of Considerateness style reported higher Aesthetic Appeal
score at level 2 (IF Level 2 on Aesthetic Appeal, p = 0.0026). As for Image Transcription
tasks (UES-SF scores are displayed in the second row of Figure 3.13), workers of Involvement
style gave higher scores on Perceived Usability and Aesthetic Appeal when difficulty level is
2 and 1 respectively (IT Level 2 on Perceived Usability and IT Level 1 on Aesthetic Appeal,
p = 0.0003 and p = 0.0034 respectively). We found no significant difference between two
styles in terms of Overall UES-SF score.

To conclude, workers with an Involvement style tended to report higher scores on UES-
SF questionnaire, while workers with both styles did not show significant differences with
respect to worker retention in both tasks.
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Cognitive task load. Workers with an Involvement style reported significantly less cognitive
task load at high difficulty level compared to Considerate workers. Results of unweighted
NASA-TLX scores are displayed as box plots in Figure 3.14. As we can see from the figure,
workers of Involvement style reported lower mean values than workers of Considerateness
style in all the experimental conditions except only one case (IT Level 1). Similarly, those
Involvement workers also reported lower median values across all the experimental conditions
except the same case (IT Level 1).
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Figure 3.14: Boxplots of NASA-TLX scores by Task-Difficulty and Conversational Style,
where the red lines represent the median value and the black points represent the mean
value.

Since the distributions of TLX scores meet the assumption of normal distributions ac-
cording to Shapiro-Wilk tests, we conducted t-tests (two tailed, α = 0.05) to find significant
pairwise differences between two conversational styles across different task types and diffi-
culty levels. Results show that workers of Involvement style reported less cognitive task load
than workers of Considerateness style, after they completed all the tasks of Level 2 with
significant differences (both Information Finding and Image Transcription, p = 0.034 and
p = 0.006 respectively). These results collectively suggested that workers of Involvement
style perceived less task load from task execution than workers of Considerateness style in
general, especially when completing difficult tasks.

Discussion

Reflection on Conversational Style Estimation

We proposed a coding scheme for conversational style estimation that systematically clas-
sifies the text-based conversational style into two categories – Involvement and Consider-
ateness. To the best of our knowledge, this is the first work that proposes a systematic
method to estimate the conversational style of online workers. We also studied the feasi-
bility of automatically predicting workers’ conversational styles by common classifiers using
rich conversational data (more accurate) and limited conversational data (less expensive)
respectively. Results showed that indeed conversational styles could be predicted, using the
proposed task design, thus showing that conversational style estimation could serve as a
practical tool for microtask crowdsourcing.
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Reflection on the Performance of Workers

We explored the behavior of online workers with two conversational styles during conver-
sational microtasking, and observed strong evidence that conversational style could bear
relationship with quality of outcome for difficult tasks. We found that workers with an In-
volvement style performed better in terms of quality-related outcomes in tasks with higher
difficulty levels. These results suggested that conversational style estimation could be a use-
ful tool for output quality prediction. Analysis of cognitive task load revealed that workers
with an Involvement style perceived less task load with higher difficulty levels. Our experi-
mental findings suggested that the conversational style estimation could be used for worker
performance prediction to better enable adaptive crowdsourcing strategies.

Design Implications

The results showed that the conversational style had a significant impact on output quality,
worker engagement, and cognitive task load. Workers with an Involvement style could
produce higher work accuracy, perceive higher user engagement and feel less cognitive task
load when they were completing difficult tasks. This gives us a strong indication that
conversational style estimation could be an effective tool for predicting worker performance
and assisting crowdsourcing task assignment. Highly involved workers could be selected
and assigned to tasks of higher complexity, to produce high-quality work outcomes. The
proposed method can be applied in microtask crowdsourcing marketplaces to improve work
outcomes and foster a better worker-requester relationship (by improving worker accuracy,
increase worker engagement, and reducing cognitive task load).

We found that a long conversation (pre-task conversation) could provide enough data for
precisely (80%) predicting the conversational style, however, it took 5.6 times longer than
a heuristic assessment with a self-assessment (67% and only took around 1 minute). The
precision of prediction with limited data was lower but acceptable, and we are confident
that it could be improved using state-of-art classifiers. We suggest that in the future design
of the conversational microtask crowdsourcing, a heuristic assessment with a self-assessment
could be considered as an extra test to effectively predict worker performance (which also
help in dynamically adapting task scheduling and assignment strategies), while it only costs
0.1 to 0.2 USD additionally on each worker.

In this study, we propose a conversational style estimation method for conversational
microtask crowdsourcing. Since previous studies have shown the feasibility of deploying
microtasks on Facebook (Messenger) [85, 22, 218], Twitter [193], etc., the proposed method
can be applied in chatbot systems on common social network channels for analyzing and
understanding the personality, mood, subjectivity, and bias of (particularly anonymous)
users.

The estimation and prediction of the conversational style of a worker has clear implica-
tions for privacy and fairness. While performing a dialogue, workers could disclose personal
information that should be treated according to best practices and regulation for personal
data management. In this respect, the Prediction with limited data allows for a data collec-
tion method that is minimally invasive and that could be easily repeated across HITs, thus
eliminating the need for storage and management of worker data while achieving good pre-
diction performance. We also stress the potential fairness implications that conversational
style profiling can have on task distributions and therefore, on the earning power of workers.
We believe that user modelling approaches like the one we propose should be used only in
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the context of an explicit, optional, and informed approval from workers, and such that a
lack of approval does not lead to overall compensation penalties.

Limitations and Future Work

In terms of style estimation and prediction, we only focused on the text-based conversation.
Text-based conversation ignores several paralinguistic features (pitch, voice) and nonlin-
guistic features (smile, laughter, gestures). Moreover, some features relying on the analysis
of voice such as pacing were measured in a different way. In general, there are various
means to interact with conversational agents (e.g., voice-based agent, video-based agent).
Conversational agents and corresponding style estimation methods based on voice or video
could be an interesting direction to explore. Second, there is still room for improvement for
style prediction. In this study, we used the most basic and naive binary classifiers for style
prediction, and did not tune the parameters of those classifiers to pursue higher accuracy.
Thus, in the imminent future, state-of-the-art machine learning methods can be applied for
conversation style prediction. The process of labeling ground truth data by using the coding
scheme can also be crowdsourced, to label larger training datasets with the cooperative work
of crowd workers.

In terms of the study of the impact of conversational styles, the task types studied in
the experiment are limited. We only focused on one input type of microtask – that is free
text. In the case of this input type, workers were asked to provide their responses using free
text (string). However, many other input types such as multiple choices, sliding bars, and
bounding boxes are also used in microtasks of current online crowdsourcing marketplaces.
Studying the performance of crowd workers with different conversational styles on other
types of tasks is an important next step to our work. Previous work shows that an aligned
style of the conversational agent can improve worker performance [195, 215]. Future exper-
iments should consider assigning different conversational styles to the conversational agent,
and investigate whether an aligned style can help in the improvement of worker engagement
and reduction of cognitive task load.

Moreover, to estimate conversational styles, the crowd workers in our experiments spent
a long time on pre-task conversations (around 7 minutes), which might have a negative
impact on work outcomes. A future study can explore style prediction and alignment on
the experimental conditions without additional conversation to further evaluate the breadth
of practical value in conversational style prediction. Furthermore, future work can focus
on the usage of a variety of different types of conversational agents, the collection of large
amount of conversational data for constructing a training dataset and deep-learning-based
classifiers for conversational style estimation.
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3.3 Chapter Summary

We studied the impacts of conversational crowdsourcing and the use of conversational styles
on worker satisfaction and engagement in this chapter. In the first study (Section 3.1), we
conducted online crowdsourcing experiments to study whether the worker engagement can
be affected by the conversational interface. We measured workers’ user engagement and
cognitive load while completing tasks using conversational interfaces with different conver-
sational styles. In the second study (Section 3.2), we proposed a coding scheme for style
estimation based on the five dimensions of examined linguistic devices and style prediction
methods. We performed a crowdsourcing experiment to analyze the behaviour of crowd
workers with different conversational styles.

We show that the use of conversational crowdsourcing can effectively improve the per-
ceived worker engagement and worker retention. We also highlight that the conversational
style has a significant impact on output quality, worker engagement, and cognitive task load.
The coding scheme proposed in this chapter can reliably estimate conversational styles of
crowd workers, which could be used as an effective tool to evaluate and predict worker perfor-
mance, and further assist in designing dynamic and personalized crowdsourcing strategies.
The two studies carried out in this chapter provide important insights in terms of improving
worker satisfaction and engagement in crowd work.
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In the previous chapters, our studies have revealed the potential of conversational crowd-
sourcing in improving worker engagement and satisfaction. Compared to traditional web
crowdsourcing, there is a stronger link between conversational crowdsourcing and worker
emotions, due to the human-like interaction of conversational interfaces. However, how the
emotions of crowd workers can affect conversational crowdsourcing remains unanswered.
Lately, related literature revealed that worker moods have been shown to have signifi-
cant effects on quality-related outcomes in the context of crowdsourcing. Meanwhile, self-
identification is found to be strongly associated with emotions in the realm of games, which
has received attention in recent HCI literature. Particularly, recent work has shown that
self-identification with player avatars is effective in fostering interest, enjoyment, and other
emotional aspects pertaining to intrinsic motivation. However, little is known about the
role of worker moods and self-identification in shaping work in conversational crowdsourc-
ing. Therefore, in this chapter, we carried out two studies to understand the roles that
worker moods and self-identification could play in conversational crowdsourcing.

In the first study (Section 4.1), we conducted a crowdsourcing study addressing 600
unique online workers, to investigate the role that worker moods could play in conversational
crowdsourcing. We also explored whether suitable conversational styles of the agent could
affect the performance of workers in different moods. Our results showed that workers
in a pleasant mood tended to produce significantly higher quality results, exhibit greater
engagement and report a lower cognitive load, and a suitable conversational style could have
a significant impact on workers in different moods.

In the second study (Section 4.2), we carried out a between-subject study involving 360
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crowd workers. We investigated how worker avatars influence quality related outcomes of
workers and their perceived experience, in conventional web and novel conversational inter-
faces. We equipped workers with the functionality of customizing their avatars, and selecting
characterizations for their avatars, to understand whether identifying with an avatar could
increase the motivation of workers. We found that using worker avatars with conversational
interfaces could effectively reduce cognitive workload and increase worker retention. Our re-
sults indicated the occurrence of similarity and wishful avatar identification in conversational
crowdsourcing.

The two studies carried out in this chapter investigated how workers’ subjective percep-
tions could affect conversational crowdsourcing, and showed the important roles that worker
mood and self-identification could play. Our findings advance the current understanding of
conversational crowdsourcing, and have important implications in improving worker subjec-
tive experience and on the design of future conversational crowdsourcing systems.

The content of this chapter is based on the following papers:

Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. Just the Right Mood for HIT! Analyzing
the Role of Worker Moods in Conversational Microtask Crowdsourcing. International
Conference on Web Engineering, pp. 381-396, 2020. (Section 4.1 is based on this
paper)

Sihang Qiu, Alessandro Bozzon, Max V. Birk, Ujwal Gadiraju. Using Worker Avatars to
Improve Microtask Crowdsourcing. Proceedings of the ACM on Human-Computer
Interaction (CSCW), pp. 1-28, 2021. (Section 4.2 is based on this paper)
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4.1 The Role of Worker Moods

In the previous chapters, we have argued that conversational crowdsourcing had advantages
over traditional graphical user interfaces since it can be used to improve worker engagement
and satisfaction. However, to advance the understanding of conversational crowdsourcing, it
is worth exploring how workers’ subjective perceptions can affect conversational crowdsourc-
ing. Worker moods are known to influence the quality of work in the general workplace [217],
including online microtasking platform where microtasks are executed using traditional web
interfaces [235, 244]. For example, workers in a happy mood were found to exhibit a better
performance than those who were less happy [233, 241]. Others have shown that worker
moods can also impact task execution time [151]. Recent work in the context of online
crowdsourcing has revealed the relationship between worker moods and crowdsourcing task
performance [244], where moods were measured using the Pick-A-Mood instrument [48] and
statistical tests indicated that worker moods had significant effects on their engagement.
Based on these findings, others analyzed the impact of worker moods in struggling web
search tasks [67]. There is a limited understanding however, of how moods of workers in-
teract with conversational interfaces in shaping the quality of their work. Furthermore, an
opportunity to improve conversational conversational further, lies in analyzing the potential
impact of conversational styles [211] of agents on quality related outcomes of workers in
different moods. In Chapter 3, we have investigated whether adapting and personalizing
the conversational style of an agent to that of a worker can improve the quality of work.
To this end, we explore whether a conversational agent with different conversational styles
can enable workers in different moods to produce better task performance or to have better
microtasking experience. We aim to fill this knowledge gap by addressing the following
research questions:

RQ4.1: How do worker moods affect their performance, engagement and cognitive load
in conversational crowdsourcing?
RQ4.2: How does the conversational style of a conversational agent affect the perfor-
mance of workers in different moods?

We used the conversational interface with different conversational styles designed and
implemented in Section 3.1 to support workers in the execution of Human Intelligence Tasks,
i.e. HITs. We carried out a crowdsourcing study with 600 unique workers, across four types
of tasks and three different interfaces (3 × 4 = 12 experimental conditions in total). To
answer RQ4.1, we evaluated the performance of workers, their engagement (using the User
Engagement Scale-UES ) and cognitive load (NASA-TLX) across different tasks. Results
revealed that workers in a pleasant mood tended to produce significantly higher quality
results (over 20% improvement), exhibited greater engagement (over 18% improvement)
and reported a lower cognitive load (a decrease by nearly 13%). To address RQ4.2, we
considered three different interfaces (traditional web interface, and conversational interfaces
with two conversational styles). Results demonstrated that a suitable conversational style
could have a significant impact on workers in terms of their engagement and cognitive task
load.
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Method

Workflow and Task Design

The entire task execution process across different conditions consists of four main stages:
self-reported mood (Pick-A-Mood), a short demographic survey, the crowdsourcing HITs,
and a post-task survey, as illustrated in Figure 4.1.

task
instructions

Greetings Questions & Answers

mandatory
questions (5)

optional questions
(min. 0 - max. 45)

Answer
Review

Demographic
Survey

Post-Task
Survey

Crowdsourcing MicrotaskPick-A-Mood

Conversational InterfaceWeb WebWeb

edit/
submit

Figure 4.1: Crowdsourcing microtask workflow in the conversational interface conditions.

1) Pick-A-Mood. Workers are first asked to self-report their moods using the Pick-A-
Mood instrument shown in Figure 4.2. Nine moods are presented, and can be grouped
into three categories, which are pleasant moods (A: cheerful, B: excited, H: relaxed and
G: calm), unpleasant- moods (C: tense, D: irritated, E: sad and F: bored) and a neutral
mood (I).

Figure 4.2: Pick-A-Mood – a self-reported scale to measure the mood of crowd workers.

2) Demographic Survey. Next, workers are asked to respond to simple background ques-
tions pertaining to their gender, age, ethnicity, educational background, and sources of
income.

3) Crowdsourcing HIT Design. The actual crowdsourcing HITs are executed on either the
conversational interface or the traditional web interface as per the experimental condition.
The microtasks batch has 5 mandatory HITs and 45 optional HITs. Workers must complete
the 5 mandatory HITs to proceed to the next stage. On completing the mandatory HITs in
the conversational interface condition(s), the agent asks the workers if they want to continue
on and complete more HITs. In case of the traditional web interface condition(s), workers
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can click a button named ‘I want to answer more questions’ to complete more optional
HITs.

4) Post-task Survey. The last stage of the workflow presents workers with a survey, to
gather the worker’s perception about the HITs completed. Workers are first asked to com-
plete the User Engagement Scale Short Form [163, 164] (UES-SF). Within this, 12 questions
need to be answered by adjusting the slider bar ranging from “1: Strongly Disagree” to “7:
Strongly Agree”. O’Brien designed the UES for systematically measuring user engagement
through self-assessment [163], and later developed the short form of UES (UES-SF) to be
suitable for time-sensitive contexts [164]. Next, workers are asked to complete the NASA
Task Load Index (NASA-TLX) questionnaire24, which includes six questions corresponding
to different kinds of cognitive task load (ranging from “0: Very Low ” to “100: Very High”).

Conversational Interface

To support the execution of HITs on a conversational interface, we incorporate the following
aspects.

1) Greetings. Drawing from the essential structure of conversation, the conversational
interaction begins with greetings. The goal here is to let workers familiarize themselves
with the conversational interface. Next, the conversational interface then helps workers
understand how to execute HITs by introducing the task instructions using dialogues.

2) Questions & Answers. The conversational interface asks questions to workers, and
workers can answer these questions by either typing answers or using provided UI (user
interface) elements.

3) Answer Review. On the traditional web interface, a worker can easily go back to
a question and edit its answer. To realize this affordance in the conversational interface,
workers are provided with the opportunity to review and edit their answers if needed, before
submitting the HITs.

The user interfaces of most common crowdsourcing platforms mainly support HTML/CSS
and Javascript. To make sure the conversational interface can be directly embedded into
such platforms, we used the conversational interface developed in Section 3.1, based on a
HTML/Javascript chatbot project chat-bubble25. This allows us to avoid redirecting work-
ers to an external chatting or messaging application. The conversational interface supports
two modes of input – free text and multiple choices, since these two types of input can enable
workers to effectively provide judgments for most popular crowdsourcing task types [66]. As
shown in Figure 4.3, bubble-like buttons and textarea (at the bottom of UI) are used
for supporting the input modes of multiple choice selection and free text entry respectively.

Conversational Style

We also investigate whether a suitable conversational style of the conversational agent can
affect the performance of workers in different moods. As we studied in Chapter 3, according
to Deborah Tannen’s seminal theory, conversational styles can be classified into two broad
categories, namely High-Involvement and High-Considerateness [210, 211]. A conversational
style is actually the superimposition of multiple linguistic features and devices. To this end,
we used the design criteria from Section 3.1 (Table 3.1) to create conversation agents em-
ulating High-Involvement and High-Considerateness conversational styles. Table 4.1 shows

24https://humansystems.arc.nasa.gov/groups/TLX/
25https://github.com/dmitrizzle/chat-bubble

https://humansystems.arc.nasa.gov/groups/TLX/
https://github.com/dmitrizzle/chat-bubble
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(a) Button-based input (b) Text-based input

Figure 4.3: Conversational interfaces for execution of HITs provide two input means: (a)
buttons and (b) free text.

examples of how the conversational agent opens a conversation while emulating the two
different conversational styles.

Table 4.1: Examples of greetings with High-Involvement and High-Considerateness styles.

High Involvement High Considerateness

— Hey! Can you help me with a task called In-
formation Finding?

— You must complete this task within 30 min-
utes, otherwise I won’t pay you.

— Here is the task instructions. Take a look!

— Thank you in advance for helping me with a
task called Information Finding.

— I think 30 minutes should be more than enough
for you to finish.

— I kindly ask you to have a look at the task in-
structions.

Experiments and Setup

Experimental Design

In our experiments, we consider two data types (image and text) and two input types
(free text and multiple choices), resulting in 4 HIT types (2 data types × 2 input types) -
Information Finding (text data + free text input), Sentiment Analysis (text data + multiple
choices), CAPTCHA Recognition (image data + free text input) and Image Classification
(image data + multiple choices). The experiment is approved by the ethics committee of
TU Delft.

In Information Finding (IF) tasks, workers are asked to find and provide the rating
(stars) of a given store from Google Maps. In Sentiment Analysis (SA) tasks, workers
are asked to read given reviews of stores and determine the overall sentiment of the review.
In CAPTCHA Recognition (CR) tasks, workers are asked to observe the image and
determine which letters the image contains, and then provide the letters in the same order
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as they appear in the image. In Image Classification (IC) tasks, workers are asked to
determine which animal the image contains.

We consider three distinct interfaces: 1) Traditional web interface (Web) where
all the HITs are displayed and answered using traditional HTML elements; 2) Conver-
sational interface with High-Involvement style (Con+I), where the HITs are pre-
sented through an agent with a High-Involvement style; 3) Conversational interface
with High-Considerateness style (Con+C), which is similar to Con+I, except that
the agent converses with workers using a High-Considerateness style.

Thus, the four task types and three interfaces result in a cross-section of 12 experimental
conditions. These 12 experimental conditions were published on Amazon Mechanical Turk
(MTurk) as HIT batches in our experiments.

Evaluation Metrics

The evaluation metrics in our experiments are output quality, worker engagement, and cog-
nitive task load.

Output quality is measured using the accuracy of workers. A worker’s accuracy is calcu-
lated as the fraction of correct responses over the total number of responses provided by a
worker. Here, we consider a HIT to be accurately completed if and only if the response is
identical to the ground truth (case insensitive).

Worker engagement is measured using: 1) worker retention, quantified by the number
of optional HITs completed (ranging from 0 to 45); and 2) the UES-SF scores ranging from
1 to 7. A higher UES-SF score indicates that the worker is relatively more engaged.

Cognitive task load is evaluated by unweighted NASA-TLX form, consisting of six ques-
tions. Workers are asked to give scores ranging from 0 to 100 to these questions. The final
TLX score is the mean value of scores given to the six questions. The higher the TLX score
is, the greater is the task load perceived by a worker.

Workers and Rewards

In our setup, each experimental condition consists of 50 HITs and we recruited 50 unique
workers to participate and complete the workflow in each case. As a result, we acquired
judgments from 12× 50 = 600 unique workers.

After a worker provided a valid task token and successfully submitted the HITs on
MTurk, the worker was immediately paid 0.5 USD, a fixed payment for successful submission.
To reach an average hourly wage of 7.5 USD, we provided bonuses to workers according to
the number of optional HITs that they completed. Workers working on image-based tasks
(CAPTCHA Recognition and Image Classification) received 0.01 USD for each optional HIT,
while workers working on text-based tasks (Information Finding and Sentiment Analysis)
received 0.02 USD for each optional HIT.

Quality Control

Although MTurk allows task requesters to set a qualification type to prevent workers from
executing tasks in multiple HIT batches, workers are still able to execute multiple HITs
from a single batch. To ensure each worker at most submits once, we recorded unique
worker IDs on our server using Javascript, to prevent repeated participation. To ensure
reliability of results, validity of responses, and control for potential malicious activity [54, 74],
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we restricted participation by using an MTurk qualification attribute, only allowing crowd
workers whose HIT approval rates were greater than 95% to access our tasks.

Results

Worker Demographics

Of the unique 600 workers, 36.6% were female and 63.4% were male. The majority of
workers were found to be Asian (46.37%), while 39.12% of workers were Caucasian. Most
workers (89.2%) were under 45 years old, and education levels of most workers (74.5%) were
higher than (or equal to) Bachelor’s degree. In terms of source of income, 38.0% of the
workers claimed MTurk was their primary source of income, while 55.4% of the workers
worked on MTurk part-time and considered it as their secondary source of income. We
publicly released all data (HITs deployed and responses from workers across the different
experimental conditions) to facilitate further research for the benefit of the community26.

Distribution of Worker Moods

According to the results from the Pick-A-Mood instrument, 74.45% of workers reported to
be in a pleasant mood, and 22.67% of workers reported unpleasant moods. Only 2.88% of
workers reported to be in a neutral mood. As shown in section 4.1, most workers reported
to be in a cheerful mood. Consistent with prior findings in microtasking marketplaces [67,
235, 244], we found that a majority of workers were in pleasant moods.

Che
erf

ul

Ex
cit

ed
Te

nse

Irri
tat

ed Sa
d

Bore
d

Calm

Rela
xe

d

Neu
tra

l
0

50

100

150

Nu
m

be
r o

f w
or

ke
rs

Figure 4.4: Overall distribution of worker moods.

Figure 4.1 shows the distribution of worker moods across all experimental conditions,
where IF, SA, CR and IC represent Information Finding, Sentiment Analysis, CAPTCHA
Recognition, and Image Classification respectively. Web, Con+I and Con+C refer to the
web interface, conversational interface with involvement-style and conversational interface
with considerateness-style in each case. The mood distribution of workers within each
experimental condition is similar to the overall mood distribution. Moreover, there were no
workers who reported a neutral mood in web interface conditions of Information Finding
and Sentiment Analysis tasks, and the conversational interface with High-Considerateness
style of Information Finding (IF Web, IF Con+C and SA Web). Since there were only a few
workers with a neutral mood who executed HITs across different experimental conditions,
we excluded the workers in a neutral mood in our analysis presented further.

26Companion page: https://sites.google.com/view/icwe2020mood

https://sites.google.com/view/icwe2020mood
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Figure 4.5: Percentages of workers in pleasant, neutral and unpleasant moods across different
experimental conditions.

Worker Performance

We analyzed the performance of workers across different experimental conditions. Figure 4.6
shows the output accuracy of workers. Due to the relative ease of tasks, in case of image-
based HITs (CAPTCHA Recognition and Image Classification), the output accuracy of
workers is generally higher and more stable across different interfaces and worker moods,
compared to that in text-based HITs (Information Finding and Sentiment Analysis).
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Figure 4.6: Boxplots showing the output accuracy (unit: %) of workers in different moods,
across different experimental conditions. Red lines in boxplots indicate the median value.

To assess whether moods can affect worker performances in different interfaces, we con-
ducted t-tests (two-tailed, α = 0.05) to test the significance of pairwise differences between
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different interfaces within one conversational style. Results show that the performance of
workers in unpleasant moods, using the conversational interface with High-Considerateness
style (Con+C, µ = 43.1, σ = 23.0) is significantly lower than those using the web interface
(Web, µ = 76.1, σ = 11.6) in Information Finding task (unpleasant, IF Con+C vs. IF Web,
p = 0.02). In general, we found that the output quality corresponding to workers in un-
pleasant moods using conversational interfaces (both Con+I and Con+C) is generally lower
than those using the traditional web interface on text-based tasks. This can intuitively be
explained by the potential aversion of workers to engage with a conversation when in an
unpleasant mood [118].

To investigate how workers with different moods perform under the same condition, we
tested the statistical differences between the performance of workers across the two conversa-
tional styles using t-tests (two-tailed, α = 0.05). Workers in pleasant moods performed sig-
nificantly better than those in unpleasant moods, while using conversational interfaces with
High-Involvement (pleasant µ±σ = 68.2±28.0 vs. unpleasant µ±σ = 46.3±28.6) and High-
Considerateness styles (pleasant µ± σ = 63.3± 29.8 vs. unpleasant µ± σ = 43.1± 23.0) for
executing Information Finding HITs (pleasant vs. unpleasant on IF Con+I and IF Con+C,
p = 0.031 and p = 0.033 respectively). In general, our results suggest that workers in pleas-
ant moods exhibited a higher quality while using conversational interfaces, in comparison
to workers in unpleasant moods.

Worker Engagement

Worker Retention. Figure 4.7 shows the number of optional questions that workers
answered across different task types, interfaces and moods. Since the number of optional
HITs completed does not follow a normal distribution, we conducted Wilcoxon rank-sum
tests (two-tailed, α = 0.05) to test for statistical significace.

By comparing worker retention of different moods within each experimental condition,
we found that the retention of workers in pleasant moods (µ = 7.2, σ = 10.7) is significantly
lower than that of workers in unpleasant moods (µ = 10.8, σ = 8.1) using conversational
interfaces with the Considerateness style for executing the Sentiment Analysis HITs (pleasant
vs. unpleasant on SA Con+C, p = 0.027). This suggests that conversation interfaces with
a particular conversational style can have the potential to improve worker retention based
on the task type.

We found that workers in pleasant moods using conversational interfaces (both High
Involvement and High Considerateness, Con+I and Con+C) answered significantly more
optional HITs than workers in pleasant moods using traditional web interfaces across all
four types of tasks (pleasant, all task types, p < 0.05). Workers in unpleasant moods also
answered more optional HITs using conversational interfaces (both Con+I and Con+C)
than those using web interfaces in Sentiment Analysis and CAPTCHA recognition with
significant differences (unpleasant, SA and CR, p < 0.05).
User Engagement Scale (UES-SF).We aggregated and analyzed the responses of work-
ers in the post-task survey. Figure 4.8 depicts the UES-SF scores of workers across all types
of tasks, interfaces and two different moods (pleasant vs. unpleasant). To understand the
effect of worker moods on user engagement, t-tests (two tailed, α = 0.05) are used to test
the significance of differences.

Workers in pleasant moods reported significantly higher UES-SF scores than those in
unpleasant moods on conversational interfaces with an involvement style (Con+I) for exe-
cuting Information Finding (pleasant: µ = 4.4, σ = 0.8 vs. unpleasant: µ = 3.7, σ = 0.7),
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Figure 4.7: Boxplots showing the number of optional HITs completed by workers in different
moods across different experimental conditions. Red lines in the boxplots represent the
median value.
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Figure 4.8: UES-SF scores across different experimental conditions and worker moods. Red
lines in the boxplots indicate the median value.

CAPTCHA Recognition (pleasant: µ = 4.4, σ = 1.1 vs. unpleasant: µ = 3.4, σ = 0.8), and
Image Classification (pleasant: µ = 5.1, σ = 1.1 vs. unpleasant: µ = 3.8, σ = 0.8) HITs
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(pleasant vs. unpleasant on IF Con+I, CR Con+I and IC Con+I, p = 0.02, p = 0.014 and
p = 0.0001 respectively).

UES-SF scores of workers in unpleasant moods using conversational interfaces with a
considerateness style (Con+C) were significantly higher than those using conversational
interfaces with an involvement style (Con+I) in CAPTCHA Recognition (Con+I µ ± σ =
3.4±0.8 vs. Con+C µ±σ = 4.6±1.3) and Image Classification (Con+I µ±σ = 3.8±0.8 vs.
Con+C µ ± σ = 4.7 ± 1.0) HITs (unpleasant, Con+I vs. Con+C in CR and IC, p = 0.036
and p = 0.0125 respectively). The High-Involvement conversational interface (µ = 4.4,
σ = 0.8) corresponds to significantly higher UES-SF scores than the High-Considerateness
conversational interface (µ = 3.9, σ = 0.7) for workers in pleasant moods working on
Information Finding HITs (pleasant, IF Con+I vs. IF Con+C, p = 0.013).
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Figure 4.9: NASA-TLX scores different experimental conditions and worker moods. Red
lines in the boxplots indicate the median value.

We also calculated the un-weighted NASA-TLX scores of all the workers participating in
the crowdsourcing experiment. We use t-tests (two-tailed, α = 0.05) to test the significance
of differences between experimental conditions and worker moods.

Workers in pleasant moods reported significantly lower NASA-TLX scores than workers
in unpleasant moods in conversational interfaces with a High-Considerateness style (Con+C)
for Information Finding (pleasant µ± σ = 42.8± 19.1 vs. unpleasant µ± σ = 55.4± 18.1)
and Sentiment Analysis (pleasant µ ± σ = 43.3 ± 17.2 vs. unpleasant: µ ± σ = 54.9 ±
18.1) HITs (pleasant vs. unpleasant on IF Con+C and SA Con+C, p = 0.046 and p =
0.041 respectively). Thus, workers in pleasant moods perceived lesser cognitive task load
in these conditions. Moreover, workers in pleasant moods also perceived less cognitive
load while executing the Information Finding HITs on the conversational interface with a
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High-Considerateness style (µ = 42.8, σ = 19.1), compared to the traditional web interface
(µ = 53.5, σ = 21.1) (pleasant, IF Con+C vs. IF Web, p = 0.0200).

Design Implications

Our results clearly indicated that conversational crowdsourcing can improve worker reten-
tion in general irrespective of worker moods. Statistical tests revealed the fact that pleasant
workers were more engaged than unpleasant workers in general. This calls for the devel-
opment and adoption of conversational crowdsourcing, and for methods to induce pleasant
moods prior to HIT execution. Our results also suggested that conversational interfaces with
a High-Considerateness style exhibited the potential to improve engagement of workers in
unpleasant moods, while a High-Involvement style exhibited a potential to further engage
workers in pleasant moods, which implies the use of an appropriate conversational style can
improve worker engagement in different moods. In terms of cognitive task load, our findings
showed that workers in pleasant moods could perceive less task load than those in unpleas-
ant moods while executing text-based HITs, especially when the conversational agent used
a High-Considerateness style. These findings present opportunities for task routing based
on worker moods and by leveraging different conversational styles.

Limitations and Future Work

The mood distribution of workers is naturally unbalanced. However, the overall distribution
of crowd worker moods are consistent with prior works that indicate a skew towards pleasant
moods [67, 244]. It is however, not ethically sound to elicit unpleasant moods among workers
to study the interaction between their moods and conversational styles of an agent.

Despite the measures we took to ensure the reliability of responses of workers, as with
any research that involves human subjects using self-reporting tools, a threat to the validity
of our findings is the veracity of the self-reported moods of workers. The future work could
focus on the design of short and reliable measures of worker moods.
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4.2 Self-Identification with Worker Avatars

To increase participant engagement and satisfaction, the use of video games or employ-
ing conversational interfaces, are two methods that have received attention in recent HCI
literature. Relevant work in the field of games research has shown that self-identification
with avatars can be effective in improving players’ enjoyment and satisfaction [220, 14].
The contexts of games and crowd work are underlined by the need to motivate and en-
gage participants, yet the potential of using worker avatars to promote identification and
improve worker satisfaction in microtask crowdsourcing has remained unexplored. This is
important to investigate, since using worker avatars and assigning avatars characteristics or
personality traits can increase identification [220, 146]. Avatar identification has been stud-
ied from three perspectives — similarity identification, embodied identification, and wishful
identification. Similarity identification refers to the identification related to the similarity
between the avatar and the user; embodied identification refers to the identification of the
feeling whether (and to what extent) the user is inside the avatar; and wishful identifica-
tion represents the identification of avatar characteristics that the user would like to have.
Prior works have shown that avatar appearance and characteristics can affect similarity and
wishful identification respectively [96, 97], whereas embodied identification demands more
avatar operations and interactions, which is very common in video games but not essential
in crowdsourcing.

To operationalize similarity identification and wishful identification, in this study we
support workers in (a) building their own representations by customizing the appearance
of their avatars, and (b) characterizing their avatars before they begin task execution, by
selecting one out of three desirable worker characterizations drawn from related literature
(diligent worker, competent worker, balanced worker) [109, 68]. Since the influence of worker
avatars in crowd work has remained unexplored, we know little about their impact on both
traditional task interfaces as well as conversational crowdsourcing. We thereby delve into this
comparison through our work. In this section, we address the following research questions:

RQ4.3: How do worker avatars affect worker experience and quality-related outcomes
in traditional web and novel conversational interfaces?
RQ4.4: How can worker self-identification with their avatars be facilitated using avatar
customization and worker characterization?

Addressing these RQs, we carried out a study to investigate the effectiveness of using
worker avatars in microtask crowdsourcing. We explore whether using worker avatars and
enabling avatar customization can reduce the perceived workload, increase the intrinsic
motivation of workers, and improve quality-related outcomes.

We designed worker avatars, and studied the influence of avatar appearance customiza-
tion and characterization of customized avatars. We implemented worker interfaces for
microtask execution with avatar appearance customization and characterization selection
affordances, based on both traditional web interfaces and novel conversational interfaces
(conversational crowdsourcing). Experiments were performed with 360 crowd workers across
six experimental conditions. Our results revealed that using avatar appearance and charac-
terization customization had a significant impact on lowering the perceived task difficulty.
In summary, our contributions are:
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1. We found that combining worker avatars with conversational interfaces can effectively
reduce the perceived cognitive task load and increase worker retention.

2. We found that workers who put more effort into avatar customization exhibited better
performances with high accuracy.

3. Our analysis of the behavior and performance of workers indicates the occurrence of
similarity and wishful avatar identification.

Our findings have important implications in terms of reducing perceived workload and
improving the sense of success through task design in microtask crowdsourcing. As argued
by prior work, this can be crucial to the sustainability of microwork marketplaces [117].

Method: Using Worker Avatars for Crowdsourcing

To answer RQ4.3 and understand how effective worker avatars are, based on the type of
interface, we designed worker avatars in both traditional web interfaces and novel conversa-
tional interfaces (conversational crowdsourcing) for task execution. To answer RQ4.4 and
understand how avatar customization and characterization affects crowd work, we facili-
tated avatar customization and the selection of desired worker characterization across the
web and conversational interfaces. To this end, we conducted a 3× 2 between-subject study
comparing three avatar conditions (without avatar, with avatar, with avatar and desirable
characterizations) and two worker interfaces (Web and Chat), across two task types (Image
Transcription and Information Finding). Addressing the RQs, we considered the following
dependent variables – perceived workload, intrinsic motivation, and worker performance.

Avatar Design

Avatar Appearance. We used an avatar library called avataaars27 to create 2D avatars
by combining a variety of attributes, i.e., clothes, hair, emotions, accessories, and colors.
Figure 4.10 (a) shows the HTML-based panel for avatar appearance customization. In the
avatar customization panel, we provided seven options for changing the avatar appearance:
skin color, hair, facial hair, hair color, mood, accessories, and cloth color.

The avatar is initialized with three parameters — gender, skin color, and mood. With
an aim to foster similarity identification during appearance customization, the information
for these three parameters is acquired from workers using a short demographic survey before
the actual task execution. Note that workers were free to customize their avatar as they
wished to thereafter.

1) Gender. Hair and facial hair types are initialized according to workers’ gender. If a
worker identifies as female, the corresponding avatar will be initialized with longer hair and
without facial hair. If a worker identifies as male, the corresponding avatar is initialized
with shorter hair and random facial hair types (including no facial hair). If the gender
type is non-binary or others, the hair and facial hair types are randomized. Note that
the initialization of the hair and facial hair styles uses traditional gender stereotypes, to
represent the gender difference and create the approximation of gender appearance. We are
aware that the initialized avatar appearance might not be in-line with an individual’s gender

27https://avataaars.com

https://avataaars.com
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expression, therefore, all the workers have the freedom to change their hair and facial hair
styles after initialization.

2) Skin Color. There are seven available skin colors for avatar initialization and cus-
tomization, which are tanned, yellow, pale, light, brown, dark brown, and black.

3) Mood. Eyes, eyebrow, and mouth types are initialized according to workers’ moods.
Since we have shown the importance of worker moods in crowdsourcing (Section 4.1), we
created a “mood” option by combining eyes, eyebrow, and mouth options. Note that in the
original version of avataaars, the “mood” option does not exist – users need to customize
moods by changing the emotion of eyes, eyebrow, and mouth. Using the mood option
holistically instead of the individual attributes of eyes, eyebrow, and the mouth, we facilitate
easy avatar appearance customization.

Apart from gender, skin, and mood, the accessories (types of glasses), and the color
of the attire are randomly assigned for their initial avatar. After the avatar is initialized,
workers have the freedom to change or randomize all previously mentioned options, as shown
in Figure 4.10(a).

Considering that the most popular crowdsourcing marketplaces are Web-based, the
avatars in our study are sketched on the Web-based interfaces using the vector format (SVG).
Furthermore, the panel for avatar customization is purely based on HTML and JavaScript
without any other dependencies. This makes the avatar customization very portable. Devel-
opers can easily deploy the avatar customization functionality to different Web applications
with little overhead. The code repository for avatar appearance customization is shared
publicly for the benefit of the community28.

(a) Appearance customization (b) Characterization selection

Figure 4.10: The avatar (a) appearance customization and (b) characterization selection
panels implemented based on HTML.

Avatar Characterizations. According to self-discrepancy theory [92], the “actual self”
represents one’s self-concept, while the “ideal self” is the representation of characteristics
that one would like to have. By customizing the appearance of their avatars, workers can
build their actual-self representations. Combined with ideal characteristics (for example,

28https://osf.io/x2bzp/?view_only=509b665ad7884e3180091228e68bb260

https://osf.io/x2bzp/?view_only=509b665ad7884e3180091228e68bb260
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competence or diligence) workers can create a model avatar. The objective is to explore
whether an avatar that workers self-identify with can also have characteristics that workers
aspire to (wishful identification).

We provide three ideal characterizations for workers to select, as can be seen in Fig-
ure 4.10 (b). We adopted these characterizations from previous work [109, 68]. Authors
synthesized the characteristics of online crowd workers and grouped them into five main
categories — Diligent, Competent, Spammers, Less-competent, and Sloppy workers. In the
original work by Kazai et al. [109], Diligent workers were characterized by a high ratio of
high-quality output, longer average time spent per task, and high label accuracy. In com-
parison, Competent workers produce many useful labels and obtain high accuracies, but
work relatively faster. Sloppy workers were characterized by their low task completion time
and concomitant low accuracy. Incompetent workers are characterized by their high task
completion times and concomitant low accuracy. Spammers were characterized by their ul-
terior motives to complete tasks quickly and maximize their rewards (by gaming the tasks),
resulting in very low accuracies. Spammers, Less-competent, and Sloppy workers are neg-
ative characterizations that workers would want to avoid on crowdsourcing platforms —
being perceived as sloppy might have negative consequences for workers, e.g., privileges are
revoked or completed tasks are rejected without pay [148]. Due to the impact of rejection
on worker reputation and their future access to tasks, workers typically refrain from wilfully
under-performing in tasks. Therefore, as shown in Figure 4.10 (b) we do not consider nega-
tive characterizations and used the characterizations of Diligent and Competent workers
in our study as those characteristics that workers aspire to (wishful identification). Consid-
ering the accuracy and completion time factors during task execution, Diligent workers are
defined to exhibit high accuracy, but correspond to long task execution time, while Com-
petent workers exhibit reasonably high accuracy and short task completion time [68]. In
this study, we adopted the definitions of Diligent workers and Competent workers. But on
the user interfaces shown to workers, we added more details about the motivation behind
a worker characterization (i.e. why a worker can be diligent/competent). For example, we
show “maintaining the highest possible accuracy can help to build a good reputation that
will allow you to access more tasks over time” in the description of Diligent worker. We also
introduced a Balanced characterization, to represent an ideal worker type who maintains
balanced levels of accuracy and task execution speed that workers may wish to possess or
aspire to.

After customizing the appearance of their avatars, workers can select one out of these
three characterizations for their avatars:

Diligent worker: While completing tasks as a diligent worker, you always carefully read
the questions and double-check your answers. You want to be a trustworthy worker,
and you believe a cautious attitude will lead to long-term benefits. Maintaining the
highest possible accuracy can help to build a good reputation that will allow you to
access more tasks over time.

Competent worker: While completing tasks as a competent worker, you always make the
best use of your time. You believe that small mistakes can be tolerated, since time is
a valuable resource. Performing with reasonably high accuracy and completing tasks
quickly will allow you to complete more tasks and earn more money in the time you
spend.
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Balanced worker: While completing tasks as a balanced worker, you always make good
use of your time while maintaining a high level of accuracy. You believe that it is both
important to maintain the highest possible accuracy, and take as little time as possible
to complete tasks. Valuing both accuracy and task completion time can give you a little
more access to tasks and allow you to complete a few more tasks in the time you spend.

During the task execution, the selected and desired characterization is always displayed
below the avatar in a characterization label (cf. Figure 4.10(b)).
Avatar Conditions. To study whether avatar customization can affect crowdsourcing out-
comes and workers’ experience, workers were randomly assigned to three avatar conditions.
In addition to a control condition without avatars, the avatar conditions were designed to
operationalize self-identification with the avatars – to trigger similarity identification, and
wishful identification. Each of these conditions is described below.

1) Without avatar customization (hereafter referred to as w/o avatar). This was set up
to serve as a control condition, and allow us to compare workers’ experience and performance
to a condition unaffected by previously established motivational effects of using worker
avatars.

2) With avatar appearance customization (hereafter referred to as w/ avatar). This
condition was set up to investigate whether using avatar identification based on appearance
customization as a means to facilitate similarity identification, can positively affect workers’
experience and quality-related outcomes.

3) With avatar appearance customization and worker characterization selection (here-
inafter referred to as w/ avatar+ch). This condition was set up to explore how character-
ization selection as a means to additionally facilitate wishful identification can affect worker
performance and experience.

Worker Interfaces

Addressing RQ4.3, we compare traditional web-based worker interfaces with novel conver-
sational interfaces, not only to investigate the effect of using avatars in traditional microtask
crowdsourcing, but also to study whether the use of avatars can have additional benefits for
conversational interfaces.

Traditional web interfaces are the standard means for task execution on most crowd-
sourcing marketplaces such as Amazon’s Mechanical Turk. We refer to the traditional web
interfaces as Web in figures and tables henceforth. The traditional web interfaces are de-
veloped using HTML, CSS, and Javascript. On the web interface, all the essential elements
of the task, such as task instructions, content of the microtasks, and corresponding input
elements, are displayed on a single web page.

To investigate whether the use of avatars can further improve the effectiveness of con-
versational interfaces, we used TickTalkTurk for deploying text-based conversational crowd-
sourced microtasks on popular crowdsourcing platforms. The conversational interface de-
ployed by TickTalkTurk is also built using HTML, CSS, and Javascript, and therefore com-
patible with most crowdsourcing platforms. We refer to the conversational interfaces as
Chat in figures and tables henceforth. On the conversational interface, the task instruc-
tions, avatar customization, microtasks, and surveys are sent to workers via messages, from
a gender-neutral conversational agent named “Andrea” with the profile image of a droid.
Workers then reply to messages using a simple text field, or use the provided input elements
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(i.e., buttons, sliders) to respond to questions and tasks presented by the conversational
agent.

Based on the task types being served, we provide three input types: 1) Single-selection:
this input type is used for workers to select one answer from multiple choices, which is
implemented using radio buttons and customized buttons respectively on Web and Chat
interfaces; 2) Free-text : this input type is used for providing open-ended answers. Workers
are required to input their answers via a textarea HTML element on the Web interface, or
type their answers and send to the conversational agent as messages on the Chat interface;
3) Slider : workers can move a handle to indicate a value on the slider. Both Web and
Chat interfaces use HTML-based slider elements to provide input for some specific types
of questions.

During task execution in the traditional Web interfaces, the customized avatar (either
with or without the characterization label) is displayed on the left side of the input
element that the worker is focusing on. We chose to position the avatar visibly to ensure that
workers can always see the avatar and have opportunities to identify with their customized
avatars, as shown in Figure 4.11 (b) and (c). Similarly, on the conversational Chat interface,
the customized avatar is always displayed instead of the users’ profile image, as shown in
Figure 4.11 (e) and (f).

Microtask Design

We chose the task types of Image Transcription and Information Finding to conduct our
experiments, and investigated the impact of using avatar-related affordances on task perfor-
mance across these two task types. These two task types are popularly crowdsourced [72, 51]
and have been used in Section 3.2. Image Transcription tasks are relatively easy but can
be highly monotonous. Information Finding tasks are relatively difficult, but workers can
gain new knowledge while searching the web for relevant meta-data during task execution.
In Chapter 2, we have shown that conversational interfaces can employ text input as an al-
ternative to other types of input. For example, multiple-selection can be realized by asking
users to type option labels/numbers. In this study, we only consider textual input as the
input type for the tasks. A variety of input types, such as multiple-selection, sliders, or even
bounding boxes, can be studied in the imminent future.
Image Transcription. In these tasks, workers view the images randomly generated by
Claptcha29 and transcribe the text displayed in the images. By using Claptcha, the actual
text in the image, the image size, and the strength of noise can be easily tuned. The
images for transcription are automatically generated, containing 5 - 18 random, distorted
English letters (upper case or lower case) with Gaussian white noise. Image Transcription
microtasks need relatively less time and effort compared to the Information Finding tasks
described below.
Information Finding. In these tasks, workers are asked to find the middle name of a
famous person by searching the web. We created a list of celebrities from different domains,
including scientists, artists, politicians, musicians, and athletes. Workers are required to
find the correct middle name according to given information, i.e., first and last names, with
or without profession and active years in case there is ambiguity.

The celebrities in the list are selected to represent different level of complexity. For
instance, finding the middle name of Alan Turing is not ambiguous, while the name of

29https://github.com/kuszaj/claptcha

https://github.com/kuszaj/claptcha
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(a) Web without avatar (b) Web with avatar (c) Web with avatar and
characterization

(d) Chat without avatar (e) Chat with avatar (f) Chat with avatar and
characterization

Figure 4.11: Worker interfaces for microtask crowdsourcing. (a), (b), and (c) represent
traditional web worker interfaces (Web). (d), (e), and (f) represent novel conversational
worker interfaces (Chat).

computer scientist Michael Jordan will also show results for the famous basketball player
Michael Jordan. Compared to Image Transcription, each Information Finding microtask
needs more time, but workers have an opportunity to gain new knowledge (e.g. to learn
about more famous people and some potentially interesting facts) while completing the
tasks.

Measures

We use a variety of previously validated measures to understand workers’ experience and
performance. Self-reported surveys are used to measure the perceived workload of workers
and their intrinsic motivation during task execution, while the worker performance is mea-
sured using accuracy in tasks and worker retention. In addition, we also analyze workers’
behavior while customizing avatars and selecting characterizations.
Perceived Workload. We use NASA’s Task Load IndeX (NASA-TLX) questionnaire30

30https://humansystems.arc.nasa.gov/groups/TLX/

https://humansystems.arc.nasa.gov/groups/TLX/
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to measure workers’ perceived workload. The NASA-TLX questionnaire evaluates worker’s
cognitive workload while completing tasks on six dimensions — Mental Demand, Physical
Demand, Temporal Demand, Performance, Effort, and Frustration. Mental Demand and
Physical Demand can measure how mentally or physically demanding the crowdsourcing
task was. Temporal Demand can be interpreted as how hurried or rushed the pace of
task execution was. Performance and Effort represent how successful the performance was
and how hard the task was respectively, while accomplishing the task. Finally, Frustration
indicates how stressed and annoyed the workers felt during task execution. Workers are
required to indicate their feelings on each dimension using a slider ranging from 0 to 20.
The TLX scores are later scaled to 0 to 100. The lower the TLX score is, the less mental
demand, less physical demand, less temporal demand, more successful performance, less
effort, and less frustration are perceived by the worker.
Intrinsic Motivation. We use the Intrinsic Motivation Inventory (IMI) [145] to measure
worker’s intrinsic motivation to understand whether workers enjoy using the avatars, and
thus how motivated during task execution they are. IMI has been widely used to assess play
experience, and prior work has shown that self-identification with avatars can increase the
intrinsic motivation of players [14, 84].

To reduce the workload for workers, we use a subset of the IMI covering the two most rel-
evant dimensions — Interest-Enjoyment and Effort-Importance — consisting of 9 questions.
Each question is answered by expressing agreement to statements on a 7-point Likert-scale
from 1: strongly agree to 7: strongly disagree. The answers of the questions in IMI are
provided using customized buttons and radio buttons on conversational interfaces and web
interfaces respectively.
Worker Accuracy. We use the percentage of correctly answered microtasks to measure
worker accuracy. Specifically, in Information Finding tasks, a microtask is considered as cor-
rectly answered if and only if the answer provided by the worker contains the true middle
name of the corresponding famous person, e.g., Irwin for Michael Jordan (computer scien-
tist). In Image Transcription tasks, to maintain a reasonable task difficulty level, we added
relatively strong artificial noises (Gaussian white noises, 0.1 ≤ σ ≤ 0.5) and distortions into
the images using Claptcha. This results in some completely illegible letters (roughly around
20% on manual inspection by the authors). Therefore, we use one of the most common
string similarity metrics - the Levenshtein distance to measure the difference between the
answer and the expected value [131]. In this work, we thereby tolerate 20% of mismatches.
Thus, the answer for an image transcription microtask is considered to be correct if and only
if the Levenshtein similarity ratio between the answer provided by workers and the expected
value is greater than 80%. The Levenshtein similarity ratio is calculated as:

Levenshtein similarity ratio =
|a|+ |b| − lev(a, b)

|a|+ |b| , (4.1)

where |a| and |b| are the lengths of answer a and the expected value b respectively, while
lev(a, b) is the Levenshtein distance between the answer a and the expected value b (case
insensitive). When the answer is identical to the expected value, the Levenshtein similarity
ratio equals to 1. Furthermore, all spaces are stripped before calculating the Levenshtein
similarity ratio.
Worker Retention. We use the number of answered optional microtasks to measure
worker retention. For each worker, there are at most 50 available microtasks (including
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Customization

Characterization
Selection

Avatar Appearance
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Figure 4.12: Experimental procedure with three avatar conditions (w/o avatar, w/ avatar,
and w/ avatar+ch).

mandatory microtasks and optional microtasks). As described earlier, workers first have
to answer 5 mandatory microtasks, ensuring that we collect sufficient data for analyzing
worker performance in terms of their accuracy and execution time. Workers cannot submit
the answers if the 5 mandatory microtasks are not completed. After that, workers can
complete as many of the 45 optional microtasks to follow as they wish.

Experiments

In this study, we carried out experiments and recruited participants based on the Amazon’s
Mechanical Turk (MTurk) crowdsourcing platform. The study is approved by the Human
Research Ethics Committee of TU Delft.

Experimental Conditions

We conducted a 3 × 2 between-subject study across three avatar conditions (w/o avatar,
w/ avatar, and w/ avatar+ch) and two worker interfaces (Web and Chat), resulting in
six experimental conditions referred to as Web w/o avatar, Web w/ avatar, Web w/
avatar+ch, Chat w/o avatar, Chat w/ avatar, and Chat w/ avatar+ch to analyze
worker experience and performance. With respect to the perceived workload of workers,
their intrinsic motivation, and quality-related outcomes, we carried out analyses across two
task types — Image Transcription and Information Finding.

Procedure

The experiment is performed following the procedure displayed in Figure 4.12. Workers
are required to first answer a few questions about their backgrounds. Before executing the
crowdsourcing microtasks, workers in avatar-related experimental conditions will be guided
through avatar customization. After executing five mandatory microtasks, workers can
complete as many of the 45 optional microtasks as they wish to. Finally, workers are asked
to complete two post-task surveys corresponding to their perceived workload and intrinsic
motivation respectively. The details of the experimental procedure are explained below.
Demographic Background. The objectives of asking demographic background questions
are 1) to understand the demographic distribution of the workers, and 2) to initialize the
avatar appearance according to workers’ background. During this step, we ask workers
three questions about gender, skin color, and mood respectively. There are four available
gender options (non-binary, female, male, and others), seven available skin colors (tanned,
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yellow, pale, light, brown, dark brown, and black), and nine types of moods in three main
categories (pleasant, unpleasant, and neutral). The instrument for measuring mood is Pick-
A-Mood [48], which has been used in Section 4.1.

Avatar Customization. The objective of avatar appearance customization and avatar
characterization selection is to give workers an opportunity to finalize the desired appearance
and characterization of their avatars, based on the initial avatar generated using the demo-
graphic background as a starting point. Depending on different experimental treatments,
workers could either customize the appearance of their avatars, customize the appearance of
their avatar and select a characterization for their avatar, or in case of the control condition
– do neither.

Workers assigned to the w/o avatar condition are directly asked to complete the micro-
tasks (5 mandatory, 45 optional) after responding to the demographic background questions.
While completing the microtasks in this condition, workers do not have a corresponding
avatar, as shown in Figure 4.11 (a) and (d).

Workers in the w/ avatar condition have an opportunity to customize the visual appear-
ance of their avatars. On completing the customization of their avatar’s appearance, workers
are asked to complete the microtasks (5 mandatory, 45 optional). Thus, a customized avatar
is displayed throughout task execution, as shown in Figure 4.11 (b) and (e).

In the w/ avatar+ch condition, workers are required to do proceed through avatar
appearance customization and avatar characterization selection, before they can complete
the microtasks (5 mandatory, 45 optional). Therefore, the customized avatars are displayed
while workers complete the microtasks, along with a characterization label below the
avatars in each case, as shown in Figure 4.11 (c) and (f).

Microtasks. During this step, workers are asked to complete actual microtasks. Each
worker has to complete 5 mandatory microtasks. After completing 5 mandatory microtasks,
workers can choose either to continue or stop task execution. We consider 45 optional
microtasks that workers can complete to allow us to quantify worker retention based on the
extent to which workers are willing to complete the available tasks. In the conversational
interface (Chat) condition, the conversational agent, Andrea, asks workers whether they
want to continue task execution or not, and then workers can indicate their decisions (yes
or no) by clicking on customized buttons. On the traditional web interface (Web), workers
can click a button stating “I want to answer more questions” to continue or directly end
the task and continue with the post-task surveys. If a worker chooses to continue, they can
complete as many of the 45 optional microtasks as they wish. Each time workers decide to
continue, they are expected to complete another 10 optional microtasks until they ask to
stop or continue to complete all the optional microtasks.

Post-task Surveys. After completing the microtasks, workers are asked to complete two
questionnaires. The first survey is the NASA-TLX for measuring workers’ perceived work-
load. On both conversational interface (Chat) and traditional web interface (Web), workers
should provide their answers using slider elements. In this study, workers in Chat con-
ditions use the Chat interface and workers in Web conditions use the Web interface to
complete post-task surveys. We did not redirect the workers in Chat conditions back to tra-
ditional web-based post-task surveys. This was motivated by prior work which has shown
that dramatically changing UIs may affect users’ mental models [191]. The second survey is
a subset of the Intrinsic Motivation Inventory (IMI) for measuring workers’ enjoyment and
effort exerted during task execution.
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(a) the Chat interface for the post-task survey (b) the Web interface for the post-task survey

Figure 4.13: User interfaces for workers to complete the post-task survey.

The post-task survey is implemented on both Chat and Web interfaces. Survey ques-
tions on both interfaces are exactly the same as the original metrics. A screenshot of survey
interfaces is shown in Figure 4.13. Workers are expected to input the answer by using slid-
ers/customized buttons in conversational interfaces, and sliders/radio buttons in traditional
web interfaces respectively.

Cost and Quality Control

We recruited participants from the Amazon’s Mechanical Turk (MTurk) crowdsourcing plat-
form. We set up 3 avatar conditions (w/o avatar, w/ avatar, and w/ avatar+ch) and
2 interfaces (Web, and Chat), resulting in 3 × 2 = 6 experimental conditions. For each
condition, we published 60 Human Intelligence Tasks (HITs), and each HIT is completed by
a unique worker following the between-subjects experimental procedure.

In order to avoid learning biases, each worker could complete only a single HIT through-
out our entire experiment. To ensure this, we stored each worker’s unique MTurk WorkerID.
If a WorkerID was already recorded in our database, the task content was not rendered, and
the corresponding worker was kindly informed to exit the HIT. In total, we recruited 60
unique workers per condition. In each condition, we randomly distributed the 60 workers
into the two task types evenly (30 unique workers per task type). Thus, 60×6 = 360 unique
workers participated in our experiment. To further ensure reliable participation, we used
a qualification type provided by MTurk — each worker’s overall HIT acceptance rate had
to be greater than 95%. In addition, a worker who has one of the following behaviors is
regarded as a malicious worker [73]: 1) accuracy is 0 and entering the same answer for all
the questions; 2) accuracy is 0 and always entering meaningless random strings (not words).
Therefore, we manually inspected the crowdsourced results and excluded 8 workers who ex-
hibited obvious unreliable behavior. The excluded workers were not replaced in this study
since they only account 2% of the total size..

Each worker was paid USD$1.5 for participating in our study and completing the sur-
veys. Since avatar customization takes a very short amount of time in the context of the
whole study, we paid workers for this time across all conditions irrespective of whether or
not a worker customized the avatar. We payed a bonus of USD$0.02 per optional Image
Transcription microtask or USD$0.05 per optional Information Finding microtask. Based
on the average task execution time, including answering background questions and post-task
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surveys, the average hourly wage that workers received was nearly USD$11.50 (well above
the federal minimum wage of USD$7.25 per hour).

Results

Demographic Distribution

Of all the 352 workers (8 were manually excluded) who participated in our experiment, 64%
of workers (225) reported that they were male, while 36% of workers (125) reported that they
were female. Two workers (less than 1%) identified as non-binary. As for skin colors, 42%
of workers (149) indicated light skin; 19% (66) and 17% (61) of workers indicated brown
and pale skin respectively; 29, 25, 14, and 8 workers indicated their skin color as black,
tanned, yellow, or dark brown respectively. As for worker moods, most workers (82%, 287
workers) were in a pleasant mood, while 13% (46) of workers were in an unpleasant mood.
The remaining 19 workers were in a neutral mood.

Perceived Workload

The mean TLX scores for all six dimensions are illustrated in Figure 4.14. According to
normality tests, the TLX score distributions come from a normal distribution (the average
skewness is 0.2, the average kurtosis is -2.0, the average Shapiro-Wilk statistic score W is
0.88). To see if significant differences exist across the three avatar conditions (w/o avatar,
w/ avatar, and w/ avatar+ch) and two interfaces (Chat and Web), we conducted two-
way factorial multivariate ANOVA tests (α = 0.05, Type I), with the null hypothesis that
the mean value is the same across all six conditions (Web w/o avatar, Web w/ avatar,
Web w/ avatar+ch, Chat w/o avatar, Chat w/ avatar, and Chat w/ avatar+ch). The
results of the tests are shown in Table 4.2. For the Image Transcription tasks, we found
that worker interfaces have a significant effect on the Performance dimension, showing that
a conversational interface can significantly improve the sense of success with respect to
performance. For the Information Finding tasks, we found that worker interfaces have
significant effects on Performance, Effort, and the overall TLX score, suggesting that a
conversational interface can reduce the perceived workload of workers. Furthermore, we
found that conditions with avatars have a significant effect on the dimension of Effort,
showing that avatar customization, either on Web or Chat interface, can significantly reduce
the perceived task difficulty. We also observe a weak effect (not significant, p = 0.067) of
the interaction of worker interfaces and avatar conditions in Physical Demand dimension.

Considering the web interface without avatar related affordances (which is the most
commonly used interface in crowdsourcing tasks) as a baseline condition, we compared each
other condition with the baseline (Web w/o avatar) using Bonferroni corrected independent
t-tests (before correction α = 0.05). All significant differences were found corresponding to
Information Finding tasks.

In terms of self-reported Performance scores, we found the conversational interface with
the two avatar customization conditions (Chat w/ avatar and Chat w/ avatar+ch) corre-
spond to significantly better (lower) scores compared with the baseline (p < 0.001, Cohen’s
d > 0.96 for the two conditions). The conversational interface without avatar (Chat w/o
avatar) could possibly lead to lower scores (p = 0.02 and Cohen’s d = 0.64, not significant
after Bonferroni correction).

Furthermore, the workers using conversational interfaces in the avatar appearance cus-
tomization and characterization selection condition (Chat w/ avatar+ch) reported signifi-
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Figure 4.14: Boxplots of self-reported TLX scores corresponding to (a) Image Transcription
and (b) Information Finding tasks across six dimensions. Dark points represent mean
values and red lines (|) represent medians. The lower the TLX score is, the less mental
demand, less physical demand, less temporal demand, more successful performance, less
effort, and less frustration are perceived by workers respectively. Note that the asterisk (*)
on a dimension indicates a statistically significant difference between conditions resulting
from an ANOVA test; the asterisk (*) on a condition indicates a statistically significant
difference in comparison with the baseline condition (web w/o avatar).

cantly lower Effort and overall TLX score in Information Finding tasks, compared to the
baseline (p < 0.006, Cohen’s d > 0.77). Workers in the condition with only avatar ap-
pearance customization (Chat w/ avatar) also reported lower Effort and overall TLX score
(p = 0.01, d = 0.71 and p = 0.03, d = 0.60, p < 0.05 but not significant after Bonferroni
correction).

To interpret our data beyond p-values and better understand effect sizes in terms of the
overall TLX scores, we leverage estimation plots [94], as shown in Figure 4.15 (the estimation
plots of other TLX dimensions can be found in the companion webpage31). Jitter plots show
all the overall TLX scores, and how they distribute, across experimental conditions. Here,
we use the baseline condition – the Web interface without worker avatars (the state of the
art), as a control group in the plots, to make comparison with all the other experimental

31https://osf.io/x2bzp/?view_only=509b665ad7884e3180091228e68bb260

https://osf.io/x2bzp/?view_only=509b665ad7884e3180091228e68bb260
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Table 4.2: Results of two-way multivariate ANOVA tests (Type I) for TLX dimensions and
two-way ANOVA tests (Type I) for overall TLX scores.

TLX Dimension Factor Image Transcription Information Finding
Df F-Value Pr(>F) Df F-Value Pr(>F)

Worker Interface (W) 1 1.818 0.179 1 0.039 0.844
Mental Demand Avatar Condition (A) 2 0.111 0.895 2 1.047 0.353

W × A 2 0.620 0.539 2 2.190 0.115

Worker Interface (W) 1 0.641 0.424 1 3.067 0.082†
Physical Demand Avatar Condition (A) 2 1.082 0.341 2 0.291 0.748

W × A 2 0.612 0.544 2 2.747 0.067†
Worker Interface (W) 1 0.026 0.872 1 2.883 0.091†

Temporal Demand Avatar Condition (A) 2 0.238 0.788 2 0.319 0.727
W × A 2 0.233 0.793 2 0.699 0.499

Worker Interface (W) 1 8.649 0.003* 1 37.251 7.03e-9*
Performance Avatar Condition (A) 2 0.608 0.545 2 0.599 0.550

W × A 2 0.679 0.508 2 0.622 0.538

Worker Interface (W) 1 1.718 0.192 1 11.608 0.0008*
Effort Avatar Condition (A) 2 1.160 0.316 2 3.147 0.046*

W × A 2 0.541 0.583 2 1.258 0.287

Worker Interface (W) 1 0.043 0.836 1 3.666 0.057†
Frustration Avatar Condition (A) 2 2.697 0.070† 2 0.160 0.852

W × A 2 0.113 0.893 2 0.744 0.477

Worker Interface (W) 1 0.677 0.412 1 15.322 0.0001*
Overall TLX Avatar Condition (A) 2 0.226 0.798 2 0.971 0.381

W × A 2 0.370 0.691 2 1.647 0.196

Note: † means 0.05 ≤ p < 0.1, and * means p < 0.05

conditions. The estimation plots also show the resampling distribution of the difference in
means, representing the effect size. We found that the effect sizes in Image Transcription
tasks were minor. However, it is still obvious that in jitter plots (swarm plots), the points
corresponding to conversational interfaces tend to distribute below 50 (the middle point of
TLX scale), while the points corresponding to traditional Web interfaces tend to distribute
above 50. In terms of Information Finding, in comparison with the baseline (Web w/o
avatar), the effect sizes of worker avatars on conversational interfaces (both Chat w/ avatar
and Chat w/ avatar+ch) are large, showing a possible positive impact of the interaction
effect of conversational interface and worker avatar on perceived workload.

Summary. Our results suggest that — i) The conversational interface generally corre-
sponds to lower perceived workload compared to the Web interface, particularly in Informa-
tion Finding tasks. ii) Worker avatars can reduce perceived task difficulty compared to the
no-avatar condition in Information Finding tasks. iii) The conversational interface with the
affordance of avatar appearance customization and avatar characterization selection (Chat
w/ avatar+ch) can improve the workers’ perceived success and difficulty while completing
tasks.
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Figure 4.15: Estimation plots of TLX scores of Image Transcription and Information Finding
tasks.

Intrinsic Motivation

Figure 4.16 shows the IMI scores of different avatar conditions across two interfaces (Web and
Chat) and two task types (Image Transcription and Information Finding), in two intrinsic
motivation dimensions — Interest-Enjoyment and Effort-Importance respectively.

According to normality tests, IMI score samples (across the two task types, two IMI
dimensions and six conditions) come from a normal distribution (the average skewness is
-0.9, the average kurtosis is 0.3, the average Shapiro-Wilk statistic score W is 0.93). We
thereby used independent t-tests with Bonferroni correction (before correction α = 0.05) to
test the null hypothesis that the IMI scores of experimental conditions come from the same
distribution, compared to the baseline condition (Web w/o avatar).
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Figure 4.16: Boxplots of self-reported intrinsic motivation inventory score of Image Tran-
scription tasks and Information Finding tasks in interest-enjoyment and effort-importance
dimensions, where dark points represent mean values and red lines (|) represent medians.
Note that ** indicates statistical significance with Bonferroni correction and * indicates
p < 0.05 but not significant after Bonferroni correction).

We did not find significant differences in the Interest-Enjoyment dimension. However,
with respect to the Effort-Importance dimension that represents how important the task
is, so that a worker needs to exert effort (note that Effort-Importance dimension in IMI is
different from the Effort dimension in TLX which represents the perceived task difficulty),
we found significant differences (after Bonferroni correction) corresponding to Information
Finding tasks (p = 0.007, d = 0.75), where the Effort-Importance score of the Web w/
avatar condition is significantly lower than the baseline (Web w/o avatar). Thus, our results
suggest that workers in the Web w/ avatar condition considered the Information Finding
tasks to be relatively less important. Furthermore, in Image Transcription tasks, workers
with avatar customization and characterization selection in the Chat interface (Chat w/
avatar+ch) reported higher EFF-IMP scores in comparison with the baseline (Web w/o
avatar) with p-values equaling 0.025 (d = 0.61). However, this difference is not significant
after Bonferroni correction is applied. It suggests that workers with avatar appearance
customization and characterization selection may take the task more seriously and exert
more effort in order to perform better.

Summary: Our findings suggest that avatar customization does not have a significant
effect on worker intrinsic motivation, in either conversational interfaces or traditional web
interfaces.

Objective Worker Performance

Worker Retention. The results of worker retention, measured by the number of answered
optional questions, are shown in Figure 4.17 (a) and (b). According to normality tests,
the worker retention does not follow a normal distribution (the average skewness is 4.3,
the average kurtosis is 3.1, the average Shapiro-Wilk statistic score is 0.57). Therefore,
we used Mann-Whitney U tests to find differences in worker retention across conditions
measured by the number of answered optional microtasks. The results are in-line with our
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findings in Chapter 3. The conversational interfaces (Chat) were found to be more effective
in retaining workers in both Image Transcription and Information Finding tasks, compared
to Web interfaces (p = 0.026, CL effect size f = 0.57, and p = 0.085, CL effect size f = 0.56
respectively).

Particularly, in Image Transcription tasks, workers who used a conversational interface
with avatars, either without or with characterization selection (Chat w/ avatar and Chat
w/ avatar+ch, p = 0.037/f = 0.62, and p = 0.018/f = 0.64 respectively), completed more
optional microtasks in comparison with the baseline condition — the Web interface without
avatars.
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Figure 4.17: Boxplots of worker retention measured by the number of answered optional
microtasks, and worker accuracy (%) measured by the percentage of correctly answered mi-
crotasks, corresponding to Image Transcription tasks and Information Finding tasks. Dark
points represent mean values, red lines (|) represent medians, and (* represents significant
difference in comparison with the baseline).

Worker Accuracy. Results pertaining to worker accuracy are shown in Figure 4.17 (c) and
(d). Aligned with the results from Section 3.1, we found no significant difference between
experimental conditions across the two task types — Image Transcription (p > 0.18) and
Information Finding (p > 0.1), according to Mann-Whitney U tests (since worker accuracy
does not come from normal distributions as per normality tests: the average skewness is -2.7;
the average kurtosis is 1.2; the average Shapiro-Wilk statistic score is 0.81). However, as
shown in Table 4.3, we found that the condition with avatar appearance customization and
characterization selection (w/ avatar+ch) corresponds the highest worker accuracy in three
out of four cases (Image Transcription on both Web and Chat interfaces, and Information
Finding on Chat interface). Apart from our observation in the Information Finding tasks on
the Web interface (where all three avatar conditions correspond to similar worker accuracy
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with only 1-2% differences), the mean values of worker accuracy of the avatar appearance
customization and characterization selection condition (w/ avatar+ch) are 5%-13% higher
than the baseline condition (w/o avatar).

Table 4.3: Worker accuracy (unit:%, µ±σ) measured by the percetage of correctly answered
microtasks, where the highest values among each interface are displayed in bold.

Image Transcription Information Finding

Condition Web Chat Web Chat

w/o avatar 80± 21 80± 22 74± 27 70± 31
w/ avatar 76± 22 77± 23 72± 32 78± 25
w/ avatar+ch 84± 15 84± 17 73± 30 80± 23

Summary: i) Our observation that the conversational interfaces can significantly im-
prove worker retention is consistent with prior findings in HCI. ii) We found evidence that
the use of worker avatars has a positive effect on worker retention. iii) The affordance of
avatar customization with worker characterization selection shows an increasing trend in
worker accuracy, although our results are inconclusive in this regard.

Avatar Appearance Customization and Characterization Selection

Avatar Customization Time. In terms of the time spent on appearance customiza-
tion, workers in the Web interface conditions (29.66 ± 31.76 seconds) spent slightly longer
time on customizing avatars in comparison with workers in the Chat interface conditions
(23.35 ± 31.39 seconds). To analyze the impact of customization time on worker perfor-
mance, we split the workers into three groups according to the standard deviation (±0.5σ)
of avatar customization time, resulting in — a group of workers with short customization
time (customization time < µ−0.5σ, less than 10.6 seconds), a group of workers with medium
customization time (µ − 0.5σ ≤ customization time < µ + 0.5σ, 10.6-42.3 seconds), and a
group of workers with long customization time (customization time ≥ µ+0.5σ, longer than
42.3 seconds). As shown in Table 4.4, we found that the group of workers corresponding
to a long customization time exhibit the highest worker accuracy (83± 22%) in comparison
with the group of workers with short customization time (accuracy = 77± 27%, p = 0.065,
CL effect size f = 0.57), and with medium customization time (accuracy = 77 ± 24%,
p = 0.021, CL effect size f = 0.60) using Mann-Whitney U tests. The results suggest that
workers spending a longer time on avatar customization go on to perform with a higher
accuracy in general. This may be explained by a greater level of self-identification through
avatar customization which leads to an increased intrinsic motivation, as supported by our
findings.

In terms of task execution time, we found the group of workers with long customization
time spent significantly longer time on task execution (62.63 ± 70.13 seconds), compared
to the group of workers with short customization time (execution time = 42.09 ± 36.69
seconds, p = 0.024, Cohen’s d = 0.37) or with medium customization time (execution time
= 43.01 ± 34.77 seconds, p = 0.029, Cohen’s d = 0.35) using independent t-tests. This
reveals that workers who spent more time in customizing their avatars also took longer to
execute tasks.
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Table 4.4: Worker accuracy (unit: %, µ±σ) and execution time per microtask (unit: second,
µ± σ) of three groups divided according to avatar customization time.

Avatar Customization Time
(seconds)

Worker Accuracy
(%)

Task Execution Time
(seconds per microtask)

Short (time < 10.6) 77± 27 42.09± 36.69
Medium (10.6 ≤ time < 42.3) 77± 24 43.01± 34.77
Long (time ≥ 42.3) 83± 22 62.63± 70.13

For all the workers in avatar conditions, we found that on average, the avatar customiza-
tion time (26.48±31.73 seconds) occupies 8.14% (±10.01%) of the total task execution time
(426.03 ± 399.73 seconds). From the perspective of the task requester, facilitating avatar
customization may not appear to be a useful investment for short or less complex batches
of tasks, considering the additional costs that requesters may incur in return for limited
positive effects. However, for long, complex, or challenging tasks, facilitating avatar cus-
tomization can warrant the reasonable overheads with an aim to effectively improve worker
experience. We envision that in the future, avatar customization can be a feature that is
supported by crowdsourcing platforms rather than by individual task requesters with an
aim to foster a healthy work experience for crowd workers.

Self-Identification with Worker Avatars. We explored the number of workers who
actually changed the appearance of their initial avatar, that was generated with 3 parameters
in accordance to their demographic backgrounds. We found that only 58 workers (24%)
changed their skin colors for their avatars, while most of these workers (37 out of 58) just
slightly tuned the skin color (for instance, change between Black and Dark Brown, Dark
Brown and Brown, Brown and Light, or Light and Pale), suggesting that most workers
were generally satisfied with their initialized avatars based on the demographic information
they provided. We found that 26 workers (11%) changed the depicted moods for their
avatars. 19 out of 26 workers changed their moods from either pleasant or unpleasant
to neutral; only 4 workers changed to pleasant moods from unpleasant moods, while 3
workers did the reverse. As for accessories and clothing colors, we found that all the types
of accessories are nearly equally distributed, and more workers chose Black for avatar’s
clothing while the least number of workers chose Yellow (50 Black and 29 Yellow, average
= 40). Our findings pertaining to avatar customization indicate that workers generally
cared about the appearance of their avatars, and this suggests the potential emergence of
self-identification [14].

As for the results of characterization selection, of 118 workers (2 unreliable workers
were excluded from 120) who were in the condition of avatar appearance customization and
characterization selection (w/ avatar+ch on both Web and Chat), 33 workers selected the
“Diligent” characterization for their avatar; 17 workers selected “Competent”; and 68 workers
selected the “Balanced” characterization.

Diligent workers are described as workers who exhibit a high accuracy but a relatively
slower task execution speed, and Competent workers are described as workers with a reason-
ably high accuracy but a faster task execution speed. As shown in Table 4.5, on exploring
the mean worker accuracies of the workers who selected the “Competent” characterization,
we found that they exhibited a higher accuracy than the workers who selected a “Diligent”
characterization in both Image Transcription and Information Finding tasks (9% and 24%
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Table 4.5: Worker accuracy (unit: %, µ ± σ) and execution time per microtask (unit:
second, µ± σ) of Image Transcription tasks and Information Finding tasks across Diligent,
Competent, and Balanced characterizations.

Measure Characterization Image
Transcription

Information
Finding

Diligent 80± 15 (N = 19) 68± 36 (N = 14)
Worker accuracy Competent 87± 8 (N = 6) 84± 17 (N = 11)

Balanced 87± 17 (N = 35) 78± 25 (N = 33)

Diligent 33.93± 19.25 (N = 19) 55.47± 23.10 (N = 14)
Execution time Competent 32.56± 25.15 (N = 6) 59.44± 46.29 (N = 11)

Balanced 30.07± 19.95 (N = 35) 65.20± 55.53 (N = 33)

higher respectively). Interestingly, in terms of task execution time per microtask (speed),
the workers who selected the “Diligent” characterization exhibited faster execution speeds
in comparison with those workers who selected either the “Competent” or “Balanced” char-
acterizations (7% and 15% faster respectively) in Information Finding tasks. This can be
explained by workers’ wishful identification with selected characterizations – workers were
probably aware of their real characterizations (and shortcomings), therefore they may have
chosen avatar characterizations which they aspired to. This is consistent with what has been
observed in gaming research [14].

Summary: i) We found that workers who spent a long time on avatar customization
exhibited a high accuracy. ii) Our analysis suggests that the appearance of a worker’s avatar
might represent their actual self, while the avatar’s characterization might represent their
ideal self. Additional experiments are required to further tease out the nuances of worker
self-identification through avatar customization.

Discussion

Our study has shown that using worker avatars during task execution in general, can help
workers perceive less difficulty during task execution. Using avatars in conversational inter-
faces can generally reduce the perceived workload of workers, increase intrinsic motivation,
and improve user retention.

By analyzing the results about avatar appearance customization and characterization
selection, we found that customization of the avatar’s appearance facilitates similarity iden-
tification among workers, while the avatar characterization facilitates wishful identification
among workers. Our results show that 58% of workers selected the “Balanced” characteri-
zation. Furthermore, we found that the performance of workers, to a large extent, does not
follow the avatar characterization they selected. For example, 28% of workers who selected a
Diligent characterization ended up performing with a relatively low accuracy, 14% of workers
who selected a Competent characterization ended up exhibiting relatively long task execu-
tion times. This can potentially be explained by the emergence of wishful identification with
avatar characterizations, and these workers falling short of their aspirations (i.e., to com-
plete tasks with higher accuracies or lower task execution times respectively). Additional
experiments are required to distill the extent to which avatar appearance customization,
and avatar characterization in addition to appearance customization systematically facili-
tate similarity and wishful identification. Nevertheless, our findings bear evidence to support
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that avatar identification can be an effective tool for improving satisfaction and enjoyment
during crowdsourcing task execution [220, 114].

Using Avatars in Conversational Interfaces to Improve Crowdsourcing

Conversational interfaces for microtask crowdsourcing have emerged owing to the concomi-
tant advantages of better engaging users. Our study has revealed that using avatars in con-
versational interfaces can ease the perceived workload of workers, by improving the sense
of success in performance and reducing the perceived task difficulty while completing tasks.
Specifically for tasks that are more challenging, we found that conversational interfaces
with avatar appearance customization and avatar characterization selection can be effective
in significantly reducing cognitive workload from the perspectives of performance (75% lower
TLX score), and effort (53% lower TLX score), in comparison to the baseline of traditional
web interfaces without worker avatars.

The Value of Using Worker Avatars in Crowdsourcing

We note that conversational interfaces reduce the perceived cognitive load of workers in
comparison to traditional web interfaces, corroborating recent findings. Critically reflecting
on our collective findings, the added value of using worker avatars is less prominent in
relatively easy tasks such as solving CAPTCHAs (Image Transcription), and along the
dimensions of Mental Demand, Physical Demand, Temporal Demand, and Frustration. We
found that using worker avatars in relatively more difficult tasks (Information Finding), led
to a reduction in the perceived cognitive load of workers in conversational interfaces. Our
findings hint that worker avatars can play a more significant role in tasks that are relatively
more difficult, but include elements of learning (as indicated by the open-ended comments
from workers). Another explanation for our null findings with respect to the impact of avatar
customization in image transcription tasks can be that due to the relatively less amount
of time required for task completion, workers do not meaningfully self-identify with their
avatars. Future experiments can explore how self-identification with avatars is mediated by
the task execution time.

Design Implications

Alleviating Perceived Workload

Our results showed that the conversational interface with the functionality of avatar ap-
pearance customization and characterization selection could effectively decrease cognitive
workload. Particularly, the conversational interface with worker avatars could significantly
make workers feel more successful, and perceive less difficulty, while completing tasks. This
finding has important implications in future crowdsourcing task design. The mental state
of crowd workers has become a major concern due to an increase in the number of workers
who work full-time and earn their livings in crowdsourcing marketplaces, coupled with power
asymmetry and other challenges workers typically face [104, 190, 83, 141]. Most state-of-the-
art tools and approaches in the field of crowdsourcing are developed from the perspective of
task requesters. Although human factors and worker-friendly interventions have been consid-
ered, the focus has largely been on improving the quality of outcomes [117, 110], rather than
ensuring the wellbeing and the mental health of workers. The avatar customization frame-
work we introduce in this work is developed completely based on HTML/CSS/Javascript,
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and is designed to be compatible and portable. Using the avatar framework we designed
and made publicly available, there is very little overhead involved in integrating the use of
worker avatars in microtask crowdsourcing platforms – task requesters can readily integrate
avatar customization into their tasks. In exchange for the small overhead of integrating
avatar customization, task requesters can reap worthy benefits of reducing the perceived
task difficulty among workers and increase their sense of success.

Facilitating Avatar Identification

Avatar identification in crowdsourcing can be interpreted as the resonance and identification
of crowd workers with an avatar that represents them. Avatar identification has been shown
to be useful for fostering intrinsic motivation, increasing satisfaction and entertainment,
and improving preventive health outcomes [14, 220, 114]. Our results pertaining to avatar
appearance customization and characterization selection imply that similarity identification
and wishful identification can be facilitated among workers in microtask crowdsourcing to
reap similar rewards.

Strengthening the Requester-Worker Relationship

A strong and healthy relationship between task requesters and workers is crucial to all
relevant stakeholders in the crowdsourcing paradigm. Maintaining a good relationship can
assist task requesters in building their reputation and attracting more workers of high quality.
For crowd workers, a good relationship can help them maintain credible profiles, increase
their access to more work in the crowdsourcing marketplaces, maximize their earnings, and
reduce the emotional toll and frustration that can result from mistrust and rejection [148].
By alleviating the perceived workload and improving the sense of success among workers
through the use of avatars and conversational interfaces, there lies a great potential to further
foster healthy requester-worker relationships. This bears a useful implication on ensuring
the sustainability of crowdsourcing marketplaces.

Limitations and Future Work

Previous studies about motivations in gaming systems have shown the effectiveness of foster-
ing intrinsic motivation of the player by using avatar customization [14]. However, critically
reflecting on our findings in microtask crowdsourcing, we found that avatar appearance
customization had no significantly positive impact on the intrinsic motivation of crowd
workers (with respect to interest-enjoyment and effort-importance). This can potentially
be explained by the fact that workers are mainly motivated by monetary incentives in paid
crowdsourcing marketplaces, rather than by the allure to stimulate their feelings of enjoy-
ment and interest through task execution. Based on our findings in the paid microtask
crowdsourcing setup, future work can explore the potential of avatar customization in vol-
untary crowdsourcing.

In terms of perceived workload as well as quality-related outcomes, the differences in
Image Transcription tasks across conditions were not found to be statistically significant.
Through open-ended comments at the end of the tasks, several workers reported that they
found the Image Transcription tasks rather boring and repetitive, affecting their experience.
Example comments reflecting these notions are shared below.
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I would have done more, but captas (authors’ note: CAPTCHAs) are really not
my thing. Maybe have a choice between different types of tasks. Thanks. (from
a male worker in a pleasant mood)

I have done too many of these as security questions to make sure I am not a bot.
This is how I am associating these. Makes it very uninteresting. (from a male
worker in a pleasant mood)

In contrast, workers found the Information Finding tasks to be interesting, since they
provided workers with a chance to gain new knowledge and learn some interesting facts
through the course of executing the tasks. Example comments reflecting these notions are
shared below. It is interesting to note these perceptions despite the fact that Information
Finding tasks required more effort and were time-consuming (Information Finding 64.6±59.8
vs Image Transcription 35.9± 24.7, unit: seconds per microtask).

Some interesting trivia kind of like when you go to a random wikipedia page.
(from a male worker in a neutral mood)

Thanks for the task, it was cool searching and remembering some celebrities. The
chatbot works very well! (from a female worker in a pleasant mood)

Our findings suggest that the task type can influence workers’ experience, and using
worker avatars can be more effective in tasks that are more challenging and exploratory,
especially when they involve elements or opportunities for learning [52].

In this study, the post-task survey was conducted on either the Chat interface or the Web
interface depending on the experimental condition. However, a previous study has pointed
out that a “casual” conversational style could influence participants’ responses [113]. To
avoid this potential confound, in our post-task surveys we used a “formal” conversational
style (which is known to not influence worker responses). We emphasize the caveat that other
complex factors may indeed affect the nature of responses when a conversational interface
is employed.

In this study we did not investigate the impact of worker characterization selection
independently (which implies another experimental condition — characterization selection
without avatar appearance customization). This design choice was driven by our interest in
understanding the impact of using avatars, and whether adding worker characterization can
help increase workers’ self-identification with their avatars. However, we will explore the
impact of characterization independently in our imminent future work, as it would further
our understanding of the interplay between worker avatars and characterizations.
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4.3 Chapter Summary

In this chapter, we studied how worker moods and self-identification could affect conversa-
tional crowdsourcing. In the first study (Section 4.1), we explored how worker moods could
affect their output quality, engagement, and cognitive task load in conversational microtask
crowdsourcing, and how the conversational style of the conversational agent could affect
the performance of workers in different moods. We evaluated worker performance across
different tasks by comparing quality related outcomes between different interfaces (and con-
versational styles). In the second study (Section 4.2), we investigated whether using worker
avatars and enabling avatar customization through avatar appearance and characterization
could improve worker experience in conventional web and novel conversational interfaces.
We designed worker interfaces combining the avatar customization affordances. We carried
out a between-subjects experimental study with 360 workers to analyze their perceived work-
load, intrinsic motivation, and the concomitant quality-related outcomes. We evaluated how
worker avatar appearance and characterization could affect intrinsic motivation during task
execution, and studied the traits of the workers who selected different characterizations.

We show the strong evidence that workers’ subjective perceptions can affect conversa-
tional crowdsourcing. In terms of moods, we highlight that workers in a pleasant mood
generally exhibit a better worker performance. The findings also suggest that a suitable
conversational style can have a significant impact on engaging workers in different moods,
which shows the opportunities for mood-aware task assignment to achieve better worker
satisfaction and higher output quality in crowd work. In terms of self-identification, the
results suggest using self-identification with worker avatars has positive effects in improving
worker experience in conversational crowdsourcing with very small overheads. The findings
provide important implications in improving requester-worker relationship and ensuring the
sustainability of crowdsourcing marketplaces.
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Conversational crowdsourcing has been shown to be effective in improving worker engage-
ment and satisfaction during microtasking. We also analyzed the roles of worker moods and
self-identification in conversational crowdsourcing for executing microtasks. Since crowd-
sourcing has become a primary means for not only conventional microtasking but also car-
rying out online human-centered studies, the effectiveness of conversational crowdsourcing
in general human-centered studies still remains unexplored. In this chapter, we introduce
two applications of conversational crowdsourcing.

In Section 5.1, we first explored the possibility of applying conversational crowdsourcing
in the field of information retrieval, to investigate the effect of conversation on human mem-
orability due to the fact that information overload is a problem many of us can relate to
nowadays. The deluge of user generated content on the Internet, and the easy accessibility
to a vast amount of data compounds the problem of remembering and retaining informa-
tion that is consumed. Previous works in online education have shown that conversational
systems can improve learning effects. Although memorization is an important part of learn-
ing, the effect of conversation on human memorability remains unexplored. Furthermore,
to make information consumed more memorable, strategies such as note-taking have been
found to be effective by augmenting human memory under specific conditions. This is based
on the rationale that humans tend to recall information better if they have produced the
information themselves. We aim to address this knowledge gap through an experimental
study using conversational crowdsourcing, by investigating human memorability in a clas-
sical information retrieval setup. We explore the impact of conversational interfaces and
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note-taking affordances on the memorability of information consumed by users. Our results
showed that traditional web search and note-taking had positive effects on knowledge gain,
while the search engine with a conversational interface had the potential to augment long-
term memorability. This work highlights the benefits of using conversational interfaces and
note-taking to aid human memorability.

In the second study (Section 5.2), we used conversational crowdsourcing to understand
the worker health status across different crowdsourcing platforms, since the health and
wellbeing of crowd workers has become an important concern with the growing landscape of
online work in general and the rise of paid microtask crowdsourcing in particular. A substan-
tial amount of prior work has explored challenges pertaining to improving the effectiveness
and efficiency of microtask crowdsourcing from the standpoint of quality. Only a few works
however, have attempted to address the pertinent concerns of crowd workers’ health and
wellbeing. In contrast to traditional work settings where employee health is safeguarded
by contractual laws and obligations, the unregulated dynamics of microtask crowdsourcing
marketplaces expose crowd workers to a multitude of potential health-related risks. Though
recent work has highlighted issues pertaining to the unfair treatment of crowd workers and
the abysmal pay for piecework, little is currently understood about worker health and well-
being on crowdsourcing platforms. In this study, we used conversational crowdsourcing
to deploy a 60-item survey on two popular crowdsourcing platforms – Amazon Mechani-
cal Turk and Prolific – to better understand workers’ health-related background, physical
health, mental health, and their needs. We found that workers across these platforms re-
ported similar health-related issues, but also exhibited certain differences. Based on our
findings, we argue that crowdsourcing platforms, task requesters, and academic researchers
need to take the collective responsibility of creating better work environments and ensuring
worker wellbeing. We argue that improving worker health on crowdsourcing platforms is
the crucial need of the hour to ensure a sustainable future for crowd work.

The findings from this chapter have important implications in helping users better retain
information acquired from computer systems, and on task and workflow design that are
centered around worker health on crowdsourcing platforms. The experiments carried out
in this chapter showed that conversational crowdsourcing could be an effective tool for
performing human-centered studies.

The content of this chapter is based on the following papers:

Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. Towards Memorable Information Re-
trieval. Proceedings of the 2020 ACM SIGIR on International Conference on Theory
of Information Retrieval, pp. 69-76, 2020. (Section 5.1 is based on this paper)

Sihang Qiu, Ujwal Gadiraju, Alessandro Bozzon. Understanding Worker Health on Crowd-
sourcing Platforms. A new paper submitted to CSCW 2021. (Section 5.2 is based on
this paper)
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5.1 Towards Memorable Information Retrieval

Information overload is a byproduct of the rapid development of information technology
and the plethora of user generated content. By issuing a simple search query, an Internet
user can access billions of relevant items from a search engine within seconds. The data
deluge and a constant exposure to new information leads to the problem of remembering
and retaining information during informational search sessions. Most popular search engines
today are optimized to serve relevance related needs with respect to user queries. We believe
that an unexplored opportunity lies in how information can be retrieved and presented to
users, with an aim to improve the memorability of information consumed.

To improve human memorability, researchers in the field of experimental psychology
have studied the “generation effect” [199]. By comparing memory for words, experiments
revealed that humans could better recall information if they produced it themselves rather
than if they received it. Based on the generation effect, prior studies have shown that note-
taking, a simple way to re-produce received information, can improve human memorability,
particularly for text-based learning and comprehension [24, 200]. However, the effects of
note-taking in a classic information retrieval setup remain unexplored.

Prior studies in online learning have revealed that conversational systems can signifi-
cantly improve learning outcomes [90, 129, 203]. As the goal of learning is to develop a
deep understanding of some information, memorization is an important element [111, 12].
Although conversation can produce unique context linked with information, the effect of
conversational systems on human memorability needs further exploration. In Chapter 3,
we have investigated the role of text-based conversational interfaces in online information
finding tasks. We demonstrated that a conversational interface could better engage online
users. However, the question of whether improved user engagement through conversational
interfaces leads to better memorability of information remains unanswered. We aim to fill
this knowledge gap by proposing novel approaches to improve human memorability during
information retrieval. We specifically focus on information retrieval activities carried out
through the Web search using desktop browsers. Through rigorous experiments, we seek to
address the following research questions.

RQ5.1: How can human memorability of information consumed in informational web
search sessions be improved?
RQ5.2: How does the use of text-based conversational interfaces and note-taking affect
the search behavior of users?

Inspired by prior work in psychology and HCI, we propose novel search interfaces which
(a) provide the affordance of note-taking to users, and (b) provide a conversational interface.
We propose methods to quantify knowledge gain and long-term memorability of information
consumed, and investigate the impact of the proposed search interfaces on the memorability
of information consumed. We conducted an online user study in a classical information re-
trieval setup. Results revealed that traditional Web interfaces with a note-taking affordance
could benefit knowledge gain (up to 25% higher than other interfaces), while conversational
interfaces had the potential to augment long-term memorability (7.5% lower long-term in-
formation loss). Furthermore, we found that users leveraging conversational interfaces input
more queries but opened links less frequently compared to users leveraging the traditional
Web interfaces. In addition, the users of conversational interfaces tended to type notes



114 Chapter 5. Applications of Conversational Crowdsourcing

themselves, while the Web users input significantly longer notes by copying content directly
from the search engine result pages. Our findings suggest that both note-taking and conver-
sational interfaces are promising tools for augmenting human memorability in information
retrieval.

Related Work: Human Memorability and Information Systems

Augmenting Human Memory

Different theories for augmenting human memory have been studied in the field of psy-
chology. The memory consolidation theory proposed by Müller and Pilzecker explained the
processes to make information memory [155, 147]. The Atkinson-Shiffrin memory model
shows that the long-term memory can be consolidated by repeatedly rehearsing short-term
memory [4]. To study how the ‘remembering information’ relates to one’s self, previous
work has revealed that the memory could be enhanced if it relates to one’s self-concept or
an episode from one’s life [17]. A prior study in experimental psychology has shown evi-
dence of the existence of the “generation effect” [199]. Authors conducted experiments at
the word-level to show that people could remember information better if the information
was produced by themselves. A simple and direct application of the generation effect is the
use of note-taking. Previous studies have shown that note-taking can improve human mem-
orability in different scenarios [56, 149, 24, 200]. Intons-Peterson et al. examined the use of
internal and external memory aids in experiments with 489 undergraduates. It was found
that at least one external aid, i.e. taking notes, can effectively facilitate remembering [103].
Based on the findings of prior works, in this study we investigate how an external aid such
as note-taking can affect the long-term memorability of users in informational search.

Aiding Memorability in Information Systems

Augmenting human memory has also been studied from an information systems standpoint.
Many previous studies have used context as a key aspect to improve human memorabil-
ity [179, 47]. The ‘Remembrance Agent’ is an automatic system which uses the role of
context in memory to augment human memory, by listing documents related to the user’s
current context [179]. Blanc-Brude et al. have performed experiments to find the attributes
(e.g. file name, time, title, location, size, etc.) that help memorability for a document
search tool [16]. Previous works have also shown that many strategies, such as time-aware
contextualization [28, 219], and optimizing recollection by generating analogies [180], have
a positive effect on human memorability. Furthermore, a recent study built an application
named ‘ReflectiveDiary’, to investigate how self-generated daily summaries can improve
memorability [185]. Predictive methods have also been proposed to consolidate human
memory in the workplace environment [8]. Since memorization is an essential element of the
learning process [111, 12], we also examined relevant literature in online learning. Across
multiple studies, conversational systems were found to be useful in facilitating learning ef-
fects [90, 129, 203]. In Chapter 2, we showed that conversational interfaces could effectively
improving user engagement in information retrieval tasks. These previous works with regard
to aiding memorability or improving learning effects in information systems are not directly
applicable in the current information retrieval ecosystems. Inspired by these prior works,
we propose novel search interfaces and design experiments to study human memorability in
information retrieval.
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Method

The goal of this study is to investigate whether note-taking and conversational interfaces can
affect human memorability in informational web search sessions. To this end, we measure
long-term memorability of information consumed by users.

Study Design

3 - 7 days

Search session

with/without

note-taking

Pre-task test Post-task test Long-term memory test

Web

Chat

Figure 5.1: Workflow of our study. The pre-task test, the search session and the post-task
test pertain to a single Human Intelligence Task (HIT) published on Amazon MTurk. The
long-term memory test is deployed separately in a follow-up HIT.

Table 5.1: Topics and corresponding information needs (topics are re-used from [76]).

Topic Information Need

Altitude Sickness The users are required to acquire knowledge about the symptoms, causes and prevention of
altitude sickness.

American Revolutionary War The users are required to acquire knowledge about the ‘American Revolutionary War’.
Carpenter Bees The users are required to acquire knowledge about the biological species ‘carpenter bees’.

How do they look? How do they live?
Evolution The users are required to acquire knowledge about the theory of evolution.
NASA Interplanetary Missions The users are required to acquire knowledge about the past, present, and possible future of

interplanetary missions that are planned by the NASA.
Orcas Island The users are required to acquire knowledge about the Orcas Island.
Sangre de Cristo Mountains The users are required to acquire knowledge about ‘Sangre de Cristo’ mountain range.
Sun Tzu The users are required to acquire knowledge about the Chinese author Sun Tzu - about his

life, his writings, and his influence to the present day.
Tornado The users are required to acquire knowledge about the weather phenomenon that is called

‘tornado’.
USS Cole Bombing The users are required to acquire knowledge about the 2000 terrorist attack that came to

be known as the ‘USS Cole bombing’.

The taxonomy of human memory, which is rather complicated and detailed, has been
developed for over a hundred years. Human memory can be classified into two big cate-
gories; short-term and long-term memory. Short-term memory only persists for seconds or
minutes [7, 4, 80], while long-term memory can last for much longer [4]. In this study, we
focus on improving the long-term memorability of information consumed by users in web
search sessions. According to Ebbinghaus’ curve and recent replication works [157]: the
forgetting curve goes down slowly after 24 hours (people forget more than 60% within 24
hours, 70% within 2 days, and 80% within 30 days). It was found that fluctuations might
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appear at the 24-hour point. However, after 2 days, the forgetting curve becomes stable.
Therefore, we choose 3-7 days as the time interval to measure user long-term memorability
in this study.

The basic idea of measuring memorability in web information retrieval is to quantify
how much information a user can remember at the end of an informational search session.
Therefore, as shown in Figure 5.1, we first assign a topic and an information need to users,
and ask the users to finish a “knowledge calibration” test (pre-task test) with 10 questions
related to the topic. We use 10 topics and the corresponding questions from a previous work
about analyzing knowledge gain in informational search [76], as listed in Table 5.1. Topics
are randomly assigned to users. Through the pre-task test users can better understand
different facets of the information need, and we can calibrate the background knowledge of
users.

Next, users are directed to the search session, where they must spend at least 7 minutes
searching about their assigned information need. As we can see from Figure 5.1, users are
assigned any 1 of 4 different user interfaces. Half of the users use a Web interface to perform
their search sessions, while the rest are assigned a conversational interface. Both Web and
conversational interfaces have two conditions, i.e. with note-taking function enabled or
disabled. In the Web interfaces, users leverage a Web search page that is similar to typical
search engines. In the conversational interfaces, users are guided by a conversational agent
through their session.

After the search session, users need to finish a post-task test. The questions shown in the
post-task test are identical to the questions in the pre-task test, allowing us to measure user
knowledge gain. To incentivize active search behavior during the search session, users were
informed that an extra reward will be given depending on the number of correct answers
in the post-task test. To elicit honest and genuine responses, users were also told that their
accuracy in the pre-task test would not affect the reward.

Three days after the search session, we notify all the users who participated in our study
and give them an opportunity to answer our long-term memory test within the next 4 days
in return for an additional reward of 1 USD. The questions in the long-term memory test are
identical to the pre-task test. By comparing the results of the post-task test to the long-term
memory test, we can measure how much information users have retained or forgotten over
this long-term period.

Measuring Memorability

Measuring knowledge gain. Similar to prior work in search as learning [76, 240], we
measure the knowledge gain of users as the normalized difference in performance of users
between the post-task and pre-task knowledge tests.

We use At (t ∈ {pre, post, long}) to denote the set of answers of the test t, and use
Ai

t ∈ At (1 ≤ i ≤ 10) to represent if the ith question of the test t is correctly answered
(Ai

t = 1) or not (Ai
t = 0) by the user. If a user chooses “I DON’T KNOW”, we consider it as

incorrect answer. For instance, if the 5th question of the pre-task test is correctly answered
by the user, then we assign A5

pre = 1; if the answer of the 7th question of the post-task test
provided by the user is incorrect, we assign A7

post = 0. Thus, the normalized knowledge gain
can be calculated by using the following equation (where the max/min(topic score) means
the maximum or minimum score among all the tests sharing the same topic, and the score
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of a test t can be calculated by
∑10

i=1A
i
t).

knowledge gain =

∑10
i=1A

i
post −

∑10
i=1A

i
pre

max(topic score)−min(topic score)
(5.1)

Measuring long-term memorability. Similarly, we can also use information gain to
measure the long-term user memorability, which can be calculated by the following equation.

information gain =

∑10
i=1A

i
long −

∑10
i=1A

i
pre

max(topic score)−min(topic score)
(5.2)

Long-term memorability can also be measured using information loss. The information
loss after the post-task test can be quantified by the number of questions which are correctly
answered in the post-task test but incorrectly answered in the long-term memory test. Thus,
it can be calculated by the following equation.

information loss =
∑10

i=1A
i
post −

∑10
i=1A

i
long ·Ai

post

max(topic score)−min(topic score)
(5.3)

User Interfaces

Addressing RQ5.1, we designed Web and conversational interfaces to support informational
search sessions, with an optional note-taking functionality. Both the Web and conversational
interfaces use the Bing Search API 32 for sending search query requests and receiving search
results (relevant web pages).

The Web interface is designed according to the typical user interface of popular search
engines, as shown in Figure 5.2 (a). The Web interface consists of two main components —
a textarea for entering search queries, and a rectangular frame for displaying search results.
During the search session, users need to type search queries in the textarea at the top of the
page. Users can either click the “SEARCH” button or press the “Enter” key on the keyboard
to issue the search query asking for 10 relevant items (Web pages), and then the sever will
respond with a list of search results. The search results include 10 items with their titles,
links and snippets, which are shown under the text area, occupying the most part of the Web
interface. Since each query fired only requests for 10 relevant items, the Web interface only
shows 10 search results at a time. Each item is clickable. To prevent users from jumping to
other pages or applications, once the user clicks an item, an embedded browser will pop up
to show the content of the corresponding item (Web page). To retrieve more items, users
can click the “NEXT PAGE” button to send a query asking for the next 10 relevant items,
or click the “PREVIOUS PAGE” button to go back.

Furthermore, as shown in Figure 5.2 (b), to enable the function of note-taking, a notepad
is embedded on the right side of the Web interface. The notepad can be enabled or disabled
depending on the experimental condition. On the notepad, we leave a sentence “tasking
notes can help you remember things better” to encourage users to take notes during the
search session. All the on-page activities including querying, browsing (clicking) items, and
note-taking are automatically logged for user behavior analysis.

32https://www.customsearch.ai/

https://www.customsearch.ai/
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Figure 5.2: Web search interfaces with the note-tasking function enabled. The yellow
notepad becomes invisible if the note-taking function is disabled.

The conversational
agent sends greetings.

The user sends a
search query.

The conversational
agent returns search
results, which are
equivalent to the Web
interface.

The users chooses a
response,

or types note in the
text area.

Figure 5.3: Conversational search interface.

The conversational interface uses the same search engine as the Web interface and is
implemented based on TickTalkTurk. However, the search workflow is guided by a text-
based conversational agent, as shown in Figure 5.3. The logic of the conversational interface
for web search is designed as follows:
1) Greetings. The conversational agent opens the conversation with the user and then asks
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the user to provide a search query. The conversational agent sends the greetings to initiate
the search session.

- Hey! I’m Andrea. I can retrieve information that you would like to learn about.
- What do you want to know?

Note that we assign a gender-neutral name (“Andrea”) to the conversational agent, to avoid
potential biases. Andrea is a name commonly used for both males and females around the
world.

2) Search. After the user provides the agent with a search query, the conversational agent
uses Bing Search API to retrieve results. To make the conversational interface comparable
to the Web interface, the agent also shows 10 relevant items at a time. However, on the
conversational interface, all the content is presented within chat bubbles to replicate typical
conversational interfaces. As we can see from Figure 5.3, the relevant items are listed
horizontally in a chat bubble, where the user can scroll horizontally to view them. Also,
each item in the chat bubble is clickable and linked to the embedded Web browser.

3) Response selection. The conversational agent provides the user with four options after the
search results have been displayed. The four options correspond to taking notes, showing
more results, entering a new query, and showing previous notes, respectively. However, if
the note-taking function is disabled, the agent only presents two options — showing more
results and entering a new search query. If a user chooses to take notes, the message that
the user sends to the agent will be recorded and integrated with previous notes (if any) from
the user in the search session. If the user chooses show more results, the next 10 relevant
items will be displayed to the user with a new chat bubble. The functionality is equivalent
to that of the Web interface. The conversational interface does not provide an option to
show previous items, since users can easily find previous items by viewing the conversation
history. If the user chooses to input a new query, the agent goes back to step 2 Search
to re-start the search process. Finally, all the previous notes can be shown in a chat bubble
if the user chooses to see the notes by using the show previous notes option.

Experiments

Experimental Conditions

In this study, we use two user interfaces (Web and Conversational) with a note-taking
function either enabled or disabled to address our research questions. This results in four
experimental conditions.

Chat w/ note: the conversational interface with note-taking. In this experimental condi-
tion, users are redirected to a conversational interface, where the searching process is guided
by a conversational agent — Andrea. In addition, the note-taking function is enabled,
meaning users can take notes by sending messages to Andrea.

Chat w/o note: the conversational interface without note-taking. In this experimental
condition, users are redirected to an ordinary conversational interface, where the searching
process is also guided by Andrea, but the note-taking function is disabled.

Web w/ note: the Web interface with note-taking. In this experimental condition, users
are redirected to a custom Web search interface to complete the search session. A notepad
is visible on the right side of the Web interface where users can type their notes.
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Web w/o note: the Web interface without note-taking. In this experimental condition,
users are also redirected to a custom Web search interface to complete the search session.
However, the notepad is hidden and disabled. This experimental condition represents the
most typical search engines nowadays.

Participants in our experimental study were recruited from Amazon Mechanical Turk
(MTurk). The code along with all the data are made available to the community to facili-
tate further research33. We published online tasks with the aforementioned four experimen-
tal conditions on MTurk. The Human Intelligence Task (HIT) published on MTurk only
contained the pre-task test, search session and the post-task test. The long-term memory
test was not included in the HIT batches. We used the notification function provided by
MTurk, to send the link of the long-term memory tests to workers after three days. The Web
page of the long-term memory test was set up on our own server. We recruited 35 online
crowd workers per condition from MTurk, as the users of our search systems. Each worker
was assigned a random topic from Table 5.1. The experiment was approved by the ethics
committee of TU Delft, and we did not collect and store any identifiable data of human
subjects.

Quality Control

The minimum time for each search session was set to 7 minutes (users were not allowed to
proceed to the next stage before 7 mins). Apart from incentivizing genuine search behavior
through attached rewards for performance in the post-task test, we took additional measures
to ensure reliable behavior. The timer stops if a worker temporally leaves the page (for
instance, switching to other tabs or programs). Furthermore, we use an embedded browser
to enable workers to open and browse the search results on our own task page, instead of
opening a new tab. Considering the effects of learning bias, we add an extra Javascript code
to record the unique MTurk Worker ID on our server, to prevent a worker from executing
our HIT multiple times. We restricted participation by using the default qualification type,
“Overall HIT approval rate is greater than 95%” provided by MTurk to further ensure high
worker quality. In addition, we manually inspected users’ answers to exclude any potentially
unreliable users. We exclude users if they:

1. Enter no queries during the search session;

2. Always select the same option — either ‘YES’ or ‘NO’ in pre-/post-task test or long-
term memory test.

Due to the criteria we defined, 8 workers were manually excluded in our experiments.

Worker Reward

Upon the task completion, we immediately reward each worker with 2 USD. After three
days (72 hours), we bonus workers according to the number of correct answers given in the
post-task test (0.01 USD per correct answer). In the notification message corresponding to
the bonus, we requested workers to participate in our long-term memory test by providing
a link to the test page. The Web page of the long-term memory test is set up on our own
server instead of MTurk. We incentivized workers to complete the long-term memory test

33https://sites.google.com/view/memorableir

https://sites.google.com/view/memorableir
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with an additional reward of 1 USD on completion. For the next three days (i.e., until 7
days after their search session), we sent a notification every 24 hours to those workers who
did not finish the long-term memory test yet.

Evaluation Metrics

Wemeasure the user knowledge gain, long-term memorability, search time, and user behavior
including number of queries, browsing frequency and the length of notes that users take
(where applicable) while completing the HITs.
Knowledge Gain and Long-term Memorability. User knowledge gain is calculated
using Equation 5.1. The long-term memorability is measured using (i) information gain,
calculated using Equation 5.2, and (ii) information loss, calculated using Equation 5.3.
Search time. We recorded how long each user spends on the search session, which is
the length of the time period starting from when the user submits the answers of the pre-
task test, until the worker clicks the “NEXT” button to proceed to the post-task test. The
“NEXT” button becomes visible only after 7 minutes, enforcing a minimum search time of
420 seconds.
Search Behavior. We also analyze user behavior during the search sessions to better
understand how user behavior relates to the memorability of information consumed. To this
end, we focus on:

1) Number of queries. It represents how many queries a user sends to search engine
through either Web or conversational interfaces;

2) Browsing frequency. This is the frequency of a user opening a link and using the
embedded Web page browser to view the content of the search results.

3) Length of notes. It represents the number of characters written in the notes provided
by the user.

Results

After excluding unreliable workers, the four experimental conditions — Chat w/ note,
Chat w/o note, Web w/ note, and Web w/o note, we are left with 32, 34, 33, and
33 unique valid users respectively. Furthermore, the four conditions had 14, 11, 15 and 16
users who returned for the long-term memory test respectively.

Memorability Analysis

Knowledge gain. The Web interface with note-taking can significantly improve the knowl-
edge gain in comparison to the conversational interface conditions, while the conversational
interface without note-taking shows no positive impact on the knowledge gain of users.

Figure 5.4 presents the knowledge gain of users across the four interface conditions. The
average knowledge gain of users corresponding to the conversational interfaces is 4.4%, while
that of the Web interfaces is 21.5%. Particularly, the knowledge gain of the Web interface
with note-taking function enabled (Web w/ note) is 25% higher than the conversational
interface with note-taking function disabled. Since the distributions of knowledge gain follow
normal distributions (verified by the Shapiro-Wilk tests for normality), we use independent
t-tests (α = 0.05) to find the significant differences between user interfaces. We found three
pairs having a p-value less than 0.05 (Chat w/ note vs Web w/ note p=0.030, Chat w/o
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Figure 5.4: Knowledge gain of users across the four interfaces.

note vs Web w/ note p=9.7e-4, and Chat w/o note vs Web w/o note p=0.031). After Holm-
Bonferroni correction, the knowledge gain of Web w/ note is still significantly higher than
Chat w/o note. Results suggest that note-taking is a useful tool for improving knowledge
gain, aligned with findings from previous studies. However, the conversational interface
revealed no specific advantage over the traditional web interface in facilitating knowledge
gain.

Long-term Memorability. Results revealed no significant difference across interface con-
ditions with regard to long-term information gain (computed using information gain). How-
ever, conversational interfaces exhibit the potential to reduce long-term information loss.
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Figure 5.5: Long-term memorability (using information gain) across the four interfaces.

As shown in Equation 5.2, the average long-term information gain of users across all
user interfaces is actually higher than the average knowledge gain observed. This is due
to the subset of users who returned to complete the long-term memory test (these users
had relatively higher knowledge gain scores). We also found that the long-term information
gain is significantly correlated to knowledge gain according to Pearson correlation coefficient
testing (p< 0.05 except Chat w/o note). The distributions of long-term information gain also
follow normal distributions (verified by the Shapiro-Wilk test for normality). However, we
found no significant difference between long-term information gain across the four interface
conditions by independent t-tests. This suggests that the Web interface and note-taking
show no positive effect on long-term memorability, although they can effectively improve
knowledge gain.
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Figure 5.6: A violinplot of long-term memorability (information loss) across the four inter-
faces.

The long-term information loss was calculated to further analyze long-term memorability.
The distributions of information loss across four interfaces are shown in Equation 5.3. We
found the average information loss of users corresponding to conversational interfaces is
(9.8%), which is 7.5% lower than that of the Web interfaces (17.3%) with a small p-value
(p = 0.06, independent t-tests). Furthermore, the maximum information loss among the
25 users who use conversational interfaces is 28%, while that of the 31 users using Web
interfaces is 60%. These results indicate that the conversational interface has the potential
to improve user long-term memorability.

Search Time Analysis

Search Time (in seconds). We found no significant difference in the average search time
of users across the four interface conditions.
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Figure 5.7: Search time (in seconds) across the four interface conditions.

We measured the time that the user spends on the search session for each experimental
condition. The average search time across all user interfaces is 559 seconds. As the distri-
butions of search time do not follow normal distribution (according to Shapiro-Wilk tests),
we used Mann-Whitney U tests (α = 0.05) to compare the search time across four user
interfaces. Although the average search time of the user interfaces with note-taking, for
both conversational and Web interface, is slightly higher than the user interfaces without
note-taking, this was not found to be statistically significant.
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Worker Behavior Analysis

The worker behavior during the search session is analyzed using three measurements, i.e.
the number of queries, the browsing frequency, and the length of notes.

Table 5.2: Mean and standard deviation (µ ± σ) of the number of queries, the browsing
frequency, and the length of notes across the four user interface conditions.

Interfaces Number of queries Browsing frequency Length of notes

Chat w/ note 9.56± 5.23 0.47± 1.09 348.68± 457.15
Chat w/o note 9.71± 8.66 0.44± 1.01 /
Web w/ note 3.76± 3.16 1.82± 2.43 1004.58± 1431.63
Web w/o note 4.64± 5.66 2.09± 1.96 /

Number of Queries. The users corresponding to conversational interfaces tend to send
more queries on average (ask more questions to the conversational agents), while the users
corresponding to the web interfaces input significantly fewer queries.

In terms of the number of queries, we found that users using conversational interfaces
generally send more queries than the users who use Web interfaces (2.3 times more queries).
We applied Mann-Whitney U tests (α = 0.05) and Holm-Bonferroni correction to discover
significant differences across conditions with respect to number of queries fired. Results
of significant testing revealed that note-taking had no impact on the number of queries.
However, the conversational interfaces significantly increase the number of queries entered
by users, compared to the traditional Web interfaces (Chat w/ note vs Web w/ note p =
3.5e-6; Chat w/ note vs Web w/o note p = 2.6e-5; Chat w/o note vs Web w/ note p =
1.6e-5; Chat w/o note vs Web w/o note p = 9.1e-5). Moreover, a manual investigation of
the search histories show that users using conversational interfaces tend to use questions
as queries. This suggests that the users using a conversational interface tend to retrieve
information by frequently posing questions to the agent as expected.

Browsing frequency. Users in the conversational interface conditions tend to retrieve
information by viewing snippets rather than by frequently opening links.

The browsing frequency represents the frequency with which a user opens the links of
search results. We found that note-taking has no significant impact on the browsing fre-
quency of users according to Mann-Whitney U tests, while users using Web interfaces depict
a significantly higher frequency of browsing search results (Chat w/ note vs Web w/ note
p = 0.0013; Chat w/ note vs Web w/o note p = 4.9e-05; Chat w/o note vs Web w/ note
p = 9.0e-04; Chat w/o note vs Web w/o note p = 3.8e-05). Our results suggest that the
users using Web interfaces open the links more frequently, while the users of conversational
interfaces tend to obtain information from snippets. This behavior of users in conversa-
tional interfaces can potentially be explained by their reluctance to break the coherence of
conversation by opening links.
Length of Notes. The users corresponding to web interfaces input significantly longer
notes by copy-pasting content directly from the source, while the users in the conversational
interface conditions type shorter notes by themselves.

As for the length of notes, the users in the Web interface conditions input significantly
longer notes compared to the users in the conversational interface conditions (p=0.022,
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Mann-Whitney U tests). A manual inspection reveals that users of web interfaces prefer
copying content from the search results and pasting it to the notepad, while the users of
conversational interfaces tended to type information themselves. Prior work has revealed
that generating information by onself (notes), can aid long-term memorability. The fact
that users in the conversational interface conditions indulged in generating notes themselves
is promising and should be explored in future work.

Worker Behavior and Long-term Memorability. We investigated the linear relation-
ship between users’ search behavior and the memorability of the information consumed
across the four interface conditions.

We performed Pearson correlation coefficient testing (α = 0.05) to find the potential
correlation between long-term memorability and all the worker behavior measurements.
Although no statistical significance was found after Holm-Bonferroni correction, here we
report the pairs whose p-value is less than 0.2. We found that the information loss has
negative correlations with the number of queries and the length of notes, for users using a
conversational interface with note-taking (R = −0.46, p = 0.10 and R = −0.43, p = 0.13
respectively). This indicates that the greater the number of queries or the longer notes that a
user inputs, the less information the user tends to forget. As for users using a Web interface
with note-taking, we found the information loss has positive correlations with the number
of queries and the the browsing frequency (R = 0.48, p = 0.07 and R = 0.58, p = 0.02
respectively), indicating that a higher frequency of querying and browsing can potentially
lead to information loss on a Web interface.

Design Implications

Our findings in this study revealed that users employing conversational interfaces in infor-
mational search sessions exhibited a different search behavior compared to traditional web
search: they relied primarily on text-based conversation, resulting in a significantly higher
frequency of issuing queries but significantly lower frequency of opening SERP (search en-
gine results page) links. This can potentially explain the relatively lower knowledge gain
corresponding to users in the conversational interface conditions, since these users appear
to consume information by means of viewing titles and snippets rather than opening links
and exploring SERPs in detail. In contrast, our results indicated that note-taking in the
traditional web interface could significantly increase user knowledge gain. These findings
suggest that both note-taking and conversational interfaces can be promising tools towards
achieving memorable information retrieval.

Furthermore, we found that users employing conversational interfaces had the poten-
tial to better retain information consumed (conversational interfaces were found to reduce
long-term information loss). This is possibly due to the fact that conversational interfaces
can generate unique context connected to the information during the search session. Our
inspection of users’ notes also corroborate that users using conversational interfaces tend
to generate the information by themselves rather than copying content from sources (Web
users’ preference). In summary, this study demonstrated the feasibility of using conversa-
tional crowdsourcing in the field of information retrieval for carrying out user studies related
to the use of conversational interfaces or agents.
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Limitations and Future Work

In this study, we found that using note-taking and conversational interfaces could enhance
human long-term memory, and the users tended to exhibit different subjective perceptions.
Therefore, to what extent the note-taking with different perceptions can improve (or prob-
ably reduce) information retrieval performance needs further exploration.

We found that only around half of the users returned for our long-term memory test,
which is typical of such experiments. Our results showed that the users with a relatively
higher post-task test scores were more willing to return and participate in our long-term
memory test. It should be noted that this participation bias presents a threat to the rep-
resentativeness of our findings. In our imminent future research on memorable information
retrieval, we will explore whether a higher user engagement relates to a better user memo-
rability of information consumed.
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5.2 Understanding Worker Health

Microtask crowdsourcing marketplaces have thrived over the last decade due to the grow-
ing demand for accessible and cost-effective human input. Despite the central role that
microtask crowdsourcing plays in research and industry, relatively little has been done to
understand, improve, and safeguard the health and wellbeing of crowd workers, who form
the very backbone of this paradigm. Commendable efforts have been devoted to create an
awareness about the invisible labor that prevails on microtask crowdsourcing platforms [83].
Prior works have proposed tools to help crowd workers address issues related to power asym-
metry and worker invisibility on platforms [104, 105, 197]. Researchers have highlighted the
impact of work rejection and the importance of facilitating trust between workers and re-
questers [148, 190]. Others have built platforms to facilitate collective action [189], and
proposed methods to help crowd workers share their risks alongside rewards on crowdsourc-
ing platforms [59]. Recent work has also proposed methods to automatically ensure fair pay
for crowd workers [229], and reduce the negative impact of exposure to harmful content [44].
However, little is currently understood about the status quo of overall workers’ health on
crowdsourcing platforms.

In contrast to traditional modes of work and employment where employee health is safe-
guarded to varying degrees through contractual laws and obligations, on-demand crowd
work on crowdsourcing platforms currently lack such provisions for workers. Characteriz-
ing such ‘ghost work ’ recently, Gray and Suri [83] describe crowd work as a revolving door
of temporary tasks, devoid of long-term prospects and guarantees. The unregulated dy-
namics of microtask crowdsourcing marketplaces with regard harmful content, power asym-
metry and invisible labor expose crowd workers to a multitude of potential health-related
risks [83, 190, 204]. We aim to better understand worker health in the context of microtask
crowdsourcing, and draw attention towards ensuring crowd worker wellbeing on such plat-
forms. To the best of our knowledge, prior work has not explored the overall health of crowd
workers in the microtasking ecosystem. It is known that health is a rather broad concept. In
this work, our goal is to understand worker health from two main perspectives: 1) working
ergonomics and physical health, and 2) psychosocial conditions and mental health.

As a precursor to developing methods and interventions to support worker health, we
first explored means to improve worker health by explicitly asking crowd workers about
their needs. Despite the abundance of healthcare applications, readily available on either
desktop or mobile devices – including professional healthcare services like Teladoc34, stress
relief applications like Headspace35, and simple break reminder such as AntiRSI36 – many
people remain unaware of the common health-related issues that can arise as a result of their
work [232]. This particularly applies to crowd work, owing to the general lack of regulation
and the relative recency of the online work paradigm. We envision that crowdsourcing
platforms and task requesters can take measures to promote workers’ health, and foster a
sustainable relationship with crowd workers. For example, workers could regularly receive
health interventions in the form of “tasks” that they are asked to complete, with an aim
to maintain and improve their health, and increase an awareness of the potential health-
related issues that they may encounter while completing crowdsourcing tasks. However,
such interventions should first and foremost be informed by the workers’ existing needs
and their willingness to receive health-related interventions during work. It is important

34https://www.teladochealth.com/
35https://www.headspace.com/
36http://antirsi.leverlabs.io/

https://www.teladochealth.com/
https://www.headspace.com/
http://antirsi.leverlabs.io/
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Figure 5.8: A screenshot of TickTalkTurk employed to gather survey responses from workers.

to understand what workers prefer in terms of the intervention types, their duration, and
frequency. Therefore, we aim to address this through our first research question:

RQ5.3: What is the prevalent physical and mental health status of crowd workers in
microtask crowdsourcing marketplaces?
RQ5.4: To what extent are healthcare interventions needed in crowdsourcing market-
places? What are the preferred characteristics of such interventions from the perspective
of workers?

To investigate these two research questions, we designed a survey consisting of 60 items
related to 1) the basic demographics and working environment of crowd workers, 2) their
working ergonomics and physical discomfort, 3) psychosocial conditions and mental health,
and 4) worker needs. We employed TickTalkTurk (Figure 5.8) to gather survey responses
from crowd workers, as in the previous chapters we have shown that conversational user
interfaces are effective alternatives to traditional web-based survey as they can increase sat-
isfaction and engagement. We conducted the study on two popular crowdsourcing platforms
– Amazon Mechanical Turk (MTurk) and Prolific.

Results showed that workers across the two platforms faced similar health-related issues,
but also differed from each other to some extent. In terms of their physical health, crowd
workers across both platforms reported typically feeling less comfortable in their necks,
shoulders and backs as a result of their work. This physical discomfort was found to be
related to the working ergonomics of crowd workers; we found evidence from a correlation
analysis suggesting that an unhealthy working posture was a likely cause for their physical
discomfort. In terms of their mental health, we found that workers’ energy levels (or fatigue)



5.2. Understanding Worker Health 129

could be affected by task content. This was mediated by factors such as the meaning of
work completed and possibilities of learning that their work offers. In addition, the mental
wellbeing of crowd workers is affected by their work pace and task demands. Our findings
suggest that platforms need to take a major responsibility, together with task requesters and
academic researchers, in providing healthcare interventions around crowd work to improve
worker health in crowdsourcing marketplaces.

This study has important implications in terms of understanding general worker health
in current crowdsourcing platforms and informs the design of future methods to effectively
improve worker health. In their influential work on charting out a future for crowd work
several years ago, Kittur et al. [117] asked, “Can we foresee a future crowd workplace in
which we would want our children to participate? ”. Through our study, we extend this
conversation and argue that focusing on building methods and provisions to ensure worker
wellbeing on crowdsourcing platforms is essential to make such a future possible.

Related Work: Health of Crowd Workers

Wellbeing of Crowd Workers

Previous work in the field of crowdsourcing studied worker health mainly from the per-
spectives of emotions and wellbeing. A recent technical report from Microsoft has compre-
hensively reviewed the past and envision the future of work [214]. The report emphasized
the important role that wellbeing can play [26]. A recent study systematically review the
relationship between the office working environment and employee health & wellbeing [36].
Furthermore, recent work has shown that the state-of-the-art methods can to some extent
improve work productivity and wellbeing [230]. Another direction of relevant research re-
lates to worker emotions and moods [48, 9, 223], since both emotion and mood are valenced
affective responses. Prior studies have proposed a variety of instruments to measuring the
emotion, such as the Self Assessment Manikin [21], the Affective Slider [11], the Achieve-
ment Emotions Questionnaire [166], and Pick-a-Mood (PAM) [48]. Based on the worker
moods measured by PAM, researchers have presented the that crowd workers in a pleas-
ant mood could be better engaged while completing online tasks, and meanwhile produce
outcomes of higher quality with less cognitive taskload, either on traditional crowdsourcing
platfroms [67, 235, 244] or in onversational crowdsourcing (Section 4.1).

Previous works have tangentially contributed towards improving worker wellbeing, by
improving various factors that affect the dynamics of crowd work. Many prior studies
have focused on invisible labor and power asymmetry, and proposed to build a healthy
requester-worker relationship [190, 83, 66, 141]. Another popular research topic relates to
improving workers’ possibilities of development [13, 34, 208]. Atelier was therefore designed
to re-purpose crowdsourcing tasks as mentored and paid skill development, named micro-
internships [208]. Chiang et al. designed a system called Crowd Coach to assist workers
in skill growth [34]. Others have proposed a variety of mechanisms to improve trust and
ensure fair payment in crowdsourcing marketplaces [77, 229, 187, 192, 88]. Whiting et al.
developed a tool for task requester to ensure the minimum wage [229]. Recent work by Savage
et al. recommended transparency criteria to guide workers to earn higher salaries [192].
Furthermore, prior works attempted to improve worker wellbeing with a better task design,
by improving task clarity [234, 138, 75, 108], and combining workers’ opinions [23, 198].

In this study, we attempt to deeply investigate workers’ health and wellbeing and try to
understand the relationship between worker health and the working environment.
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Physical Discomforts Experienced by Workers

Physical discomforts and ergonomics of office work, particularly for sitting workers, have
become an important research topic for decades [158]. Researchers have started to invent
techniques and instruments to effectively assess working postures, and posture-related so-
matic problems [38, 82]. As technology advances, people tried to use more advanced and
novel means, such as electromyography (EMG) measures [162], to measure body discomfort
and assess its effect on work productivity. Recent studies started to focus on ergonomics
and working postures while using computers [137, 177, 231]. In prior work by Luttmann
et al., the authors performed precise measurements to assess muscular activities and work-
ing conditions [137]. An early study in 2011 specifically looked into body pain related
to neck, shoulders, and arms, which are commonly complained about by computer office
workers [177]. Woo et al. performed a systematic review to propose ergonomics stan-
dards and guidelines for computer workstation design, and summarize their effect on worker
health [231]. In the context of crowdsourcing, researchers have found that both physical
and mental fatigue could have negative impacts on crowd work [139, 242]. Other studies
using mixed methods have revealed the diversity in the work environments at the disposal of
crowd workers, and how these shape the quality of work that is produced [66]. Nevertheless,
little is currently understood about the working ergonomics and physical health of crowd
workers. We aim to address this important knowledge gap to inform future design choices
that should focus on maintaining and improving the health of online crowd workers.

Mental Health of Workers

Mental health has become a very important topic in society since it relates to everyone
in the world [232]. There are many previous studies focusing on mental disorders and
corresponding treatments (e.g. meditation, hypnosis, relaxation therapies, etc.) relating to
office work [134, 224, 205, 212, 152]. To assess one’s overall health and mental health, the SF-
36 survey has been extensively used [227, 228], which has two subsets for evaluating mental
health (i.e. mental wellbeing and work energy/fatigue). Another important aspect of mental
health is workers’ psychosocial conditions related to their overall working environments.
A popular questionnaire for evaluating psychosocial work environment is the Copenhagen
Psychosocial Questionnaire (COPSOQ) [120]. In the context of crowdsourcing, the cause
of unhealthy psychosocial conditions and mental wellbeing could be power asymmetry and
invisible labor [104, 190, 83, 141]. In crowdsourcing marketplaces, workers have to spend
much time and invest much effort into underpaid tasks due to power asymmetry, meaning
that task requesters usually have absolute power. Under this circumstance, Turkopticon
was created [104] to enable workers to evaluate task requesters publicly. Some communities
like Turkerview37 or Reddit crowdsourcing-related groups38 have emerged.

In addition to the prevailing platform dynamics in crowdsourcing marketplaces [189],
content that workers consume as a result of accessing and completing on-demand work can
also have a significant impact on their mental health and wellbeing. Long-term, continuous
and extensive exposure to disturbing content has been found to have significant detrimental
health consequences for people involved in such work [202, 167, 30, 79]. Recent work has
shown that content moderation is a task prone to emotional exhaustion due to even relatively
benign aspects such as the incivility of the content [181, 204]. Research has shown that

37https://turkerview.com/
38https://www.reddit.com/r/mturk, https://www.reddit.com/r/ProlificAc/

https://turkerview.com/
https://www.reddit.com/r/mturk
https://www.reddit.com/r/ProlificAc/
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content moderators are regularly exposed to far more malignant content [31]. To address
this problem, researchers have used blurring to reduce the harmful content exposure time
for moderators [44].

In this study, we will assess workers’ mental health and psychosocial working environment
to develop an understanding of the prevailing worker health on crowdsourcing platforms and
better inform health related interventions for the future.

Survey Design

We designed a survey consisting of 60 items, delivered through a conversational user inter-
face. The items in the survey relate to 1) the basic demographics and working environment
of crowd workers, 2) their working ergonomics and physical discomfort, 3) psychosocial
conditions and mental health, and 4) worker needs.

Using Conversational Crowdsourcing for Survey Completion

Conversational user interfaces have become increasingly common as an alternative to the
traditional graphical user interfaces. In Chapter 3, we have shown that a conversational
interface or a chatbot is capable of providing better user engagement and satisfaction. In
addition, it has the potential of leading to a better output quality [113], due to its human-
like means of interaction. Conversational interfaces have been successfully employed in a
variety of domains [238], ranging from design [222] to search [6, 115, 226]. In the field of
healthcare, chatbots and conversational interfaces have also been successfully used to play
the role of an assistant for either patients or therapists [126, 150, 178], and for mental-health
support or treatment [63, 209, 168, 135, 1].

In this study we employed TickTalkTurk to guide workers to complete the survey, instead
of using traditional web-based survey forms. A screenshot of the conversational interface for
completing the survey is shown in Figure 5.8. Conversational elements such as greetings,
the response delay, and repeating the worker response are applied on the chatbot to improve
conversational experience. On successfully completing the survey, the conversational agent
provides workers with a survey completion code, which they can use to earn their rewards.

A Questionnaire for Understanding Worker Health

Part I: Worker Background. In the first part of the questionnaire, we ask background
questions to understand the demographic information and working environment of crowd
workers. As listed in Table 5.3, the first part contains 14 questions. The first three questions
pertain to the basic background in terms of gender, age, and current mood of workers.
Next, we use 4 questions (4-7) to gain insights into the context of their participation on
crowdsourcing platforms, about workers’ income from crowdsourcing platforms (i.e. primary
or secondary source of income), working hours per day on average, typical working time,
and crowd work experience (in years).

Next, we aimed to understand workers’ general working environment and immediate
working environment [158] using questions 8-11. The general working environment refers
to external elements such as lighting, temperature, humidity, noise, etc. The immediate
working environment refers to working devices and setups, in terms of control, display, com-
patibility, layout, posture, etc. Note that in the survey, we did not use the terms “general
working environment” and “immediate working environment” since interpreting these terms
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Table 5.3: The questions used in the first part of the questionnaire: worker demographics
and background.

No. Question Answer type

1 May I know you gender? Single-selection
2 How old are you? Single-selection
3 In what mood are you today? Single-selection
4 Which of the following describes the income you earn from crowdsourced mi-

crotasks?
Single-selection

5 How many hours do you work on MTurk/Prolific each day on average? Single-selection
6 Please indicate your usual working time on MTurk/Prolific in a day. Multiple-selection
7 For how long have you been working on MTurk/Prolific? Single-selection
8 To what extent do you think your current working environment is comfortable,

in terms of lighting, temperature, humidity, noise, etc.
7-pt Likert-scale

9 So your current working environment is comfortable/uncomfortable, then do
you think it is healthy?

7-pt Likert-scale

10 To what extent do you think your current working setup and devices are com-
fortable, in terms of control, display, compatibility, layout, posture, etc.

7-pt Likert-scale

11 So your current working setup and devices are is comfortable/uncomfortable,
then do you think it is healthy?

7-pt Likert-scale

12 Do you consider that you have colleagues (eg. other crowd workers)? Single-selection
13 Do you share workspaces with your colleagues or work together in a shared work

environment?
5-pt Likert-scale

14 Do you take some measures to keep yourself healthy? (If so, what do you do?) Free-text

accurately requires specific domain knowledge. Instead, we simply used “working environ-
ment” and “working setup and devices” in the questions, to ensure accurate interpretation by
workers [66]. For both general and immediate working environments, we first asked workers
about their perceived degree of comfort, and then asked them about their perceived degree
of health, to see whether workers can discern the difference between being comfortable and
being healthy. These four questions are required to be answered using 7-point Likert-scales
(from ‘1: Very Uncomfortable’ to ‘7: Very Comfortable’, or from ‘1: Very Unhealthy ’ to
‘7:Very Healthy ’). In terms of questions 9 and 11, before asking the perceived degree of
health, the chatbot repeats the answers of questions 8 and 10 respectively, since previous
work has shown that the use of repeating strengthens the involvement of conversation [211].
We used two questions to investigate whether workers perceive other crowd workers as being
colleagues, and whether they work alone in their workspaces, because loneliness has been
proved to have deleterious effects on health [27]. Finally, we asked workers if they take any
measures to keep themselves healthy.

Part II: Working Ergonomics and Physical Health. The second part of our question-
naire addresses workers’ working ergonomics and physical health status. Literature offers
an abundance of instruments and tools to measure working ergonomics [38, 82, 231]. How-
ever, these were designed to specifically cater for traditional office work, or require precise
measurement of distances, lengths, and angles. Therefore, based on the prior studies on
ergonomics [82, 137, 231] and Stanford’s computer workstation ergonomics self-evaluation
form [58], we designed a questionnaire that covers the relevant aspects of working ergonomics
— chair, keyboard and mouse, screen/monitor, breaks/practices, and overall posture (ques-
tion 15-23 in Table 5.4). Questions in all aspects were selected from validated surveys used
in previous studies [82, 58, 137, 231].

In terms of the overall posture, we first asked workers about their working postures
(sitting, standing, or other postures). Using example pictures of healthy sitting/standing
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Table 5.4: The questions used in the second part of the questionnaire: working ergonomics
and physical health.

No. Question Answer type

15 What is your primary working posture? Single-selection
16 Looking at these examples of healthy working postures, to what extent do you think your working

posture is healthy? (showing Figure 5.9 of proper sitting and standing postures)
7-pt Likert-scale

17 If the posture includes sitting : How often do you use armrests? 5-pt Likert-scale
18 If the posture includes sitting : Can you indicate your sitting position? Single-selection
19 If the posture includes sitting : How do you use your backrest? 5-pt Likert-scale
20 How often do you take a break? Single-selection
21 What is the distance between you and your screen? 5-pt Likert-scale
22 Can you indicate the position of the top of your screen? 5-pt Likert-scale
23 Can you indicate your keyboard/mouse placement? Multiple-selection

Please tell me how comfortable your different body parts feel on an average day working on MTurk/Prolific.
24 Your eyes? 7-pt Likert-scale
25 What about your head? 7-pt Likert-scale
26 And your neck and shoulders 7-pt Likert-scale
27 How is your back 7-pt Likert-scale
28 What about your seat and thighs 7-pt Likert-scale
29 And your knees and feet 7-pt Likert-scale

about an arm's length

90° elbow angle

eye level

eye level
about an arm's length

90° elbow angle

Figure 5.9: The proper sitting and standing postures of crowd work.

postures (Figure 5.9), we asked workers to rate the degree of health of their overall postures
using a 7-point likert-scale (ranging from ‘1: Very Unhealthy ’ to ‘7: Very Healthy ’). If the
primary working posture of workers was found to be ‘sitting’, we followed-up with three
additional questions about chair settings (question 17-19). Workers are asked to report
their frequency of using chair armrests, their positions as they sit on the chair (‘front
edge’, ‘middle’, or ‘back’), and the frequency of using chair backrest. We also ask workers
how often they take a break.

As for the screen position, we gathered information about 1) the distance between the
worker and the screen, and 2) the vertical position of the screen top. As prescribed by
recent work [231], the position of the screen is deemed to be healthy if the distance to the
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worker is about an arm’s length, and the screen top is at the eye level. Furthermore, workers
were asked to report their keyboard/mouse positions. Their positioning is considered to be
healthy if the worker can easily reach the keyboard/mouse while maintaining an elbow angle
of 90 degrees (as shown in Figure 5.9).

According to the categories of different body parts used in ergonomics research [82], we
asked workers to rate their perceived degree of comfort (on an average working day) with
respect to each body part. Apart from the body parts mentioned in previous work, we added
a question exploring the degree of comfort perceived with respect to workers’ eyes. Since the
nature of microtask crowdsourcing implies spending large amounts of time looking at screens,
we believe this to be of important relevance. Workers were asked to answer questions about
physical discomfort (questions 24-29) using 7-point Likert-scales indicating their perceived
degree of comfort (ranging from ‘1: Very Uncomfortable’ to ‘7: Very Comfortable’).

Part III: Psychosocial Condition and Mental Health. In Part III, we are interested in
investigating the psychosocial condition and mental health of crowd workers. Psychosocial
working conditions and working environments refer to working situation, work methods
and pace, understanding of work process, possibilities of development, human-contacts and
cooperation for work, etc. [78, 119]. In this study, we used subsets of existing instruments to
measure pyschosocial conditions, mental wellbeing, and working energy/fatigue [120, 227,
228] as shown in Table 5.5.

In order to measure psychosocial conditions comprehensively, at least 44 questions are
required (and proved to be valid) in a short version of COPSOQ [120, 227, 228]. Nevertheless,
we did not use the a completely valid subset of COPSOQ as it would make the size of our
survey too large. For the purpose and scope of this study, we reason this to be an acceptable
trade-off, owing to our focus on overall worker health rather than systematically analyzing
workers’ psychosocial conditions. We selected 10 representative questions from the COPSOQ
CORE items to address 9 representative dimensions that relate to crowd work— quantitative
demands, work pace, emotional demands, influence at work, possibility for development,
meaning of work, social support (supervisor and co-worker), feedback at work, and sense of
community, belonging to three categories (type of production an tasks, work organization
and job content, and interpersonal relations (as shown in Table 5.5). Questions were slightly
reformulated to adapt them to the context of online crowdsourcing. In particular, possibility
for development was adapted to represent the possibility of learning new things during crowd
work instead of career promotion, as it is known that current crowdsourcing marketplaces
lack career ladders [117]. Social support from supervisor was adapted to refer to the help
and support from crowdsourcing platforms and task requesters, while sense of community
captures the extent to which workers are aware of worker forums and unities. Responses
to the questions about pyschosocial conditions were gathered using 5-point Likert-scales of
either frequency (‘1: Never ’ to ‘5: Always’) or intensity (‘1: To a Very Small Extent ’ to
‘5: To a Very Large Extent ’), as recommended by previous work [120].

To measure worker mental health, in total 10 questions were selected from SF-36 [227,
228]. One question is for self-reporting general health (poor, fair, good, very good, and
excellent). Furthermore, we used two validated subsets (the other 9 questions) for measuring
mental wellbeing and working energy/fatigue from SF-36, where 4 questions are used for
measuring working energy and fatigue and 5 questions are used for measuring emotional
wellbeing. The final emotional wellbeing score or energy/fatigue score is the average of the
scores of all questions in the corresponding dimension.

Part IV: Workers’ Needs. The last part of the questionnaire is devoted to the inquiry
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Table 5.5: The questions used in the third part of the questionnaire: psychosocial condition
and mental health. (R) represents that the final score should be reversed.

No. Question Dimension Answer type

Type of production and tasks
30 How often do you have enough time for tasks on

MTurk/Prolific?
Quantitative demands 5-pt Likert-scale

31 Do you have to work very fast? Work pace (R) 5-pt Likert-scale
32 Is completing tasks on MTurk/Prolific emotionally demand-

ing?
Emotional demands (R) 5-pt Likert-scale

Work organization and job content
33 Do you have a large degree of influence on the decisions

concerning completing tasks on MTurk/Prolific?
Influence at work 5-pt Likert-scale

34 Do you have the possibility of learning new things through
completing tasks on MTurk/Prolific?

Possibilities for development 5-pt Likert-scale

35 Do you feel that completing tasks on MTurk/Prolific is
meaningful?

Meaning of work 5-pt Likert-scale

Interpersonal relations
36 How often do you get help and support from MTurk/Prolific

or task requesters, if needed?
Social support (supervisor) 5-pt Likert-scale

37 How often do you get help and support from other workers,
if needed?

Social support (co-worker) 5-pt Likert-scale

38 How often do task requesters bonus/message you because
how well you carry out your work?

Feedback at work 5-pt Likert-scale

39 Is there a good atmosphere between you and other workers
(on either crowdsourcing platforms or other worker forums
e.g. Reddit)?

Sense of community 5-pt Likert-scale

40 In general, would you say your health is excellent, very good,
good, fair or poor?

General health Single-selection

41 While completing tasks on MTurk/Prolific, do you feel full
of pep?

Fatigue/energy (R) 6-pt Likert-scale

42 While completing tasks on MTurk/Prolific, have you been
a very nervous person?

Emotional well-being 6-pt Likert-scale

43 While completing tasks on MTurk/Prolific, have you felt so
down in the dumps that nothing could cheer you up?

Emotional well-being 6-pt Likert-scale

44 While completing tasks on MTurk/Prolific, have you felt
calm and peaceful?

Emotional well-being (R) 6-pt Likert-scale

45 While completing tasks on MTurk/Prolific, do you have a
lot of energy?

Fatigue/energy (R) 6-pt Likert-scale

46 While completing tasks on MTurk/Prolific, have you felt
downhearted and blue?

Emotional well-being 6-pt Likert-scale

47 While completing tasks on MTurk/Prolific, do you feel worn
out?

Fatigue/energy 6-pt Likert-scale

48 While completing tasks on MTurk/Prolific, have you been
a happy person?

Emotional well-being (R) 6-pt Likert-scale

49 While completing tasks on MTurk/Prolific, do you feel
tired?

Fatigue/energy 6-pt Likert-scale

of workers’ needs. Based on the results of this study, we aim to draw attention to crowd-
sourcing platforms and task requesters to the fact that the health of crowd workers should
fundamentally matter. We hope to inform future measures, policy decisions, or interventions
that put workers’ health at the forefront of design choices. Therefore, we used 10 questions
to elicit workers’ needs and acquire an understanding of workers’ perspective on this matter.
At the end of the survey, workers can optionally provide any further comments, remarks or
suggestions. The questions of Part IV are listed in Table 5.6.

The first two questions are about workers’ needs with regard to physical health and
mental health respectively. To improve worker health, we hypothesise that workers could
regularly receive interventions (breaks/exercises/treatments) while completing crowdsourc-
ing tasks, which can help them at least be aware of the potential health-related problems
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Table 5.6: The questions used in the fourth part of the questionnaire: workers’ needs.

No. Question Answer type

50 For which part(s) of your body do you think you need some physical exercises? Multiple-selection
51 For which aspect(s) of your psychosocial condition do you think you need improvements? Multiple-selection
52 To what extent will you be happy to use a tool that provides breaks/exercises/treatments

to improve your overall health while completing crowdsourcing tasks? Optional: Can you
tell me why?

5-pt Likert-scale &
Free-text

53 What features would you like to see in such a tool, considering that they are all backed
by scientific evidence? Optional: Can you tell me why?

Multiple-selection &
Free-text

54 What type of working modes of this tool would you prefer? Optional: Can you tell me
why?

Multiple-selection &
Free-text

55 Do you think that you should get paid while you are using the tool to take some
breaks/exercises/treatments? Optional: Can you tell me why?

Single-selection &
Free-text

56 How would you like to receive interventions (breaks/exercises/treatments)? Single-selection
57 How long would you like the interventions (breaks/exercises/treatments) from the tool to

be?
Single-selection

58 How frequently would you like to take breaks/exercises/treatments from such a tool? Single-selection
59 Who do you think should be responsible for developing the tool? Please check all that

apply.
Multiple-selection

60 Do you have any other comments, remarks, or suggestions? Your thoughts are valuable
to us.

Free-text

they may encounter in crowd work and contribute towards alleviating them. With ques-
tions 52-55, we first asked workers to what extent they would be happy to receive interven-
tions, and then asked questions about their preferred features (‘simple breaks’, ‘physical
exercises’, or ‘treatments for mental health’), preferred working mode (‘pull’ or ‘push’,
i.e. asking for interventions when they want to, or enabling a tool to actively sending in-
terventions to them), and whether they would like to get paid while taking interventions.
For these four questions, workers can also provide free comment to explain their answers.
The remaining questions are about how they would like to receive interventions (‘between
task batches’, ‘within task batches’, or ‘outside of the platform’), the size of the
intervention (length in minutes), the frequency of the interventions, and whom they believe
this responsibility lies with (‘crowdsourcing platforms’, ‘task requesters’, ‘academic
researchers’, ‘crowd workers’, or ‘third-parties’).

Study Setup

Platforms and Settings

We conducted the study on two popular crowdsourcing platforms — Amazon Mechanical
Turk (MTurk) and Prolific, featuring different usage profiles [165]. MTurk has been designed,
and is commonly used for data labeling tasks, where a human intelligence task (HIT) usually
represents a microtask asking workers to annotate images, transcribe audios, analyze the
sentiment of text, etc. [51]. MTurk workers tend to perform repetitive tasks within large
batches [49]. On the other hand, Prolific has been designed to serve research study needs.
It is commonly used for carrying out user studies in the realms of behavior research, user
and market research.

On each crowdsourcing platform, we recruited 150 workers. Considering that workers
come from all over the world and work in different time zones, we published surveys in
three batches throughout a day. This means that for each platform, we published 50 tasks
every 8 hours. Note that the purpose of this study was not to explore the differences
between worker health across different demographics, but to build a general perspective of
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the status quo. Therefore, we did not enforce specific restrictions in participation. Future
work could systematically address and model similarities and differences in workers’ health
based on demographic features. This study has been approved by the human research ethics
committee of our institute.

Quality Control

Our broad goal is to understand the general health of crowd workers. Therefore, we did not
set any qualifications to pre-screen workers. To improve the quality of the overall analy-
sis, surveys included three attention check questions [140]. The attention check questions is
rather simple: “It is important that you pay attention to this study. Please select ‘Strongly
Agree’”, and workers are supposed to select the correct answer from five options in total.
Workers who fail any of the three attention check questions are excluded from analysis.
Workers were compensated regardless of their success in passing the attention check ques-
tions.

Compensation

Through a pilot run, we estimated a survey completion time of 15 minutes (800 seconds)
and initially paid workers USD 2.5 (or GBP 1.88) per task. We found that the average
survey completion time across two platforms was 850.28± 324.35 (seconds); 961.43± 334.29
(seconds) on Prolific, and 728.43 ± 263.89 (seconds) on MTurk. To ensure fair pay, we
granted bonuses to workers whose active task execution time was longer than 15 minutes (in
total GBP 86.6 for bonusing Prolific workers, and USD 41.2 for bonusing MTurk workers),
resulting in the actual average hourly wage of USD 12.8. In total, we paid GBP 368.6 and
USD 416.2 to gather responses from 300 workers across the two crowdsourcing platforms.

Results

On Prolific, all the workers completing the survey will give the same completion code by
default. We applied the same working mode on MTurk. However, we had to exclude
7 submissions from MTurk because of re-using the completion code for multiple MTurk
accounts. Furthermore, for analysis, we excluded 2 workers from Prolific because at least
one (out of three) attention check question was not correctly answered. On MTurk, 8 workers
were excluded due to the same reason. As a result, 148 Prolific workers and and 135 MTurk
workers were included in our analysis.

Demographics and Background

The majority of participating crowd workers were male. On Prolific, of 148 valid submissions,
90 were male; 57 were female; and one worker reported non-binary. On MTurk, the gender
distribution was similar, where 92 workers were male and 43 workers were female.

Figure 5.10 shows the workers’ country of residence. Prolific users came from Europe,
North America, South America, Africa, and Asia. The majority of the workers came from
Europe (35 from the United Kingdom; 31 from Portugal; 15 from Poland; and other 13
European countries). There were 20 workers from North America (Mexico, US, and Canada),
8 workers from South America (Chile), 5 workers from Africa (South Africa), and 2 workers
from Asia (Korea and Israel). On MTurk, 93 out of 135 workers reported to be residing
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Figure 5.10: Worker demographics in terms of the country of residence, age, income, and
working time on two crowdsourcing platforms (Prolific and MTurk).

in the United States; 26 workers reported to be living in India; 8 workers reported South
America (Brazil and Peru); the rest came from Europe (5 countries).

As shown in Figure 5.10, the workers on Prolific were generally younger (80 workers - out
of 148 - reported that they were younger than 25 years old) while on MTurk the majority
(75 out of 135) of the workers were 26-35 years old. Moreover, the Prolific workers were also
less experienced compared to the MTurk workers, since 101 (68%) Prolific workers had been
working on the platform less than one year, while the MTurk workers were more experienced
since 104 (77%) of them had been working on MTurk over 1 year (particularly, 39 workers
reported that they had been working on MTurk longer than 3 years). In terms of the source
of income, on both Prolific and MTurk, most workers used the crowdsourcing platform as a
secondary income source (121 and 86 on Prolific and MTurk respectively), but more workers
earned their primary income from MTurk (38) compared to Prolific (18).
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Figure 5.11: Workers’ usual working time throughout a day on two crowdsourcing platforms
(Prolific and MTurk).

Investigating workers’ usual working time is an important part of understanding worker
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health. As shown in Figure 5.11, we can observe dramatic difference between the Prolific
workers and the MTurk workers. Of 148 valid Prolific workers, 94 (63%) reported that they
worked less than 1 hour per day, and only 20 (14%) workers worked longer than 3 hours on
average. In addition, the majority of them liked to work in the afternoon and in the evening,
according to Figure 5.11. However, as for MTurk, 81% (110 out of 135) of the workers spent
longer than 3 hours per day on completing crowdsourcing tasks. Also, the MTurk workers
tended to work in the morning and afternoon. While striving to minimise the effect of task
distribution time on the collected results, (we published surveys evenly by three batches
throughout a day), we acknolwedge that results could be affected by task publishing time.
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Figure 5.12: Self-reported (a) comfort and (b) health in terms of working environment (light-
ing, temperature, humidity, noise, etc.) and working devices (control, display, compatibility,
layout, posture, etc.) on two crowdsourcing platforms (Prolific and MTurk). Asterisk (*)
represents significance difference between Prolific workers and MTurk workers.

Furthermore, to have a better understanding of workers’ working environment, we asked
whether workers felt comfortable and healthy about their general (lighting, temperature,
humidity, noise, etc.) and immediate (devices and setups, in terms of control, display,
compatibility, layout, posture, etc.) working environments [158]. As shown in Figure 5.12,
Prolific workers reported less comfort and health scores compared to the MTurk workers.
Since self-reported comfort scores and self-reported health scores do not come from normal
distributions (Shapiro-Wilk tests p < 0.05 for all groups), we conducted Mann-Whitney
U tests to test the significance. We found that Prolific workers’ self-reported scores of
comfort of working devices, health of working devices, and health of working environment are
significantly lower than MTurk workers (p = 0.015, p < 0.001, and p = 0.003 respectively).
In addition, we found that on both platforms self-reported health scores (Prolific: 4.84±1.36,
MTurk: 5.39±1.26) are lower than self-reported comfort scores (Prolific: 5.26±1.40, MTurk:
5.54 ± 1.28), which implies workers can possibly discern differences between comfort and
health and may realize that their working environments are unhealthy although they feel
comfortable. However, this finding is inconclusive since health scores and comfort scores are
measured using different metrics, so they are not supposed to be compared statistically.

On Prolific, 97 workers (66%) did not have colleagues (co-workers), and 84 workers
(57%) worked alone (never not share a workspace with others). On MTurk, the situation
is slightly different, where 54 workers (40%) claimed that they had no colleagues and 66
workers (49%) never shared a workspace with others. This, all in all, suggested that a large
number of workers are working alone (either had no co-workers or never shared a workspace
with others) on crowdsourcing platforms.
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Summary of background analysis:

1. Workers on MTurk were, on average, older and longer engaged in microtask crowd
work on the platform than Prolific workers.

2. Workers on MTurk tended to work longer and usually worked in the morning and
afternoon, while Prolific workers worked less and usually worked in the afternoon and
evening.

3. According to self-report, MTurk workers had better working environments compared
to Prolific workers.

4. On both platforms, a large proportion of workers worked alone (no colleagues or no
shared workspace, particularly on Prolific).

Ergonomics and Physical Health

In the second part of the survey, we investigated the working ergonomics and physical health
of the workers, and the correlation between working ergonomics and physical health.

A proper working posture is essential to one’s health. As shown in Figure 5.13 (a),
the distributions of working postures are similar across two platforms. The majority of
workers on Prolific (116) and MTurk (94) were sitting. In addition, 22 Prolific workers and
30 MTurk workers could both sit and stand while completing tasks. Moreover, we showed
example pictures of proper working postures (Figure 5.9) to workers and asked them to rate
the degree of health of their overall working postures by comparing the examples with their
own working postures. Results revealed that, as shown in Figure 5.13 (b), most MTurk
workers (93 out of 135) reported that their working postures should belong to the categories
of healthy, while 27 MTurk workers believed that their working postures were unhealthy.
In contrast, the Prolific workers’ postures were relatively unhealthier in comparison with
the MTurk workers. In terms of frequency of breaks, workers from both platforms shared a
similar pattern – most of them did not take breaks too frequently (more often than every
30 minutes), and actively took breaks at least every 4 hours, as can be seen in Figure 5.13
(c).
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Figure 5.13: Self-evaluated working postures and physical health across two crowdsourcing
platforms (Prolific and MTurk).

In terms of the use of armrests, as shown in Figure 5.14 (a), most MTurk workers had
armrests (only 14 did not have) and would like to use them (only 21 reported that they
rarely used them). However, as for Prolific, a considerable proportion of workers (30%) did
not have armrests at all, and the workers who had them also used them less frequently in
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comparison with the MTurk workers. According to Figure 5.14 (b) and (c), more Prolific
workers were used to sit to the back of the chair and lean on the backrest. Nevertheless,
more MTurk workers liked to sit upright with the support of the backrest, which is proved
to be a healthier working posture [231].
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Figure 5.14: Self-evaluated sitting postures across two crowdsourcing platforms (Prolific and
MTurk).

As for working ergonomics, we finally asked workers about their devices (screen, key-
board, and mouse). The workers from both Prolific and MTurk, in general, reported that
the distance to the screen was around an arm’s length, as shown in Figure 5.15 (a). In
comparison with the MTurk workers, the tops of more Prolific workers’ screens were below
their eye levels, whereas previous work considered that the screen top being at the eye level
is healthy [231]. Moreover, we found that many workers (42 on Prolific and 47 on MTurk)
reported their screen tops were higher than the eye level. This is possibly due to the large
screen size. With regard to the keyboard and the mouse (Figure 5.15 (c)), we found that
only 25 workers (11 from Prolific and 14 from MTurk) had to overreach their shoulders and
arms in order to use the keyboard/mouse. It is also worth mentioning that 60 workers (44%)
from MTurk reported that the position of the keyboard/mouse supported a 90-degree elbow
angle, which is another health working setup according to the previous study [231]. The
results above suggest that, on average, MTurk workers have healthier working postures and
working setups, compared to Prolific workers.
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Figure 5.15: Self-evaluated positions of working devices across two crowdsourcing platforms
(Prolific and MTurk).

Apart from working ergonomics and setups, workers were asked to report how comfort-
able their different body parts feel on an average day working on the crowdsourcing platform.
Results are shown in Figure 5.16. Since the comfort scores of all body parts on both plat-
forms do not come from normal distributions (Shapiro-Wilk tests p < 0.05 for all groups),
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Figure 5.16: Self-reported discomfort scores of body parts across two crowdsourcing plat-
forms (Prolific and MTurk). Asterisk (*) represents significance difference between Prolific
workers and MTurk workers.

we conducted Kruskal-Wallis H-test to test the null hypothesis that median comfort scores
of all of the body parts are equal. Significance testings suggested that for both Prolific and
MTurk (H = 70.35, p < 0.001 andH = 20.49, p = 0.001 respectively), median comfort scores
of different body parts were not equal. As we can see from Figure 5.16, the neck/shoulders
and the back are the body parts that mainly make workers uncomfortable on an average
working day. We also found that the physical discomfort problems were more serious on
Prolific workers’ bodies across all the body parts except knees/feet (significant differences
found in eyes, head, neck/shoulders, back, and seat/thighs tested by Mann-Whitney U tests,
p < 0.02 for all groups). Clearly, the result of physical discomfort is aligned with the condi-
tion of workers’ postures and setups, as the MTurk workers in general had healthier working
postures/setups which results in less physical discomfort.

To have a better understanding of whether healthier working posture and setup can
result in less physical discomfort, we conducted correlation analysis between self-reported
evaluation of working ergonomics (overall posture, screen distance, position, etc.) and body
discomfort. We selected five features of working ergonomics that can be ranked (by assigning
numerical scores to the answers, which are proportional to the degree of health) – the overall
working posture shown in Figure 5.13 (b), the frequency of breaks shown in Figure 5.13 (c),
the frequency of using armrest shown in Figure 5.14 (a), the distance between the worker
and the screen shown in Figure 5.15 (a), and the vertical position of the screen shown in
Figure 5.15 (b). Note that for the screen distance, “an arm’s length” has the highest score,
while both “much shorter” and “much longer” have the lowest score. This also applies to the
screen’s vertical position. The results of Spearman’s correlation analysis (the correlation
coefficients ρ and p-values) are reported in Table 5.7. The overall posture significantly
relates to the degree of discomfort of all the body parts, particularly to back (ρ > 0.5),
neck/shoulders, eyes, and head (ρ > 0.4). The correlation coefficients ρ values of the other
relations (break frequency, screen position, and use of armrest) are relatively low (ρ < 0.2),
implying that body discomfort is possibly caused by the overall posture and synthetic factors,
rather than some specific ergonomics features.
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Table 5.7: The Spearman’s rank correlation coefficients (ρ) of relations between the self-
evaluated postures (only variables that can be ranked were selected) and the self-reported
body discomforts. Asterisk (*) represents significance.

Body discomfort

Eyes Head Neck/shoulders Back Seat/thighs Knees/feet

ρ p-value ρ p-value ρ p-value ρ p-value ρ p-value ρ p-value

Overall posture 0.451 <0.001* 0.425 <0.001* 0.477 <0.001* 0.523 <0.001* 0.376 <0.001* 0.325 <0.001*
Frequency of breaks 0.042 0.477 0.067 0.261 0.035 0.563 0.023 0.695 0.069 0.246 0.064 0.286

Screen distance 0.093 0.119 0.125 0.036* 0.098 0.099 0.081 0.174 0.091 0.129 0.145 0.015*
Screen position 0.100 0.093 0.106 0.076 0.115 0.052 0.126 0.034* 0.105 0.078 0.027 0.647
Use of armrest 0.095 0.172 0.157 0.023* 0.129 0.063 0.191 0.005* 0.121 0.081 -0.122 0.078

Summary of physical health analysis:

1. MTurk workers generally had healthier working postures/setups than Prolific workers.

2. Workers on both platforms reported that they felt less comfortable in their necks,
shoulders, and backs. Prolific workers physically felt less comfortable in general, com-
pared to MTurk workers.

3. The working posture significantly relates to the body discomfort.

Psychosocial Condition and Mental Health

In the third part of the survey, we focus on the psychosocial condition and mental health, and
their relations. Results are reported in Table 5.8. The score ranges from 1 to 5. The higher
the score is, the better the psychosocial condition could be. For the dimension of work
pace and emotional demands, noted with “(R)”, their scores have been reversed, because
the questions in these two dimensions are worded negatively while the other questions are
worded positively.

Psychosocial scores of all dimensions on both platforms do not come from normal distri-
butions (Shapiro-Wilk tests p < 0.05 for all groups). We therefore performed Mann-Whitney
U tests to find differences between the Prolific workers and the MTurk workers. Significant
differences were found in the dimensions of work pace (p < 0.001, CL = 0.33, CL means the
common language effect size thereafter), emotional demands (p < 0.001, CL = 0.27), mean-
ing of work (p = 0.015, CL = 0.43), social support from requesters (p = 0.013, CL = 0.42),
social support from colleagues (p < 0.001, CL = 0.27), feedback at work (p < 0.001, CL =
0.27), and sense of community (p = 0.005, CL = 0.42). Results shows that the workers
on MTurk generally had to work faster, and they considered the tasks on MTurk to be
more emotionally demanding, compared to the Prolific workers. The Prolific workers be-
lieved that their crowd work was more meaningful. However, the MTurk workers did get
more help and support from the platform, requesters, and other workers. The results also
showed that the MTurk workers received bonus and positive feedback more frequently. In
summary, the Prolific workers exhibited better pychosocial conditions in terms of type of
production/task (work pace, and emotional demands) and work content (meaning of work);
the MTurk workers exhibited better psychosocial conditions in interpersonal relations (social
support, feedback at work, and sense of community).

The health scores of mental wellbeing and energy/fatigue are displayed as boxplots in
Figure 5.17. The health score ranges from 0 to 100. The higer the score is, the health-
ier the worker is. Interestingly, in terms of mental health, we found completely opposite
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Table 5.8: Self-reported psychosocial scores of workers on Prolific and MTurk platforms.
Asterisk (*) represents significance difference between Prolific workers and MTurk workers.

Dimension Question Scale (1-5) Prolific MTurk

Quantitative demands How often do you have enough time for tasks
on MTurk/Prolific?

Never - Always 3.82± 0.85 3.90± 0.75

Work pace (R)* Do you have to work very fast? To a very small extent - To
a very large extent

3.58± 0.99 2.89± 1.14

Emotional demands (R)* Is completing tasks on MTurk/Prolific emo-
tionally demanding?

To a very small extent - To
a very large extent

4.22± 0.89 3.24± 1.23

Influence at work Do you have a large degree of influence on
the decisions concerning completing tasks on
MTurk/Prolific?

To a very small extent - To
a very large extent

3.38± 1.28 3.44± 1.12

Possibilities for development Do you have the possibility of learning
new things through completing tasks on
MTurk/Prolific?

To a very small extent - To
a very large extent

3.42± 1.17 3.59± 1.10

Meaning of work* Do you feel that completing tasks on
MTurk/Prolific is meaningful?

To a very small extent - To
a very large extent

3.78± 1.05 3.48± 1.18

Social support from requesters* How often do you get help and support from
MTurk/Prolific or task requesters, if needed?

Never - Always 2.69± 1.30 3.02± 1.18

Social support from workers* How often do you get help and support from
other workers, if needed?

Never - Always 1.96± 1.21 2.97± 1.19

Feedback at work* How often do task requesters bonus/message
you because how well you carry out your
work?

Never - Always 2.44± 0.96 3.30± 0.89

Sense of community* Is there a good atmosphere between you and
other workers (on either crowdsourcing plat-
forms or other worker forums e.g. Reddit)?

To a very small extent - To
a very large extent

3.15± 1.02 3.44± 1.02

results compared to physical health (Figure 5.16). According to Shapiro-Wilk tests, we
found that workers’ emotional wellbeing scores do not come normal distributions (p < 0.05
for both platforms), while working energy/fatigues scores do (p = 0.10 and p = 0.41 for
Prolific and MTurk respectively). Therefore, we applied the Mann-Whitney U test to test
worker emotional wellbeing and the independent t-test to test worker energy/fatigue. Sig-
nificant differences were found in both emotional wellbeing (p = 0.001, CL = 0.40) and
energy/fatigue (p = 0.014, Cohen’s d = 0.30). Therefore, while the MTurk workers are
found healthier physically, the mental health scores with regard to both emotional wellbing
and energy/fatigue are significantly lower than the Prolific workers.
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Figure 5.17: Health scores of workers’ mental wellbeing and energy/fatigue (subsets of SF-
36) across two crowdsourcing platforms (Prolific and MTurk).

To find factors that may potentially affect mental health, we conducted Spearman’s
correlation analysis between the psychosocial condition (in 10 dimensions) and mental health
scores (of mental wellbeing and fatigue/energy). The results of correlation analysis (the
correlation coefficients ρ and p-values are reported in Table 5.9. Results showed that ρ



5.2. Understanding Worker Health 145

values are mostly less than 0.3, meaning relatively weak correlations in general. However,
among all the relations, we found that the job content, in terms of the meaning of work
(ρ = 0.34, p < 0.001) and the possibility of development (representing learning in the context
of crowdsourcing, ρ = 0.23, p < 0.001), may affect working energy/fatigue; while the type
of production, in terms of emotional demands (ρ = 0.32, p < 0.001) and work pace (ρ =
0.21, p < 0.001), may affect workers’ emotional wellbeing. Both crowdsourcing platforms
and task requesters should consider these factors in the future task design, by for instance,
emphasizing the meaning of crowdsourced work in task batches and involving more learning
elements [29, 117].

Table 5.9: The Spearman’s rank correlation coefficients (ρ) of relations between the self-
reported health scores and the psychosocial conditions. Asterisk (*) represents significance.

General health Emotional wellbeing Energy/Fatigue

ρ p-value ρ p-value ρ p-value

Quantitative demands 0.059 0.325 0.086 0.149 0.083 0.164
Work pace -0.074 0.214 0.211 <0.001* 0.168 0.005*

Emotional demands -0.074 0.217 0.322 <0.001* 0.144 0.015*
Influence at work 0.097 0.104 0.086 0.151 0.195 0.001*

Possibilities of development 0.125 0.036* 0.095 0.112 0.230 <0.001*
Meaning of work 0.201 0.001* 0.182 0.002* 0.342 <0.001*

Social support from requesters 0.017 0.775 -0.037 0.541 0.120 0.044*
Social support from workers 0.100 0.094 -0.110 0.065 -0.041 0.488

Feedback at work 0.229 <0.001* 0.029 0.627 0.161 0.007*
Sense of community 0.197 0.001* 0.109 0.067 0.176 0.003*

Summary of mental health analysis:

1. MTurk workers reported worse mental health status compared to Prolific workers,
whereas they reported better physical health status.

2. Crowdsourcing tasks on MTurk were more emotional demanding, and required workers
to work faster. Prolific workers believed crowd work was more meaningful. However,
the MTurk workers received more social supports/feedback from the platform/requesters/other
workers.

3. The job content in terms of the meaning of work and the possibility of learning re-
lates to workers’ fatigue and energy, and task demands and the work pace may affect
workers’ emotional wellbeing.

Worker Needs

Understanding the needs of workers is necessary for further improving worker health. In
the fourth part of the survey, we explicitly asked workers what did they need concerning
interventions to improve their health while completing crowdsourcing tasks.

In terms of workers’ needs about physical health, aligned with self-reported physical
discomfort, a very large proportion of the workers on both platforms would like to receive
physical exercises and instructions for their necks, shoulders, and backs, as shown in Fig-
ure 5.18 (a). In terms of needs about mental health, as we can see from Figure 5.18 (b),
Prolific workers and MTurk workers shared similar preferences. The aspect of mental health
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and wellbeing was the most aspired by workers. For all the other aspects, there were a
considerable number of workers would like to see them in the interventions.
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Figure 5.18: Worker needs in terms of (a) physical health and (b) mental health respectively
across two crowdsourcing platforms (Prolific and MTurk).

In this study, we did not look into how health-related exercises or treatments could be
realized and implemented on crowdsourcing platforms. We were more interested in to what
extent workers would be happy to receive the interventions. As displayed in Figure 5.19,
82 workers (61%) on MTurk and 81 workers (55%) on Prolific, respectively, reported that
they would be happy to use a tool that can sent them interventions to a (very) large extent.
Particularly, Prolific workers would like to receive simple breaks and exercises for physical
discomfort, while MTurk workers needed physical exercises the most. Only 7 workers from
Prolific and 11 workers from MTurk did not want to receive interventions at all.
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Figure 5.19: Worker needs with regard to a health-related tool that can provide interventions
(breaks/exercises/treatments) across two crowdsourcing platforms (Prolific and MTurk).

The preferences of the workers with regard to different features of the interventions are
shown in Figure 5.20. We explicitly asked workers about their opinions and preferences in
terms of the working mode (push/pull interventions), payment mode, intervention timing,
intervention length, preferred frequency, and who should be responsible for developing a tool
to provide interventions to improve their health.
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Figure 5.20: The features of the tool in terms of (a) working modes, (b) payment, (c)
intervention timing, (d) intervention length, (e) intervention frequency, and (f) developer
that workers preferred across two crowdsourcing platforms (Prolific and MTurk).

Working mode represents the way that the worker prefer to receive the interventions,
where “pull” means workers asks for interventions (breaks/exercises/treatments) when they
want them and “push” means the tool actively pushes interventions to workers. Results
revealed that, as shown in Figure 5.20 (a), workers on both platforms preferred the “push”
mode meaning they needed a tool reminding them of taking breaks/exercises/treatments. In
terms of payment mode (Figure 5.20 (b)), a large proportion (63%) of workers on both plat-
forms reported that they were okay with not getting paid (of these workers, 102 preferred to
get paid and 77 were perfectly fine with not getting paid). As for intervention timing (Fig-
ure 5.20 (c)), representing when/where workers would like to receive interventions, the ma-
jority of the workers (152 across two platforms) wanted to take breaks/exercises/treatments
between batches of tasks. As shown in Figure 5.20 (d), the length of intervention minutes
should not be neither too long (> 10 minutes) nor too short (< 1 minute). As we can
see Figure 5.20 (e), similarly, according to workers’ answers, the intervention should not
be sent neither too frequently (every < 0.5 hours) nor too infrequently (every > 4 hours).
Finally, most workers on both platform “agreed” that the crowdsourcing platforms should
be responsible for developing such tool/functions for sending interventions to improve their
health. This finding corresponds to the result of intervention timing shown in Figure 5.20
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(c), where interventions between batches of tasks implies that interventions should be at the
platform level.
Summary of worker needs:

1. Workers on both platforms had similar needs with regard to interventions (breaks/exercises/treatments
during task execution) for improving their health.

2. Most workers would be happy to receive interventions, and especially would like to re-
ceive breaks and physical exercises (for necks/shoulders/backs), which were not longer
than 10 minutes, between batches of tasks, every 0.5-2 hours.

3. Workers preferred that the interventions could be actively pushed to them.

4. Most workers were fine with not getting paid while taking breaks/exercises/treatments.

5. Most workers believed that the crowdsourcing platform should take the greatest re-
sponsibility of providing interventions.

Discussion

Workers from MTurk and Profilic reported similar health-related issues. In terms of physi-
cal health, crowd workers from both platforms felt less comfortable in their necks, shoulders
and backs. The physical discomfort was found to be related to the working ergonomics,
meaning an unhealthy working posture can very likely cause physical discomfort. Further-
more, MTurk workers in our study reported a relatively better physical health status but
relatively worse mental health status compared to Prolific workers. In the following section,
we explore workers’ reasons, comments, and suggestions to get a better understanding of
worker health on crowdsourcing platforms.

Insights from Workers’ Feedback

Health measures. In the first part of the survey, we explicitly asked workers whether they
took some measures to keep healthy, before asking questions about their physical and mental
health. We manually inspected all the comments of 283 valid submissions, and carried out
a thematic analysis of the open-ended responses [207]. 61 workers reported they did not
take any measures. Among responses from the other workers, the most popular measures
reported included – drinking water regularly, eating healthy, taking breaks, and exercising
frequently. Selected comments listed below, illustrate these insights from the workers.

Work out, drink water, go on daily walks, vitamin-pills, take as much vitamin
D as possible (sun). — Prolific worker, Switzerland, Female, Age 18-25.

I try to move around a few times an hour to relieve pressure from sitting and
I also try to stay hydrated and eat nutritious snacks. — MTurk worker, United
States, Male, Age 36-45.

Two workers reported that they were already using ergonomic devices:

All of my devices are ergonomic, including my chair. Also I try to eat healthy
and at least exercise a bit when I have been on the computer for too long. —
Prolific worker, Mexico, Male, Age 18-25.
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I don’t take long times of work without pause, I stretch regularly, try to eat
healthy and I bought a chair with good back support to correct posture. — Prolific
worker, Chile, Male, Age 26-35.

In general, most workers did take some simple measures to make themselves healthy
(around 80%). A few workers had already paid attention to working ergonomics and tried to
ensure usage of ergonomic devices. However, many workers reported never taking measures
to safeguard their health (around 20% workers), and one worker reported serious health-
related problems (neuropathy and lupus).
Needs for interventions. As can be seen in the results, shown in Figure 5.19 (a), most
workers would be happy to receive interventions (163 out of 283). When we asked for
reasons, most workers gave general opinions that they thought interventions were helpful.
However, 13 workers reported somatic problems, and 11 workers reported not feeling well
mentally.

Sometimes my back hurts but it’s because my posture is bad on the chair, so
sometimes I try to fix it but its hard. — Prolific worker, Portugal, Male, Age
18-25.

I think that crowdsource working like on MTurk can be very sedentary, lonely
and sometimes depressing, so some tools to help improve overall health would be
good! — MTurk worker, United States, Male, Age 36-45.

To many people (or task givers) treat us workers like we are not really important
most of the time. Short time to complete tasks, and very low pay grade. All the
support crowd source workers can get really helps us out a lot. — MTurk worker,
United States, Male, Age 36-45.

We are also interested in why there are still a considerable number of workers (68 out of
283)who preferred to receive interventions to small extent. The main reason is that many
workers do not work very long on the crowdsourcing platform (especially Prolific) which
makes the intervention not really necessary.

This is just something I do to fill time and for fun. I don’t need to be interrupted.
I just want to do the task and then get on with real work. It would frustrate me
to be told to have breaks. I do a survey, have a snack then do my real job. —
Prolific worker, United Kingdom, Male, Age 36-45.

I don’t spend a lot of time doing this so, I’d probably don’t find it very useful but
I think that tool would very important for someone who spends much more time
working on crowdsourcing platforms, especially because in this time we face a lot
of mental health problems and people still see this problems as a tabu even when
mental health kills millions of people every year. — Prolific worker, Portugal,
Male, Age 18-25.

Unfortunately, we also observed 7 workers reported a reason that is very worrying – since
some workers really need to earn money to support their livelihood, they were reluctant to
the idea of spending time to improve their own health.
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Lack of time. HITs are long and pay little. In order to earn enough money, I
don’t have time for breaks or exercises. — MTurk worker, United States, Male,
Age 36-45.

I don’t think it’s a bad idea at all, but I’m not sure if it will be attractive to crowd
workers, since it’s more optimal to spend all the time they have doing tasks. —
Prolific worker, Spain, Male, Age 18-25.

Workers’ preferred content of interventions. As shown in Figure 5.19 (b), most
workers (187 out of 283) would like to receive breaks, particularly for Prolific workers, since
them did not work long and did not have many serious health-related issues.

As I explained above the simple breaks between the study is enough to get my
mind relaxed and continue to do the task and give properly formulated answers.
— Prolific worker, Portugal, Male, Age 26-35.

For some workers, physical exercises and mental treatments are also of a high priority
(79 workers).

Physical discomforts are the highest priority for me. They would be the most
concerning to alleviate. — MTurk worker, United States, Male, Age 36-45.

Mental health should be a priority especially in these troubled times. And exercise
can help with that too. — Profilic worker, Chile, Male, Age 26-35.

Workers’ preferred working mode. We asked workers to select their preferred working
mode of getting interventions. A push mode means that the interventions are actively
pushed to workers, while a pull mode represents that workers ask for interventions when
they want to. The majority of the workers preferred the push mode (161 out of 283), since
they believed the intervention should work as an alert to remind them of taking some breaks
or exercises.

I often download some tools for productivity and they usually just suggest to
stop scrolling on the phone, so I just ignore them. If the tool actively pushes
you to do that you can’t ignore it, and if you downloaded that app then you are
committed enough to let it guide you. — Prolific worker, Portugal, Male, Age
18-25.

There were 111 workers (39%) preferred a pull mode. The main reason that workers
would like to use a pull mode was that they wanted to decide when to take interventions by
themselves.

I would not want to be interrupted with a notification to take a break. If I need
one I’ll take one in between surveys. — Prolific worker, United States, Female,
Age 46-55.

In addition, some workers (31 out of 283) would like the working mode to be more flexible
and customized.
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I might forget to ask for a break, that is the whole point, a reminder would be
helpful. But sometimes I can’t stop working without notice, so it would be good to
be able to make my own schedule too. — MTurk worker, United States, Female,
Age 56-65.

Workers’ preferred payment mode. As reported in Figure 5.20 (b), we found a large
proportion of workers were fine with not getting paid for restorative activities (179 out of
283). The main reason is that taking breaks is not the part of work, but they would prefer
to get paid since it could be very strong incentive.

I would not explicitly demand to be paid, but money is always a good bonus. —
Prolific worker, United Kingdom, Male, Age 18-25.

It seems to me that taking breaks while doing crowdsourcing tasks should be my
responsibility, as they usually aren’t similar to having a regular job timewise or
otherwise. — Prolific worker, Poland, Female, Age 26-35.

I would be nice to get paid since the exercise is taking up my normal work time
when I would be getting paid. However, the exercises would directly benefit me,
so I would be open to doing them without getting paid. — MTurk worker, United
States, Female, Age 46-55.

Furthermore, as we can also see from Figure 5.20 (b), MTurk workers tend to believe
that they should get paid (47%, 63 out of 135 on MTurk). The possible reason might be
that low payment issues are quite common on MTurk.

We push ourselves to the point of having issues so that we can make as much
money as possible. Many of the times that we neglect ourselves and breaks is
because we don’t want to miss out on money. The reason we are having physical
and mental issues is because of the work and how hard we have to work for little
pay. — MTurk worker, United States, Female, Age 36-45.

Free comments and suggestions. The most common signal that we received from com-
ments is that workers found the idea of improving worker health useful and important.
However, many workers also emphasized that low pay is the major issue that they are
encountering in crowdsourcing marketplaces.

I think it’s a fantastic idea to try and promote wellness, but it really is vital to
emphasise how low pay will affect these things. If you make them mandatory,
they’ll irritate people and result in lower pay; if you don’t pay for them, people
may feel they have to skip them to keep working, which would make it an empty
gesture at best. — Prolific worker, United Kingdom, Male, Age 26-35.

Therefore, once again, we want the crowdsourcing platforms and task requesters to pay
more attention to the wellness of crowd workers, especially when we found the following
comment:
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The only thing that needs improvement on mTurk is helping us - workers nego-
tiate our rejections with Requesters. I got so many unfair rejections, and NO-
BODY from Amazon is helping me and Requesters simply don’t answer emails...
— MTurk worker, United States, Male, Age 36-45.

Furthermore, it is worth mentioning that we found that some workers were fond of
completing online survey with conversational crowdsourcing (although we did not ask for
their opinions about it), since it made them felt more engaged and less bored, which is
aligned with previous research.

I really enjoyed the chatbot format of the survey, it makes it feel more personal
and less tedious than other formats. — Prolific worker, Mexico, Male, Age 18-25.

This type of survey (in form of ’texts’ and not several pages of questions) made
me more invested and less tired mentally, and thank you for caring about us,
mturk workers, I wish you the best day. — MTurk worker, Brazil, Female, Age
18-25.

General Health Status of Workers

Results pertaining to the health analysis revealed that workers across both platforms, share a
common pattern of health status. First of all, we found that a large proportion of the workers
worked alone, meaning that they either did not have any co-workers (or were not aware of
crowd worker communities) or they did not share workplaces with others. Furthermore,
workers on both platforms reported that they felt less comfortable in their necks, shoulders,
and backs, which relate to the common somatic pain caused by long-time office work [177].
Our findings suggest that an unhealthy working posture could potentially be the main cause
of body discomforts experienced by crowd workers. As for mental health, we found that
the job content in terms of the meaning of work and the possibility of learning could affect
workers’ fatigue and energy, while the task demands and the work pace could affect workers’
emotional well-being.

Differences in the quality of the working environment could be explained by the more
prominent role that crowd work plays for workers in the two platforms. MTurk workers re-
ported a longer working time on average, and more crowdsourcing experience in comparison
to Prolific workers. On average, MTurk workers also reported having relatively better work-
ing environments with respect to lighting, temperature, humidity, noise, devices, control,
posture, and so forth.

On Prolific, workers usually do not spend much time on completing microtasks, while
on MTurk, workers spend a much longer time completing tasks that are in general more
demanding. Due to the well-documented platform dynamics on MTurk, workers usually
tend to complete tasks at a higher pace to optimize their earnings [57, 88, 192]. Such
differences could help explaining why MTurk workers show a worse status with regard to
mental wellbeing and working energy, compared to Prolific workers. We also found that
crowd workers from MTurk have a better sense of community and acquire more social
supports from outside the platform itself. This is absolutely a good sign, but we must admit
that many turker communities and unities were found exactly because of the poor working
situation.
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Design Implications

For crowdsourcing platforms. The results of this study clearly indicated that most
workers would be happy to see a healthcare function integrated into their work routines,
or embedded on the crowdsourcing platform. Workers on both platforms elicited similar
needs with regard to receiving interventions, including simple breaks, physical exercises,
or mental treatments, for improving their health. Our survey has shown that it would
be appropriate to design and provide health interventions actively to workers (lasting no
longer than 10 minutes), every 0.5-2 hours, between batches of tasks. Nevertheless, the
types of interventions, their duration, content, and frequency of the interventions should be
customizable and personalized to worker preferences. Workers who do not prefer to receive
such interventions should have an easy and accessible way to opt-out of them.

Currently, crowdsourcing platforms act as an intermediary agent that only introduces
jobs and tasks to workers, where the work and jobs are not properly supervised nor legally
protected. As more and more people turn towards crowdsourcing marketplaces (and the
broader spectrum of online work) to support their livelihood, task requesters and crowd-
sourcing platforms alike, should gradually take the responsibility of safeguarding the health
and wellbeing of crowd workers. We envision a future of crowd work in which crowdsourcing
platforms design provisions to sustain a healthy workforce. Apart from crowning workers
with qualifications, and virtual badges to reward their long-term and high-quality work,
platforms can consider rewarding workers with ergonomic devices to support their contin-
ued work or provide them with necessary health interventions. After all, few factors may
contribute more to the sustainable growth and prosperity of a paid crowdsourcing platform
than fostering a healthy relationship with crowd workers and ensuring their wellbeing. How-
ever, several important question need to be addressed before such a reality can be realized.
How can health interventions be introduced and packaged between or within HITs? To what
extent would such interventions serve as an effective means to improve worker health and
wellbeing as a result of crowd work?

For task requesters. According to the results of mental health questions, the task content
also plays an important role in worker health. The meaning of work and the possibility
of learning can significantly affect workers’ mental health. A simple starting point for
task requesters is to emphasize the meaning of the task, rather than immediately giving
them instructions and letting them work like robots, as suggested by Chandler et al. [29].
Furthermore, also as suggested by previous work [117], task requesters should consider
involving more learning elements in crowd work, which has been proved to be effective in
terms of better engaging workers and improving their performance [52]. The task demands
and the work pace were also found to be related to workers’ emotional wellbeing. Heavy task
demands and a fast work pace could be caused by worker themselves since many of them
would like to earn more money using limited time. However, for task requesters, it is not
necessary to further give pressure on crowd work. A relatively loose working environment
and time limit could have positive effects on workers’ mental wellbeing. Furthermore, content
moderation on social media heavily relies on crowd work, meaning workers (i.e. content
moderators) might be exposed to harmful content for a long time. This kind of emotional
demands could affect workers’ emotional wellbeing according to prior studies [204], which is
also in-line with our results. Task requesters should also take this into account during the
task design phase [44].

Task requesters can begin by shouldering some of the responsibility to ensure worker
wellbeing. We envision that requesters can provide crowd workers with small health inter-
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ventions, designed as tasks to be completed and packaged together with HITs. Paying crowd
workers to consume such health interventions would result in increasing the costs for the
task requesters by a relatively small fraction. However, in return task requesters can reap
the benefits of having a healthy and sustainable workforce to rely on and mutually flourish.

Limitations and Future Work

In this study, we tried recruiting 300 workers from two platforms (MTurk and Prolific). After
excluding unreliable submissions, we had 283 workers for analysis. We acknowledge that
the recruited participants could be only partially representative of the overall population
of the selected crowdsourcing marketplaces. Future work could recruit more participants
and involve more crowdsourcing platforms (such as Appen39 and Toloka40), or consider
performing studies on online freelancing marketplaces, to make broader implications with
regard to the entire online gig economy.

Furthermore, future work could focus on systematic and detailed research of a specific
health-related aspect, such as working ergonomics, somatic discomforts, psychosocial work-
ing environment and so on. For instance, to comprehensively assess the psychosocial working
environment, at least 44 questions are needed in a short-version COPSOQ questionnaire. In
this work, since it is the first step towards understanding worker health, we did not try to go
deeper into each aspect. Using verified surveys to systematically assess worker health could
be a promising research direction in the imminent future. It would be meaningful and also
valuable to conduct profound studies concerning worker health among different groups of
workers. The health status of crowd workers could be compared according to their genders,
ages, countries, working experiences, etc. For example, it would be interesting to explore
whether crowd work experience can help workers create healthier working environments for
themselves.

39https://appen.com/
40https://toloka.yandex.com/

https://appen.com/
https://toloka.yandex.com/
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5.3 Chapter Summary

This chapter presents two applications (other than microtasking) of conversational crowd-
sourcing. The first application of conversational crowdsourcing (Section 5.1) presents a first
exploration of how human memorability can be improved in information retrieval. To this
end, we proposed novel search interfaces and quantified long-term memorability. We de-
signed user interfaces with text-based conversational agents and note-taking affordances for
informational search. In the second application of conversational crowdsourcing (Section
5.2), we investigated worker health in crowdsourcing marketplaces by performing a conver-
sational survey study on two crowdsourcing platforms – Prolific and MTurk respectively. We
acquired data and performed analysis about workers’ background, physical health status,
and mental health status. Furthermore, we explicitly asked workers about their needs, and
proposed suggestions to crowdsourcing platforms and task requesters for improving worker
health.

The completion of the two studies shows the feasibility of applying conversational crowd-
sourcing in human-centered experiments. In the first application about improving user mem-
orability in information retrieval, we show that conversational interfaces have the potential
to benefit long-term memorability, which also indicates that conversational crowdsourcing
can be effectively applied in the domain of information retrieval, to assist researchers in
carrying out user studies relating to conversational interfaces. In terms of the second appli-
cation about worker health, we found evidence suggesting that an unhealthy working posture
is a likely cause for their physical discomfort, and we highlight that worker mental health
can be affected by task content, work pace, and task emotional demands. Our findings
suggest that for a healthy future of crowd workers, crowdsourcing platforms need to take
major responsibility, together with task requesters and academic researchers, in providing
healthcare interventions during crowd work to improve worker health. Workers’ comments
further reflect that conversational crowdsourcing can be applied in common human-centered
experiments to achieve better worker satisfaction and engagement.
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So, I guess
that's it?

No, we still have
a long way to go!

Crowdsourcing has become increasingly important for effectively collecting human input
from anonymous online workers, to build machine learning datasets, evaluate AI systems,
and carry out online user studies. As crowdsourcing advances, lowering the participation
barrier, increasing worker satisfaction, and improving worker engagement have been identi-
fied as major challenges to tackle. To this end, we introduce a novel interaction paradigm –
conversational crowdsourcing – to effectively improve worker satisfaction and engagement,
by proposing a set of methods combining conversational interfaces, theories of conversational
styles, worker emotions, and self-identification with avatars inspired by games research.
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6.1 Summary of Contributions

We have tackled the problem from four main angles: 1) conversational crowdsourcing design,
2) improving worker engagement and satisfaction, 3) analyzing the roles of worker mood and
self-identification, and 4) applying conversational crowdsourcing. Each of the four angles is
addressed by an individual chapter of this thesis.

Designing Conversational Crowdsourcing

To address RQ2.1 and RQ2.2, we designed conversational crowdsourcing by proposing
novel workflows for conversational agents to support task execution. We carried out an
experiment to thoroughly analyze the role that conversational crowdsourcing could play
across five task types.

We show that conversational crowdsourcing can lead to similar task execution times
and output qualities, in comparison to the traditional web interfaces. The findings sug-
gest that conversational crowdsourcing is an effective alternative to the prevailing standard
web-based crowd work. As our initial experiments required extra effort redirecting workers
from the crowdsourcing platform to Telegram, to further lower the barrier of participation
in crowdsourcing, we designed a tool assisting task requesters in quickly deploying conver-
sational crowdsourcing tasks on web-based crowdsourcing platforms, named TickTalkTurk.
This tool reduces the overheads of designing and implementing conversational interfaces for
crowdsourcing.

Improving Worker Engagement and Satisfaction

To address RQ3.1, RQ3.2, RQ3.3 and RQ3.4, we carried out two experiments to study
the effect of conversational crowdsourcing in improving engagement and satisfaction, and to
explore the roles that conversational styles could play.

We show that, in general, conversational crowdsourcing can improve worker retention and
perceived engagement. Particularly, a High-Involvement style can better engage workers.
Furthermore, we proposed a conversational style estimation method, which can be applied
in general conversational systems on common social network channels for analyzing and
understanding the personality, emotion, and subjectivity of online users. We also show that
workers tend to exhibit different conversational styles due to the effect of task complexity.
We provide insightful implications for fostering a healthy relationship between workers and
requesters in microtask marketplaces.

Analyzing the Roles of Mood and Self-identification

To address RQ4.1, RQ4.2, RQ4.3 and RQ4.4, we investigated the role of worker mood in
the context of conversational microtask crowdsourcing, and the effect of self-identification
with worker avatars in conversational crowdsourcing for information retrieval.

Our results clearly indicate that conversational crowdsourcing can improve worker reten-
tion irrespective of worker moods. We found that workers in pleasant moods reported better
engagement scores, calling for dynamic task assignment strategies to induce pleasant moods
prior to task execution. Interestingly, the findings suggest that conversational agents with a
High-Considerateness style exhibit the potential to improve engagement of unpleasant work-
ers, while a High-Involvement style exhibits a potential to further engage pleasant workers.
In terms of self-identification with worker avatars, we show that using worker avatars with
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conversational crowdsourcing in complex tasks combining learning elements can lead to a
reduction in the perceived cognitive load. Our results also reveal the occurrence of similarity
identification and wishful identification in conversational crowdsourcing. The findings have
important implications in future task design.

Applying Conversational Crowdsourcing

To address RQ5.1, RQ5.2, RQ5.3 and RQ5.4, we first applied conversational crowd-
sourcing in the realm of information retrieval by carrying out a user study to investigate
the effectiveness of conversational interfaces in improving human memorability, and then
applied conversational crowdsourcing by carrying out a survey study to understand worker
health on popular crowdsourcing platforms.

Our findings reveal that users employing conversational interfaces in informational search
sessions exhibit a different search behavior compared to traditional web search. We find
that a conversational interface has the potential to help users better retain information con-
sumed. These findings suggest that conversational interfaces can be a promising tool towards
memorable information retrieval. The experiment has shown the feasibility of applying con-
versational crowdsourcing in information retrieval for conducting user studies. Inn terms
of worker health, we found that Mechanical Turk workers reported better physical health,
while Prolific workers reported better mental health. Furthermore, the analysis reveals that:
physical discomfort is related to the working ergonomics; energy levels can be affected by
task content; and the mental wellbeing can be affected by work pace and task demands.
Our survey emphasizes the importance of designing and providing health interventions on
crowdsourcing platforms in the future. Furthermore, it is worth mentioning that workers
reported that completing online survey with a conversational interface made them feel more
engaged and less bored, which is in-line with our previous findings.
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6.2 The Future of Conversational Crowdsourcing

This thesis shows the potential of conversational crowdsourcing for the better future of
crowd work. We contribute novel techniques for lowering barriers for participation, increas-
ing worker satisfaction, and improving worker engagement. While we consider our results
promising, there is still room for improvement and further exploration. In this section, we
identify several directions for further research.

Worker-Centred Task Design

Although we have learnt from the thesis that employing a variety of UI elements such
as conversational interfaces and avatar customization can improve worker satisfaction and
engagement, we still highlight the importance of task-specific interaction design. We found
that the task content could play an important role in worker experience and even in shaping
their mental health. Current task design immediately gives workers instructions and let them
work like robots in assembly lines [29]. Future task design could consider using conversational
crowdsourcing to instruct, guide, or train crowd workers with better perceived engagement
and satisfaction. Our experiments in Section 3.2, Section 4.2, and Section 5.1 suggest that
conversational interfaces with learning elements could result in better worker experience
and memorability. Since the importance of involving learning elements in crowd work has
also been identified in previous work [117] and the combination of conversational interfaces
and learning shows positive effects in this thesis, in the imminent future, introducing more
possibilities of learning and personal development in conversational crowdsourcing should
be taken into account in task design. For instance, this could be realized by crowd workers
getting qualifications through learning to access more tasks and earn more rewards, or by
online learners gaining more learning resources through completing crowd work.

Lowering Participation Barriers in Conversational Crowdsourcing

In this thesis across all the chapters, we only focus on text-based conversation. Text-based
conversation is the most common way being used in our daily messaging applications. Nev-
ertheless, text-based conversation ignores paralinguistic features like pitch and voice, non-
linguistic features such as smile, laughter and gestures, and it also restricts the participation
for crowd workers with disabilities. Furthermore, a recent work has also pointed out the
importance of conversation backchannels in human-computer interaction [106]. Meanwhile,
we have noticed a gradual rise in the use of audio- or video-based conversation interfaces.
To further investigate the potential of conversational crowdsourcing and improve its acces-
sibility, future work could explore various means to complete crowdsourcing tasks with con-
versational agents. For example, in the imminent future, we can investigate the feasibility of
using voice-based conversational agents to assist crowd workers in completing crowdsourcing
tasks, and explore the suitability of analyzing conversational styles using audio data.

Fostering Intrinsic Motivation

Worker motivation has been identified as an important factor to achieve better worker satis-
faction [117]. Across all the experiments carried out in the thesis, workers earned monetary
rewards. Since our goal through conversational crowdsourcing is to improve worker satis-
faction and engagement and to help workers overcome fatigue or boredom and reduce task
abandonment, the future of conversational crowdsourcing could focus on workers’ intrinsic
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motivations. Intrinsic motivation has already been playing an important role in gaming
systems. In gaming systems, players are mainly motivated by enjoyment and interest when
they are playing games, whereas in crowd work, workers are mostly motivated by monetary
incentives when they are completing microtasks. Nevertheless, accroding to the results of
Section 4.2, using avatar customization in conversational crowdsourcing does not signifi-
cantly impact workers’ intrinsic motivations according to the statistical tests. Based on our
findings in the paid microtask crowdsourcing setup, future work could explore other means
to foster intrinsic motivation by researching stronger motivational task design by leveraging
the advantages of conversation. For instance, a promising research direction could be ap-
plying conversational interfaces in voluntary crowdsourcing campaigns with the game with
a purpose (GWAP) design.

Improving Worker Health

Improving worker health is a crucial step towards the future of crowd work. The study
carried out in Section 5.2 did not try to go deeper into each aspect of worker health (work-
ing ergonomics, somatic discomforts, psychosocial working environment, etc.). Future work
could use standardized surveys to systematically assess worker health. The health status
of crowd workers could be analyzed according to their genders, ages, countries, working
experiences, etc., to provide personalized support. Furthermore, we did not design a tool
to provide health interventions on crowdsourcing platforms, since this is the first step of
understanding worker health in crowd work marketplaces. Based on our findings about the
correlations between conversational crowdsourcing and workers’ emotions (such as satisfac-
tion, engagement, and moods), our next step is to provide effective interventions to improve
worker health. For instance, such health-related interventions could be designed in a con-
versational, customizable, and personalized way, which provide crowd workers with breaks,
physical exercises, and mental treatments. The interventions could be published as large
batches of tasks using conversational crowdsourcing in crowd work marketplaces.
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