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Autofocus Imaging: Image reconstruction based

on inverse scattering theory

Jyoti Behura', Kees Wapenaar?, and Roel Snieder®

ABSTRACT

Conventional imaging algorithms assume single scatter-
ing and therefore cannot image multiply scattered waves
correctly. The multiply scattered events in the data are im-
aged at incorrect locations resulting in spurious subsurface
structures and erroneous interpretation. This drawback of
current migration/imaging algorithms is especially problem-
atic for regions where illumination is poor (e.g., subsalt), in
which the spurious events can mask true structure. Here we
discuss an imaging technique that not only images primaries
but also internal multiples accurately. Using only surface-
reflection data and direct-arrivals, we generate the up- and
down-going wavefields at every image point in the subsur-
face. An imaging condition is applied to these up- and down-
going wavefields directly to generate the image. Because the
above algorithm is based on inverse-scattering theory, the
reconstructed wavefields are accurate and contain multiply
scattered energy in addition to the primary event. As cor-
roborated by our synthetic examples, imaging of these multi-
ply scattered energy helps eliminate spurious reflectors in
the image. Other advantages of this imaging algorithm over
existing imaging algorithms include more accurate ampli-
tudes, target-oriented imaging, and a highly parallelizable
algorithm.

INTRODUCTION

Subsalt images are commonly of poor quality because of insuf-
ficient illumination and the presence of surface-related and internal
multiples generated from the overlying strong reflectors (salt inter-
faces, water bottom, etc.). The energy of multiply scattered events

can be so strong that the true subsurface structure is masked, leading
to incorrect interpretation. Surface-related multiples can be sup-
pressed to a large extent (Verschuur et al., 1992); however, predic-
tion of internal multiples is an extremely challenging task. Instead
of eliminating the internal multiples from reflection data, it would
be beneficial to image them as they might increase illumination —
crucial for subsalt imaging. Conventional imaging algorithms, in-
cluding reverse-time migration (RTM), assume single scattering
and therefore multiples in the data are imaged at incorrect positions,
resulting in spurious subsurface structures. Here, we discuss an im-
aging algorithm that includes internal multiples in the imaging op-
erator, in addition to primary reflections.

In 1D scattering theory, Marchenko’s integral equation (Marche-
nko, 1955; Agranovich and Marchenko, 1963) determines the re-
lation between the wavefield in the interior of a medium and the
reflected impulse response. This equation was originally derived
for spherically symmetric media (and therefore 1D) and uses only
reflected waves. A significant breakthrough was made by Rose
(2002b) who utilize an iterative scheme to solve the Marchenko
equation in one dimension. This approach, which he named sin-
gle-sided autofocusing, determines the wavefield in 1D media by
focusing the incident wave at a specified time. The input to this
algorithm consists of only the reflected waves recorded on one side
of the experiment. Aktosun and Rose (2002) and Rose (2002a)
prove that this incident wave that focuses the wavefield in the
interior is in fact a delta function (band-limited in practice), fol-
lowed by the time-reversed solution of the Marchenko equation.
Broggini and Snieder (2012) show that summation of this incident
wave and the resulting reflection response yields the Green’s func-
tion between the focal point and the surface. Wapenaar et al. (2013)
extend the 1D iterative algorithm of Rose (2002b) to 3D. Combin-
ing the methodology of Broggini and Snieder (2012) for Green’s
function retrieval, Wapenaar et al. (2013) propose a methodology
for reconstructing the 3D impulse response for any virtual source
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in the subsurface using surface reflection data and the direct arrivals
from the virtual source to the receivers on the surface.

Beside extending Rose’s iterative algorithm to higher dimen-
sions, Wapenaar et al. (2011) also show that the wavefield at
any interior location can also be decomposed into the down-going
and up-going wavefields at the virtual source. Here, we discuss an
imaging technique, originally introduced by Wapenaar et al. (2011)
and elaborated by Behura et al. (2012) as Newton-Marchenko-
Rose Imaging, that uses the up- and down-going wavefields directly
to image the subsurface. We call the algorithm Autofocus Imaging
because the wavefield extrapolation is done using the “autofocus-
ing” scheme (Rose, 2002b; Wapenaar et al., 2013). Beside demon-
strating our imaging technique on synthetic examples, we discuss
its advantages and drawbacks over existing imaging methods, in
particular RTM.

ALGORITHM

Any seismic imaging algorithm consists of two steps: wavefield
extrapolation and imaging condition. For example, RTM is a two-
way imaging technique that uses wavefields extrapolated in time by
accurately implementing the wave equation in a background veloc-
ity model. Under this technique, the source- and receiver-wavefields
are reconstructed by forward-propagating the source signature and
back-propagating the receiver recordings using a numerical solution
of the wave equation (commonly a finite-difference algorithm).
Wavefield extrapolation is followed by the application of an imag-
ing condition (commonly crosscorrelation or deconvolution,
Claerbout [1985]) to image the reflectors. In simple terms, the im-
aging condition determines the similarity between the wavefield
that is incident on the reflector and the wavefield that is reflected.
The similarity is high at a reflector position and low elsewhere. Im-
aging using conventional algorithms, however, assumes that all
multiples (surface-related and internal) have been suppressed from
the data; if not, the multiples could show up as spurious reflectors in

Figure 1. Schematic of a standard imaging a)
scheme in 1D showing the principle of image

¥

the image. If all multiples are suppressed in the data, conventional
imaging algorithms produce the correct image of the subsurface
(Figure 1a) provided one uses an accurate (and smooth) background
velocity model. Multiples, if present, however, will result in spuri-
ous subsurface structure as demonstrated in Figure 1b.

Unlike RTM, Autofocus Imaging uses the up-going (G~) and
down-going (G") Green’s functions to generate the image
(Wapenaar et al., 2011). The G~ and G make up the full Green’s
function G, which is the impulse response on the surface for a
source at the image point (Broggini and Snieder, 2012). The up-
going G~ is the impulse response at the surface receivers due to
an upward-radiating virtual source at the image point, whereas
G is the impulse response due to a downward-radiating virtual
source (Wapenaar et al., 2011). Because the Marchenko equation
is based on inverse scattering, the reconstructed up- and down-
going wavefields contain most multiply scattered energy. In the ab-
sence of a reflector (Figure 1c), the up- and down-going Green’s
functions do not coincide kinematically at the depth of the virtual
source as illustrated in Figure lc;i.e., G~ # G™. On the other hand,
in the presence of a reflector at the image point (Figure 1d),
G~ « rG*, where r is the reflection coefficient. Note that although
at the reflector location, G~ and G* are kinematically equal, their
amplitudes differ by the magnitude of the reflection coefficient
(which can be recovered using a deconvolution imaging condition).

The synthetic example in Figure 2 demonstrates the above argu-
ments. We generate G~ and G* for two different depth locations in
the model shown in Figure 2a. The shallower image point at z =
375 m does not coincide with any reflectors, whereas the image
point at z = 500 m does. Note that G~ and G* for the image point
at z = 375 m do not coincide (Figure 2b), but for z = 500 m, they
do (Figure 2c). Therefore, application of any imaging condition will
result in a reflector at z = 500 m with contributions from the pri-
mary as well as internal multiples. In addition to the primary wave-
field, most multiply scattered energy will also be imaged accurately
using Autofocus Imaging. Note that the autofocusing algorithm is

b)

reconstruction in the (a) absence and (b) presence
of internal multiples. Schematic in 1D showing the
upgoing (G, in red) and downgoing (G, in blue)
Green’s functions for an image point (c) not on a

N/

reflector and (d) on a reflector. The black dot in (c)
and (d) represents the point of focus, i.e., the vir-
tual source.
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currently applicable only to the data containing internal multiples
(and devoid of surface-related multiples). Therefore, the input data
to Autofocus Imaging must have the surface-related multiples sup-
pressed prior to imaging. The role of surface-multiples in autofo-
cusing is currently under investigation.

The pseudocode for Autofocus Imaging is given by Algorithm 1.

Algorithm 1.

Pseudocode for Autofocus Imaging. Superscript —f represents time
reversal and * denotes convolution. Here, u™ is the direct arrivals
from the image point to the surface and is computed using a
background velocity model, u} and u} are the two forms of incident
waves (Wapenaar et al., 2011), u] and u} are the corresponding
reflected wavefields at the surface, and R is the reflection response.

for any x,y,z in image space do
compute direct arrivals u™©
initialize:

ul = ub<ui0!

uy = uy<0

repeat
mute #] and u beyond direct arrivals
update incident wavefield:

i0.~1 _ 1=t

uy<u u

i i0,—t r—t
Uy<—u + u,
update reflected wavefield:
ul<ul * R
r i
us<—uh * R
until u] and u) converge

Gy<«u| +uy™

Gy<—uj — ug_'

G (G, +Gy)/2

G~<—(G, - G,y)/2

apply imaging condition on G and G~
end for

The reflection response R is computed from surface reflection
data by deconvolving the source signature from the recorded waves,
and therefore, the knowledge of the source signature is critical for
this algorithm. Moreover, as mentioned above, the input surface
seismic data should be devoid of surface-related multiples and di-
rect arrivals between the surface sources and receivers. G; and G,
represent the full Green’s functions between the focal point and the
surface (Broggini and Snieder, 2012). Note that a background
velocity model is necessary to compute the direct arrivals u® at
the surface from an impulse at the image point. For the imaging
condition, we use either the crosscorrelation or the deconvolution
operation (Claerbout, 1985). Broggini et al. (2013) extend our im-
aging algorithm using multi-dimensional deconvolution as the im-
aging condition to further reduce the artifacts.

SYNTHETIC EXAMPLES

Here, we present two synthetic data results to demonstrate the
effectiveness of Autofocus Imaging.

Layer-cake model

This subsurface model comprises a constant velocity and a ver-
tically varying density profile (Figure 2a). An absorbing boundary
is used for the surface to ensure that no surface multiples are present
in the data. The data acquisition is a fixed surface spread with the
sources and receivers at z = 0 m and at regular lateral spacing of
10 m. In addition to deconvolving the source signature from the
surface reflection data, the direct arrivals were muted from the shot
gathers. Beside this, no other processing was performed on the data;
the data contain all orders of internal multiples. The images result-
ing from Autofocus Imaging are shown in Figure 3a and 3b. For
comparison, the RTM image is shown in Figure 3c. Note that
the internal multiples result in spurious reflectors in the RTM im-
age, whereas they are absent in the image from Autofocus Imaging
(Figure 3a). The Autofocus Imaging result produced using the de-
convolution imaging condition (Claerbout, 1985) in Figure 3b still
has minor artifacts, which can be further reduced by opting for a
larger number of iterations in the imaging algorithm. On the other
hand, the image resulting from crosscorrelation imaging condition
(Figure 3a) is nearly devoid of these artifacts. As expected, the rel-
ative reflection amplitudes are better preserved with the deconvo-
lution imaging condition as compared to the crosscorrelation
imaging condition.

Sigsbee model

This is a variable-velocity and constant-density synthetic model.
The primary challenge in this model is the poor subsalt image and
the imaging of the salt-body-generated internal multiples. We use a
portion of the Sigsbee 2b model (Figure 4a) in this work to reduce
the computational cost. As above, surface-related multiples are not
generated by using an absorbing boundary at the surface. Similar to
the acquisition for the layer-cake model, the data here are acquired
on a fixed spread with the sources and receivers on the surface at
regular lateral spacing of 25 m.

Imaging is done using a smoothed velocity field as shown in
Figure 4b; i.e., the velocity model in Figure 4b is used in generating
the direct arrivals ' in Autofocus Imaging and for generating the
forward- and back-propagated wavefields in RTM. The results of
Autofocus Imaging and RTM are shown in Figure 5a and 5b, re-
spectively. For better clarity, zoomed portions of the images under-
neath the left salt flank are shown in Figure 6a and 6b. Note the
presence of artifacts (pointed by arrows) below the salt body result-
ing from RTM (Figure 6b). Such artifacts could be interpreted as
real subsurface structures and also can mask the true structure.
Autofocus Imaging (Figures 5a and 6a), on the other hand, has im-
aged most of the internal multiples accurately. Increasing the num-
ber of iterations can further improve the quality of the image
obtained from Autofocus Imaging at the expense of more computa-
tional time.

ADVANTAGES
There are multiple advantages of Autofocus Imaging over other
imaging algorithms:
Multiples are imaged

As mentioned above, because the wavefields in Autofocus Imag-
ing are reconstructed accurately, the image should be more accurate
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than those generated using existing imaging algorithms. Also, many
orders of multiples are reconstructed and imaged accurately. Note
that the internal multiples do not result in any spurious events in the
image in Figure 5a but the RTM image (Figure 5b) contains multi-
ple spurious reflectors. Imaging of internal multiples also renders
their prediction and suppression unnecessary.

Accurate amplitude

Autofocus Imaging is based on inverse scattering theory and
therefore the reconstructed wavefield in the interior of the medium
is fairly accurate irrespective of the velocity and density distribu-
tions in the subsurface. This is because the wavefields are recon-
structed using the reflection data that have all the amplitude
effects in it (ignoring the effect of attenuation). Hence, the image
resulting from Autofocus Imaging could potentially be closer to the
true reflectivity of the subsurface (especially when using the decon-
volution imaging condition). It might be possible to generate angle
gathers for Autofocus Imaging in the same way as in RTM. This
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topic is currently under investigation. Amplitude variation with an-
gle (AVA) analysis might also be more reliable because the wave-
fields are accurate.

Targeted-oriented imaging

Note that for the computation of the image at any location in the
image space, we need the direct arrivals at the surface for an impulse
at the image point. Because the computation of the direct arrivals
can be done independently for each image point, it is possible to
perform targeted-oriented imaging using Autofocus Imaging.

Highly parallelizable

Because the image at each location in the image space can be
computed independently, the algorithm is highly parallelizable in
the image space. For example, if there are m grid points in the image
space, m processes could be run simultaneously on a cluster to ob-
tain the image.
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Figure 2. (a) Layer-cake subsurface density model. The velocity is uniform and equal to 5000 m/s. (b) The up- and down-going G~ and G*
wavefields at a depth devoid of reflectors (z = 375 m) and (c) coinciding with a reflector (z = 500 m). The arrows point to parts of the

wavefield generated from internal multiples.
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DISCUSSION
Acquisition design

Implementation of Autofocus Imaging requires the generation of
special shotpoint gathers, which we call fixed-spread gathers.
These special gathers are such that each bin is a shot-gather com-
prising receivers at every bin location. For example, if the survey is

a) X (km) b)

0.2 0.4 0.6 0.8 0.2

Z (km)
Z (km)

X (km) 0

0.4

divided into n bins, then the sorted data for Autofocus Imaging
comprise n shot gathers with each shot gather containing » traces.
In other words, the resulting data are as if they were acquired on a
fixed receiver-spread with every receiver location also being a shot
location. However, it is not common practice to acquire data on
such fixed spreads. Under such circumstances, conventional reflec-
tion seismic data (e.g., end-on 2D marine acquisition shown in
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Figure 3. The image of the layer-cake model in Figure 2a resulting from (a) and (b) Autofocus Imaging and (c) RTM. The crosscorrelation and
deconvolution imaging conditions are used in (a) and (b), respsectively. A constant velocity of 5000 m/s was used for modeling and imaging.
The Autofocus Imaging result is from G* and G~ produced after 10 iterations. Imaging artifacts are denoted by arrows.
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Figure 4. (a) The original Sigsbee velocity model
and (b) its smoothed version used for imaging. A
constant density of 1 g/cm® was used in generat-
ing the reflection data.
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Figure 5. Images of the Sigsbee model obtained
from (a) Autofocus Imaging and (b) RTM. The
autofocus image is generated with 20 iterations.
The crosscorrelation imaging condition is used
for generating both images.

Figure 6. Zoomed portion of the subsalt images in Figure 5 of the Sigsbee model obtained using (a) Autofocus Imaging and (b) RTM. Imaging
artifacts are denoted by arrows.
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Figure 7a) can be sorted to generate the fixed-spread gathers
(Figure 7b). Besides using conventional shot gathers in their con-
struction, reciprocity can be used to further populate the gathers. If
no real traces exist for the shot and receiver combination, the trace
can be interpolated or assigned a null value. This is evident in Fig-
ure 7, in which some of the missing traces in Figure 7a have been
populated using reciprocity (Figure 7b). Although many traces have
been populated using reciprocity, other locations where no traces
exist have been assigned a null value (white triangles in Figure 7b).

Computation of direct arrivals

The direct arrivals at the surface from an impulse at any image
point can be computed either using ray tracing or solving the wave
equation numerically using finite differences using a smooth back-
ground model for the velocity. If the background velocity field re-
sults in multipathing, one must make sure that the incident
wavefield contains triplications; if not, the incident wave would
not produce a quality focus at the image point. For a relatively un-
complicated subsurface, ray tracing should suffice. The numerical

a)#vvv

vV vV VvV V
# vV vV VvV vV VvV VvV V

# VvV vV V V VvV VvV V

¥ VvV v vV VvV VvV VvV VY

M vV V VvV V VvV V

# VvV VvV Vv v Vv
M VvV V vV VvV vV VvV V

b)

;vvvvvvvvvvvvv
v;vvvvvvvvvvvv
vv;vvvvvvvvvvv
vvvivvvvvvvvvv
vvvv;vvvvvvvvv
vvvvv&vvvvvvvv
vvvvvv;vvvvvvv
vvvvvvvivvvvvv
vvvvvvvvivvvvv
vvvvvvvvvgvvvv
vvvvvvvvvv&vvv
vvvvvvvvvvvivv
vvvvvvvvvvvv;v
vvvvvvvvvvvvvi

Figure 7. (a) Conventional end-on 2D seismic acquisition. The
shots are represented by the explosive signs and the receivers by
the triangles. (b) Fixed-spread acquisition obtained from the above
end-on acquisition in (a). Reciprocity has been used to populate
many traces. The null or dead traces are represented by white
triangles.

solution of the wave equation might be necessary for more intricate
direct arrivals. Ray tracing, however, has one significant advantage:
it is substantially cheaper than solving the wave equation numeri-
cally (especially in anisotropic media). This approach will also help
us to image even high frequencies at no additional cost as opposed
to other imaging algorithms, such as RTM, in which the computa-
tional cost increases with frequency.

Computational expense

The primary drivers of computational expense arise from the
computation of direct arrivals and the many multidimensional con-
volutions involved in the iterative scheme. If the direct arrivals are
computed using finite differences, then Autofocus Imaging is sub-
stantially more computationally intensive than RTM. There are two
strategies for computing the direct arrivals between the image points
and the surface receivers. First, the direct arrivals for each image
point can be computed on the fly while the code is being executed.
The number of forward computations will equal the number of im-
age points. This will require significant processor power but have
minimal disk input-output costs. Second, because there are far fewer
receivers than image points, one could invoke reciprocity and com-
pute the direct arrivals for all image points from each receiver lo-
cation independently and then store them to the disk. Thus the
number of forward computations will equal the number of receivers.
Because of reciprocity, one can then read the direct arrivals from the
disk for each image point; this, however, involves substantial disk
input-output operations. Based on the number of receivers versus
the number of image points, one can choose either of the above
two strategies.

Also, the computational expense increases with the number of
iterations used because of the multidimensional convolutions be-
tween the incident waves and the reflection response. More itera-
tions are required for stronger internal multiples; for weak internal
multiples, a few iterations will suffice.

Source signature

The autofocusing algorithm requires the Green’s function at the
surface, which is the reflection data corresponding to an input spike.
The reflection data acquired in the field, however, are the Green’s
function convolved with the source signature. Therefore, it is criti-
cal to know the source signature in the reflection data. Among other
methods (e.g., Robinson and Treitel, 1980), the method of Virtual
Real Source (Behura and Snieder, 2013) yields accurate source
signatures even if they vary among shots. Also, the adaptive sur-
face-related multiple elimination (Verschuur et al., 1992) yields a
reasonably accurate estimate of the source signature.

CONCLUSIONS

Autofocus Imaging, which is based on inverse scattering theory,
shows promise in imaging complicated subsurfaces. Beside primar-
ies, it can image internal multiples accurately, thereby eliminating
most of the spurious events. This should make Autofocus Imaging
useful for imaging poorly illuminated areas, especially underneath
salt bodies. In addition to the above advantages, Autofocus Imaging
can be used for targeted imaging, and should generate images and
angle gathers with more accurate amplitudes.
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