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Abstract

Power sector vulnerability has been a key issue in society for over a decade. A

component failure may trigger cascades of failures across the grid and lead to a large

blackout. Complex Network approaches have shown a direction to study some of the

problems faced by power grids and it is a continuing challenge thus far. Power grids have

been studied for their structural vulnerabilities using purely topological approaches. A

purely topological approach assumes that flow of power is dictated by shortest paths.

However, this fails to capture the real flow characteristics of power grids. We have pro-

posed a flow redistribution mechanism that closely mimics the flow in power grids using

the Power Transfer Distribution Factor (PTDF). With this mechanism we enhance the

already existing cascading failure models to study the vulnerability of power grids.

We apply the model to the European high-voltage grid to carry out a compara-

tive study for a number of centrality measures. ‘Centrality’ gives an indication of the

criticality of network components. Our model offers a way to find those centrality mea-

sures that give the best indication of node vulnerability in the context of power grids,

by considering not only the network topology but also the power flowing through the

network. In addition, we use the model to determine the spare capacity that is needed

to make the grid robust to targeted attacks.

Keywords: power grids, complex networks, cascading failures, flow redistribution,

centrality, tolerance parameter, vulnerability
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Chapter 1

Introduction

1.1 Motivation

Power grids are the backbone of modern society. A power grid is a network of genera-

tion, transmission and distribution sub-stations that transfers power to households and

local businesses. Energy is transferred through high-voltage transmission links in order

to reduce losses over large distances. The evolution of high-voltage grids has been influ-

enced by social, technical, economic, political and environmental decisions that favour

economic prosperity, security and quality of life. A disruption in the functioning of

power grids can have severe impact on the social welfare of society [8]. The reliability

of power grids is thus very critical for optimal functioning of society.

In recent decades a lot of blackouts have been experienced by power grids across the

world because of cascading failures. Power outages are consequences of perturbations

that overload the entire system by spreading flows across the network. These perturba-

tions range from severe weather conditions to several human errors. A small failure of a

component in the power grid may cause some power to be redirected to its neighbours,

which in turn may get overloaded and redirect power to their neighbours and cause

them to fail. These failures may initially start with any component of the power grid

(faults at power station, transmission links, defects in the distribution network or even

a small short-circuit) that propagates its effects to its direct neighbours and so on. This

effect is called a cascading failure.

Economy is largely dependent on energy. Every year the world economy loses

billions of dollars due to power outages and equipment failure in power grids [28].

1



1. INTRODUCTION

Disruptions in most infrastructure networks do not lead to a disruption in power grids.

On the other hand, disruptions within power grids may spread to other infrastructure

networks [38]. The focus must therefore be on safeguarding the reliability of power

grids.

Like most complex networks, power grids are also made up of small components

that act in a simple manner and together give rise to a behaviour that emerges complex

in nature [26]. As the size of power grids is increasing over the years and their con-

nection diversity adds to the complexity, it is becoming very important to understand

the emergent behaviour of such systems. The question still remains how complex and

vulnerable these systems are and how the small simple components give rise to a larger

complex mesh of power. Analysing vulnerability of power grids is a significant issue

in society and much has been contributed towards such efforts (we will review past

literature in great detail in Chapter 2). This gives rise to an interesting direction of

research that not only deals with topological (relating to the structure and intercon-

nection pattern of the grid) vulnerability but also looks into the load flows of power

grids [4, 16, 23, 29].

1.2 Research Problem

Disruptions (accidents, human errors, component failures, etc.) in a power grid may

lead to a failure that propagates through the grid and results in a large-scale power

outage. This cascading failure phenomena has been researched extensively [11, 16,

23, 31, 35, 38] but many properties of power grids are still missing from the analyses

and need to be included for a more accurate study. This leads us to study cascading

failures by incorporating properties of flows in power grids in order to deal with the

problem of power outages in high-voltage power grids. Through this study we want to

identify vulnerable nodes of high-voltage power grids. We use the following definition

for vulnerability,

Definition 1. (Vulnerability) The most vulnerable node of a power grid is one which,

upon removal from the grid together with its incoming and outgoing links, causes the

maximum amount of damage (def. 2) to the grid.

A removal strategy could either be a random failure or an attack targeted to a

specific node and will be specified explicitly wherever necessary.

2



1.2 Research Problem

In order to quantify the damage in a power grid we use the following two quantities

relevant for the context of this work. Both definitions will be used and the distinction

will be explicitly mentioned wherever necessary,

Definition 2. (Damage)

(i) D1

The fraction of nodes that have exceeded their capacity and are rendered out-of-

service.

(ii) D2

The fraction of energy demand that cannot be satisfied after nodes have exceeded

their capacity and are rendered out-of-service.

The above discussion about power outages naturally leads us to the following two

questions,

Primary Research Question

How to identify the most vulnerable nodes in a high-voltage power grid?

Specifically, we try to find out which of the centrality measures (measures to portray

the importance of a node in a network) proposed in the theory of Complex Network

Analysis (CNA) is best at quantifying the vulnerability of nodes in a power grid.

Secondary Research Question

How much capacity should exist for each node of a power grid in order for it to sustain

attacks/failures?

We use the answer of the first question to find the most disruptive removal strategy,

i.e. removing the most vulnerable node according to the centrality measure that best

captures the vulnerability of nodes in a power grid.

More concretely, through this question we aim at finding the minimum tolerance

level α (defined in Chapter 3) such that a power grid sustains a random failure or an

attack targeted to its most vulnerable node.

3



1. INTRODUCTION

1.3 Research Direction

In order to address the above questions we need to realistically model the flow of power

grids and therefore be able to predict the evolution of cascading failures in a high-

voltage power grid with more accuracy than existing theoretical CNA models. The

existing cascading failure models [16, 23] assume that power flows between two nodes

via the shortest path that exists between them. It is of very little significance whether

the length of the shortest path is based on distance or impedance of each link in a

path. Power, in reality, flows through multiple paths that exist between two nodes and

is divided between these paths based on electrical properties (impedance, conductance,

capacitance) of the transmission links as depicted in Fig. 1.1. Hence, we try to converge

towards a realistic flow mechanism. We will use measures from the theory of CNA to

carry out a more comprehensive study.

Every power grid has evolved under different conditions and policies. Yet there are

underlying universal characteristics that allow these networks to show similar topologi-

cal patterns [33] and CNA is a very appropriate tool to study power grids as a complex

infrastructure network.

Source 

Sink 

Generation 
Transmission 
Distribution 

65% 

10% 

25% 

Figure 1.1: A network diagram showing the distribution of power across multiple paths

between a pair of generation and distribution nodes of a power grid.
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1.4 Outline

1.4 Outline

Chapter 2 talks about the context in which this work is carried out. Power grids

are studied from complex networks approach and the context defines power grids well

enough to fit discussions for analysis. Section 2.2 describes the relevant literature in

the field of vulnerability analysis of power grids. In Section 2.3, we give a detailed

overview of important concepts from the theory of CNA which will be used in further

chapters.

Chapter 3 describes our Cascading Failure model and its constituent parts in great

detail. We describe the flow characteristics of power grids in section 3.1. To study

cascading failures differently from the already existing efforts [16, 23, 31, 35, 38], we

design a new flow redistribution mechanism and implement performance measures to

compare different removal strategies (both theoretical1 and context2 based). Section

3.2 explains the basis for our proposed flow redistribution mechanism. In section 3.3 we

build the model around the new flow redistribution mechanism using the CLM model

[16].

In Chapter 4, we defined certain settings for our simulations as described in section

4.1. Further in section 4.2 we talk about the performance measures that we use to

quantify the vulnerability of power grids in case of cascading failures. In section 4.3

we talk about the results of our simulations based on the CLM model [16] and our

cascading failure model (section 3.3). A detailed analysis of the two models is shown

with illustrative experimental results throughout the text of this chapter.

Chapter 5 marks the end of the report with a short summary and focal points of

the project. It also explains future potential that emerges from this work.

1Measures from CNA
2In the context of power grids
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Chapter 2

Preliminaries

2.1 Context

Power grids are vulnerable to cascading failures. For a decade this has been an extensive

topic of study owing to so many power outages across the world [39]. Vulnerability is

quite the opposite of Robustness. Robustness is a measure of the resilience of a system

in face of attacks and failures. Vulnerability dictates the lack of robustness. Robustness

characterises different properties of a system. For instance, in a social network, more

connections mean stronger relations between people. On the other hand, in case of an

epidemic, more connections will contribute to the spread of the virus. It is a measure

that differs from one system to another depending on the kind of property that is being

highlighted by the system.

The main goal of vulnerability analysis is to design systems that are more robust.

Vulnerability analysis of complex systems is necessary in order to find out the critical

components of such networks. Centrality measures play a significant role in the iden-

tification of such critical components (links, nodes) [7] since they are an indication of

the importance of nodes and links within a network.

We will describe the aspects of a complex network in great detail. A complex

network is completely defined with the following points [34],

• System

A system is defined as a network together with the protocols and services used

and offered by it respectively

7



2. PRELIMINARIES

• Properties

A system constitutes of certain properties to identify its capabilities. These may

include connectivity, throughput, quality-of-service, etc.

• Perturbations

A system can break down partially or completely in the face of perturbations like

failures, targeted attacks or virus spreads

From the above discussion some questions about the context, characteristics and

perturbations of a system arise [20],

1. What is the Goal of the system?

2. What are the perturbations it faces?

3. What strategies will preserve the goals of the system in face of those specific

perturbations?

4. What are the costs of these strategies?

Answering these questions helps us in identifying the role of a network under study

and also understand how the network fulfils its desired role. Based on the above notes

it is important that the study of network robustness/vulnerability takes into account

all the aspects addressed by the above questions and the models are closely related to

the underlying network properties.

Power grids are considered as small-world networks [17] but some other studies also

segregate them as scale-free [3, 21]. Scale-free networks have low connectivity but some

nodes are highly connected and are the main hubs of the network [6]. If these hubs

malfunction, it could disrupt the functioning of the network considerably. Thus, scale-

free networks are robust to random failures but can be highly vulnerable to targeted

attacks.

Every network has a different behaviour to disruption. For instance, if we remove

a node from an epidemic network, it will help in reducing the spread of the virus.

However, in a road network, blocking a main highway would result in severe traffic

congestion in and around that area. These observations are very trivial and yet very

complex in nature because each network has a distinct function and different dynamics

of information flow to achieve that function.

8



2.2 Related Work

We attempt to briefly answer the above questions about power grids to carry out

a more informed vulnerability analysis from a realistic point of view. However, the

outcome of these questions is only to present a more logical environment within which

power grids can be studied. The questions have been mentioned before and are repeated

again for clarity,

1. What is the Goal of the system?

The goal of power grids is to transport electricity from generators to distribution

sub-stations via the transmission links. Electricity flows in one direction and takes

multiple paths depending on the system properties like impedance, admittance, etc.

2. What are the perturbations it faces?

A power grid may have component failures, sagging links, overloaded sub-stations,

human errors, solar flares and terrorist attacks disrupting the normal functioning

of the grid. These perturbations may be modelled as a removal from the network

based on the importance of the node/link being removed.

3. What strategies will preserve the goals of the system in face of those specific per-

turbations?

Certain strategies like cut-off mechanism, load reduction techniques [31] and dis-

tributed renewable sources of energy may save power grids from power outages.

4. What are the costs of these strategies?

These strategies protect power grids from cascading failures for a comparatively

lower cost than the billions of dollars worth of damage caused by power outages

to the business sector.

Through this discussion we aimed at understanding power grids better. We attempt

to model them using tools from CNA and the methodology is described in the next

chapter.

2.2 Related Work

This section is dedicated to the relevant work carried out in the field of power grids

and cascading failures. We describe summaries of some relevant papers in detail and

focal points of each work that might be useful for expanding our model.

9



2. PRELIMINARIES

Let us begin with the analysis of Van Eeten et al. (2011) [38]. They carry out

empirical investigations in the interdependencies of critical infrastructures. Critical in-

frastructures are assumed to have a deep impact on each other due to minor faults in

one of the networks. Their work involves analysing data from news reports and corre-

lations between cascading failures across different infrastructures. Their findings were

rather focused on only two domains: telecommunications and energy. Most failures

have propagated from energy networks to telecommunications and there is no sign of a

bidirectional relationship. As a result, they undermine the involvement of public sector

to monitor all critical infrastructures. Moreover, they suggest a more elaborate involve-

ment in the direction of energy and telecommunication networks instead of focussing

on mitigating cascading failures across all critical infrastructures.

Researchers initially focussed on static failures in complex networks [1, 2, 14, 15].

These include the removal of certain components of a network and thereby evaluating

the drop in performance of such a network. However, many infrastructure networks

like the transport grid/gas pipelines may lose a sizeable part of their performance after

a static failure and cause an overload in other parts of the network leading to a partial

or complete disruption of facilities. This redistribution of flows led to development of

dynamical approaches [16, 27] and their application to more real-world networks.

Next we talk about a dynamic model of cascading failures for complex networks:

CLM model, by Crucitti et al. (2004) [16]. They build a simple model to show how

small triggers could lead to catastrophic events in infrastructure networks. The model

explains redistribution of flows within the network upon break down of a single node.

They show that the collapse of a single node with the highest load is sufficient to

considerably lower the efficiency of the entire network. For our model we use the basic

structure of flow redistribution of loads around the network and reiteration of the CLM

model on the new network to get a temporal perspective of the cascade. We briefly

explain this model in section 2.3 and describe our cascading failure model in Chapter

3.

The CLM model has been adapted to the North American high-voltage power grid

by Kinney et al. (2005) [23]. The North American power grid is one of the most

complex technological networks and transmits electricity but also failures to many

parts of the grid. They modelled the grid with certain assumptions about how the load

is transferred from one transmission substation to another. Their results suggest that

10



2.2 Related Work

a breakdown of transmission sub-stations could lead up to a loss of 25% of efficiency

by spreading flows across the network. Furthermore, they found out that disruption of

40% of the transmission sub-stations lead to cascading failures.

Considerable work has been carried out by researchers in the field of cascading

failures in the direction of discrete network load models. The above mentioned studies

have that feature in common. Simonsen et al. (2007) [35] have taken a step further

and studied the transient dynamics of power systems caused by an initial shock in the

network. They have justified their work by the fact that loads have oscillations while

adjusting to the new structure of the network and some parts may breakdown before the

network stabilises again. The lack of a dynamic load model greatly overestimates the

robustness of the network. Furthermore, they conclude that using stationary network

load models might predict a failure sequence for the network far from reality.

Until now we have discussed literature that marks direct application of concepts and

measures from CNA to power grids. Power grids cannot be encapsulated by generic

properties of a complex network. Bompard et al. (2009) [10] have done major work in

exploring the shortcomings of generic application and designing new methodologies to

study power grids more efficiently.

In [11] they analyse the structural vulnerabilities of power grids by extending the

topological approach to include the physical operative state of the grid in terms of the

flows distributing in the links. The authors designed new metrics such as entropic de-

gree and net-ability and compared them with the traditional purely topological metrics.

Entropic degree takes into account not only the number of connections a node has but

also the distribution of weights around these connections. It provides a fairly quan-

titative measurement of the importance of sub-stations in a power grid. Net-ability

describes how efficiently power flows over the links of a transmission grid from supply

to demand side. They further extended the topological approach to incorporate several

other features of a power grid such as line flow limits, flow paths and demand/supply

distribution [9]. Path redundancy quantifies the available redundancy of paths in trans-

mitting power from generation to distribution sub-stations using the concept of entropy.

In case of a cascading failure, Survivability, based on path redundancy and net-ability,

measures the effectiveness of a grid to match demand with the generation.

On the lines of extending topological approach to analyse power grids, Bompard et

al. (2010) [12] formulated an electrical betweenness based approach that captures the
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specific properties of power grids in more detail. This metric focusses on the impedances

of the transmission links. They compared this with the traditional betweenness metric

for IEEE bus networks and found that traditional centrality1 (section 2.3) measures

underestimate the vulnerability of power grids.

Centrality is the backbone for identifying critical components in a complex network.

Tutzauer (2007) [36] proposed a centrality measure based on entropy that characterises

networks with flow along multiple paths. His motivation lies in the idea that centrality

measures must be related to the underlying network properties. Very often, researchers

use centrality measures to validate models for a particular type of network that may

have flow characteristics different from the ones assumed by the measure. Borgatti [13]

points out that this implicit assumption about the flow characteristics of networks may

give rise to misleading results.

Bompard’s seminal work may have inspired optimisation of distributed flows in

power grids from a design perspective. Asztalos et al. (2011) [5] used an edge weighting

scheme to optimise the flow efficiency and robustness of scale-free networks to cascading

failures. They studied models where flow is distributed and initiates from all paths

between a pair of source and sink nodes.

Power grids have been around for almost two centuries and the continuing complex

interconnection patterns have made them more liable to disruptions. Pahwa et al. [31]

have explored mitigation strategies against cascading effects and agreed upon the use

of distributed renewable energy sources for decreasing the load on power grids.

2.3 Basics of Complex Networks

High-voltage grids serve power from generators (supply-side) to distribution sub-stations

(demand-side) through a vast network of transmission sub-stations. This network can

be modelled as a directed graphG withN nodes (generation/transmission/distribution)

and L links (transmission) where power flows only in one direction under normal func-

tioning. The high-voltage power grid is represented by an N × N adjacency matrix

{aij}. The element aij is 1 if there is a connection present between nodes i and j and

0 otherwise.

1Betweenness in this case
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Vulnerability analysis of a power grid requires quantification of the performance of

the grid under certain conditions. We can slightly change the adjacency matrix and

define efficiency [16] as a measure of robustness of power grids. We replace a with e in

the definition of the adjacency matrix changing its connotation from adjacency relation

to efficiency relation. Now, the element eij is 0 if there is no connection present between

nodes i and j, otherwise it is a value between (0, 1] depending on the change in efficiency

of the link between i and j. Initially at time t = 0, eij is set to 1 for all the existing

links signifying normal flow of power from node i to j and it represents the efficiency

of that link.

In the CLM [16] model, the efficiency of a path between two nodes i and j is defined

as the harmonic composition of the efficiencies of the links that belong to that path.

The harmonic composition of N numbers x1, x2, x3, . . . , xN is defined as
[∑N

i 1/xi

]−1
and is useful in a variety of different fields [22]. It is important for our discussion

to note that harmonic composition is more suitable than using the mean[23]. Let us

replace the numbers xi by links in a path. In this case, harmonic composition takes into

account the number of links traversed and if a link has efficiency 0, then the harmonic

composition is also 0 as there is no link between the nodes. Whereas, for the mean, a

0 efficiency link would not render the path as invalid.

Average efficiency of the network [25] is used to quantify the performance of the

network. This measure is adapted to the North American power grid [23], as follows:

E =
1

NGND

∑
i∈GG

∑
j∈GD

εij (2.1)

where εij is the efficiency of the most efficient path between generator i and distribu-

tion substation j and is calculated as the harmonic composition of the efficiencies e of

constituent links of that path. NG and ND are the number of generators and distribu-

tion sub-stations in the power grid respectively. GG and GD are sets of generators and

distributions sub-stations respectively.

A quantity called the capacity Ci is associated with each node i based on the initial

load(betweenness) [40] it carries,

Ci = α.Li(0) ∀ i = 1, 2, . . . N (2.2)

where α acts as a tolerance parameter and depicts the ability of a node to withstand

large inflows of power. This value is greater than 1 but not excessively large since it is

13



2. PRELIMINARIES

limited by the cost of infrastructure. Li(0) is the load flowing through each node when

the power grid is functioning under normal conditions (time t = 0).

If an attack or failure occurs at a sub-station of the power grid, the power flowing

through this sub-station is redistributed to other parts of the network. Sometimes

this power is not very large in quantity and the effect is absorbed by the neighbouring

nodes without affecting much part of the power grid. But if the overload caused by this

breakdown is huge then power gets redistributed in the entire network and cascades

through nodes degrading the efficiency of links along its path, eventually making the

entire grid degrade in performance. The efficiency of a link represented by {eij} mimics

the flow of redistribution over a period of time. The degradation model is represented

as follows,

eij(t+ 1) =

{
eij(0)/Li(t)

Ci
if Li(t) > Ci

eij(0) if Li(t) ≤ Ci
(2.3)

where j extends to all the direct neighbours of i. If a node i fails then the efficiency

of the transportation of power from(to) i to(from) its neighbours will follow a linear

degradation cycle based on the overload Li(t)/Ci.

Flow redistribution is caused by removing a node from the network. Naturally,

removal should be significant enough to cause a network to break down. How do we

define the significance of a node? Centrality is a measure to quantify the importance of

a node within its network. For example, the relevance of a leader in a social network, a

road in a transport network, or a cell in a brain network. But before we go deeper into

the concept of centrality we need to define the notion of distance between two nodes

in a network.

Geodesic Distance

The distance between two nodes of a graph is the number of links in the shortest path

connecting them. If there are no paths connecting the two nodes, the distance between

them is infinite. The distance dij is the length of the shortest path between i and

j. The diameter of the network is the maximum dmax over these distances and the

characteristic path length is defined as,

d̄ =
1

N(N − 1)

∑
i 6=j

dij (2.4)
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In the context of pure distance, the length of a path in the case of an unweighted graph

is equal to the number of links in the path. In the simplest case of a weighted graph,

when the link weights denote the length of the link, the length of the path is the sum

of the weights of its links.

Centrality

There are 3 generic ways to define centrality and these are focussed only on the topology

of a network,

• Node degree [7] is the number of links having a connection to a node. If the graph

is directed then there are two forms of degree centrality, indegree and outdegree.

Indegree is the number of links that are directed towards a node and outdegree

is the number of links that are directed away from a node.

In general, for a graph with N nodes, the degree centrality for node v is,

CD(v) =
deg(v)

N − 1
(2.5)

where N is the number of nodes in the network.

• Betweenness [7] of a link or node v is defined as the number of shortest paths

between any pair of nodes (set V ) passing through v. It is defined as follows,

CB(v) =
∑

s,t∈V \{v}

σst(v)

σst
(2.6)

where σst(v) is the number of shortest paths between s and t that are passing

through v and σst is the total number of shortest paths between s and t. It is a

measure for determining which nodes or links occupy central positions in a net-

work.

• Closeness [7] can be regarded as a measure of how long it will take information

to spread from any node to other reachable nodes in the network. It is defined as

the mean geodesic distance dG(v, t) between a node v and other reachable nodes

t from that node,

CC(v) =

∑
t∈V \{v} dG(v, t)

N − 1
(2.7)
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A contextual centrality measure for power grids is defined as follows,

• Node Significance [24] is the amount of outgoing power from a node v in a power

grid normalised by the total amount of outgoing power flowing through each node.

NS(v) =
Pout(v)∑N
t=1 Pout(t)

(2.8)

Since the flow in power grids is distributed, node significance gives a good estimate

of how important a node is in transferring power to other parts of the grid.
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Chapter 3

Methodology

This chapter describes our Cascading Failure model and its constituent parts in great

detail. We describe the flow characteristics of power grids in section 3.1. To study

cascading failures differently from the already existing efforts [16, 23, 31, 35, 38], we

design a new flow redistribution mechanism and implement performance measures to

compare different removal strategies (both theoretical1 and context2 based). Section

3.2 explains the basis for our proposed flow redistribution mechanism. In section 3.3 we

build the model around the new flow redistribution mechanism using the CLM model

[16].

3.1 Flow in Power Networks

As previously explained in section 1.3, in a power grid, flow between a pair of source and

sink nodes does not follow the shortest path between them. Power follows a distributed

path based on many system properties (impedance, conductance, capacitance) that

impose certain limits on the capacity of these paths [11]. Every path that constitutes

the flow from source A to sink B is made of several links each. These links have different

parameters and each path may contribute a different proportion of power to the flow

from source A to sink B.

The amount of information flowing between a pair of nodes is reflected by the

shortest path between the nodes [2, 16, 33]. Contrary to this assumption, in power

engineering, electric current (the information flowing in power grids) follows multiple

1Measures from CNA
2In the context of power grids
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3. METHODOLOGY

paths between a pair of nodes. Merely using simplified measures from the theory of

CNA for defining flow redistribution in a power grid is not enough. The flow in a power

grid can be represented in essence by the PTDF.

3.2 PTDF

The Power Transfer Distribution Factor (PTDF) [18] describes the sensitivity of each

transmission link to power injection at a particular node and withdrawal at a reference

node. This reference node is also known as Slack. If the slack node is missing, then a

generator node with the highest real power is chosen as slack for the system.

PTDF of a component T for a flow between source A and sink B reflects the per-

centage of power that flows through that component T. For instance, when component

Z (part of a path between A and B) has a PTDF of 0.2 for a transfer from A to B, then

a transfer of 100 MW from A to B would result in an increase of 20 MW at component

Z. On the other hand, if the same factor is −0.2, then this transfer would result in a

decrease of 20 MW at component Z. This implies that for calculating the PTDF of a

transmission link, the source and sink nodes must be specified. In the absence of a

sink, the reference node acts as the sink that demands the injection at source in the

first place. PTDFs are very useful for analysing the change in load at a particular

transmission link and identifying the links that might overshoot their capacity.

For a network with N nodes and L transmission links, the PTDF matrix is given

by,

A =

 a11 a12 . . . a1N
...

aL1 aL2 . . . aLN

 (3.1)

where A is an L × N matrix and aij is the change in power of link i when 1 unit of

power is injected at node j and withdrawn at the slack node.

The PTDF of a transmission link i for a flow between a pair of nodes g and d can

be defined using Eq. 3.1 and the slack node as follows,

agdi = aig − aid (3.2)

where agdi is the change in power of link i when 1 unit of power is injected at node g

and withdrawn at node d.
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3.3 Model

Computation of the PTDF matrix requires a model to calculate load flows and

in most cases a Direct Current (DC) model of power flow [18] is used. DC power

flow models are widely used by the power engineering sector to compute load flows

for high-voltage transmission grids. Their reliability has been long questioned and

not completely accepted for all application purposes but it is nonetheless a good ap-

proximation of active power flows and usually gives values close to ±5% [32] as long

as the conditions forming the basis of the method are met with. For a high voltage

transmission grid, the conditions for a DC model are satisfied [32].

3.3 Model

The cascading failure model that we have designed for simulating a high-voltage power

grid has three distinct parts, namely input, redistribution and output illustrated in

Fig. 3.1. Before explaining all the constituent parts of the model we point out certain

assumptions made during the course of this work.

3.3.1 Assumptions

1. Nodes of the power network are considered to shut down irreversibly, i.e. once

they are switched off during the simulation of a cascading failure (whether due

to a failure being propagated or a safeguarding strategy to cut-off a part of the

network) they are assumed to be dead for the remaining period of the simulation.

We made this choice because of the fact that this work aims at a short interval of

time which is conceived from a fault in the network, resulting in a power outage

in a matter of seconds.

2. The high-voltage power grid network is assumed to be loaded homogeneously, i.e.

each link is loaded to exactly the same percentage of its maximum capacity.

3. At each time step of the simulation, a few nodes may get overloaded. The transi-

tion between simulation steps is assumed to be static as compared to a dynamic

transient analysis where power flows mimic the real time taken for power to flow

through a link with certain physical properties. Overloaded nodes are kicked out

of the simulation all at once for any intermediate state of the simulation.
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Network (Topology + Line Loads)

Tolerance Parameter

Removal Strategy

Ci = α · Li(0) ∀ i = 1, 2, . . . N

Li(t) - Load at time t

• Random

• Targeted

Flow Redistribution

1 1254

Node ID

• Network of
disconnected
components

• Information
about damage
caused to each
component island

Figure 3.1: Constituent parts of the cascading failure model

3.3.2 Input

The input settings for our model consists of,

Tolerance parameter α

Capacity is a characteristic property of each node/link in any network and it the dictates

the maximum load a node/link can withstand. Naturally, we will assume that capacity

Ci of a node i is directly proportional to its initial stable load Li(0) [27] at the start of

the simulation (time t = 0). It is defined as follows,

Ci = α.Li(0) ∀ i = 1, 2, . . . N (3.3)

where Li(0) is the current power flowing through each node at the moment when a

DC power flow solution was calculated. This proportionality coefficient α ≥ 1 is the

tolerance parameter that marks an upper bound on the load that can flow through each

node at any time during the simulation. α is technology dependent, i.e. it cannot be

an unreasonably high value.
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From equation 3.3, it is evident to state the following relation between the tolerance

parameter and loading level which is a more inherently natural concept to grasp,

α =
100

ll
(3.4)

where,

α is the tolerance parameter and ll is the loading level expressed as a percentage.

The relation in equation 3.4 implies that when the loading level is say 50%, the

tolerance parameter will be α = 2, i.e. the network can handle twice its initial load at

each node.

Network Model

High-voltage transmission grid data is used [37]. This network has 1254 nodes and

1944 links. This network data consists of the topology of the network, the demand and

supply parameters at each generation and load station, and node voltages. A DC power

flow solution with all these parameters gives an approximate amount of power flowing

through all the high-voltage transmission links of the grid. This is a stable snapshot of

the system that we use for future modelling and simulation purposes.

The DC power flow solution comes from a MATLAB package called MATPOWER

[42]. The calculation of PTDF matrices is also a part of this package. It is used for

modelling the power grid as a network to solve power flow equations and carry out

other power flow computation problems.

Removal Strategy

The cause for redistribution of flows in a power grid is due to a component failure or

shut-down. In order to simulate the network for cascading failures we have to remove

a node from the network to trigger the redistribution of flows. This removal can either

be Random or Targeted. By removing the most important node from the network we

can estimate the worst case damage caused to a power grid due to cascading failures.

Importance (centrality - section 2.3) is a vital concept from the theory of CNA.

We included three measures from the theory of CNA that are applicable to all

generic network topologies. These are as follows,

• Betweenness Centrality
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• Degree Centrality

• Closeness Centrality

And one measure specifically designed for power grids called Node Significance [24].

These measures provide us with information about the importance of a node in a

network with respect to the network itself.

On the basis of the above discussion we form the following five strategies for node

removal which trigger a cascading failure,

1. Betweenness based removal

2. Degree based removal

3. Closeness based removal

4. Node Significance based removal

5. Random removal

1-4 belong to the targeted removals and are based on the importance of a node within

a network. A random removal signifies failure or shut-down of a component.

3.3.3 Flow Redistribution

Once a node has been removed, flows start to redistribute in the network. When a

node is removed from the network, the incoming and outgoing links have certain loads

that redistribute to the neighbours of the removed node.

Fig. 3.2 illustrates the flow redistribution mechanism that we designed for re-routing

power in case of a failure or an attack on a power grid. When node N is removed, all

the incoming loads at node N are injected to its neighbouring nodes at the other end

of the transmission links. Similarly, all the outgoing loads from node N are rejected

from its neighbouring nodes at the other end of the transmission links. It can be seen

from Fig. 3.2 that the link carrying load liN will be removed from the network after

node N has been removed and the load liN will be injected into node i. This procedure

is applied to all the incoming neighbours i of node N . Similarly, for all the outgoing

neighbours j of node N , a rejection of load lNj occurs at each node j.
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N i j 
𝑙𝑖𝑁 
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𝑙𝑁𝑗 

𝑙𝑁𝑗 

Injection 
 
Rejection 

Figure 3.2: Node N is removed from the network and flows redistribute to its neighbours

An injection makes sure that the load that was going into node N will now be

redistributed to other parts of the network and a rejection allows for removing the

excessive load from a part of the network that doesn’t actually receive it any more.

A cumulative shift in load at each node is graphically shown in the flow redistribu-

tion part of the model in Fig. 3.1. Due to the numerous injections and rejections, loads

at each node either increase or decrease and some might even change the direction of

flow of power.

Using (3.1) we can deduce equations formulating injections and rejections for re-

moval of node N as follows,

I =
∑
i∈IN

liN ·A[:, i] (3.5)

R =
∑

j∈ON

lNj ·A[:, j] (3.6)

where IN and ON are sets of incoming and outgoing neighbours of N and A[:, i] is an

L×1 column vector specifying all rows of the ith column of the PTDF matrix. I and R

are L× 1 column vectors of cumulative injections and rejections at every transmission

link of the power grid due to removal of node N .
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Following equations. 3.5 and 3.6, we can state the following,

LNEW = LOLD + I −R (3.7)

where LNEW and LOLD are L × 1 column vectors specifying the loads at each trans-

mission link.

After the initial trigger for simulating cascading failures, wherein we remove a node

and all the incoming and outgoing links of this node from the network, the flow dynam-

ics of the power grid change. We mark these nodes and links as out-of-service. As the

next step, the model calculates the new loads for all the in-service transmission links.

The loads flowing through each of the remaining nodes of the network are calculated

by simply summing up all the incoming or outgoing loads of each node.

Each node may or may not have exceeded its capacity due to the possibility of extra

incoming load. In Eq. 3.8 if the boolean statement x is true then at time t node i has

exceeded its capacity and will be made out-of-service together with all its incoming and

outgoing links.

x : Li(t) > Ci (3.8)

As a result of rendering some nodes and their links out-of-service, some parts of

the network may get disconnected and disintegrate into separate islands. Each island

of the disintegrated network may or may not have generation substations. If an island

is free of any generating source then it is dead, marked red in Fig. 3.3. However, if

an island has a generating source, then we iterate the model on all such islands by

removing all the nodes (together with their connected links) with the value of x as

true, ie. overloaded nodes. Each island may result in an additional group of islands

and the model is iterated on each group of islands belonging to the same time step

simultaneously. This procedure can be encapsulated by a tree structure illustrated in

Fig. 3.3.

Some islands may not be affected completely by flow redistribution, i.e. they still

have a power generating source. In this case they are still functioning and are marked

green in Fig. 3.3. Cascading effects have subsided in such islands and they are still

providing energy for a part of their consumers. All the intermediate islands that could

break down completely due to cascading failure are marked blue. The tree structure
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Figure 3.3: A tree structure depicting the logical depth of the model and iterating pro-

cedure
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shows how an island (original power grid under consideration) can undergo changes in

the flow of power and disintegrate into several islands some of which are functioning

and some are deeply affected by the cascade.

3.3.4 Output

Simulations (Chapter 4) are carried out to observe the evolution of a cascade. The

output of our model consists of several islands that may or may not be able to deliver

power to their customers. At each time step a network is produced consisting of one or

more disconnected components (islands). Every island contains information about the

increase or decrease in load of each node belonging to that island. This group of discon-

nected islands is fed back as input to the model for the next time step after removing

the overloaded nodes and connected links from the network. The flow redistribution

model is iterated again on these group of islands. After processing this information

from each time step we are able to assess the damage caused to the power grid.
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Chapter 4

Experiments

We initiated the research with a question about the vulnerability of power grids to

cascading failures. Let us state it again,

How to identify the most vulnerable nodes in a high-voltage electricity grid?

We followed a simulation based approach to solve our research problem. We defined

certain settings for our simulations as described in section 4.1. Further in section 4.2

we talk about the performance measures that we use to quantify the vulnerability of

power grids in case of cascading failures. In section 4.3 we talk about the results of our

simulations based on the CLM model [16] and our cascading failure model (section 3.3).

A detailed analysis of the two models is shown with illustrative experimental results

throughout the text of this chapter.

4.1 Scenario

The scenario for carrying out our simulations is composed of three parts,

• Network Model

We deal with three network models. The main focus is on the high-voltage Eu-

ropean power grid. This data consists of the topology and load settings of the

grid and is available on-line from the database of UCTE [37]. Apart from this

we have also considered BA [6] and ER [19] network models of the same size for

comparison of real power grid data to synthetic network topologies.

• Node Removal Strategies

These strategies are based on centrality measures (section 2.3) for nodes in a
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network. We focus on betweenness centrality, closeness centrality and degree cen-

trality [30] as theoretical measures from CNA to compare with node significance

[24], a context-based measure that captures power flows. We also analyse the

network using an average of a hundred random removals. The distinction will be

made wherever necessary.

• Tolerance Parameter

We have taken a realistic range of the tolerance parameter, α ∈ [1.01, 2.8] (Eq.

3.3), in various settings. In reality this is different for each link/node of a net-

work model that represents a power grid but for simplicity we have assumed a

homogeneous loading level of the network as previously explained in section 3.3.1.

4.2 Performance Measures

The following performance measures are used to assess the vulnerability of power grids,

• Efficiency

Efficiency of a network is proportional to the sum of the reciprocals of the shortest

path lengths between all pairs of nodes, normalised for that network [16, 23, 25].

This metric is based on distances and does not represent the functioning of power

flows. However, it has been used by Crucitti et al. [16] and we retain it for a

small part of our simulations for comparison purposes.

• D1

The fraction of nodes being overloaded at any time during a cascading failure

represents the cumulative damage caused to a power grid at that point in time.

This metric as a performance measure is very relevant to our work because a

cascading failure propagates as a result of overloading.

• D2

The fraction of energy demand that cannot be matched at any time during a

cascading failure represents the cumulative damage caused to power grid users

(consumers) at that point in time. This metric is relevant to our work because

cascading failures directly affect the consumers of a power grid.
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4.3 Simulations

4.3.1 CLM Model

We implemented the CLM model [16] from scratch and investigated cascading failures

in two synthetic network topologies1 and one high-voltage power grid network model

which was not a part of the CLM analysis: a) BA model [6] in Fig. 4.1a; b) ER random

graph model [19] in Fig. 4.1b; and c) the European high-voltage model [37] in Fig.

4.1c. All the above network models are of the same size (N = 1254, L ≈ 1944).

The results were in agreement with those published in [16]. In Fig. 4.2 we show the

evolution of network efficiency [16, 23] for BA, ER and UCTE network models. Flow

redistribution is achieved by a random removal of a single node at time t = 0. This

simulation has been carried out for three values of the tolerance parameter, namely

α = 1.01, 1.05, 1.08 and for each value of α the plot is averaged over 10 random

removals following the original authors’ work [16]. In the first case (α = 1.01) the

network efficiency drops down by 15% for a BA, 16% for an ER and 16% for a UCTE

network model: due to a low tolerance parameter the networks lose a considerable part

of their efficiency. In the second case (α = 1.05) the network efficiency stabilises at

a lower level than before the removal of the node. The third case (α = 1.08) shows

a constant value of network efficiency, except in a UCTE network model in Fig. 4.2c

where the tolerance parameter had to be increased to 2.25 to witness no change in

efficiency throughout redistribution of flows across various parts of the network. The

above results depict that the UCTE network model is less robust in terms of efficiency

than the synthetic BA and ER network models of the same size.

The oscillating effect of network efficiency is attributed to the reversibility of over-

loaded nodes, i.e. nodes that get overloaded can get back to their normal functioning

level after some time and redistribution of flows starts the cycle all over again. Sup-

pose there are two paths from generating station g to distribution station d (A and B)

and path A is more efficient during normal functioning of the power grid (before any

failure). After a failure has occurred, and nodes in path A break down, the flows from

path A are redistributed to path B making it more efficient. Due to redistribution of

flows, in time, the nodes in path A recover and path A surpasses the efficiency of path

B, thus restoring the initial conditions and switching back to the more efficient path

1This part is a repetition of [16] and carried out only for comparison purposes
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(a) BA Network Model (b) ER Network Model

(c) UCTE Network Model

Figure 4.1: Network visualisations of BA, ER and UCTE models of size N = 1254 and

L ≈ 1944
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Figure 4.2: Drop in Efficiency of BA, ER and UCTE network models over time for three

different values of the tolerance parameter α. This is caused by the initial removal of a

node chosen at random. The plot is an average of 10 such random removals

A. This switching between alternate paths causes the oscillatory effect in efficiency of

the network [23]. The oscillations will reoccur continuously if simulation time tends to

infinity since at each time step the less efficient path will heal (nodes are reversible in

nature) and takeover the previous more efficient path.

In the next experiment we differed from the CLM approach and changed the sim-

ulations to incorporate more than one removal phase and analyse targeted removals.

Specifically, whenever the network stabilised (recurring oscillations in network efficiency

over time) after a cascading failure subsided, we removed the current most important
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node1 of the network and iterated the cascading failure model of CLM on the remaining

network. The results are shown in Fig. 4.3. The changed CLM model was simulated

on all three network models for five removal stages and three values of the tolerance

parameter, namely α = 1.01, 1.08, 2.8. The wide gap from 1.01 to 2.8 is because we

wanted to test the behaviour of the network for higher values of the tolerance param-

eter as the network was undergoing multiple stages of redistribution. We changed α

considerably from 1.08 and stopped at 2.8 due to the unnaturally high loading capacity

that accompanied it.

Apart from the drop in network efficiency for lower values of tolerance parameter

we also witnessed an abrupt drop in efficiency at each removal phase, namely at t =

0, 50, 100, 150 and 200. In each removal stage the most important node is removed.

After the first node removal, the effects of a cascading failure follow a similar pattern

to what we observed in Fig. 4.2. The remaining network is subjected to another node

removal thereby causing more damage and lowering the network efficiency even further.

It can be seen in Fig. 4.3 that in the worst case (fully loaded network - α = 1.01),

multiple cascading failures could allow a network to lose 80% of its efficiency in a BA,

65% in an ER and 95% in a UCTE model.

4.3.2 Enhanced Cascading Failure Model

The above results have flows redistributing based on the shortest path between two

nodes in a network. We designed a flow redistribution mechanism to accommodate

for distributed flows [10], a characteristic property of power grids. We simulated our

cascading failure model defined in section 3.3 using proposed flow redistribution mecha-

nism on the UCTE network model. Cascading effects were observed for several removal

strategies under different input parameter settings. To encapsulate a wide domain of

removal strategies we removed nodes with the highest betweenness centrality, degree

centrality, closeness centrality and node significance separately and let the network

mimic redistribution of flows that lead to a power outage if at all. For random failures

and faults in the network, we removed a random node and averaged the damage caused

by a hundred such removals. We used already defined measures of damage to quantify

the vulnerability of a power grid to cascading failures. We varied the tolerance param-

eter α and observed the evolution of D1 and D2 caused to the network. Our results will

1Targeted removal: node with the highest betweenness centrality
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Figure 4.3: Drop in Efficiency of BA, ER and UCTE network models over time for three

different values of the tolerance parameter α. This is caused by the initial removal of a

node having the highest betweenness centrality.
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not show any oscillations unlike the results from the CLM model because overloaded

nodes are not placed back in the system.

4.3.3 Discussion

The results are plotted in figs. 4.4 to 4.9. The different figs. correspond to different

loading levels of the network. Damage increases with time1 and after a certain point

in time the effects stabilise. We observe in Fig. 4.4 (α = 1.05) that within each

damage plot the damage caused by any of the removal strategies follows a similar

trend and strategies do not require any distinction. This can be attributed to the

loading level of the nodes being very close to the maximum or tolerance parameter

being close to the minimum (Eq. 3.4); they are bound to break down or cut-off in the

event of even the slightest extra incoming power. In Fig. 4.5 (α = 1.2), we observe

that node significance based removals cause more damage than other removal strategies.

Moreover, as illustrated in Fig. 4.6 (α = 1.5), the damage caused by a removal strategy

based on node significance results in approximately 20 times more damage compared

to removal strategies based on the theory of CNA (section 3.3.2). As we come close to

α = 1.8, in Fig. 4.7, node significance based removals stand out separately from the

theoretical measures. In Fig. 4.9 the distinction is still visible but the damage itself is

not so considerable any more owing to an even higher value of the tolerance parameter

(α = 2.3).

Measures from CNA underestimate the vulnerability of nodes in a power grid.

Heuristically speaking, Node Significance may be an upper bound for the worst case

damages caused to a power grid due to cascading failures.

Since both D1 and D2 plotted over time for a particular value of α are comparable

to each other, we use only one of them for expressing further results, i.e. fraction of

unavailable energy. We summarise D2 caused by removing the node with the highest

node significance. In Fig. 4.10, we see that the final damage after a cascading failure

has subsided decreases with an increase in the tolerance parameter.

In Fig. 4.11 we plot damage as a function of the tolerance parameter. It can be

seen that the damage caused by cascading failures decreases by increasing the tolerance

parameter, however, it is not a monotonically decreasing function. It behaves erratically

for a small change in the tolerance parameter.

11 iteration of simulation is 1 time step
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Figure 4.4: Comparison of damage caused over time for different removal strategies due

to a cascading failure for α = 1.05
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Figure 4.5: Comparison of damage caused over time for different removal strategies due

to a cascading failure for α = 1.20
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Figure 4.6: Comparison of damage caused over time for different removal strategies due

to a cascading failure for α = 1.50
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Figure 4.7: Comparison of damage caused over time for different removal strategies due

to a cascading failure for α = 1.80
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Figure 4.8: Comparison of damage caused over time for different removal strategies due

to a cascading failure for α = 2.00
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Figure 4.9: Comparison of damage caused over time for different removal strategies due

to a cascading failure for α = 2.30
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The reason for this erratic behaviour lies in the origin of flow redistribution. Each

sub-station of the power grid is assumed to be homogeneously loaded at the beginning.

Loads at each substation change after a failure or shut-down causes flows to redistribute.

As a result each sub-station has a different threshold for breaking down. To illustrate

this we take α = 1.56 and remove a node with the highest node significance from the

network. There are 21 nodes that get overloaded in the first time step. At α = 1.57

there are 20 nodes that get overloaded in the first time step. Since the flows start

redistributing after the first time step, this change in the number of overloaded nodes

restructures the generation of islands and the redistribution takes different paths in

different islands for these two values of α. Since we do not have reversible nodes

(section 3.3.1), islands are generated because connectedness of the network cannot be

kept intact after overloaded nodes go out-of-service. Therefore, the dynamics of flows

change considerably for a very small change in the value of α (step increments of .01)

as shown in Fig. 4.11. We change the step increments to .001 and the inset of Fig.

4.11 shows that the damage curve becomes more erratic.

To show the long-term trend we plotted a simple moving average of the damage

caused at each step of the tolerance parameter. Simple moving average [41] is the mean

of previous n discrete data points. The curve represents the general long-term trend

of reducing damage to a power grid by increasing the tolerance parameter. In Fig.

4.11 we have taken n = 10 data points and n = 20 data points. If we have more data

points in the window of moving averages, we get a smoother relation between D2 and

α owing to the definition of moving averages itself. Hence, moving average is a good

numerical approximation to show the intuitive relation between the destruction caused

by a power outage and maximum capacity of power system components.

For a 90 − 95% reliability of the European high-voltage power grid, a value of

α = 1.79 − 1.89 for the tolerance parameter would suffice. This implies that in the

worst case if each sub-station of the UCTE power grid is loaded to at most 55.8% (Eq.

3.4) of its total capacity, the power grid will provide energy for its consumers in the

above mentioned reliability zone shown in Fig. 4.11 (intersecting with the blue line,

moving average with n = 20).
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Chapter 5

Conclusion

5.1 Summary

We started by reviewing some traditional cascading failure models in Chapter 2. One

particular model, the CLM model, used geodesics for flow redistribution. We repro-

duced the model to understand the impact of a failure on a power grid. For this we

also used the European high-voltage network data to test the model on a real network

and contrast the outcome with two synthetic topologies: ER random network and BA

scale-free graph. Our results show that power grid studies may not be approximated

by studying synthetic topologies of the same size.

Further, we used a simulation based approach to implement a flow redistribution

mechanism (Chapter 3) that takes into account the underlying flow characteristics of

power grids. We continued the research by analysing the vulnerability of the European

high-voltage power grid using our enhanced model. This analysis involved an initial

trigger to set redistribution of flows for different values of the tolerance parameter α.

The trigger was in the form of a removal based upon centrality measures and α reg-

ulated the capacity of each node in the grid. We selected 4 measures, betweenness,

closeness, node degree and node significance. We carried out a comparative analysis

(Chapter 4) based on these four removal strategies and an average of a hundred ran-

dom removals. As expected, the removal of a random node caused less damage than a

targeted attack. Our studies show that theoretical centrality measures (betweenness,

closeness and node degree) underestimate the vulnerability of power grids to cascading

failures in comparison with node significance which is a context based measure. Re-

45



5. CONCLUSION

moving a node with the highest node significance causes more damage than removing

a node with the highest centrality (betweenness/closeness/degree). This shows that

node significance is more suitable than the traditional centrality measures for finding

out the most vulnerable nodes in a power grid.

Node significance is valuable for the vulnerability assessment of power grids and also

gives insight into the amount of capacity required by the nodes of the grid to provide

certain reliability to its consumers.

5.2 Future Work

We examined cascading failures in power grids and wrote a detailed comparison be-

tween different centrality measures. A logical next step is to expand the typography

and include more centrality measures related to link capacities and optimised flow dis-

tribution. A detailed investigation in entropy based centrality measures will also be

helpful in understanding the vulnerability of power grids.

Furthermore, transient dynamic analysis of power flow can be explored for a more

real-time behaviour. So far we have assumed that transition from one simulation stage

to the next is discrete. Using the temporal behaviour of power flow through transmis-

sion links will be a step closer to reality.

We also assume that the links are loaded homogeneously. An effort towards using

real capacities of power components instead of estimates with tolerance parameter

would provide for a more accurate study.

Concerning applications to the industry, with minor changes to input parameters

and a suitable replacement for power distribution this model can be applied to low

voltage segments to investigate their structural vulnerabilities as an initiative towards

smart-grids.
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