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“People in those days fancied, as people genefaligy when they catch sight for the first
time of a new problem, that it was far easier aimdpser than was actually the case; they
did not know till experience taught them how pdigfthey would be compelled to advance
from step to step, and to unravel the intricateiohaf causes which have gone to bring the
earth into its present shape; and still less how principal result of the enquiry would
prove that the most interesting questions lay detse reach of human knowledge”.

Leslie Stephen, The playground of Europe, FredBoiaks, Amsterdam, The Netherlands,
2004, reprint from the 1910 edition.
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Chapter 1. Introduction

Affordable and reliable aviation plays a vital ratesupporting economic growth and
expanding personal options for where individuals loze, work, travel, and conduct
business. As the world becomes increasingly infegddent, aviation services will take on
even greater importance [JPDO 2004]. In the Nedineld, Amsterdam Airport Schiphol
plays an important role as a transport node atieimegional economy [Hakfoort et al
2001]. To maintain its position as main transpoirtdeurope, the Netherlands must
continuously develop its transportation infrastauet The airport, like many other large
international airports, is located in a denselyafed area. Further growth of the airport is
an economic requirement, but this should not ledddreased burdens in terms of noise,
pollution and accident risk.

A main difference between accident risk and otlegrichental aspects of aviation, such as
noise and pollution, is that risk cannot be dieatkasured. In particular because the
probability of accidents is low with respect to fheriod that is available for observations,
statistical analysis alone is an insufficient bdgisrisk control. Aviation safety is so well
developed that the current accident rate for laagamercial aircraft in Europe is
approximately one accident in five million flighBecause of this low accident rate,
individual organisations such as airlines or aitpeannot rely on the number of accidents
as a useful indicator of the safety level of tlegeration. How can an airline that operates
200.000 flights each year and that most likely matsexperienced an accident in many
years know if their current safety level is betieworse than last year's? Adequate control
of risk requires the availability of a method tdetenine the level of accident risk as a
function of changes to the aviation system. Thisho@ must be methodologically sound.
Determining the level of risk as a function of #tatus of the aviation system requires
insight into cause-effect relations pertaining ¢oident risk.

The Dutch Ministry of Transport, Public Works andiét Management has recognised
this and the Ministry’s aviation safety policy ptahave proposed the development of
system-widé causal risk models. Unfortunately however, theleato specify or even
describe such models and their requirements dtlagr ih the most general of terms. Other
organisations such as the FAA, NASA and Eurocontave also called for the
development of new methods for aviation safetyysigland assessment, albeit without
using the term ‘causal risk model’ [FAA 2004, Luxl2803, Eurocontrol 2004]. Several
feasibility studies have been conducted and prpgtausal risk models for aviation have
been developed in a direct response to the Minssfrglicy plans [Roelen et al 2000a,
Roelen et al 2002, DNV 2002b, Ale et al 2006, 2(1A8].

The aviation system is a prime example of a compieki-actor system. System-wide
causal models are currently not used for contliind managing aircraft accident risk,
although more limited accident risk models are simme specific problems, already well-
acceptetl The complexity of the subject and the problenas #rise in validating the

!i.e. describing the complete air transport system.
2 An example is the ICAO collision risk model, seetion 4.3.6.
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results of such models are possible reasons farR@search has primarily been focussed
on the technical feasibility of models, withoutstoconsideration of the methodological
consistency in relation to user requirements. (rikebiggest bottlenecks in the past has
been the fact that causal model development wéedsés a goal in itself, without
considering how such a model should be used [VAQEB]. From interviews held with
expert groups regarding user requirements for aataisk model for air transport, it was
concluded that “It does not appear clear what ta gehind the causal model is, and this
is hampering its development as different goalssmughes ask for different choices in
developing the model” [De Jong 2006]. A complicgtfactor is that the Ministry and the
Dutch Parliament completely misunderstood whatusabmodel could do; a causal model
was considered to provide a solution for the pnobtd setting a maximum allowable value
for third party risk around airports when this wen a feasible objective of such a model
[VACS 2003b] (see Appendix A for details).

The objective of this thesis is to clarify thessuiss. The approach taken is not to develop
yet another prototype model. It is also not the tprovide a critical analysis and
comparison of existing risk models. Existing methlodies such as CATS and TOPAZ are
only used to illustrate some of the issues andhatgut forward as the primary object of
the thesis.

Instead, this thesis will systematically identifydacompare user requirements with the
performance that can be delivered by various egstiodelling techniques. In doing so,
the thesis will show what a causal risk model adeht® current management approaches
and what the criteria are for ensuring it makesrribution. For practical reasons the
thesis will be limited to existing and well-knowrodelling techniques, lesser known
techniques and advanced approaches that are uenkdbgdment are considered to be out of
scope. For the purpose of this thesis, a causahralel will be defined aa mathematical
object that provides an interpretation and compigtabf causal queries about accident
risk. A causal model can be associated with a diegraphi in which each node
corresponds to a variable of the model and the wspoint from the variables that have
direct influence to each of the other variablestttmey influence.

Economic impact of Schiphol
In 2006 Schiphol Airport facilitated 440.153 airftranovements which resulted in 40
million passenger movements and the shipment ofrillion tonnes of cargo, ranking |t
the 4" largest European Airport in terms of passenger ements. Schiphol Airport’
aviation business had a revenue of 631 milliorh€,donsumer business (airport shoppi
car parks, etc) had a revenue of 231 million €, tradreal estate’s business totalled 109
million €. There were 61.691 people, including temgwy staff, working in the airport
region. [Schipol Group 2007]. The multiplier of eldt employment on Amsterda
Schiphol Airport is approximately 2: one job on #ieport leads to approximately one job
in indirect and induced employment in the greatarsterdam region [Hakfoort et al 200

% Examples of directed graphs are fault trees, eveas, Petri nets, Bayesian belief nets.
8



1.1. Research question
The main research question is the following:

What does causal risk modelling add to currenttyaiganagement approaches,
and what are the criteria for ensuring it makesuacessful contribution?

To answer this question we must first make the tearsal risk model more specific. This
is done by asking the following sub questions:

How can risk be made tangible? What is a proper wagxpress risk?

What is a causal relation and which characteristié€ausal relations are
important for causal risk model development?

What is a causal risk model?

We must then widen the scope a bit and considerdhtext to search for clues to help
answer the main question. This will be done wit fillowing sub questions:

What are the needs of users?

What are currently the drivers for aviation safetyprovement and what could be
the role of a causal risk model in the processabéty improvement?

What are shortcomings of the current methods feateon safety analysis?
What can be learned from risk modelling in othetistries?

Having looked at the ‘why’ we will then focus oretmechanisms for risk modelling to
analyse how quantified models could support thesuse

Which modelling techniques are most appropriate?

How should a causal risk model be quantified, whaherical accuracy is
required and how can that be obtained?

As the aviation system is a complex multi-actotribsited system we may expect that
some characteristics are more difficult to repregea model than others.

What are, from a modelling point of view, the bigigeottlenecks?

Finally, the use of a model cannot be justified whigere is hot some sort of proof of the
validity. The last question addresses this issue:

How can we demonstrate the validity of a caus& model?

1.2. Scope
The scope of this study must be described aloreggttimensions. The first is that of the
aviation processes that are the subject of theystadt the straightforward gate to gate
processes of an aircraft, or are the subsidiarggsses like design and certification,
maintenance, etc. involved as well? If so, whattheeboundaries of the subsidiary

9



processes? The second dimension is that of tharbler of the organisation. Is only the
operational level considered, or are higher manalgerels (procedures level, policy) and
even those of the regulators also of interest?tfiing scoping dimension is that of the
accident ‘processes’, including the causal factdmw far back in time must the causes of
the event be traced? Are consequences of the ataitd® within the scope? For each
scoping dimension we need to indicate whether thmbary in scoping is the result of
practical or theoretical considerations. These isgpguestions are basically part of the user
needs and will be addressed in the associatederhafpthis thesis.

Apart from the scoping of the causal modelling thiditbe determined by the user
requirements, the scope of the thesis will havgettimited for practical reasons. The study
focuses on commercial air transport. Leisure féghtilitary aviation and aerial work (e.g.
crop dusting) are considered out of scope. In pr&achis limits the study to fixed wing
aircraft as commercial air transport by helicogted lighter-than-air vehicles is negligible
in volume and number of flights compared to fixeidgvaircraft. The situation in the
Netherlands is taken as example to answer therdsqaestions, with a focus on the safety
issues related to the growth of Amsterdam Airpattighol. Risk for people on-board as
well as on the ground (both inside and outsideath@ort perimeter) will be taken into
consideration. Environmental impact effects ardwaded. The actors involved include the
airlines, the airport and the air traffic controbpider, but also the Ministry of Transport,
the Ministry of Spatial Planning and the Environtéocal municipalities and
commissions and advisory groups such as the Dutpbkrigroup on Aviation Safety
(DEGAS) and its predecessor the Safety Advisory @dtae Schiphol (VACS) and the
Commissie MER. Because of the general desire tmtwaise regulation within Europe,
because of the desire for a ‘level playing fieldBHurope, and because of the international
character of aviation in general, the problem sth@ldéo be addressed in a European
context.

For pragmatic reasons the scope of the thesidwilimited to direct aircraft crash risk.
Post crash events, such as the development otnaostatic stress disorders in people
directly involved, are not considered. From a téclrpoint of view it is perhaps perfectly
feasible to extend a causal risk model to posthcea®nts, but such a model would require
different subject matter expertise and is therefmmsidered to be outside the scope.

Aircraft crash risks as a result of unlawful adesrorism, revengeful employees, unruly
passengers), or military intervention (either onpmse or accidental) are considered out of
scope because the information on associated cadis&inces is considered to be
confidential and not suitable for general disseitdma

Primary (flying from A to B) as well as subsidigmyocesses (air traffic control, aircraft
design and maintenance, etc) are relevant fortfigfety. While each accident always
involves the primary process, the causal chairvefts for an accident sequence nearly
always involves the subsidiary processes as wh#rdfore a causal risk model must
encompass the primary and the subsidiary proceSheanodel should encompass those
subsidiary processes that are directly linked éopfimary process. They include flight
crew training, aircraft design, certification andintenance, air traffic management and
airport processes. A description of these procdasga®vided in Appendix B.

The primary and subsidiary processes are embeddwational and international policies
and regulation. Control of the processes’ produntduding safety, actually involves a
socio technical system of several hierarchicalllevi@asmussen [1997] identifies the
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following 6 levels: Government, Regulator, Compadgnagement, Staff and Work. The
scope of the causal risk model should encompagsrimary and subsidiary processes
across all hierarchical levels from government déevwork.

1.3. Directions for the reader
This thesis starts by explaining very briefly angerficially, the basics that are required
before the research question can be really addteAsgroper discussion on causal
modelling of aviation risk requires first a definit of the concepts of risk and safety in
Chapter 2 and in Chapter 3 an explanation of ‘daysm itself, including a description of
what constitutes a ‘causal model’. User needsrdreduced in Chapter 4. The focus then
narrows to current practice beginning in Chapteiith a look at the way in which today
safety assessments for air transport are typicalhgducted. Chapter 6 follows with an
overview of other risk bearing industries with jpartar attention for the way in which risk
models are used in those sectors for managing @mtdodling risk. Comparison of current
practice with user needs is decisive in selectiogetling techniques to be used in causal
risk models. Different techniques and their chanastics are described in Chapter 7.
Quantification is often mentioned as one of themmabblems and will be the topic of
Chapter 8. Three traditionally difficult subjectsrisk modelling are described in Chapter
9: modelling human operators, modelling safety ngangent and dealing with
interdependencies between various parts of the inatide the fourth, validation, is dealt
with in Chapter 10. All the ingredients are theaitable to come to a conclusion and to
answer the main research question, which is do@hapter 11. Additional background
information is provided in the Appendices: Appendigives an overview of the history of
third party risk regulation at Schiphol airport.i¥information is relevant to appreciate the
context from which a call for causal risk modelssvexplicitly generated. Appendix B
describes the main and subsidiary process inaisport. Appendix C gives information of
the CATS project. CATS is used throughout this ias an illustration of several issues.
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Chapter 2. Fundamentals of risk

Before being able to say something about a caiskaimodel for air transport, it must be
clear what is meant by ‘risk’ and if and how thiskrcan be ‘measured’. Policies to control
risks are often based on some sort of quantifinaticthe risk that is allowed to exist. There
are different views on how to achieve a certaindant’ of safety and these are discussed.
Such information is required to determine what hod to model and what output metrics
are needed. It will shed some light on what canaamhot be done with a causal risk
model. This chapter also describes the most retdtaanries on accident causation and
contains a brief historical overview of risk modigdl. This information is relevant because
further development of current practice is morelifkto be accepted by projected users of a
causal risk model than a radically different apploa

2.1. Definition of safety
The word safety can be used to indicate freedom fiarm or freedom from risk, where
risk is a combination of the probability of harndats severity. The latter use of the word
safety, which allows a distinction between degrdfesafety instead of just a Boolean safe /
unsafe distinction, is more suitable for safety agment, because to manage safety it is
necessary to know whether the situation is gettietter or worse in order to be able to take
measures before the harm can occur. A formal, gedefinition of safety was given by the
International Standards Organisation (ISO) andrternational Electrotechnical
Commission (IEC) [ISO 1999] and is adopted in thissis:

Safetyis freedom from unacceptable risk.

Riskis a combination of the probability of occurremdédarm and the severity of
the harm.

Harm s physical injury or damage to the health of geaither directly or
indirectly as a result of damage to property orgheironmerit

The harm in this definition is limited to injury dinealth effects. Other types of harm, e.g.
economic or financial, are excluded and consequetiier types of risks, such as financial
risk, economic risk, etc. are also excluded. Coinigithe probability of occurrence of
harm and the severity of the harm to obtain riskingilar to, but more general than, the
often used definition of risk as ‘probability timesnsequences’. The former definition
allows risk to have a more complex dependence obafnility and severity. Although not
common, the square of severity is sometimes usebtain a measure of risk for situations
where people consider high consequence, low prityaévents to be worse than low
consequence, high probability events [Hubert 49810, Joyce et al 2001]. In this thesis the
scope will be limited to direct effects of aviatiancidents on the health of people. Direct
effects are deaths, physical injuries and physlaatage that are immediately apparent
following an accident. Indirect effects of accidentill not be considered. Indirect effects

* For the purpose of this study we explicitly exa@ughvironmental impact. We do not want
to get into deliberations on, say, global warmingd aviation fuel taxation.
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are those that are not immediately apparent buifesithemselves some time after the
accident. Examples of indirect effects are healtiblems of rescue workers caused by
exposure to toxic substances, or the developmembstitraumatic stress disorders among
people that have witnessed or were involved irraft@ccidents. The manifestation and
degree of indirect effects is largely governed bgial, psychological and epidemiological
factors and requires different knowledge and eigethan estimating direct aircraft crash
effects.

2.2. Risk perception
The definition of safety in the previous sectiotraducesacceptabilityof risk.
Acceptability of risk is strongly influenced by kiperception. The level of perceived risk
has been found in several studies to be dependeheadegree to which people believe
that risk can be controlled and by whom, trustedair[Slovic et al 1976, Hale & Glendon
1987]. Voluntary and involuntary exposure to riskalso a main driver for risk
acceptability (Figure 2). Another factor that ifated to risk perception and the level of
accepted risk is the chance of multiple fatalitgidents [O'Banion 1980, ETSC 1997]. A
fourth factor that plays a role is the time passiede a similar event took place. The more
retrievable the event, the greater its intuitecbphlity. News media’s extensive coverage
of aircraft accidents make them particularly ‘rewable’. For instance in a 1996 Associated
Press survey, U.S. newspaper editors and televigars directors said that the Trans
World Airlines Flight 800 accidentvas the ‘biggest’ news story of 1996 [Barnett & Wja
2000]. A 1990 study of page-one newspaper artielgarding fatalities in the United States
said that coverage of air carrier accident$tie New York Timesas 60 times greater than
its coverage of AIDS, 1,500 times greater than caye of automobile-related hazards and
6,000 times greater than coverage of cancer [Bagn@lang 2000]. Events that result in
‘identifiable’ victims have more impact than evergsulting in anonymous or ‘statistical’
victims. An accident, such as an aircraft crastrefore has more impact on public
perception than for instance exposure of largetemte anonymous populations to toxic
substances due to general environmental pollutitgafth Council of the Netherlands
1999].

As risk implies possible loss, risk perceptionl®eaa direct reflection of perceptions of
value[Brauer 2004]. As such, there are differencessik perception across cultures and
across time. Accidental death is likely to be maceeptable (to society as a whole) in
regions where the life expectancy is lower thanvtbed average due to ‘natural’ causes of
death such as infectious diseases and famine. padson of aircraft accident rates and
gross domestic product across world regions ingdeev a strong inverse relation [Roelen
et al 2000c, Visser 1997]. Likewise risk accepifjpbdepends on the benefit associated
with risk exposure. The greater the reward, théédnighe risk we are willing to take.

> 0n 17 July 1996, Trans World Airlines Flight 80@shed minutes after take of from John

F. Kennedy International Airport, New York. The sawf the accident was an explosion of

the centre wing fuel tank. The source of ignitioeergy for the explosion could not be

determined with certainty, but, of the sources eaed by the investigation, the most likely

was a short circuit outside of the centre wing tHr#t allowed excessive voltage to enter it

through electrical wiring associated with the fgeantity indication system [NTSB 2000].
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Figure 1: Voluntary exposure to risk is more acedy than involuntary exposure.

The causal risk model must be restricted to ‘objettisk because of the lack of
uniformity in subjective risk between groups, plesyd¢imes and places. It might be
tempting to require the causal risk model to (alsmje perceived risk as output parameter
but if the model were to include perceived riskidtuld have to include too many factors
that are most likely very difficult to quantify and represent in the model. The history of
noise level calculations for airports provides@aclexample of the difficulty of expressing
‘perceived levels of burden’. See for example Eijef@006]. For the purpose of a causal
risk model, the level of risk must be expressedhjectively quantifiable units. This is
needed because the results of the model shoultilizahle to make comparisons, for
instance on the level of aviation risk before aftdrahe introduction of a technological or
managerial change.

2.3. Risk metrics
The objective of this section is to decide on aprapriate metric for a causal risk model.
There is no single common metric for risk. Even whge scope is restricted to mortality
risk, there are various ways to express this, sisamumber of accidents with fatalities per
aircraft hour, fatalities per aircraft hour, fati@s per passenger mile, fatal accidents per
passenger mile and fatal accidents per flight. Esging mortality risk per flight hour or
per passenger mile has the advantage that it ntakegarison with other modes of
transport possible in a realistic way. But becausst accidents occur during the take-off
and approach and landing phase of flight [CAA-NIO2Dthis metric is also somewhat
misleading; the risk per passenger mile is lowemftong flight than for a short flight but
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the risk per trip is similar for a long flight amdshort flight. Using ‘fatal accidents’ as the
numerator for mortality risk has the drawback thatterm fatal accident includes all
accidents that cause at least one death and dodstioguish between an accident that
kills one passenger among 400 and an accidenkitlsaall on-board. According to Barnett
& Wang [2000], ‘death risk per flight’ is the mappropriate metric of aviation risk. It is
based on the following question: If a passengepsés a (nonstop) flight completely at
random, what is the probability that he or she hdlkilled during the flight?

However, this metric ignores that aircraft accideanrte not only hazardous for those on-
board, but also for people on the ground. Risktiose on the ground is called third party
risk. Third party risk became a major concern essalt of some major disasters in the
chemical industry such as the Bhopal disaster 8418hen more than 3000 people were
killed as a result of the accidental release ofesdfhtons of methyl-isocyanate [Ale &
Piers 2000]. For stationary installations, the ténird party risk is used to indicate the risk
for those people that are not employees of thearmet company, i.e. those that are
‘outside the gate’. This definition was also usgdhe Dutch Ministry of Transport when
developing policies for aviation third party rissege Appendix A). Only risks for those
people outside the airport boundary are takenantmunt, ignoring thousands of people
that can be present inside the airport boundafilss. often only those living and working
in the area are included, excluding those tempgrdmére such as motorway travellers. The
decisions to take the airport boundary and temfigraf the stay as criteria are policy
decisions and are not inherent to the definitiothofl party risk. There are different
metrics for third party risk, the most well-knowreandividual risk and group risk.

Individual risk (IR) is the probability — per yeartthat an imaginary person that is
permanently residing at the same location (in fbiaiy of the airport) dies as a direct
result of an aircraft accident. Individual riskaignetric for the personal safety of
(imaginary) persons that reside permanently invibimity of a risk-bearing activity.
Individual risk is location dependent and is preésegardless of the presence of persons. In
general, IR-values become less when the distaniteetask source increases. Individual
risk values are often represented as iso-IR costounra topographical map.

Group risk (GR) is defined as the probability - pear- that a group of more than a
particular number of persons (denoted with ‘N"hertthan occupants of the aircraft, dies
as a result of a single aircraft accident. GR isrofepresented in a graph that plots the
probability of having an accident with N or moréai#ies (the so-called FN curve). The
notion of group risk is used to indicate ‘calanstigith potentially many victims under the
population’. Group risk is sometimes popularly rede to as the ‘disaster probability’.
Because group risk not only concerns the probglmfia calamity, but also its size, group
risk to a certain extent is a metric for the prabigtof societal disruption. Group risk
applies to an entire area and is not location §ipegithin that area. However the ‘area’ can
be defined as quite small, so that it approximsdeslocation specific metric. Whereas
individual risk concerns imaginary persons (theraa relation with actually present
people), group risk does concern the actual populatVhen there are no residents in the
vicinity of the risk-bearing activity, the grougskiis zero.
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Figure 2: Result of a calculation of individual kisround an airport.

Third party risk is a consequence of aircraft aeotdisk. Calculating third party risk
usually requires combining the aircraft crash pbilits with the likely location of the
accident and the consequences for those on thaddthe aircraft accident probability is
hence one of the main inputs for calculating tipiadty aircraft risk, albeit that not every
aircraft accident has third party risk potential;accurrence where an aircraft hits severe
turbulence causing some of the passengers to @dertaround in the cabin and sustaining
injuries is an accident according to the definitadrihe International Civil Aviation
Organization (ICAOQ), but it does not contributethard party risk. In this study, we will
focus the attention on a causal risk model withraft accident probability as output; the
scope is restricted to modelling accident causeslefting of accident consequences is not
considered. Nevertheless, because the aircrafieicprobability is an input for third party
risk calculations the causal risk model could bedusther straightforwardly in third party
risk analysis as well.

® Consequences are usually expressed as a comhinatieash area and lethality within

the crash area.
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Fatal accidents are rare events. When using adaild¢a (i.e. the realization of
probabilities) to quantify aviation risk, this mus# taken into account. Because fatal
accidents are so rare even large observed diffesameed not attain significance. If a coin
is tossed only four times, then no possible outcemeen four heads or four tails- would
provide statistically significant evidence that tteen is not fair [Czerwinski & Barnett
2004]. The number of aviation accidents with fdiedi has become so low that it is
problematic to use those as the only indicatorirafransport risk, there is too much
randomness in the data. Therefore non-fatal actddemd incidents should be included in
the considerations on the construction of a caislaimodel. But the question then arises
which occurrences should be considered. Incidemdqfatal) accidents are not necessarily
causally related. Trips and falls for instance ftegsumany injuries but are rarely causally
related to catastrophic accidents. Therefore drdgé occurrences, associated with the
operation of an aircraft, which affect or couldeaffthe safety of operatibehould be
included.

2.4. Risk criteria
Unfortunately, safety is not self-sustainable [SZED3]. Some sort of safety management
is required to improve or even maintain the curtewn¢! of safety. Policies to control major
risks have been in development from the 1960s aifsvérlany of these policies are based
on some sort of quantification of the risk thatIdooe allowed to continue. This section
explains how causal risk models can be used itialéo such quantitative risk criteria and
risk control policies.

A Target Level of Safety (TLS) is the ‘amount’ @fsty that is aimed for. The concept of a
TLS appears intuitively obvious [Joyce et al 200%e prime user of the TLS concept in
aviation has been ICAQ. Over the years, ICAO hagldped TLS concepts in various
safety critical areas of the industry, using inédional groups of experts. Such areas have
included the North Atlantic System Planning Groif92), the All Weather Operations
Panel (1994), the Obstacle Clearance Panel (198D)@& Review of the General Concept
of Separation Panel (1995). The latter work paasldffered the following definition:

“A Target of Safety (TLS) specifies an acceptalileevaf risk which can be used as a
yardstick against which the risks associated wigystem or procedures can be evaluated.
The concept of a TLS is particularly useful wheanping changes in safety critical
operations such as air traffic contrdl

[RGCSP 1995].

The definition for the TLS concept that is offeneil vary in accordance with its particular
application and its intended use. For example|XKeCivil Aviation Authority (an
organisation which has also been instrumentalérdavelopment of TLS concepts),
defines the TLS concept for controlled airspace as:

“...a fundamental concept in any mathematical / statal approach to systems planning
when questions of safety are involved...The target [&f safety is the level of safety which
the system is designed to achieve. Put the othgrewand, the system is designed to an
assured level of safety. By this specificatios ppassible to define planning objectives
which fit in with the safety constraints, and afsovide a safety yardstick against which
potential changes can be assessed and objectiveaguli [Brooker & Ingham 1977].

A Target Level of Safety is a level of safety thdaher must be achieved in order to carry
out some activity (i.e. a mandatory target) or ninestimed for but need not necessarily be

" This is ICAO’s definition of an ‘incident’.
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achieved (i.e. an aspirational target). Most TL&du® date in aviation are mandatory
targets, set by the safety regulator. They specifyinimum level of safety (or maximum
permissible risk) that must be demonstrated beforse equipment or system can become
operational, or remain in operation. The safetylapr or the industry may also use a TLS
with the purpose of allocating risk space to défdrplayers and system elements. The
main use of aspirational targets is motivatiorigé the ‘zero accidents’ action plan of the
Federal Aviation Administration (FAA) in 1995 [FAR995a]. These are promotional
carrots, or sticks to beat those lower in the hama

The concept of a level of safety has a number pfigations. Because safety cannot be
measured directly, an alternative approach to dfyarg safety is necessary to be able to
demonstrate that a certain target has been obwiithet. A causal risk model can be used
for this purpose. The results from the model shédoh be reproducible: a person
determining a level of safety from the same datdiffiarent occasions should obtain the
same result. The results should also be objeddifferent persons running the model
should obtain the same result.

Setting a target level of safety and calculatingthibr a target has been met are two
separate steps in a decision making process. Edadunake this distinction may lead to
confusion. Setting safety targets is not very uséfhe processes that govern safety are not
known. It is in this sense that a causal risk maglghluable for it can show the effect of
certain decisions on the level of safety. Resul& model can be used to determine that a
certain TLS has been met, but can also be helpéutarget has not been met. A causal risk
model can then be a tool to determine (effectivefficient) measures to meet safety
targets.

Conceptually different from a TLS is the ALARA oILARP approach; As Low As
Reasonably Achievable / Practicable. Here, the rfwaiuns is that there should be an
improvement and rather less what the end pointldhm Whereas a TLS defines the risk
space to be utilized and is static, ALARA or ALARPaimed at continuous improvement
and is dynamic. In this approach, a computationtiesnade in which a quantum of risk
is placed on one side and the sacrifice (in motiee, trouble, etc) involved in the
measures necessary to avert the risk is placedeoother. If the sacrifice is considered
grossly disproportional it is considered unreastsmd®ecause of the gross
disproportionality criterion, it is not requiredatithe cost and quantum of risk are estimated
very accurately [Ale 2005]. What is ‘reasonablyiaghble or practicable’ is usually
established from engineering judgement. A causélmodel can be used in an
ALARA/ALARP approach to calculate the quantum ki The required accuracy of a
model for such application is less than for a Tipgleation.

A causal risk model has the potential to provideiaterstanding of the inherent risks of
the air transport system over a wide range of ¢mmdi. A causal risk model which takes
an integrated look at the air transport systems usalistic criteria for performance and
tries to quantify the uncertainties is a basistigk informed’ decision making The
increased insight is expected to improve safetyphdyhe level that can be reached by a
‘risk based’ approach in which safety requirememestranslated in pass/fail rules that are
straightforward to implement and to verify comptiarfNRC 1998]. It is therefore clear

8 Risk informed decision making represents a phjibgovhereby risk insights are
considered together with other factors to estaldistisions on design and operational
issues commensurate with their importance to safety
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that, while a causal risk model can be used in & &pproach, the model can fully come to
justice in an ALARP approach which strives for ¢onbus improvement.

2.5. Theories about accident causation
Risk from air transport is almost exclusively retiito accidenfsin a desire to understand
and prevent the occurrence of accidents, many nese@ have tried to develop a concept
or framework for describing accident causation. 8afnthese theories have been very
influential on the way we think about accidents #melrepresentation of accidents in
mathematical models. For that reason this sectioviges a brief overview of some of the
most important accident causation theories andladas with what this means for risk
model requirements.

For the purpose of accident investigation, it ieofassumed that accidents involve the
occurrence of a set of successive events that peogitintentional harm. The start of this
sequence is a deviation or perturbation that disttie existing equilibrium or state of
homeostasis. Benner [1975] pointed out that ewduntisig accidents occur both in series
and in parallel and proposed flow charting method®present this. Accident investigation
tools like Event and Causal Factors Analysis (ECPBAlys & Clark 1995] and
Management Oversight and Risk Tree (MORT) [Johrifb] use this concept to provide
a structure for integrating and subsequently conaatimg investigation findings. Already
in 1935, Heinrich developed a theory that introduae additional dimension to such
accident chain model. He compared the occurrenea afccident to a set of lined-up
dominoes [Heinrich et al 1980]. The five dominoe=reva) ancestry and social
environment, b) worker fault, c) unsafe act or d@asandition, d) accident and e) damage
or injury. Central to Heinrich’s original statemenftthe model is the assertion that the
immediate causes of accidents are of two diffetyrgs; unsafe acts and unsafe conditions.
Heinrich’s domino model was also useful to explainv by removing one of the
intermediate dominoes, the remaining ones wouldalband the injury would not occur.
Reason [1990] took Heinrich’s unsafe acts and @nsafditions a step further by refining
the distinction between different types of failutkat line up to create an accident. Building
upon work by Rasmussen [1983], Reason describas@dent as a situation in which
latent failures, arising mainly in the manageriadl @rganisational spheres, combine
adversely with local trigger events (weather, lmraetc) and with active failures of
individuals at the operational level. Latent fadlsitare failures that are created a long time
before the accident, but lie dormant until an actailure triggers their operation. Their
defining feature is that they were present withia $ystem well before the onset of an
accident sequence. Like many other high-hazardyiskvsystems, the aviation system has
developed such a high degree of technical and gtwaekprotection that it is largely proof
against single failures, either human or mechanida aviation system is more likely to
suffer ‘organizational accidents’ [Reason 1990]afTis, a situation in which latent failures,
arising mainly at the managerial and organizatiéexad!, combine adversely with local
triggering events and with the active failuresrafividuals at the execution level [Reason
1997]. This concept is often graphically illustidites slices of holed cheese, each slice
representing a barrier at a different organisatitsmeel. The holes in the cheese are barrier
failures and an accident occurs when the holesuin& he ‘Swiss cheese’ model has been
useful to underline the importance of organisatiéaetors in accidents. Perrow [1984] also
describes accidents as occurrences where appairévitdy events cascade through the
system to cause a large event with severe conseggsiéie uses the term ‘normal

° Examples of non-accident risk in air transport@gep vein thrombosis and possible
health effects of exposure to higher levels oftetenagnetic radiation.
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accidents’ because these accidents start with amt ¢évat seems ordinary and happens
frequently, almost always without causing greattha@Perrow also uses the term ‘system
accidents’; accidents are the result of interadtietween components of a system rather
than failures of individual components. Levesoansther advocate of a systems approach.
Leveson [2004a] regards safety as an emergent pyapfea system. Emergent properties
are properties observed at one level of abstragttinh cannot be predicted (maybe even
not explained) at another level of abstraction.dkding to Leveson’s conception of safety,
accidents occur when external disturbances, conmidaitures, or dysfunctional
interactions among system components are not atidgirandled by the control system.
They result from inadequate control or enforcenaésiafety-related constraints on the
development, design and operation of the systefetysia then viewed as a control
problem [Leveson 2004b]. This view on safety isreeby Rasmussen [1997], who
described safety management as keeping the orgjanisdthin a safe region, away from
the boundaries of controllability. The organisatioay be constantly pushed towards these
boundaries by competitive pressures and finanegtictions, or may drift towards them
through complacency. Risk control measures arediéned in terms of measures to
detect, diagnose and act on close encounters kathdundary of the safe envelope [Hale
et al 2007]. Hollnagel proposes to use non-lingatesn models. His functional resonance
accident model uses the principle of stochastiorrasce to describe accidents. Stochastic
resonance is a phenomenon in which the combinafiarstochastic (random noise) signal
and a periodic modulated signal results in resomare. a relatively large selective
response of the system to which the signals argHellihagel et al 2006]. Latent factors are
not necessarily factors that are ‘wrong’ or outdit norm. Particular combinations of
factors that are within the boundaries that oneltveMpect can create a ‘resonance’ that
leads to an accident. Dekker [2005] also emphatieesole of ‘normal’ factors in accident
causation and calls it the ‘drift to danger’ ineefnce to Rasmussen. He claims that new,
‘organic, co-evolutionary’ concepts of accidentsation are required. Hollnagel and
Dekker were not the first to try to capture thersiegly ‘stochastic’ and ‘organic’

behaviour of accidents. Some researchers have amad@parison with epidemiological
models to try to account for this ‘randomness’. Ttimeshold theorem, which states that the
density of susceptible individuals must exceedrtagecritical value in order for an
epidemic to occur [Bailey 1975] seems to describvélar phenomena to latent failures and
functional resonance. This proposition was alrezstgblished in 1927 [Anderson 1991],
even before Heinrich published his domino theory.

What do these theories tell us about (requirenfentsausal risk models? The call for
more systemic views on accident causation andrbenlining of the role of ‘normal’
occurrences in accident causation emphasises #tefoerisk models that go beyond
traditional ‘hard wired’ approaches like fault tsegnd events trees. The causal risk model
should be able to represent the seemingly stochasti evolving nature of the system in
relation to its hazards.

2.6. Risk analysis and risk modelling
This section gives a brief historical overview iskranalysis and risk modelling. This is
relevant as it is assumed that further developmgatirrent practice is more likely to be
accepted by projected users of a causal risk ntbdala radically different approach.

Risk modelling has its roots in business forecgstind reliability engineering. Business
forecasting developed in the laté™&entury when entrepreneurs began collecting raev da
for estimating the probabilities of uncertain outws. Lloyds list was launched in a
London coffee house in 1696 and was filled wittoinfiation on arrivals and departures of
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ships and intelligence on conditions abroad arskat[Bernstein 1996]. That information
was used by ships’ captains as well as insuranderumiters to estimate risks for the many
sea routes that were being travelled. In the sameg the brilliant works of people like
Jacob Bernouilli (1654-1705), Abraham de MoivreQZ€.754) and Thomas Bayes (1701-
1761) provided the basic mathematical theoriesis&ranalysis. Application of those
theories was primarily in the field of financiaskianalysis. The industrial revolution and
increased mechanisation of society led to the agittin of the same mathematical tools for
reliability analysis. Hardware designers howeverdsel more than the ability to predict
when their product would fail; they needed forneahniques to help improve the

reliability of their products. For the US militaitywas important that hardware failures
should not lead to failure of the mission. Therefdfailure Modes, Effects and Criticality
Analysis (FMECA) was formally introduced by the W#litary in 1949 (MIL-P-1629).

This is regarded as one of the first systematiortiggies for failure analysis. FMECA is a
qualitative, systematic analysis of all conceivadbitures and their effects.

The probabilistic approach to risk analysis andesystic analysis of failure effects were
combined through representing whole sequencesearitethat could produce an accident;
the ‘causal chain’, and calculating the probabitifyoccurrence of those sequences. In risk
assessments for technical systems this approadteisreferred to as Probabilistic Safety
Assessment (PSA) The representation of the ‘causal accident ctinia’ PSA is what we
call a ‘risk model’. The causal chains in PSAs wegey limited and almost exclusively
hardware related. Even when human factors cameimgoeluced by Swain & Guttmann
[1983] it was as a hardware analogy in terms dfifaimodes. The first attempts to put in
the errors of commission and the underlying managetiactors came in the 1980s and are
still ongoing. PSA was first applied for the US mad spaceflight program in the 1960s.
NASA had posed a requirement for 0.999 probabhilftgrew safety and 0.99 probability of
mission success for each Apollo missions [Kelly ZOPSA was developed further in the
nuclear power industry in the US. The first fulble application of these methods to a
commercial powerplant was undertaken in the Re&adety Study WASH-1400

published by the American Nuclear Regulatory Comsinis NRC in 1975 [NRC 1975].
Major accidents in chemical factories resultechia introduction of similar techniques in
those industries. After the Flixborough disaStérwas recommended that some method
should be developed and used to estimate readistident consequences and to associate
these estimates with a probability [Ale 2005]. $&mdevelopments took place in other
countries and probabilistic risk analysis is noylagal in most safety critical industries. In
several countries or industries there is some @egfretandardisation in methodology in
order to make the use of quantitative risk analygible in policy making and execution.

2.7. Conclusions for this section
Risk is a combination of the probability of occurce of harm and the severity of the harm.
Safety is freedom from unacceptable risk. The eunresearch will be limited in scope to
direct effects on the health of people. The acdslittaof risk is influenced by risk
perception. The level of perceived risk is influeddy many factors, including the level of
control, the chance of multiple fatalities, the @ipassed since a similar event took place,
whether the exposure to risk is voluntary, etc. therpurpose of this study the scope will

19 propabilistic Risk Assessment (PRA) and QuantitaRisk Assessment (QRA) are also
commonly used but the meaning is the same.
" This accident happened on June 1, 1974 in a claéplant in Flixborough, UK. A crack
in a temporary bypass pipe caused the accidem¢ase of a vapour cloud of cyclohexane.
The vapour cloud exploded, as a result of whiclp@@ple were killed.
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be restricted to ‘objective’ risk. The focus of #teidy are causal risk models that have
aircraft crash risk as an output. The researcti®xtended to third party risk, although the
results of such models can easily be used as fopthird party risk calculations.

Policies to control major risks have been in depaient from the 1960s onwards. Many of
these policies are based on some sort of quartiificaf the risk that could be allowed to
continue. The concept of a level of safety hasageimplications. Because safety cannot
be measured directly, an alternative approach émftifying safety is necessary to be able
to demonstrate that a certain target has beenlldoevinet. In most safety critical

industries, Probabilistic Safety Assessment is tisepiantify risk. A causal model can be a
tool for conducting probabilistic safety assessmelhtis a probabilistic representation of
the ‘causal chain’, the sequence of events thdtdqmoduce an accident. Such a model can
be used in both a TLS and an ALARP approach tawafer both approaches it is
necessary that the model produces output in obggtquantifiable units and that the
results are reproducible, but the required accuodtlye causal risk model output is less for
application in an ALARP approach than for a TLSlagpion. Inclusion of human and
organisational factors in the models is essengabhse they have a strong effect on safety
and are influenced by managerial decisions. Thefaaore systemic views on accident
causation and the underlining of the role of ‘ndfraacurrences in accident causation
emphasise the need for risk models that go beyawlitibnal *hard wired’ approaches like
fault trees and events trees. The causal risk ngiaerlld be able to represent the seemingly
stochastic and evolving nature of the system iati@h to its hazards.

The following requirements were derived in this [ufies:
e The model output should be ‘objective’ risk.
* The model output should be expressed in objectigabntifiable units.
e The model results should be reproducible.
 Human and organisational influences on safety shbelrepresented in the
model.
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Chapter 3. Fundamentals of causation and probabily

The subject of this research is causal risk matgllA causal risk model describes,
probabilistically, the causal relations betweenaiarparameters and risk. To better
understand these models and how they can be usddka@eduction and safety
management it is necessary to describe ‘causaiimh'some of its characteristics. To do
that, we must also briefly touch some aspects @baibility theory. Their consequences for
the feasibility of building causal risk models Wik summarised as a set of requirements
and issues to be resolved.

3.1. What is causation?
Intuitively, we think of a cause as “something tbah bring about an effect or result”.
Cause and effect are inseparable. Without somediedfect the word cause has no
meaning. However, the causes of an effect maylnatys be evident. This can be the
result of our lack of knowledge, but there is assecond, more subtle characteristic that
can make discussions about cause and effect i@ihgslicated. Consider the example of a
forest fire, which can be caused by, say, lightring match. In both cases however, there
would be no forest fire without the oxygen thaihishe air. Is it therefore correct to say that
the oxygen is a cause of the fif¢®alpern & Pearl 2001]. Any fire requires threeramts:
Combustible material, oxidizer and heat. From tieevpoint of fire physics, all three
elements are equally important: remove any onbedd three elements and the fire will not
start, or will die-out (Figure 3).

/0

FUEL
Figure 3: Fire triangle.

In the example of the forest fire, the lightningks or the match is the final element that
completes the fire triangle and as such is thaioit of the event. In legal terms the dried
leaves and wood of the forest and the oxygen eachcausa sine qua noand the match

is acausa causandviost people think of ‘cause’ in terms of causasams. This is not
something new. In ancient Greek the wardo not only means cause, but also guilt and
accusation [Muller & Thiel 1986]. When the objeetiis to assign blame for the forest fire,
the difference between causa sine qua non and causans is considered relevant, the
responsible is the causa causans. When the olgdstio extinguish the fire, the difference
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is irrelevant. The fire-fighter will remove any ooéthe three elements of the fire triangle.
Which causal factor is removed depends on pradsaks. For a forest fire it is more
convenient to remove the heat by applying wateraffire in a confined space, such as a
frying pan on fire, it may be more practical to mra the oxygen by covering the fire with
a blanket.

Causation versus association

Our knowledge of the chemistry of a fire allowstaisletermine the causes of the forest
fire. In other cases our knowledge of underlyingagsses is limited, but we may observe
that the occurrence of an event and a certainiféctaften correlated. Such statistical
associations are often used, for instance to detratashe beneficial effect of a new kind

of medicine. Yetssociationis not necessarilgausation In Macedonia there is a strong
correlation (in location) between the number ofdii@n being born and the number of
nesting storks but storks do not cause childrésetborn. Instead there is a common cause,
the villages, which also provide a good habitattfiar storks [Van den Brink & Koele

1985]. If one compares sales figures for, saycieam and sunscreen lotion, it will be
discovered that these are statistically associdtebn figures for ice-cream sales go up, so
do figures for sunscreen sales. When sales figarase-cream go down, sunscreen sales
also drop. Ice-cream sales and sunscreen saletatigtically associated but the one does
not cause the other. They are both caused byc&adbmmon factor; hot sunny weather.
Information on a statistical association betweerapeters A and B can be very useful
when it is difficult to measure parameter A. Dateparameter B can be used to estimate
parameter A values. It is not necessary to knowotlgen of the association to provide this
estimate as long as the correlations hold acrbseadlitions covered, but it is vital to
distinguish these ‘proxy’ parameters from the chasas, in case the model moves outside
the region where the correlation holds. When thedilve is to control parameter A, for
instance increase its average value, a statistisiciation alone is quite useless. The
owner of an ice-cream parlour, knowing the stai@tassociation between ice-cream sales
and sunscreen sales can put up bill boards foceems lotion, but this will not increase his
sales figures for ice-cream. To be able to conir@, necessary to have knowledge on
causation. Because the goal of a causal risk nafdrliation is to manage and improve
safety (i.e. to control), these models must captaresation.

It is generally agreed that where an associatidousd it is, in the absence of a known or
proven mechanism, ultimately a question of judgenadrether the evidence is sufficient to
establish a causal relationship [Court of SessiibR Causal claims cannot be
substantiated from associations alone. Behind esaugal conclusion there must lie some
causal assumptions or known mechanisms [Pearl| 20W8}tring causal relations requires
subject-specific background knowledge. This mehasit order to build a causal risk
model of a particular system, we musiderstandhat system. We must know the
‘mechanisms’ within the system. In the examplecef¢ream and sunscreen, the causal
relationship may seem obvious and even trivial,ibmany (complex) systems causal
relations are far from obvious. Extensive knowledgthe system mechanisms is required
to correctly identify causal relations and thus#oable to construct a causal risk model.

This may seem trivial, but apparently it is notcaading to Stephen Jay Gould [1981], the
invalid assumption that correlation implies catsprobably among the two or three most
serious and common errors of human reasoning. Aef@mples of the difficulties and
controversies with statistical associations andaton are given below.
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Confusion between causation and statistical assotians

Post war diseases
War syndromes have been associated with armediatsrdt least since the U.S. Civil War
(1861-1865) but research efforts to date have lbeable to conclusively show causality
[Hyams et al 1996, Jones et al 2002]. Explanatanses that were proposed have varied
from the heavy marching packs compressing the dles&. Civil War 1861-1865, Boer
War 1899-1902) to concussion from modern weaponsridWVar | 1914-1918), the use of
Agent Orange (Vietnam War 1957-1975) and the usealegfleted uranium in armod
penetrating ammunition (Persian Gulf War 1991).

-

Health effects of electromagnetic fields
Concern about possible adverse health effects &gposure to extremely low-frequency
electric and magnetic fields (EMF) emanating fréva generation, transmission and use of
electricity was first brought about by an epidemgt study concerning a relation between
risk of childhood leukaemia and exposure to EMF fiMaimer & Leeper 1979]. But a
more recent review of the epidemiologic literatareEMF and health concludes that in the
absence of experimental evidence and given the adetbgical uncertainties in the
epidemiologic literature, there is no chronic dgedor which an explanatory relation to
EMF can be regarded as established [Ahlbohm €d@1]2

These examples demonstrate why inferring causaiioak requiresubject-specific
background knowledgdt is therefore essential for developers of asahmodel of aviation
safety to have substantial knowledge on all releaapects of aviation, including
technology, operations, regulation and procedwethe complete lifecycle. Absence of
subject matter knowledge will lead to causal risidels that produce misleading results.
Going back to the example of post war diseasésgiasy to imagine how ineffective or
even counterproductive treatments will be prescribany one of the above mentioned
cause effect relations are reproduced alone in,ssdiagnostic model.

Indeed, statistical associations can be hopelessifusing, as is illustrated t8impson’s
paradox Simpson’s paradox refers to the phenomenon wheaekevent C increases the
probability of E in a given population p and, a game time, decreases the probability of
E in every subpopulation of p. For example, in Eablif we associate C (connoting cause)
with taking a drug, E (connoting effect) with reeoy, then the drug seems to have no
beneficial effect on both males and females contptreno drug and yet is beneficial to the
population as a whole.

Table 1: Simpson’s paradox.

Combined Effect No effect Recovery rate
Drug 20 20 50%
No drug 16 24 40%
Males Effect No effect Recovery rate
Drug 18 12 60%
No drug 7 3 70%
Females Effect No effect Recovery rate
Drug 2 8 20%
No drug 9 21 30%
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In this example, the drug appears beneficial oVbrdause the males, who recover
(regardless of the drug) more often then the fespaee also more likely then the females
to use the drug. Being a male is a factor thatérftes both C and E [Pearl 2000a].

3.2. Conditional independence
The notion of conditional independence can be tsddrther illustrate the difference
between causality and statistical association. idensgain the events IC that describes
ice-cream sales and SC that describes sunscreemn ¥& may observe a high correlation
between IC and SC. Whenever we observe high valuUs€, we observe high values of IC
as well. We might well infer that SC causes IC. l[doer, someone points out that IC and
SC may have a common cause. Sunshine (SU) may f2wasel SC. In other words, there
is no real causal link between SC and IC, but tirestant association is caused by some
other factor, SU, which causes both. We captuselthisaying that given SU, SC tells us
nothing about IC. In other words, SC and IC arepehdent given SU. SC does not cause
IC.

Independent events; definition
Events A and B are independent if P®) = P(A)p(B)

Conditionally independent events; definition
Events A and B are conditionally independent gitrenevent C, written AB | C,if
P(ANB|C) = P(A| C) P(B| C)

This is a symmetric relation between A and B:B\| C implies BLA | C. It also implies
ALB°| C. However, it neither implies nor is implied by-B | C°. To assume that+8 | C
means that A and B are independent if C occurddaed not say anything of the relation
between A and B if C does not occur.

ACTUATORS

RETURN

HYDRAULIC
PRESSURE

Figure 4: Flight control system.

As an example, consider the flight control systdrRigure 4. Let A and B denote the
events that actuators A and B fail to operate.d.be a common mode failure that can
cause an operational failure of both actuatorsinfstance loss of hydraulic pressure. If C
occurs, then if B fails to operate, A will fail agll. If C does not occur, then A and B may
still fail to operate, but then they would fail ieygendently. Hence A and B are independent
given that C does not occur, but given that C dmesir, they are highly dependent.
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Notice also that P(A|C) does not necessarily intipat A is the effect and C is the cause.
Take the example A = car does not start, C = erfystytank. Both P(A|C) and P(C|A)
exist. In order to be able to differentiate betweanse and effect there must be additional
information on thalirection of the relation between C and A. In a causal mtusl|
direction is indicated by a directed edge (see@e&.7).

3.3. Causation to predict the future
One of the main reasons why we are interestedusat®n is because it allows us to
predict system behaviour if we assume that the grabipresent determine the future.
Among the first scientists to seriously address igsue were the German philosopher
Immanuel Kant (1724-1804) and the French mathematRierre Simon Laplace (1749-
1827). Kant stated that every effect has a causehvid a prior event and that this cause
effect relation is ‘fixed'. Therefore, if we havéserved, in the past, that certain causes
have certain effects we can assume that the samsesavill have the same effects in the
future [Kant 1781]. Laplace went even further wiherpublished his theory of scientific
determinism. He wrote [Laplace 1814]:
"We may regard the present state of the universbeasffect of its past and the cause
of its future. An intellect which at any given mairknew all of the forces that animate
nature and the mutual positions of the beings teapose it, if this intellect were vast
enough to submit the data to analysis, could coseémto a single formula the
movement of the greatest bodies of the universahaadf the lightest atom; for such
an intellect nothing could be uncertain and theufatjust like the past would be
present before its eyés

According to Laplace’s conception of nature, al¥dan nature are deterministic, and
randomness surfaces merely due to our ignoranteafnderlying boundary conditions
[Pearl 2000b]. Werner Heisenberg's (1901-1976) ttaggy principle shows that Laplace's
vision, of a complete prediction of the future, manbe realised (although Albert Einstein
(1879-1955) did not agree with Heisenberg, becaammrding to Einstein, “God does not
play dice with the universe”). According to Heisendps principle, effects do not follow
causes in a rigorous chain of events [Feynman 19&5}ertheless, we assume that to a
very good approximation the laws of science belt®terministically. The problem then
becomes one of complexity, there are simply tooyneamiables (or in Laplace’s words,

too many forces and beings that compose natur)dompass. Because of this, all theories
and models are approximations and we use prohasit express the resulting
uncertainty’. Apparent stochastic behaviour is then introdiinezlr deterministic view of
the world as a result of our approximations. Egmfreximation introduces an error term
with respect to the ‘true’ value. The error progagavhen numerical operations with other
uncertain quantities are being conducted. Undeesmonditions the error term may grow
disproportionately fast. Prigogine [1977] introdddfe concept of bifurcation points.
According to this theory a system which has biftiozes will imply both deterministic and
probabilistic elements. In between two bifurcatgmints the system behaves
deterministically, but in the neighbourhood of Hiurcation points fluctuations play an
essential role and determine the ‘branch’ thasgstem will follow. The outcome of the
model will then be increasingly uncertain when moaiese effect relations are called upon,
typically when predictions further into the futlaee made. Rapid error accumulation may

2 De Finetti (1906-1985) stated that probabilitaisexpression of the observer’s view of
the world and has no existence of its own — prdlgloioes not exist (quoted by Lindley
[1986]).
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render the model outcome too uncertain to be aftjpa use. This is the reason why long-
term weather forecasts are unreliable. The behawibtine system can also be extremely
sensitive to the values of the input parameterh that ‘the flap of a butterfly wing in
Brazil may cause a tornado in Texas’ [Lorenz 1998jpall variations in the input
parameters may lead to large differences in theetnedults. For these reasanxertainty
analysisandsensitivity analysigre an essential element of model development.

But as long as extreme conditions (such as airaggitoaching the speed of light) are
avoided and the model is not used to look far itheofuture (i.e. we do not look beyond the
next bifurcation point), there is no fundamentasen why a causal model would not be
able to predict the future, albeit with some uraiety. How far ahead the model is able to
predict and with which accuracy depends on thel lefvdetail of the required output, the
accuracy of the model input, and the validity af thodel.

The challenge is to “know all of the forces thainaate nature and the mutual positions of
the beings that compose it”. As mentioned befdrig,task is too big and we must think of
approximations. For the purpose of this study veerat interested in a complete prediction
of the future but only a part of it. We must therefdefine a boundary of what we need to
represent in the model. The ‘rest of the world’ tdaen be ignored, except for changes (e.g.
in technology or organisation) outside the defihedndary that affect changes in the
elements and structure of the model. Instead @rdehing ‘the forces that animate nature’,
we could choose to look for causation at a higaeell of aggregation. Another solution
would be to leave out parts with a (predictablenanieffect.

3.4. Singular and generic causal relations
Confusion between singular and generic causalioekats a potential source for
misunderstanding which can undermine one’s confiden model results. Therefore the
difference is addressed in this section.

Singular causal relationships are those betweeecretmsingular occurrences of events. An
example of a singular causal relationship is “Gaffar smoking is the cause of mrs.
McTear’s lung cancer”. A generic causal relatiopshibuld be that “smoking cigarettes
causes lung cancer”. A causal risk model is m&stylia set of generic causal relations; it
does not make much sense to construct a modetdhatnly represent a concrete singular
occurrence of events. In most cases, we arrivernic causal relations by generalising
from individual cases of occurrence and then afip/general knowledge to other
individual occurrences [Hesslow 1988]. Under cutrtaw, evidence of a generic causal
influence is not always strong enough to enforakility claims in court. There must be
proof that a given phenomenon was the actual singaluse of the observed effect. The
following statement by a judge when delivering jedgent in the case of an individual
against a tobacco company illustrates this:

“Given that there are possible causes of lung caottegr than cigarette smoking, and
given that lung cancer can occur in a non-smokes, ot possible to determine in any
individual case whether but for an individual's aigtte smoking he probably would not
have contracted lung cancer. Epidemiology cannaidesl to establish causation in any
individual case, and the use of statistics applieab the general population to determine
the likelihood of causation in an individual isl&dious[Court of Session 20051

13 This is one judgment but there are others, esiyeoiaasbestos, placing the onus of
proof on the company to show that a generic cawsenst valid in a specific case.
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The difference between singular and generic caetations is particularly important when
causation is used to determine responsibility dlt,daut that is not the purpose of the
causal risk models that are subject of this thesis.

The other way around, the absence of a singulasecafiect relation is not sufficient to
negate a generic causal relation. A 95 year olshhsmoker without health problems is not
a proof that smoking is not harmful. Yet such slagexamples may be compelling and
people’s faith in causal risk models may very veelleroded if they happen to know a few
of such singular examples that are seemingly cdittiary to the generic model relations.

A risk model that not only explicitly representddee scenarios but also success scenarios
would be helpful in this respect.

3.5. Strong and weak causal relations
Another potential source of confusion is the défere between weak and strong
relationships. In some cases, cause effect refatian be considered strong, in the sense
that the occurrence of the cause will always raauhe effect. An example is the cause
‘empty fuel tank’ and the effect ‘car does not Bt@ther cause-effect relations may be
weaker. An example is the cause ‘cigarette smolang’ the effect ‘lung cancer’. The fact
that someone has a habit of smoking cigarettes mmtedwaysresults in the person
developing lung cancer, although the probabilitylfmg cancer is greatly increased when
someone smokes. The ‘weakness’ of the cause-eéfiation depends on the conditional
probability P (effect | cause). If this conditiopabbability is 1 or close to 1 (as in the case
of the car example) the cause-effect is stronthdfconditional probability is close to 0, the
relation is weak. A weak statistical associatioawdti however not be taken as indicating a
non-causal relationship. Weak statistical assasiatimay be seen for instance if an effect
is common and there are numerous possible cauttalags towards that effect.

A weak cause-effect relationship does not requigh probabilities to be acceptable. What
is important is the statistical relevance of tHatienship. When a certain drug increases the
recovery rate from 5% to 10% it is the statistgighificance of the difference between the
treatment group and the control group that detegmimhether we accept that there is proof
that the drug is working.

3.6. The beginning and the end of causation
An obvious question to ask when the cause of ateffas been determined is “What
causes the cause?” This question is not only istiewgefrom a philosophical point of view
but is also relevant for accident prevention. & tause of an accident is determined to be
pilot fatigue this is interesting to know but irder to prevent similar occurrences from
happening we usually need to know what causedatigue, i.e. what caused the cdiise
Only then are we able to take measures to safegumidst similar events. If we are
sufficiently clever and persevering we can contidatermining the causes of causes right
up to the big bang that created the universe.dim#ar fashion we can think of the effects
of effects. In the event of an aircraft crash amadiate effect may for instance be the
release of toxic substances into the atmosphéehe ihircraft was carrying hazardous
materials as cargo. This may then cause, perhapsy®ars later, health problems for
people exposed to those materials. Causal chaues neally end, but for practical
purposes the model must.

4 Unless we can detect the presence of this proxéaase and take preventive measures
on it, i.e. in this case detect fatigued pilots anelvent them from flying.
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If we adopt Leveson’s [2004a] system approach tidants, where safety is seen as an
emergent property of a system, we are still facegld avsimilar problem: the operation of
the processes at the lower level of abstractiose#ue emergent properties at the higher
level of complexity. The question ‘how far backforward the causal chain’ is replaced by
‘how many levels down or up the scale of abstractio

So how do we decide how far back or up along thuisalachains to model? In the past the
answer to this question has often been data dritéenknow how often component X fails,
so we do not have to model why. This approachtisfaatory if the purpose of the model
is the measurement of risk but if the purpose iseip determine where and how to
intervene to control risk we need to use differiteria to determine how far to extend the
causal model. We will need to go back along thesabechain until we find a place
convenient for intervention. This then needs dafiniAccording to Reason et al [2006],
attempts to track down possible errors’ and acegl@ontributions further back in the
causal chain, identifying factors that are widedparated in both time and place from the
events themselves, have gone toolfapractice a useful criterion for the extent of th
causal risk model is that it will have to includectsions and actions up to the highest
managerial level of the actors that are directiyplaed.

3.7. What is a causal model?
The previous sections addressed causality in geaedanow and then referred to a causal
risk model. But what exactly is a causal risk m@d&tcording to a formal definition, a
causal model ia mathematical object that provides an interpretatand computation of
causal queries about the domain [Galles & Pearl 80% causal model can be associated
with a directed graph in which each node correspotuda variable of the model and the
directed edges (arrows) point from the variablest thave direct influence to each of the
other variables that they influencghis formal definition will be adopted in this gis.

Such a causal model can be usedfrkwardreasoning antbrward reasoning.

Backward reasoning.

Consider a situation where a patient visits a ddoézause of, say, unremitting pain in the
abdomen. The doctor will investigate the patieimgis series of tests and use the results of
the tests to come up with a diagnosis and staatrirent. The doctor uses the symptoms, i.e.
the effects, to determine the most likely causthefproblem. This is called backward
reasoning or causal inference: determining the filadt cause, given some observed
effects.

Forward reasoning.

Consider a situation where a meteorologist obsquaeticular phenomena, such as the
location of a region of low pressure above the N&#a. The meteorologist will investigate
the observed phenomena to come up with a weathdigtion. The meteorologist uses the
causes to determine the most likely effects. Thisiward reasoning: determining the most
likely effect, given a certain cause.

Causal models for backward reasoning are spedifiagplied in medical sciences, but
some applications in other fields have also beerldped, for instance in social sciences.
Examples are found in Onisko et al [1998] and 3t&WWold [1960]. For air transport
safety, a causal model for backward reasoning coelldpplied during accident
investigation. The model would then help to detaerthe most likely cause of the
accident, given the evidence found by the investiga However, given the thoroughness
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with which aviation accidents are currently invgated, it seems highly unlikely that a
causal model would be able to add anything usefté’i However, it could order and
organize the results across many accidents andstbasentially useful in support of the
forward reasoning.

Causal models for forward reasoning are applieswide range of sciences, including
meteorology, finance and engineering. Modelgifk assessmemtre examples of causal
models for forward reasoning. As will be shownhe hext sections, there is a need for
such causal risk models for air transport safeher&fore in the remainder of this thesis the
scope will be limited to causal models for forwagdsoning. Most importantly, there is
need for a special case of forward reasoning; ptiadi the effect of changes. This has
added complications because it may require thentiatéo change the model, thus setting
requirements for the dynamics of the model.

3.8. Conclusions for this section
For the purpose of this thesis, the following ditifim of a causal model was adopted:
A causal model is a mathematical object that presviain interpretation and computation of
causal queries about the domain [Galles & PearB]L99causal model can be associated
with a directed graph in which each node correspadad variable of the model and the
directed edges (arrows) point from the variables tiave direct influence to each of the
other variables that they influence.

Usability requirements of the model determine whe#tatistical associations alone can be
used to construct the model. If the purpose oftbelel is to predict, then a model based on
statistical associations can be useful. But inaase the objective of the model is to
intervene and statistical associations alone arsufficient, there has to be an underlying
assumption, a causal assumption. This causal assumghould be based on deeper
knowledge on cause and effect through theorettodies and accumulated knowledge.
Statistical associations should be used carefaiygemonstrated by Simpson’s paradox
and the examples of controversies related to intéing statistical associations. It is
therefore essential for developers of a causal hafdeviation safety to have substantial
knowledge on relevant aspects of aviation, inclgdéchnology, operations, regulation and
procedures for the complete lifecycle.

What is actually the cause or causes of an everdtialways unambiguous. To a certain
extent, it is an assumption that has to be agrped by those who work with it. The
agreement is necessary because the assumptionrsexjaences. It is therefore necessary
that the underlying assumptions are transparents&ahains never really end, but for
practical purposes the model must. In practicesfulisriterion for the extent of the causal
risk model is that it will have to include decissand actions up to the highest managerial
level of the actors that are directly involved.

Part of the complexity of causal relations is ttaiparent probabilistic nature. We often
arrive at generic causal relations by generalifiog individual cases of occurrence and
then apply this general knowledge to other indiglceccurrences. But evidence of a
generic causal relationship is not sufficient toyar a singular causal relationship, and the
absence of a singular cause effect relation isufficient to negate a generic causal
relation. This can lead to confusion and can sehoerode the confidence in causal risk

15 Aircraft accident investigation is a process th#es approximately 2 years to complete
and involves dozens of people, many of them workimgost full time on a single accident.
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models. A strategy for avoiding this mistrust ipkoitly representing failures scenarios as
well as success scenarios in the model.

The following requirements were derived in this utes:

* Model developers should have substantial knowlentgall relevant aspects of
aviation, including technology, operations, regolas and procedures for the
complete lifecycle.

» The risk model should explicitly represent failgeenarios as well as success
scenarios.

*  The model will have to include decisions and adiop to the highest managerial
level of the actors that are directly involved.

The following issue needs to be resolved:
e A boundary must be defined of what needs to bessggmted in the model.
» The highest managerial level of the actors thataeztly involved needs to be
defined.
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Chapter 4. User needs

This section will describe user needs for a causikimodel and model design
specifications. When explicitly asked, most potaniisers have difficulty in listing their
requirements because they do not have a cleargiofuhe possible performance of a
causal risk model. Therefore user requirements beisterived in a different way. This is
done by first describing how flight safety has eeal over the years and identifying the
obstacles for further safety improvement. Thes¢aatess are basically the problem that a
causal risk model must help solving and are theeetfwe basis for the requirements. We
then ask the question of who the expected usetbavilA review of existing quantitative
safety regulation in aviation, including a desddptof how the industry is expected to
demonstrate compliance to those regulations, wdlVge insight into the type of
regulatory requirements that can be expected éauaal risk model. Being one of the
possible areas of application of a causal risk hdhde use of quantitative risk assessment
is discussed to be able to comprehend the resutigthodological requirements. Emphasis
is placed on the position of the test pilot, beeatss explains the fundamentally different
views on the ability to make quantitative assessmehaccident risk, specifically when it
comes to modelling human actions and decisionsydmet aircraft design and air traffic
management. As a matter of fact, all stakeholdetke aviation system hold a different
view on aviation safety and consequently have diffeneeds with respect to aviation
safety modelling. Nevertheless, some common reougirgs can be identified.

4.1. A brief history of aviation safety
Aviation has realised tremendous improvementsigiflsafety since the first commercial
airlines started operating around 1920. While flyin those pioneering years was still an
adventure, and pilots like Jean Mermoz [Mermoz 1@8id Charles Lindbergh [Lindbergh
1953] were true death defying heroes, air trangpaidy is fundamentally safe and the
aircraft has become a means of mass transportaiore than 2100 million passengers
were carried on scheduled flights in 2006, and 88om tonnes of freight were transported
(ICAO statistics, December 2006). Continuous tetdgioal and operational improvements
have led to today’s exemplary safety record. Taitien describes the history of aviation
safety improvements and explains why further imprognts cannot be expected unless
something different is done to find possible waysifmprovement. The ‘something
different’ includes the development and use of ahtisk models.
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Figure 5: Accident rate history Source: NLR Air &gfDatabase.

In the early days of aviation, from 1903 to 19h% man (they were all men) who built the
aircraft was often also the first person to fly Hieraft, and he used what he felt and saw
during the test flights to further improve the \@éi After World War | (1914-1918)
commercial aviation rapidly developed and so dglutation. Most states established some
sort of aeronautics branch that was made respenfgibdefining and ensuring the
airworthiness of aircraft, licensing of airmen atelelopment and enforcement of air
traffic rules [Hansen et al 2005]. A CertificateAifworthiness became a mandatory
requirement for each aircraft model. In the Netadls, the Certificate was only obtained if
the engineers of the ‘Rijks Studiedienst voor Luahtt™® (R.S.L.) had provided a positive
verdict to the ‘Commissie voor Keuring van Luchttamaterieel’’. In addition, the State
appointed pilot of the R.S.L. had to make a teghfl The description of the certification
flight tests of the Lambach HL Il provides a vivedample of how such a flight was
conducted in 1937 in the Netherlands.

Description of the certification test flights of the Lambach HL II.
The Lambach HL Il was a single seat aerobaticsafiralesigned by Dutch engineer Hugo
Lambach in 1937. It was powered by a 130 H.P. Giglgjor engine and specifically
developed to compete in aerobatics contests thae wery popular in that time.
Certification test flights took place in May 193rbiin the airfield “Ypenburg”, near The
Hague. Three test flights were made, but only atter weight of the aircraft had beén
determined under close supervision of ir. A.G. \Bewumhauer of the ‘Commissie voor
Keuring van Luchtvaartmaterieel.

18 Government Service for Aeronautical Studies
" Commission for Approval of Aviation Equipment
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The first flight was made by dr. ir. H.J. van dead4 according to a previously established
program. The objective of this flight was to deterenthe flight characteristics of the
aircraft. As part of the flight the longitudinalakility was determined, a yaw test was
executed, stick forces and stick displacements wexasured, etc. The effects of stopp|ng
and starting the engine at different flight statese also determined. Next it was the turn
of the company pilot, Hein Schmidt Crans, who perfed some aerobatics. He showed
that the aircraft could perform six consecutivenspig turns, which was a requirement for
an approval certificate for unlimited aerobaticbefleupon he flew two left rolls and one
right roll and a half roll followed by inverted diht. During the inverted flight the engine
was stopped and again started. This was followed bglf outward loop upwards, a half
loop and a half roll. Dr. Ir. Van der Maas then madthird test flight during which also
some aerobatics were undertaken. He performedm &mn, roll, snap roll and a vertical
dive such that the end speed was obtained. VarVidais performed no less than eight
consecutive spin turns, after which he neatly natdtie flight test report “After exiting th
spin, which probably took two turns, several secopassed before the pilot had regaingd a
focused view of the clouds”. In addition the tespart noted that the engine caused some
nuisance because occasionally it stalled briefym&imes even a jolt was felt in the
throttle, which indicated problems with the carlitme Nevertheless, the overall conclusipn
was that the aircraft conformed to the “requireradnt flight characteristics in Order 471
II” [Nijenhuis et al 1996].

D

Figure 6: Lambach HL II.

The fact that the certification test flight for shémall aircraft was conducted by dr. ir. Van
der Maa¥® is exemplary of the importance that was (and istjliattached to the role of the
certification test pilot, and the (scientific) dkiknd knowledge that were needed to perform
this task. The test pilot combined the functiongitift, observer and scientist.

18van der Maas had graduated as a maritime engir@arDelft University in 1923, after
which he was employed at the R.S.L. He becameittstepfofessor in Aeronautical
Engineering in the Netherlands in 1940 and playptbaninent role in setting up the
Faculty of Aeronautical Engineering at Delft Unisity of Technology. In 1950 he was
appointed as chairman of the Foundation N.L.L, Wwhi@s renamed NLR in 1961. Van der
Maas died in 1987.
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After World War Il aviation became a means of magssportation. In the 1950s accidents
during (test) flights were frequent [Wolfe 1979itlthe knowledge gained during the
flights and as a result of accident investigationtabuted greatly to the development of
aviation as a reliable and safe means of transpaféety improved tremendously from 1950
to 2000, the worldwide fatal accident rate dropfrech 3 accidents per million flights to
less than 0.5 (see Figure 5). Most of the technoébglevelopments that contributed to
improved safety were driven by a desire to increhseconomical viability, with safety as
a ‘byproduct’. Aircraft make money when they ardtlia air, not when they are grounded,
and thus much effort was put into improving airtrafiability and the ability to fly in
adverse weather conditions. Technological advatiescontributed significantly to
aviation safety include the following:

» Jet engines, which have a lower failure rate thiatop engines due to their
inherently simpler design with less acceleratingspBrown 1981].

« Radio navigation systems have improved the flightws ability to navigate and
have virtually eliminated occurrences where aitoget lost and run out of fuel
before finding a suitable landing place [Leary 198Bbink 1996].

» Precision approach systems and automatic landistgisys (precision approaches
are five times more safe than non-precision appresicbecause they help to keep
the aircraft on the correct approach path, everoiditions of reduced visibility,
like fog [Enders et al 1996, Abbink 1996].

* On-board weather radar has helped in avoiding dazarweather.

«  Glass cockpitS provided an enormous increase in the possibiititectly
interpret all aspects of navigation and the avaigaof bad weather and greatly
increased the situational awareness of the pilpiategration of all information
[Abbink 1996]. They also provide better supporthe flight crew in the case of
technical failures, reducing the likelihood of fiigcrew errors in such abnormal or
emergency conditions [Roelen & Wever 2005b]. Paxaxddly, they have also
contributed to accidents due to poor crew undedsatgnof their software logic
[Sarter & Woods 1995].

None of these technological advances were safetgrdrThe reason to develop the jet
engine was the need for improved performance mgef aircraft speed and engine power.
Radio navigation allowed the reduction of the ftighew to two pilots and a flight

engineer, automatic landing systems increased ptivity because aircraft were far less
dependent on local weather conditions. Precisiamigation by means of GPS became
available thanks to the United States DepartmeBtedénce that needed accurate targeting
and guidance for their weapon systems. The step &lectromechanical cockpit
instruments to a glass cockpit was made to redwaetenance costs and weight. It also
allowed the elimination of the flight engineer frahe flight deck, and thus provided a
significant reduction in direct operating coststtog airlines. In addition to technological
leaps, overall system reliability has gradually imped. Today an engine failure is such a
rare event that most pilots will never experierida their careéf. Technological

¥ 1n a glass cockpit the traditional electromechahiicstruments are replaced by displays
that are able to present integrated information.
2 The in-flight engine shutdown rate of a modernieadike the GE90-115B is 0.005 per
1000 flight hours [Horibe et al 2004], i.e. one &lown every 200,000 hours. For a twin-
engine aircraft like the Boeing 777 this means simetdown per 100,000 hours of flight.
An airline pilot will have approximately 20,000 iihg hours at the moment of his
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advancement in ATM on the other hand has beervebatslow because ATM has
traditionally been the responsibility of nationatlzorities and therefore has, until
recently?, not experienced the effects of competition. Aitieis the use of technology that
basically dates from WW II; VHF voice communicatiand radar.

Regulatory requirements matured. Strength requinésrfer aircraft structures were
specified in terms of limit loads (the maximum ledd be expected in service) and
ultimate loads (limit loads multiplied by prescribfactors of safety of 1.5). Aircraft
manufacturers had to show compliance to these naments by analysis supported by
strength testing of sub-components, full scale aomepts or full scale tests of assembled
components (such as a nearly complete airframé) it loads and ultimate loads. The
structure must be able to support ultimate loadsoit failure for at least 3 seconds. When
tests are used to show compliance, an additiofetlystactor of 1.15 is typically applied to
account for variability in material properties [EA2003a].

Regulatory requirements regarding aircraft systafatg also evolved. When automatic
landing systems were designed in the 1950’s, diraral equipment manufacturers asked
the airworthiness authorities what requirementspacial conditions would be applied to
such systems. The authorities did not considerttiegt had the background and experience
to write detailed requirements. Instead a targedllef safety was agreed with the
manufacturers as a base for certification. Applisavere required to make a case for their
individual systems by assessing them against tblads objective. Subsequently detailed
methods of establishing compliance were evolvedh\tte further development of
technology and complex systems, in particular egld supersonic transport aircraft, the
authorities from the USA, UK and France producegliitements that included the general
principle thatan inverse relationship should exist between tlodability of occurrence

and the degree of hazard inherent in its effecthencapability of the aircraftin addition,
they specified a level of safety to be achievedjualitative and quantitative terms, and
required that a safety assessment should be madecohcept of requiring an inverse
relationship between probability of failure and severity of the failure effect had in
practice been established from the early days iatiam and resulted in, for instance, twin
magnetos and twin spark plugs on engines, dual vigging wires and dual control cables.
What was new in the requirements was the introdoatf quantitative and numerical
methods for addressing risk instead of the intaitivethods that had been used before
[Lloyd 1980, Lloyd & Tye 1982]. In assessing theagtability of a system design it was
recognised that rational probability values wouddnto be established. Historical
evidence indicated that the risk of a serious atidue to operational and airframe-related
causes was approximately 1 per million hours ghtli Furthermore, about 10 percent of
the total could be (albeit arbitrarily) attributexfailure conditions caused by the aircraft's
systems problems. It seemed reasonable that sexdoidents caused by systems should
not be allowed a higher probability than this imrarcraft designs. It was thereby possible
to require for new designs that the probabilitaaferious accident from all such system
failure conditions be no greater than 1 per tefiionilflight hours, or 1 x 10 per flight

hour. As it is not possible to say whether thegalgs been met until all the systems on the
aircraft are collectively analysed numericallywis assumed, arbitrarily, that there are

retirement. The probability that at some pointigéntire career he will have had to shut-
down an engine in-flight is approximately 1 in 5.
2L ANSPs in Europe are becoming more independent frenrmational authorities; NATS
in the UK for example is fully privatised and LVNh the Netherlands is a ‘Zelfstandig
bestuursorgaan’.
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about 100 potential system failure conditions iraaaraft, which would prevent continued
safe flight and landing. The target allowable @$l x 10’ per flight hour was thus
apportioned equally among these conditions, regulti a risk allocation of not greater
than 1 x 10 to each. The upper-risk limit for failure condit& which would prevent
continued safe flight and landing would be 1 X f6r each hour of flight, which
establishes an approximate probability value fertdrm ‘extremely improbable’. Failure
conditions having less severe effects on the céifjabf the aircraft could be allowed to be
relatively more likely to occur.

Accidents involving (many) fatalities have also hémportant drivers for safety
improvements. Each accident is thoroughly investidand measures are taken to prevent
a similar occurrence. Simply stated this is the &nd fly’ approach. In some instances
accidents may reveal weaknesses that hitherto wéagown, such as in the case of the
Comet disasters (see infobox Comet disaster) heratases the sequence of events that
leads up to the accident is not unique and has s&emin the past in either accidents or
incidents (see infobox the DC-10 story). Usuallig ithe accident however, i.e. the
realisation of a low probability event, that triggeemedial action, rather than the
knowledge that such an everttuld happen. In the case of Concorde for example, adtho
there had been five tyre bursts on Concorde ttdhthased structural damage to fuel tanks,
it was not considered necessary to reinforce thaeldanks. Only after the Concorde
disaster was Kevlar lining fitted to the fuel tardlssan extra protection against damage by
burst tyres (see info box Concorde accident). Réahadtion may include short-term
regulatory activities such as issuing AirworthinEsiectives, but may also be more
fundamental changes to processes or activitiesalrheaft maintenance program
development process for instance was changed isigmify following the Aloha Airlines
Boeing 737 accident in 1988and again after the TWA Boeing 747 accident in6f89n

the Netherlands, the El Al Boeing 747 accidentd8Z resulted in fierce debate, a
parliamentary enquiry and legislation on third paitk around airports (see also Appendix
A: The history of third party risk regulation att8ghol airport). Sometimes accidents are a
driver for technological improvements. Advanced niag systems such as TCAS, GPWS
and windshear warning systems were developed & tesponse to (a series of)
accidents.

The Comet disasters

The de Havilland DH.106 Comet was the world’s fiopterational passenger jet aircraft.
With a cruising speed of more than 800 km/h at Hitude of 40.000 ft it provide
unprecedented levels of comfort to the passengeolf52000]. But within two years qf
entering service, a series of accidents initiateel énd of the Comet and of British
leadership in aeronautical engineering. First tivegee take-off accidents in 1952 and 1953

22.0n April 18, 1988, a Boeing 737-200 of Aloha Aieis experienced an explosive
decompression and structural failure at 24,00Qit i fatigue cracking. Approximately 18
feet of fuselage skin and structure separated frenaircraft [NTSB 1989].
%0n 17 July 1996, Trans World Airlines Flight 80@shed minutes after take of from
John F. Kennedy International Airport, New York.eTtause of the accident was an
explosion of the center wing fuel tank. The sowtgnition energy for the explosion
could not be determined with certainty, but, of soeirces evaluated by the investigation,
the most likely was a short circuit outside of teamter wing tank that allowed excessive
voltage to enter it through electrical wiring adated with the fuel quantity indication
system [NTSB 2000]
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caused by overrotation and subsequent wing stdles@& problems were solved by| a
modified wing leading edge. Regulation was alsonglea as a result of these accidents,
requiring demonstration of a minimum unstick spegith maximum angle of attack.
[EASA 2003a]. But then in 1954 a Comet disintegitatehile climbing to its cruising
altitude, and the British Overseas Airways CorporaBOAC grounded its fleet of jgt
aircraft. However, no defects were found and theraft were put back into service.
Sixteen days later, another Comet broke-up in riidand the aircraft's Certificate qf
Airworthiness was suspended. After extensive tgsiinwas discovered that the accidepts
had been caused by fatigue cracking of the fusedkige This was a new phenomenon, first
encountered by the Comet because its high cruigeds resulted in relatively large stress
cycles to the fuselage (pressure cabin) skin. Ritomhu of the Comet was halted. |A
modified version, the Comet 4, flew in 1958 buttbgt time competing aircraft were on the
market and the Comet 4 was not a commercial success

As a result of these developments, air travel tadagtonishingly safe. For air carriers in
Europe or the US, the fatal accident rate per onilflights is approximately 0.2 [CAA-NL
2007]. If a person were to take a flight each deyyould, on average, experience a fatal
accident after 13,700 years. Even then, the likelhof being killed in that accident is less
than the probability of survival; an analysis difaaccidents by US domestic airlines in
1987-1996 showed that, on average, a fatal accidés44% of the occupants of the
aircraft [Barnett & Wang 2000]. A fatal accidentisfined as an event in which at least one
of the occupants is killed, so even in the case fatal accident the majority of the
occupants may survive. Does this mean that a siffitevel of safety has been reached?
Certainly not from the viewpoint of the regulatdircraft accidents cost lives and are a
cause of emotional trauma to victims’ relatives &rehds, to people working within the
industry, to communities. Crashes consume thetateof the media in a unique way; any
fatal airline crash will always be a headline stagkg a result, it is feared, the general public
may loose confidence in the air transport systelne. @xtent to which ‘air crashes’ are
reported in the media has always been of concettretindustry and has been seen as a
possible limiting factor to growth for at least g€ars. In 1943, a confidential ‘report’
produced by the Curtis Wright Corporation on bebélhe US Government stated that if
air safety did not improve from the level achiewkding the 1930s, the rapid expansion in
air travel expected after the war would resultriruaacceptable level of air crashes and
would limit growth. These views have been repeatedy times over the years, for
instance by the US Secretary of Transport at thiatin Safety Conference in Washington
D.C. in 1995 [FAA 1995b] and are still regularlyized today. Perceived public demand
for safe air travel is counterbalanced by a denfeord within the industry to remain
profitable. As early as 1959, Walter Tye (UK ARB\+ Registration Board) suggested
that an optimum balance may have been achievedekatairline flight safety and costs.
He argued that any further marked increase ingafe(then) existing methods would cost
far more than passengers or the industry wouldibi@gvor able to pay (as quoted in
[Bland 1962]). This view was repeated, at the 1B6F Seminar, by M.G. Beard,
American Airlines, who said he believed that thganairlines had already reached a
position of ‘diminishing returns’ in that they héd 1961) reached a very high degree of
safety and further improvements would cost morerance. However, the costs associated
with an accident can also be enormous, and whilehnafithis is absorbed by insurance,
the effect of an accident on the airline’s stodkgand ticket sales is uninsured. Some
airlines have actually gone bankrupt after an astidexamples are Birgendiand Helios

24 0On February 6, 1996 a Birgenair Boeing 757 crasiedtly after take-off from Puerto
Plata in the Dominican Republic, killing all 189cnpants. Birgenair was a Turkish holiday
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Airways”™, although this is exceptional. Accident preventmml safety management
therefore are as important as ever, despite thelbigel of safety that has been achieved.

The very success of the aviation system in ternsafity performance makes it difficult to
determine the linkage between actions and decisindssafety outcomes. Because
accidents are so rare it is impossible to determirectly whether actions or decisions had
any effect on safety. Hence there is no properifaekiloop from day-to-day operations to
safety decision-making [Amalberti 2001]. In othesrds, the fix and fly approach is no
longer effective. Yet new hazards are constantlimg due to such factors as insertion of
new technologies, trends in the economy and chamtie regulatory environment. To
maintain and improve the current level of safdteré is a need for an aviation safety
performance evaluation methodology that is not haseanalysis of fatal accidents and
hull losses alone. Such a methodology should irchudafety evaluation construct, safety
hazard identification and risk analysis, safetyfgrenance measures and risk indicators and
safety diagnostic procedures [FAA 2004]. A cauisd model can play a central role in
such methodology.

In conclusion, the main drivers for aviation safietyprovement have been technological
development and the industry’s practice of thoroagtident investigation and subsequent
remedial actions. Because of the high level oftgafbe latter approach is no longer
effective and there is need for a new safety perémice evaluation methodology, of which
a causal risk model could be a central part. We lsdso seen how in the past the
regulatory authorities shifted from prescribingailetd requirements to a quantitative target
level of safety, and to requiring the industry sribnstrate numerically that the target is
obtained. For parts of the aviation system tharisady done, and existing methods for
analysis may suffice, but there is a need nowdo ahalyse the aviation system as a whole.
This is another potential application of a causd model, which requires the model
results to be quantitative and reproducible.

The causal risk model should therefore:
* Include risk indicators,
» Provide reproducible results,
* Represent the aviation system as a whole, and
* Have quantitative model output.

The Concorde disaster
The BAC/Sud-Aviation Concorde aircraft was the edib@ent of aeronautical progress.
With a cruising speed of more than twice the sp#esbund it was twice as fast as all other
commercial aircraft. To attain these speeds, tlapeiof the aircraft was special as well,
with an elegantly pointed nose and beautifully ednogival delta wing platform. The
shape of the wing was in fact a compromise betvikerrequirement to be able to fly jat
supersonic speeds and still provide satisfactosyatdieristics at low speed for take-off and

charter operator, most people on-board were Getmaists. The accident was initiated by
incorrect airspeed indications due to a blockedt pitbe [JIAA 1996].
% 0On 14 August 2005, Helios Airways flight 522, aditg 737-300 crashed near Athens in
Greece on a flight from Larnaca, Cyprus. All 12twuants were killed. The immediate
cause of the accident was flight crew incapacitatioe to hypoxia. Helios Airways was a
low fares carrier, established in 1999. At the tmh¢he accident, Helios was operating four
aircraft and conducted flights out of Larnaca aaghds, Cyprus [AAIASB 2006].
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landing. Nevertheless, Concorde’s typical takespited of 200 kts is approximately 35%
higher than that of other commercial jet aircrathese high take-off speeds are more
demanding to the tyres, and the rate of tyre bdest€oncorde has always been relatively
high at one occurrence per 1,500 cycles rather tharone occurrence in 100,000 cycles
which is the rate for modern airliners such asAibus A340 [BEA 2001]. Modifications
such as strengthened tyres led to a reductionentytre failure rate, but it still remaingd
relatively high. This was not considered to be gomaafety hazard until 25 July 2000
when during take-off from runway 26R at Roissy Gdsmde Gaulle Airport, shortly before
rotation, the front right tyre of the left landirggear of Air France Concorde F-BTSC ran
over a strip of metal which had fallen from anothecraft. The tyre exploded and debyis
was thrown against the underside of the wing, leg@do a rupture of one of the wing[s
integral fuel tanks. A major fire, fuelled by theak, broke out immediately under the left
wing. Ingestion of tyre debris and hot gases causalfunctions to the engines on the left
wing, and the fire destroyed control surfaces atting’s trailing edge. The flight crew had
no possibility to recover from the catastrophiwaiton, and the aircraft crashed less than
two minutes after take-off. All 109 passengers arelv members, as well as 4 people |on
the ground, were killed.

Previous to this accident, there had been five buest events on Concorde which had
caused structural damage to fuel tanks. Reinforoémethe lower wing was considered
after the first incident, but it was considered exessary [BEA 2001]. After the accident,
Air France immediately grounded its Concorde flemtd although British Airways (the
sole other operator of Concorde) continued opegdtie aircraft for a few weeks, the CAA
ordered the British fleet to be grounded as welh éxtensive modification program
including the fitment of Kevlar lining to key fuéhnks and installation of strengthengd
tyres was executed, and the Certificate of Airwioeks was re-issued 14 months after [the
accident. For commercial reasons, Concorde wagdeiti October 2003.

Figure 7: Concorde
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Douglas DC-10; an aircraft with a troubled start
The DC-10 was the first widebody aircraft of McDetirDouglas, built to meet an airlin

requirement for a three-engine jetliner for mediamd long-range routes. Production

started in January 1968, it first flew on August 2970 and first deliveries were in 1971.

On 3 March 1974, a Turkish Airlines DC-10 crashenhutes after take-off from Parig
Orly Airport. All 346 people on-board were killed ihat was then the worst accident

aviation history. The accident was caused by accdapr that was not properly locked.
During climb, the door blew out and the resultingn@dge rendered the aircraft

uncontrollable. A similar occurrence had happerletbst 2 years earlier, but the crew

[¢)

in

of

that flight managed to land the aircraft safelyeThsulting accident investigation showed
deficiencies on the cargo door design. Retrofitsewaandated but the DC-10’s reputatipn

had received a dent. Five years later, on 25 M&@ 1the left-hand engine and wing pylon
of a DC-10 that was taking off from Chicago O’Haxeparated during rotation. The left

wing was damaged resulting in an asymmetric stéié aircraft rolled through 90 degregs

and crashed just outside the airport perimeter. 2¥lL occupants were killed. When
inspections of other DC-10s revealed more casesraifks in engine pylons, the FAA

suspended the DC-10 type certificate on June &).1PAis effectively grounded the DC-1
fleet. Further investigation showed that the DCéi@ in fact meet FAA's certification
criteri?®, and the order of suspension was terminated gniBjI1979 [NTSB 1979]. Th

D

Italian national airline Alitalia cancelled six DI orders on August 23 and Egyptair
cancelled 4 shortly afterwards. The total salegemee from these orders would have been
$400 million. Alitalia said that its decision wasralated to safety, but this is predictable

given that it already had a fleet of eight DC-188ll in 1979, a DC-10 crashed during
sightseeing trip over Antarctica, killing the 25¢capants. While this accident was n
related to the airworthiness of the aircraft (itswe controlled flight into terrain type ¢

accident) the DC-10’s reputation was now serioaslyjnaged. McDonnell-Douglas’ share

price fell significantly because of lower anticipdtsales [Chalk 1986]. The accident
not however have an effect on the market sharesuiés that were flown by the DC-1
[Barnett & LoFaso 1983].

The next highly publicised accident occurred onJ/ 1989. The centre engine of a D
10 suffered an uncontained failure, damaging thdrduylic system and depriving the cre
of the use of the aircraft’s control surfaces. Tinght crew, in a display of remarkabl
airmanship, managed to nurse the aircraft to apodirby clever manipulation of th
throttles. The aircraft made a crash landing inuSi&ity, and while there were 11
fatalities, 184 people survived [NTSB 1990]. Aftee crash at Sioux City hew bookings

the DC-10 plummeted. The impact on consumer bebavacovered very quickly howeve

a
ot
f

did

and passenger avoidance was down to about 10 fe gfre-crash behaviour 8 weeks after

the accident [Barnett et al 1992], see Figure 8.

The year 1989 also saw the end of the DC-10 praztuctin. 386 commercial DC-10s we
delivered, plus 60 KC-10 tanker/cargo models Huoiltthe U.S. Air Force. The aircraft sti
flies today, and despite its initial reputation has accident rate (overall) that is n

re
Il
ot

different from other aircraft of the same genematio

% The cracks were caused by inappropriately exeautgdtenance procedures.
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Figure 8: Estimated changes in new DC-10 bookingsampetitive routes after 1989
Sioux City DC-10 crash (relative to pre-crash lsyeSource: Barnett et al [1992].

4.2. Who are the users?
According to the Dutch Ministry of Transport, thetential users of a causal risk model are
airlines, air navigation service providers, airpanganisations, maintenance and repair
organisations, aircraft manufactures, the centmaegnment and the aviation inspectorate.
The projected use is not limited to the Netherlasdsthe ‘central government’ could also
mean other national governments, the European Cessioni, or ICAO. However, when
some of these organisations were asked directlgyrdaubted whether a causal risk model
could be useful for them. Especially the industad ldifficulty to imagine how a causal risk
model could support them in taking daily decisiofise model was nevertheless not
rejected a priori as useless, the opinion was rakia ‘when the causal risk model is ready
we will see what we can do with it [De Jong 2008]this thesis, we will thus consider
each of the above mentioned organisations as atpdtaser of a causal risk model.

4.3. Perspectives on aviation safety
This section describes the different perspectikiasthe stakeholders in the aviation system
may have with respect to aviation safety and hasvittiluences their opinion on the need
to manage and improve safety. A description ofpthssible role of a causal risk model is
given for every stakeholder based on their needs.

4.3.1.Airlines
For airline management, meeting the minimum saf&tpdards set by the aviation
authorities is a necessary requirement for obtgiaim Air Operator Certificate (AOC). In
addition to that, airline management will be awairéhe fact that suffering a major
accident may result in significant costs due taréased ticket sales and may even cause an
airline to go bankrupt, even though most airlinagehadequate insurance to meet virtually
all the direct costs arising from an accident (gémbox on the role of insurance).
Especially very small airlines in the holiday cleadbusiness are vulnerable in this respect,
because they are often not able to survive the e loss of income that is the result of
one of their aircraft being no longer available afthe effect of the crash on public
perception. However, accidents can impact the lessiof larger airlines as well. Examples
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of small airlines that went bankrupt after an aenidare Birgenair (Boeing 757 accident in
1996 [JIAA 1996]), Valujet (DC-9 accident in 1996TSB 1997], although Valujet
continued operations under a different name; Ailtrélelios Airways (Boeing 737,
crashed near Athens in 2005 following flight crewapacitation due to hypoxia [AAIASB
2006]). But for most airlines the probability o€atastrophic accident is so remote that fear
of an accident is not directly a driver for safahprovements. The current catastrophic
accident rate for Western operators is in the oofi€2 accidents per million flights
[CAA-NL 2007]. A large European carrier typicallprducts 120.000 flights per yé&ar
which means that on average a large carrier wifesd catastrophic accident in every 42
years. Most managers will thus never be confrontigal a serious accident in their entire
career. Yet they still invest in safety and wanknow about value for money. They also
make changes for other reasons and want to kndwetfiect on safety. They may, for
example, want to cut costs by stopping certairviiets, or reducing staff, without
compromising safety.

The role of insurance
Probably because of the potentially catastrophtareaof air accidents, the large amounts
of money at risk, and the need to ensure thatmgtor their relatives get adequately
compensated, even if the airline cannot pay, immgglays a large part in commergial
aviation, removing most of the possible direct Iessulting from such accidents. It may|be
assumed that, as far as airlines are concernedstlatl will have adequate insurance to
meet virtually all the direct costs arising from aincraft accident. Exceptions may afise
occasionally with small, perhaps less well esthklis operators in third world countrigs,
although even there it is thought to be rare [Vdk &t al 2001].

The airline’s insurance will respond first to adpsvith other parties becoming involved
through subrogation or contribution. Separatelyspeal insurance, e.g. life insurance, may
also be expected to respond [Van Dijk et al 2001].

Aviation accidents usually involve multiple defentta The most commonly involved
defendants are the airline and the aircraft mantufacbut anyone else who may have heen
involved or contributed in some way to the accigdenth as the manufacturer of the engine
or any other component or system, the maintenangangsation, the air traffic service
provider, etc., will also be included. Unlike someet litigation with multiple defendants,
the defence in air accident litigation is usuallghty coordinated and unified in dealing
with plaintiffs. The direct insurer of the airlintakes the lead in negotiating with the
plaintiffs on behalf of all defendants. Defendanssially agree amongst themselves, quite
early, on how to share liability, although this miag adjusted later after settlement has
been made. Where there is a dispute as to liabthigy airline’s insurer will often make
settlement to plaintiffs in the expectation of gagnpartial reimbursement from the other
defendants later or on the basis of an interim reehtbetween defendants with the
understanding that the amount of each defendaotéribution would be adjusted once
liability issues have been resolved.

Insurance companies could perhaps use a causamoslel, e.g. to determine insurance
premiums. A requirement is that the model is ableshow how changes to the aviation
system, either from ‘outside’, like global econoalidevelopments, or from ‘inside’, like
airline policy decisions, influence aircraft crasisk. However, pricing of the airline

2T KLM data for 2004.
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insurance market is strongly influenced by ‘spidovfrom the general insurance market,
the financial markets and overall economy [SwisslB86]. This may have a much bigger
impact than the (expected) crash risk and would timit the usebility of a causal risk
model.

Airlines monitor safety performance of the fleetrboytinely analysing in-flight recorded
data and checking parameter values for crossingsesflefined threshold values.
Individual threshold crossings are analysed tord@tee exactly what happened (see also
section 8.5.4). In addition to this flight data gram, most airlines also have a system in
place for the flight crew to report abnormal sitaas. This information is usually in a free-
text format. The combination of flight data andweneports provide the airline with a good
picture of individual incidents, but as of yet altthat allows analysis on a more generic
level does not exist. At best airlines do some gbitend analysis. A causal risk model
would be very valuable to airlines if it could s@ppproviding an overall safety picture
and, most importantly, show airline managemeninfieence of their decisions on the
level of safety. It is therefore required that asa risk model links-up with the primary
safety data information systems: flight data arfdtgaeports.

A challenge for airlines is to maintain currentfésg) standards in a changing world. When
such changes are local and threaten to influere8ewel playing field’ (see section 4.3.6)
or their competitiveness, airline management valkieen on taking proper
countermeasures to ensure profitability of the camyp When locally imposed safety
measures threaten the level playing field, theti@aavill be to resist them until and unless
all others are required to implement them also. @atitiveness is the driving factor. A
causal risk model could play a role in analysingifes changes, estimating their effect on
safety and providing information that allows selettof proper countermeasures. For
airlines therefore the ability to perform cost bigrenalysis of proposed future changes
would be a desirable feature for a causal risk tddes implies also the need for a model
in which the way that future changes in how funtdiare operationalised can be
incorporated. Because of the low accident frequea@ausal risk model for airlines should
be based on safety indicators other than the aatcrdee.

4.3.2.Repair stations
Maintenance technicians consider aircraft safetyetthe result of their professional skills.
They feel responsible for safety. In the proces®lgfasing an aircraft back into service,
some maintenance technicians even think that tigeyosf for the safety of the aircraft
rather than (as required by regulation) for havoillpwed prescribed procedures [Biemans
et al 1998]. These procedures are specified ilnpeeator’'s maintenance program, which is
normally based on instructions for continued aitimess prepared by the manufacturer.
The operator may rewrite the structure and forni#ti@se maintenance recommendations
to better suit his operation. Once aircraft enggvise, the initial maintenance program is
subject to continuous development and update asficaitbns, product improvements and
operational feedback are incorporated. To evaliteffectiveness of the maintenance
program and to update it, operators develop ahiétiaprogram. The actions resulting
from the reliability program may be to escalategdealate, omit or add maintenance tasks.
By proving to the authority for instance that iresing a servicing or inspection interval for
a particular component does not adversely affdetysahe operator could save money in
maintenance expenditures. The Alaska Airlines MDa88ident in 2000 (see infobox) is an
example of a case where inspection intervals weended without the operator (Alaska
Airlines) or the authority (FAA) being sufficientBware of the safety implications.
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Throughout the service life of an aircraft types tuthorities continue to monitor the safety
of the design through a service difficulty repagtend analysis system. If at any time
during the service life of an aircraft, the airwoniess authorities determine that an unsafe
condition exists in a product (aircraft or systeanjl that the unsafe condition is likely to
exist or develop in other products of the same tigmgn, they may issue an Airworthiness
Directive (AD). The purpose of an AD is to correctprevent an unsafe condition. An AD
gives a description of required corrective actiomerating limitations for a particular
aircraft or system. Compliance to ADs is compulsory

Service Bulletins (SBs) are issued by the aircfimponent, or engine manufacturers to
update operators with information relevant to dipalar aircraft type. Maintenance service
bulletins may advise to inspect, repair, reworkndify the aircraft (see infobox Boeing
Service Bulletin 737-56-1019). While some serviadidiins address safety or
airworthiness related problems, other service binBaelate solely to operational or
economic matters. A service bulletin may be promhig problems identified through in-
service experience or production, and may introguoeuct improvements or changes to
operational requirements. It is up to the opered@pply or ignore the SB. This requires a
management process in the company to monitor thesaticipate them and to respond
with good decisions on them. A causal risk modelilde useful if it could calculate the
expected safety implications of each SB.

Alaska Air accident

Alaska Airlines began operating McDonnell-DouglaB40 aircraft in 1984. The MD-80
is a derivative of the DC-9 series aircraft. Theaift is equipped with a ‘T-tail’; the
horizontal stabilizer is mounted on top of the igadtstabilizer, they are connected by two
hinges at the aft spar of the horizontal stabilezed with a single jackscrew assembly at the
front spar of the stabilizer. Initially, that jackew was lubricated every other B check
(every 700 flights hours), but in the course of ybars this interval had been increased hy
Alaska Airlines to 2,550 flight hours (see Figude 9

On January 31, 2000, Alaska Airlines Flight 26 MeDonnell Douglas MD-83 crashed
into the Pacific Ocean. The 2 pilots, 3 cabin cremhbers and 83 passengers on board
were killed and the aircraft was destroyed by imf@aes. The accident was caused by
loss of aircraft pitch control resulting from aléae of the horizontal stabilizer jackscrew
assembly. The failure was caused by Alaska Airfinesufficient lubrication of the
jackscrew assembly. Contributing to the AlaskaMiD-83 accident in 2000 was the
FAA's approval of Alaska Airlines’ extended intetvar lubrication and check interval of
the horizontal stabiliser trim system jackscreweassly [NTSB 2002a].

[
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Figure 9: Alaska Airlines horizontal stabilizer jegcrew lubrication interval escalation.

The maintenance organisation will be constantlkilog for more cost-effectiveness in the
reliability program. The reliability program reqeg approval from the authority and
therefore one of the main drivers for safety isrieed to demonstrate that the proposed
changes will not adversely affect safety. The A#a8kr accident revealed that the process
by which airlines make changes to the maintenancgram and demonstrate to the
authority that these changes will not present artgmtial hazards requires improvement
[NTSB 2002a]. A causal risk model could help impdkiis process. This application
would require a causal risk model that captureg specific (specific to aircraft type or
even tail number) and detailed (up to aircraft comgnt level) information.

Boeing Service Bulletin 737-56-1019

Boeing originally designed the Boeing 737 jet aftmwith cockpit eyebrow windows in

order for the flight crew to maintain a sufficieahd unobstructed view during turns.
According to Boeing, today’s advanced navigationl air traffic control systems have
made these windows obsolete and from 2005 onwarelgyebrow windows were deleted
on newly produced 737 aircraft. This design chahge reduced aircraft weight by 20
pounds and eliminates approximately 300 hours abgi inspections per aircraft. Service
Bulletin 737-36-1019 allows replacing the eyebromdows of the Boeing 737-300 and -
400 aircraft (manufactured before 2005) with ammahium plug [KLM 2007].

4.3.3.Aircraft manufacturer
For aircraft manufacturers, meeting the minimunesafequirements as specified in FAA
FAR 25 and EASA CS 25 is necessary to obtain a aymeoval for the aircraft. FAR
25.571 and CS 25.571 for instance specify requindsn®r damage tolerance and fatigue
evaluation of the structure, FAR 25.603 and CS @5 gpecify requirements for materials.
In particular, FAR 25.1309 and CS 25.1309 sped@fyuirements for aircraft system design
and analysis. These requirements for aircraft ayst@re based on the principle stating that
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an inverse relation should exist between the pritibabf malfunctions and the degree of
hazard to the aircraft and its occupants. Dependlinthe criticality of the system and the
failure, the applicant must demonstrate a failuabpbility of less than 1%) 107 or 10° per
flight hour. A detailed Failure Modes and Effectsalysis (FMEA) and Fault Tree
Analysis are often necessary to demonstrate congaisvith these regulations.

Fokker F-10; end of the wooden wing

The F-10 was an aircraft designed and built by dkker Aircraft Company in the U
which entered service in 1928. The aircraft watypical Fokker construction, combining|a
wooden wing and fabric covered steel-tube fuselbagtally the aircraft was a commercis
success, despite it being of rather outdated deaigmetal aircraft like the Douglas DC+
were showing to be faster and more efficient, hgn29% less operating costs. But pn
March 31, 1931 a Fokker F-10 crashed during a tarstdrm, killing all on-board
including Knute Rockne who was the celebrated coaththe popular ‘Notre Dame
football team. The accident was headline news feeek. Initial investigation immediately
revealed a broken wing and the emerging BureauinCAmmerce issued a directive that
called for frequent and expensive inspections loFakker wings, despite furious attempts
by Anthony Fokker to prove that bad weather hadeduhe accident. Fokker aircraft now
had a reputation of being inherently dangerousombination with the Great Depression
and Fokker stubbornly maintaining the wooden wingaept this was the end of Fokker|in
America. On July 10, 1931, Anthony Fokker was fdrte resign from the company that
bore his name, and he soon returned to the Netit=rlfDe Leeuw 1994, Dierikx 1997,
Schatzberg 1994].
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The manufacturers are in a position to directuiafice aviation safety by introducing new
technology. As we have seen in the previous segstimehnological improvements have
been fundamental in improving aviation safety. Aweyv technology can only be
introduced if the manufacturers can demonstratedaertifying authority that it is
sufficiently safe. Currently aircraft manufacturesse analysis and physical testing for this.
In the case of aircraft systems, the analysis iglaoted with the aid of fault tree analysis
and comparable methods. Aircraft manufacturersctasé a causal risk model during the
type certification process in a similar way as thaygrently use fault tree analysis and
comparable methods. The objective is to demonsitnatee system safety assessment that
all aircraft systems comply with relevant regulatitncreased integration of aircraft
systems and integration of airborne and groundébagstems lead to a need for methods
that can properly represent these integrated sgst@eiuding human operators, in a safety
assessment. Fault tree methods are no longerisalffi€-or this application the causal risk
model must be able to properly represent the rbteeohuman operator and be able to
capture dependencies between different system coemp® Using the model as part of the
certification process requires that the model Hielated and accepted by the regulators.
This also makes it necessary that the model prosingiéar results if applied by different
users.

History provides some examples of aircraft thagaldly suffered from a bad safety
reputation; see for instance the story of the Fokk&0 and the Douglas DC-10. However,
aircraft purchase decisions are complex, polical confidential, and therefore do not
easily allow a clear statement as to whether puhigtrust had an impact on a company’s
purchase decision. From that perspective, theme wirect driver for the aircraft
manufacturer to develop aircraft that are safen tithers.
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Aircraft manufacturers are also working on safeggduse of product liability. Liability
claims, in some cases even extended to personaatons of manslaughter (see infobox:
Aircraft design and manslaughter), can be a refmomanufacturers to equip their aircraft
with the best available technology. Contrary togheation at airlines, for which a crash is
only a remote probability, aircraft manufacturers @gularly confronted with accidents
involving their products. From 1986 (the year df fhrst flight of the Fokker 100) to 2006

for instance there have been at least 108 acciderdlving Fokker aircraft - 6 Fokker 100,

1 Fokker 70, 5 Fokker 50, 23 F-28 and 72 Fokke# F-@f which 51 accidents caused
fatalities (Source: NLR Air Safety database). Beeaof this exposure the safety awareness
of manufacturers is high.

Aircraft design and manslaughter
An Airbus executive went on trial in May 2006 foanslaughter over the 1992 crash of|an
Airbus A320 of France’s domestic airline Air Intereastern France that killed 87 people.
Investigators considered the argument that thepibekas ergonomically flawed, and that
the pilots were confused between the controls Far aircraft's descent. Airbus’ then
engineering chief Bernard Ziegler was indicted ot ergonomic design of the A320
cockpit, as well as the possibility that the aiftsanavigation system was faulty [Flight
International 2006a, 2006b]. The French authoritie® launched a manslaughter case
against the former head of the Concorde programmeonnection with the Air France
Concorde accident in 2000 near Charles de Gaulfomithat killed 113 people. Henyi
Perrier, chief engineer on Concorde’s first tesghtl in 1969, was placed under
investigation for manslaughter and involuntary igjas part of an investigation into the
crash [Bentley 2005].

An aircraft manufacturer could use a causal risklehto anticipate and respond with
suitable priority to potential accident scenaribisis would require a model that is able to
represent current as well as possible future antsEenarios.

4.3.4.Air navigation service provider
The air navigation service provider (ANSP) is rasgible for ensuring that air traffic
proceeds safely and efficiently while minimising thurden to the environment [LVNL
2001a]. Decisions taken by the ANSPs can have tdi@tsequences for safety, efficiency
and the environment, and accordingly affect mangracOften, decisions that positively
affect one area will have a negative effect on laggtfor example accepting higher
crosswinds (and consequently higher risks) dufireglanding approach so that a runway
can be used that is preferred for reasons of radiaéement. Therefore all actors demand
transparency of the decision making process aAN®P. ANSPs are in need of a way to
estimate the effects of proposed changes (humaonegural, hardware and software
elements of the ATM System as well as its envirominaé operations) in such a way that
allows comparison of those effects. Currently, @8en capacity and the environment can
be predicted reasonably well, but safety still grablem. As a result, decisions are
sometimes made which, with the benefit of hindsiglgre unwise. See for instance the
case of the Crossair BAE 146 accident at Zuricteratihe aircraft was forced to fly a
more risky non-precision approach instead of aipi@t approach because of noise
abatement procedures.
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Safety versus the environment: the Crossair BAe 14&ccident at Zurich [AAIB
Switzerland 2004].

On 24 November 2001, a Crossair BAe 146-RJ100 air¢ook-off from Berlin-Tegel
airport for a scheduled flight to Zurich. After aneventful flight, the aircraft received th

clearance for the approach to runway 28 at Zurighogt. The weather was close to the

minimum for this runway. When the aircraft reachieel minimum descent altitude (MDA

e

)

of 2,390 ft, the captain mentioned to the firsia#f that he had visual ground contact and
continued the descent. Shortly afterwards the a&ircrashed into the ground. Twenty-one

passengers and three crew members died from thjeiids at the site of the accident;

seven passengers and two crew members survivedttigent.

Zurich airport is characterised by a system of éhrenways. Runways 16 and 14 are

equipped with a Category CAT Ill instrument landisgstem (ILS) and are therefore

suitable for precision approaches. Runway 28 orlgwa non-precision VOR/DME
approaches. The approach sectors of runways 14@&ade equipped with a minimum s4d

altitude warning system (MSAW). This system triggervisual and acoustic alarm in ai

traffic control if aircraft infringe defined mininm altitudes. No MSAW is installed in th
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runway 28 approach sector. At the time of the amtidhe noise abatement procedures in

force for Zurich airport played a decisive roledietermining take-off and landing runway
Approaches from 22:00 local time (LT) to 06:00 Lddhto take place on Runway 28.

Figure 10: Zurich airport runway layout.

Because of noise abatement procedures, the airgaaftto carry out a non-precisig
approach, rather than the precision approach shttei norm when noise abatement is
in place. The accident risk during non-precisioprapches is on average 5 times hig
than the risk during precision approaches [Enderd €996]. The absence of the MSA
for this approach was another missing safety barhiethis particular case, apparently
was accepted that, for the interest of noise abaténaircraft had to fly a non-precisiq
approach in marginal weather conditions, even thaigwuch safer precision approach |
available. In this case, the non-precision apprcauth the lack of MSAW were not th
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causa causansf the accident, but rather thausa sine qua non
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Safety assessments for ANSPs are often drivendopelrd for capacity increase on one
hand whereas it is not clear how to achieve thibauit jeopardizing safety criteria (such as
for instance ICAQ’s TLS for mid-air collision risk;A quantitative risk analysis when
introducing changes to the ATM system is also negliby Eurocontrol under ESARR 4. A
causal risk model could fulfil Eurocontrol’s reqeinent for a quantitative risk-based
approach in Air Traffic Management when introducargl/or planning changes to the
ATM system. If the model were to properly repregéntinfluence of factors like the
contribution of human performance or safety managemystems and their interactions,
some of the current ambiguity in ESARR 4 would ésofved. A causal risk model
representing the total aviation system, i.e. moitéd to the ATM component, would also
remove a weak point of Eurocontrol’s current appholay fully taking account of
integration of the different elements in the awatsystem. This requires careful
representation of dependencies in the model. Maitietihe requirement comes from the
regulatory role of Eurocontrol and not from Euroitohas an air traffic service provider.

Eurocontrol is very well aware of the potential efits of a causal risk model, and when

the High Level European Action Group for ATM SaféGAS) identified priority actions

to improve safety in European Airspace, it includeskarch to develop an ‘integrated risk
picture’ for ATM in Europe. The purpose of suchiategrated risk picture is to show the
contribution of ATM in both causing and preventaigeraft accidents, and the safety
impacts of changes in ATM as it develops in thefe{Perrin et al 2006, Kirwan 2007].

The integrated risk picture is the output of a rnsidel which uses separate ‘causal models’
for each accident category, constructed as faadstthat represent subsequent barrier
failures.

From these considerations we can derive the follgwequirements from ANSPs for a
causal risk model:
» Able to represent safety effects of changes in mymeocedural, hardware and
software elements of the ATM System as well asiitgronment of operations.
» Able to represent the contribution of ATM in botlwsation and prevention of
accidents.
* Representation of the total aviation system, inclgdlependencies between
system elements.
* Provide quantitative output.
» Able to show the safety impacts of ATM as it depslin the future.

4.3.5.Airports
The airport facilitates the primary aviation praaes and the direct influence of the airport
on aviation safety is via the airside facilitieattit provides: the runways, taxiways and
aprons, including lighting and marking, de-icingiféies and emergency response. To be
able to control risk, Amsterdam Airport Schiphokhexpressed the need to obtain insight
into safety risks that are associated with thddgrprocesses, in particular, the following is
required [AAS 2001]:
» Insight into cause and effect of safety risks,
» Insight into which risks are already sufficientipvered by safety measures, and
those risks for which adequate safety measurelscking,
» Insight into the effectiveness of safety measuneshfe management of risk,
» Insight into the probability and the effect of dgfasks.
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A causal risk model could support the airport dadafety management if the model is
able to meet these requirements.

4.3.6.Policy makers and regulatory bodies
The Netherlands
The starting point for policy with respect to aidat safety transport in the Netherlands is
the notion that ease of access to the Netherlapdg lis an important factor for the
national economy [RLD 1996, DGTL 2005]. A safe #éiwia system is a prerequisite to
good air connections. The national government supploe accessibility of the Netherlands
by setting certain boundary conditions. Simultarshpithere is an objective from the
government to be more efficient, with a less comjeernal structure and mode of
operation. This means that industry and Dutcheitizthemselves are expected to do more.
They should also be provided with the means toad@svernment should only provide
safeguards when other actors are insufficientlyabépto take care of public interest. The
Aviation Inspectorate (IVW) is tasked to (re)actvéhe industry’s responsibility by means
of its safety oversight activities. The increasel@ 1of citizens requires from the
government as well as from the industry an opetud# and a duty to inform the citizen on
relevant aspects of aviation. It also means tlaMmistry has decided to use safety
perceptiof® by Dutch citizens as a performance indicator efakiation safety policy in
the Netherlands [DGTL 2005].

The vision of the Ministry of Transport and WateaiMigement concerning aviation safety
consists of four pillars [DGTL 2005]:
1. Continuous improvement of safety
2. Explicit and transparent decision making
3. Preparedness for inevitable risks
4. Development and maintenance of safety managemdrgafaty culture within the
Ministry.

The Ministry understands that aviation and aviatiafety is largely governed by
international agreements and cooperation. An inambigtarting point for the Netherlands is
to be able to operate on a level playing field @ese under that heading in this section).

The development of a causal model of aviation gagevne of the primary topics of the
Ministry’s Safety Policy agenda. According to thaipy implementation plan, a causal risk
model should be used to identify weak spots inathiation processes and assess their effect
on overall safety (see also Appendix C).

The use of a causal risk model as an enforcemehtvas also mentioned in the policy
documents. This would be a similar use as the wayhich the statistical models for third
party risk around airports and noise calculatiaresteeing used. This intended use has
caused some panic amongst the industry, primagitabse they see the model as
potentially restrictive. There is quite some sugpicor even paranoia, of the industry
towards the authorities in this respect becausedheady feel severely restricted by all
kinds of local regulations. The fact that the auties initially failed to explain precisely
what a causal risk model is and how it could belwgmtributed to this situation (see also
Appendix A on the history of third party risk regtibn for Schiphol airport). Regulation

on third party risk at Schiphol is a complex anthetimes controversial issue. A seemingly

8 Safety perception is considered to be outsidestbpe of the causal risk models of this
thesis, see section 2.2.
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unavoidable gap between (legal) safety standardsaiety perception by the public

further complicates the issue. This is particulamhe for third party aviation risk, where
safety standards are based on a combination dfitracprofessional risk estimates,
estimates of accident probabilities, expected atitbcations and accident consequences.
These are combined into a single artificial nunthat represents ‘risk’ for a single year.
This artificial number (e.g. individual risk or grp risk) does not allow straightforward
comparison with other expressions for fatality riskcausal risk model has been proposed
as a panacea for those issues, but this initia#igted even more difficulties and
misunderstandings. These have been resolved, arditfistry of Transport and Water
Management now argues that causal risk models earsdéd to quantify improvements of
safety on the accident probability [Tweede Kamedd3H). It is then possible to use this
accident probability for the calculation of thirdrty safety levels and compare those with
the target. In doing so, the causal risk model jolessdirections to the sector for the
improvement of safety; it becomes a tool for ristormed decision making and can help
the industry to capitalize on measures they haeady taken. A requirement for the causal
risk model therefore is the ability to estimate éfilect of local, airport specific (safety)
measures and local airport characteristics (ligeweather and surrounding terrain, type of
operations, etc.) on aircraft accident probability.

What the Ministry should also be wanting is a mdtiat helps to develop and implement a
national safety policy and the associated safe¢ysight activities. Setting and
implementing safety policies requires the abildymake a risk inventory based on
projected trends and changes, and to monitor stfaty safety performance indicators. It
also requires a way to estimate the effect of psedsafety measures on the level of safety.

In a ‘vision document’ on safety oversight [IVW 2Q0the Dutch Transport and Water
Management Inspectorate laid down the frameworkuture safety oversight of the
‘system Schiphol’. The system Schiphol is descriagdll actors who directly or
indirectly influence safety, economy or the envir@ant within the airport processes,
including interactions between actors’. Key pointshis framework are:

» Safety oversight of the system Schiphol shouldnbegrated,

* Special attention should be given to interfaces/ben actors,

*  Priority will be given to those areas where th&sgiare high and deficiencies in

compliance are numerous.

To facilitate safety oversight as described inwiséon document, an analysis tool is
required that identifies and prioritises risks ba basis of accident and incident
information, (future) threats and compliance infation for the entire system Schiphol. A
causal risk model could fulfil this need if it meehe following requirements:
e System wide representation, including interactions.
» Able to utilise compliance information. This reasra link to safety regulation.
* Able to use accident/incident information, speeifi¢ ECCAIRS as this is the
main incident database system used by the Eurapagation authorities.
» Able to rank risks (according to a combination ailgability and severity of the
occurrence).
» Able to represent emerging threats.

United States
In the United States, the Federal Aviation Adminaisbn (FAA) is responsible for
certifying air carriers, commercial operators,aencies and airmen in order to ensure
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adequate levels of safety in the civil aviationtsgs These activities are conducted by the
Flight Standards Services (AFS) organization. WithFS, the Certification and
Surveillance Division (AFS-900) is responsible $afety oversight activities, including
certification, surveillance, and investigation. Tdwivities are collectively termed the
oversight system. Like other regulatory agenciégh Bnd AFS face significant challenges
in fulfilling their safety oversight mission. Theyust contend with a disparity between the
magnitude of activities they are mandated to oessel the limited resources available for
oversight. Additionally, the activities involvedeahighly specialized and the relationships
between individual activities and system safetyvary complex. The very success of the
aviation system in terms of safety performance madtkdifficult to determine the linkage
between oversight activities and safety outcombs. HAA recognized that a system safety
approach is required to guide the use of limitexbueces in order to increase the efficiency
and effectiveness of the oversight activities dratdfore initiated the Systems Approach to
Safety Oversight (SASO) initiative. Such a systeiety approach requires a
comprehensive aviation safety performance evalnatiethodology including a safety
evaluation construct, safety hazard identificagon risk analysis, safety performance
measures and risk indicators, safety diagnosticqutares, risk management decision
support tools and oversight evaluation methodo[&@A 2004]. According to SASO'’s
research requirements, the safety hazard identdicand risk analysis requires a
methodology to provide a foundation for conductiislg analysis. That methodology
should include basic definitions such as causerdafailure, their relationships and types,
and the causal pathway. At a minimum, the methostm@ilow a probabilistic evaluation of
risk associated with hazards in the area of operakifunctions and procedures, but, if
possible, hazards and risk in other areas of tigiam system such as aircraft and
equipment malfunctions, hazards due to organisaktieet-up, human errors, environmental
hazards (wind, turbulence, terrain) and contributwazards (regulatory, economy) should
be included. A specific requirement is to havemlevel representation as the user
interface for performing risk analysis [FAA 200¥jalidation of the methods is proposed
by empirical testing using historical data and seltp by a panel of subject matter experts
from the FAA and industry.

When comparing these FAA requirements to those tteDutch Ministry of Transport
for a causal risk model it is apparent that FAAGguirements are more detailed and the
role a causal model in the regulatory processtigbdescribed. So for the Dutch Ministry
of Transport the model developers will have to dbscthe requirements for them.

Europe

The European Commission’s vision on European aetasafor 2020 asks for a five fold
reduction in the average accident rate of globakators (relative to 2001). According to
the same vision, safety research challenges t@aelihat goal include the following
[Group of Personalities 2001]:

*  Flight hazard protection

» Advanced avionics

» Probability and risk analysis

» Computational methods

e Human error checking systems

The document, high level as it is, fails to provideful details on what is exactly meant
under the heading probability and risk analysis,ableast it shows that it is recognised by
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the European Commission as a key research aresisTtirther demonstrated by the fact
that the EC has funded several research initiatvesausal aviation risk modelling, most
notably the projects DESIRE, ASTER and ASICB the fourth, fifth and sixth
framework programme respectively [Piers et al 2006]

The EC funded project ‘ASTER’ also attracted thergton of the JAA because they were
at that time looking into ways to perform regulgtonpact assessments. JAA required that
“All safety impacts of the option(s) being evaluhthould be identified and wherever
possible and necessary be quantified e.g. in tefrimcident/accident probability and
severity. This should, if appropriate, include Humfgactors and Operational aspects”
[Morier 2002]. With the transition of tasks from Ao EASA this has now become an
EASA requirement. For a causal risk model to be ablassist in a regulatory impact
assessment it needs to be able to assess theddffegulatory changes on accident risk.

Eurocontrol and the European Commission launchedthgle European Sky (SES) ATM
program in 2006. SESAR, the technological partE®$Saims to achieve a high-
performance European air traffic control infrastawe by the year 2020 which will enable
the safe, environmental friendly and sustainablelbpment of air transport. Part of the
safety approach in SESAR is a top-down approashdev compliance with a TLS by
apportioning the overall safety targets for indisddlcomponents. According to
Eurocontrol, to apportion the TLS in a systematiywa fundamental requirement is a
guantitative model of the causes of accident ri¥kss risk model must quantify the causal
relationship between the safety measure used ifltBeand the system elements that
require apportioned targets [Eurocontrol 2007].

Level playing field

In air transport, when locally new rules are anro@ahor implemented, response from
industry is often that those local rules distod tlevel playing field’. The notion of a ‘level
playing field’ is used to indicate that an orgatia (be it an airline, airport organization,
or other) does not enjoy advantages or suffer daatdges as a result of locally prevailing
regulation compared to rivals under other localtaetion. This seems to imply that the
existence of a ‘level playing field’ is fully deteined by aspects that are controlled by the
authorities; rules and enforcement. However, thapetitiveness of an organization is not
only influenced by rules and regulations but algddztors such as the geographical and
demographical location, environmental conditionshsas prevailing weather etc. This
raises some fundamental issues. One could imalgatért a country where the
environmental conditions are unfavourable for dipalar activity, the authorities provide
compensation by subsidizing, which then can leaal ¢ertain controversy. A neighbouring
country could claim that the subsidies bring almdistortion of competition, while the
home country could claim that the subsidies justhgoopposite and result in a balanced
competition.

Assessing whether a level playing field existsuiagion is an extremely complex
endeavour, not only because aviation itself israglex and highly distributed activity, but

% The objectives of these projects was to develop#hod to set and optimise safety
targets to achieve the optimum level of safetytlieraviation system as a whole by
distributing the safety burden more evenly amormgdifferent stakeholders, and the
development of a method for cost benefit analysiissess safety benefits of any change,
including changes in legislation and rulemakingiglation to the costs of implementing
those changes.
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also because of the large amount of- and differeiceules and regulations and the way in
which they are applied in different countries. Aodaexample of the way in which different
rules regarding norms for airport noise levelsuefice airport operations and associated
costs is provided by the Netherlands Environmeftsalessment Agency [MNP 2005].
However this information is still insufficient tdh\aw whether there exists a level playing
with respect to this subject. A causal risk modrlld possibly provide a substantiated
answer to questions or alleged claims regardindetied playing field, but this would
require the model to have some sort of representati current national and international
regulation and also allow for national differengeslimate and geography.

Quantitative safety requirements in aviation safetyregulation

The majority of aviation regulations are qualitatidescriptions of the conditions that have
to be satisfied to obtain a license or certifidatbuild, fly, operate and maintain aircraft,
provide air navigation services and design, opeaatemaintain infrastructures such as
airports. Aviation safety regulation contains sames also quantitative safety
requirements. By considering these requiremengstaigets that are set, the methods used
and the way in which compliance can be demonstratedbtain some idea of the user
requirements that one might expect for a causalmisdel.

The most influential are ICAQO'’s collision risk tatg, FAA/JJAA/EASA'’s targets for

aircraft system failures, and Eurocontrol’s tafget ATM directly contributing to aircraft
accidents’. Targets for aircraft system failuregehalready been described in section 4.3.3,
the others will be discussed beld@ompliance with mandatory targets is commonly shown
by analysis, laboratory tests or flight testing AZMMA/EASA and Eurocontrol publish
advisory material on acceptable means of complidRgeaircraft system safety
assessments, the advisory materials on FAR 25.480EASA CS 25.1309 list various
methods for assessing the causes, severity, abalpiity of failure conditions. The list
includes Functional Hazard Assessment, Failure idaahel Effects Analysis, Fault Tree
Analysis, Markov Analysis, and Common Cause AnalyBurocontrol’s guidance material
on risk assessment and mitigation in ATM [Eurocoin®004] is intended to present the
acceptable means of compliance recognised by Entads Safety Regulation

Commission as possible harmonised ways to meet BSAProvisions. The document
presents 3 different methods, but, interestinglyugih, also states that none of those
methods is considered to be fully compliant.

ICAQ collision risk requirement

ICAO prescribes a TLS of 5 x fdatal accidents due to collisions per flight hper
dimension i.e, lateral, longitudinal and vertid@AO 2002c]. The basis for assessing
ICAQ’s mid-air collision safety targets is a caltia risk model developed by Reich in
1966 [Reich 1966a, 1966b, 1966c]. It is partiathsbd on real and simulated data of
observed error rates. According to Reich, the ctle data shows that ‘flying errot$tio
not obey the Gaussian distribution and that no kErtipeoretical distribution adequately
describes all the observed data. Four decadestla¢deneed for real data rather than
‘estimates’ when it comes to probabilities of ewahiat are dominated by human
performance continues to be relevant [Brooker 2004]

30 |mperfections in navigation and piloting.
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For ILS approaché} the ICAO Obstacle Clearance Panel developediaioal risk model

in the form of a computer programme that calcul#tesprobability of collision with
obstacles by an aircraft on an ILS approach andiplessubsequent missed approach. The
collision risk model was developed as a resultroégtensive data collection programme
followed by detailed mathematical analysis [ICACB0R The data collection was
necessary to be able to predict probabilities ehtvthat are dominated by human
performance, such as the spread of aircraft albeutdminal path during an ILS approach.

In conclusion, the ICAO collision risk requirementg expressed as a target of fatal
accidents per flight hour. ICAO prescribes the wawhich the calculation must be
conducted to demonstrate that the target is m&tOI(S indeed an appropriate body to
standardise and prescribe a risk model for a pdati@pplication. It would therefore be
useful to inform and involve ICAOQ in the developrheha causal risk model.

Eurocontrol requirement for ATM risk
Eurocontrol Safety Regulatory Requirement (ESARRRIgk Assessment and Mitigation
in ATM’ [Eurocontrol 2001b] concerns the use ajwantitative risk-based approach in Air
Traffic Management when introducing and/or planrnthgnges to the ATM system. This
requirement covers the human, procedural and egquipthardware, software) elements of
the ATM system as well as its environment of operst The requirement is consistent
with amendment 40 to ICAO Annex 11, mandating tbe of safety assessment of
significant changes in ATS. According to ESARRRE thaximum tolerable probability of
ATM directly contributing to an accident is 1.53.&° per flight hour, or 2.31 x 1b
accidents per flight. Professional judgement waslue determine the maximum
acceptable ATM direct contribution to accidents)y 0 years of historic data were selected
to confirm the credibility of this target. The eaphtory material on ESARR 4 requirements
states [Eurocontrol 2003]:
“The feasibility of setting quantitative objectivetargets for specific parts of the
ATM system was discussed, especially when it caméiseir allocation to human
contributions, procedures and software. It is recsed that demonstration of
compliance won't always be quantitatively — basedit does not seem feasible to
demonstrate a priori and in a quantified mannetratgood working process, such as
training, Safety Management System, or softwareesad practices, enable specific
guantitative objectives to be met. This will onky based on professional judgement
and potentially verified over time.”

This is an illustration of the dilemma between disgective, which implies the need of
some sort of causal risk model, and the beliehegossibility of constructing one to meet
the objective.

The increasing integration, automation and compjeofithe ATM system requires a
systematic and structured approach to risk assegsand mitigation, including hazard
identification, as well as the use of predictivel amonitoring techniques to assist in these
processes [Eurocontrol 2003]. ESARR explanatoryenwtrecognises that a combination
of quantitative (e.g. mathematical model, statitanalysis) and qualitative (e.g. good
working processes, professional judgement) argusmealy be used to provide a good
enough level of assurance that all identified gaféjectives and requirements have been

3L An ILS approach is an approach to landing thabisducted with the aid of a ground

navigation system ILS: the Instrument Landing Systi S allows aircraft to land under

weather conditions where the pilots cannot seeuheay, like low-hanging clouds or fog.
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met. The explanatory material emphasises the deredat of safety monitoring and data
collection mechanisms. The rationale is that andeh@e.g. Collision Risk Model) used in
risk assessment must be validated, and real datd contribute significantly to this
validation process.

Eurocontrol provides the following rationale fogaantified risk based approach in Air
Traffic Management when introducing and/or planrihgnges to the ATM system
[Eurocontrol 2003]:

» Arrisk based approach is considered as meetinglijeetives of Eurocontrol’'s Safety
Regulation Committee (SRC) in assessing and cdinyaisk related to changes in
ATM.

» Arrisk based approach is the most commonly usedigtion as well as other safety
critical industries such as chemical and nuclear.

e There is an added value in using quantitative dbjes, as it avoids diverging
understanding by states on the range of frequengiescurrences included in a risk
classification scheme,

* Quantitative criteria provide a clear target antdewderived and applied to lower level
events, allow manufacturers to design equipmeritouit having to analyse the entire
ATM system.

* The safety performance measurement of actual saéetyrrences (with ATM
contribution) may enable the verification a posterof whether or not quantitative
objectives allocated to specific failures in a lfatee’ for example are being met.
Indeed, quantitative objectives could be derivednfrATM safety minima and
allocated to specific failures in a ‘fault treegrite providing for a range of
probabilities which can be reasonably assessedaoskort or medium period of time.

* In addition to the measurement of accidents andwseincidents with associated ATM
contributions, such a feed back from experiencevants of a lower level would
enable the measurement of the effectiveness afuhbtative processes selected for
software, human, or procedures and the identiticadf related appropriate “good
working practices” to be used in ATM as acceptabéasures to show compliance
with quantified objectives.

Eurocontrol has developed an ANS Safety AssessMetitodology (SAM) to support the
demonstration that safety is being managed witafatg levels which as a minimum meet
those approved by the designated authority [Eurtbeb2006a]. The SAM methodology is
based upon the method used for certification af aivcraft systems and equipment and
follows three main steps: Functional Hazard AssesgpPreliminary System Safety
Assessment and System Safety Assessment. SAM sadigesise of event trees and fault
trees to create a bow-tie with the hazards, adiféghin the functional hazard assessment,
in the centre. The SAM considers the three typesysfem elements; people, equipment
and procedures and their interactions (within §stesn and with the environment) in a
specific environment of operation, but does notrassl organisational and management
aspects. The ability to represent managerial agdrisational factors therefore is a
requirement for a causal risk model in order tghebolving this omission in the
Eurocontrol SAM.

4.3.7.Passengers
For passengers safety is a very personal thingtysetheir safety. From their perspective,
the aviation system is the airline. People arecimegal only superficially aware of the role
of the other actors in the system, and demandtieaairline will take care of their safety.
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Passengers, in particular those that travel feutei, have some, but limited, control over
two variables that may influence their safety: destination and the airline. Yet very few
people will consider flight safety when they seléngtir holiday destination. Some studies
have tried to determine whether aircraft accidesddly influence people’s willingness to
travel by air, but significant, long lasting effed¢tave not been demonstrated, see also
Figure 8 [Barnett & LoFaso 1983, Barnett et al J]992is is not to say that passengers are
ignorant of aviation safety. The case of Onur Aid infobox) illustrates that passengers
indeed would like to see an ‘airline safety ratisghilar to for instance ‘safety stars’ that
are awarded to cars in EuroNCAP crash tests. T¢afs¢y ratings are even used by car
manufacturers for sales promotion.

Onur Air
On 12 May 2005, the Turkish airline Onur air wasited from Dutch airspace for a peripd
of two weeks after it had failed on a number of ®ARspections. Initially the ban was
intended to last for a period of four weeks, buewlOnur Air had shown improvements,
and after considerable political pressure from Thekish government, the ban was lifted
after two weeks. In the meantime, the Dutch Ingpete received numerous calls (up|to
800 per day) from worried passengers who had aqrestabout the safety of air travel in
general, and airlines from Turkey in particular @ade Kamer 2005].

In reaction to the accident in Puerto Plata (DoogniRepublic) in 1996 which mainly
involved German tourists on board a Turkish chaabaraft [JIAA 1996], and following a
string of accidents in the summer of 2005, the peam Commission drafted a regulation
on air carrier identity. The regulation introdu¢e® innovations: a blacklist of airlines
which have been banned for safety reasons, anémgasinformation about the identity of
the air carrier which is operating their fligi@ommon safety criteria, which are listed in the
annex to the regulation, were drawn up on the lsigork performed by a committee of
national experts in aviation safety and relate rggaléy to the findings of SAFA inspections
carried out at European airports [EC 2005]. A réparsafety communication that was
produced for the Safety Advisory Committee SchipgMACS) concludes that the
publication of a blacklist should be accompaniedhzypublication of a ‘gray list’ of
airlines that are not banned but are considerea mgky than others. Safety
communication via black lists alone could lead falae picture of safety [Stallen &
Hudson 2006]. The VACS report also recommends pingiadditional safety information
to the general public, including a simple explasaibf complex and counterintuitive facts.
This would result in a better appreciation of théity to control risk, and this is an
important factor in risk perception. The FAA isals favour of informing the public
better: “Because a large component of the publicgpion of aviation risk may not be
easily assuaged by quantifiable risk ratios anideot rates, any communication system
intended to inform and reassure the public abdetyarobably has to address more than
the likelihoods of various outcomes and events”AFK997]. Informing the public on
safety policy and safety efforts is one of the udgectives of a causal risk model for
aviation, as listed in the final report of the i group? causal modelling [VACS 2003a].
From a series of surveys in the Netherlands [De &i€5] it was concluded that the
general public is greatly interested in what tHegnmiselves can do to improve aviation
safety. In the chemical industry this had beengais®d much earlier and obligations for
government and industry with respect to public infation on risk was laid down in

32 This group consisted of representatives from thee®Ministry of Transport, Schiphol
Airport, KLM and Air Traffic Control the Netherlasd
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Article 8 of the Seveso Directive (EC Directive B21/EC) and a subsequent addendum,
the so-called ‘post Seveso Directive’ (EC Direct88610/EC) which specifies the items
the people should be informed about and requekteddtive provision of information to
the public [Eijndhoven et al 1994]. A causal riskdel would thus be useful for passengers
if it can indeed be used for safety communicatidme government could then use it to
explain complex and counterintuitive matters, witile passengers could use it to assess
what they themselves can do to improve safety armds$ess the ‘safety quality’ of airlines.
This requires a causal risk model that is not akbleox, but provides insight into how
various components interact and influence aviagmfety. Requirements for a causal risk
model to be used by passengers or for safety comeation are the following:
* The model representation should be transparent.
» The model should use laymen terminology in thespactessible to the user.
» The model should be able to represent the influenceafety of those parameters
that can be directly influenced by passengers:
o airline
e aircraft type
e airport of departure
e airport of destination.

4.3.8.People living or working in the vicinity of airports
For people living or working in the vicinity of trerport, safety is a personal thing, safety
is their safety. They do not have any direct control oedety insofar as aviation risk is
concerned, other than the decision to live in tlity of an airport. As formulated by the
chairman of the Provincial Council of Limburit a civilian lives in the vicinity of for
example an airfield or another business that pratucoise nuisance it is up to the civilian
to accept the nuisance or not. In granting an emwinental permit the business receives
from the authority permission to cause a certairsance that is considered acceptable.
The business is held to observe this permit. Thieoaities must oversee compliance by the
business. How the authorities should oversee camqdi of businesses to regulations and
permits is prescribed in the provincial enforcemgalicy. If a civilian does not accept the
‘permitted nuisance’ he should not, but could, mdves is a personal consideration and
he has this freedom of choif@S 2003]. People living or working in the vicinitf the
airport expect the government to take care of@iident risk. They do not have an
objective instrument to measure the level of sk,they sometimes perceive low flying or
noisy aircraft as ‘risky’. “Whenever an aircrafie# low over the neighbourhood, | crawl
under the staircase from sheer fright” [GVA 200%]n Saturday evening at approximately
half past seven an aircraft with deployed landiagrglew so extremely low and with such
thunderous noise over the neighbourhood that wegtitohe was making an emergency
landing” [SP 1999]. Indirectly, citizens can infhee aviation safety or third party safety by
reporting safety concerns to the authority andafynig part in resident’s lobby groups. In
2005, there were at least 20 active groups of easidthat were lobbying against Schiphol,
see Table 2. The primary focus of most of thesemsas on noise and the environment.
Only the Werkgroep Vliegverkeer Bijimermé&also explicitly concentrates on safety.

% This group was established immediately after thAlBoeing 747 disaster in ‘the
Bijlmermeer’, an Amsterdam suburb, in October 1f9&therlands Aviation Safety Board
1994].

60



Table 2: List of resident’s lobby groups. Sourcéliddidefensie

Platform Vliegoverlast Amsterdam
Werkgroep Vliegverkeer Bijlmermeer
SWAB Amstelveen/Buitenveldert
Platform Leefmilieuregio Schiphol
GEUS-Aalsmeer

De Baanbrekers

Dorpsraad Vijfhuizen

Dorpsraad Spaarnwoude-Halfweg
Bewonersbelangen Isolatie Assendelft
10. Platform Vliegoverlast Assendelft

11. S.0.S. Spaarndam

12. Milieudefensie Haarlem

13. Platform Velsen Overlast Schiphol

14. Werkgroep Luchtruim IJmond-Noord
15. Milieudefensie Heemskerk

16. Platform Vlieghinder Regio Castricum
17. Zaans Natuur en Milieu Kontakt, Platform Vliegtuigoverlast Zaanstad
18. Milieu Contact Heiloo

19. Vliegtuig Overlast Sassenheim

20. Platform Overlast Schiphol Uithoorn

CoNooA~ONE

Research studies indicate that aviation risk issnotajor concern for people living in the
vicinity of airports. Effects such as noise andimmmental effects are considered to be
more important than risk. People are aware oflcethat the airport creates additional
risk, but feelings of unsafety in general are dmuitg car risk and crime risk and fear for
toxic substances in food, but not by aviation figin het Loo et al 1999]. In comparison to
discussions about effects of air transport on piolfiuand noise, there is little societal
pressure to improve the safety performance [K+V5200

National and local governments are keenly awate@fmportance of citizen’s opinions.
Citizen participation and involvement is stimulatgdiocal meetings where people can
voice their opinion. Communication is an importaattion in the government’s plan for
the evaluation of Schiphol policy [DGL 2004]. Irethpursuit of citizen participation and
involvement, it is understandable that the Dutchegoment is looking for instruments that
can help them communicate about safety. Similéineause of a causal risk model to
inform passengers about the safety of variousaisli this would require a model that
provides insight into how various components indhidransport system interact and
influence flight safety.
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4.4. Summary of user requirements and discussion on ceistency
The user requirements derived in the previous@ectn be summarised as follows:

Airlines
1. Ability to perform cost benefit analysis of propddeture changes.
2. Future changes in how functions are operationalisedbe incorporated.
3. Link with in-flight recorded data and crew safegyports.
4. Based on safety indicators other than the acciddat

Repair stations
5. Calculate the expected safety implications of éaetvice Bulletin.

6. Capture very specific (specific to aircraft typeemen tail number) and detailed
(up to aircraft component level) information.

Manufacturers
7. Properly represent the role of the human operatdrbe able to capture
dependencies between different system components.
8. Represent current as well as possible future aotit®Enarios.
9. Model is validated and accepted by the regulators.
10. Model should produce similar results if applieddifferent users.

Air navigation service providers

11. Ability to represent safety effects of changesumian, procedural, hardware and
software elements of the ATM System as well asiitgronment of operations.

12. Ability to represent the contribution of ATM in botausation and prevention of
accidents.

13. Representation of the total aviation system, incdgdiependencies between
system elements.

14. Provide quantitative output.

15. Ability to show the safety impacts of ATM as it ddeps in the future.

Airports
16. Provide insight into cause and effect of safetiggis
17. Provide insight into which risks are already sudfitly covered by safety
measures, and those risks for which adequate safedgures are lacking.
18. Provide insight into the effectiveness of safetyamaes for the management of
risk.
19. Provide insight into the probability and the effetsafety risks.
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Policy makers and regulators

20. Ability to estimate the effect of local, airportesgfic (safety) measures and local
airport characteristics (like e.g. weather andaunding terrain, type of
operations, etc.) on aircraft accident probability.

21. Ability to make a risk inventory based on projectezhds and changes, and to
monitor safety from safety performance indicators.

22. A way to estimate the effect of proposed safetysuess on the level of safety.

23. System wide representation, including interactions.

24. Able to utilise compliance information. This reasra link to safety regulation.

25. Able to use accident/incident information, speeifi¢ ECCAIRS as this is the
main incident database system used by the Eurapagation authorities.

26. Able to rank risks (according to a combination wilgability and severity of the
occurrence).

27. Able to represent emerging threats.

28. Provide a foundation for conducting risk analysis.

29. Include basic definitions such as cause, hazaitdrdatheir relationships and
types, and the causal pathway.

30. Allow a probabilistic evaluation of risk associateilh hazards in the area of
operational functions and procedures.

31. If possible, hazards and risk in other areas ofithation system such as aircraft
and equipment malfunctions, hazards due to orgamisd set-up, human errors,
environmental hazards (wind, turbulence, terraig) eontributory hazards
(regulatory, economy) should be included.

32. Have a top-level representation as the user irterfa

33. Ability to assess the effect of regulatory changesccident risk.

34. Representation of current national and internaticegulation.

Passengers
35. The model representation should be transparent.

36. The model should use laymen terminology in thespactessible to the user.
37. The model should be able to represent the influencgafety of those parameters
that can be directly influenced by passengers:
» airline
» aircraft type
e airport of departure
e airport of destination.

People living near airports
38. Provide insight into how various components indivdransport system interact
and influence flight safety.

The requirement (29) to include basic definitionstsas cause, hazard, failure, their
relationships and types, and the causal pathwagsismed to be inherently met in a causal
risk model.
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Grouped by type of requirements, the remaining tegmirements can be placed under the
following high level headings:

Integrated, to represent the complexity of the detepaviation system and its
many interdependencies, including the human operated organisations (3, 4, 5,
6,7,11, 12,13, 17, 18, 20, 21, 22, 23, 24, 353D, 31, 33, 34, 37)

Quantitative; to allow comparison with quantitatsegfety targets (1, 14, 19, 21,
22, 26, 28, 30)

Transparent and clear, to provide insight and fonmunication purposes (16, 19,
32, 35, 36, 38)

Model is validated and turns out reproducible rssuequired if the results are
being used in a certification process (9, 10)

Able to represent current and future accident stené?, 8, 15, 21, 22, 27, 28).

The summary of user requirements also shows tha¢ sequirements are incompatible or
cannot be achieved. The following requirementsaoblematic:

The requirement for transparency

The requirement to use laymen terminology.

The requirement to capture very specific (spetifiaircraft type or even tail
number) and detailed (up to aircraft componentl)améormation.
Representation of current national and internaticeulation and the ability to
utilise compliance information.

The requirement to properly represent the roldefrtuman operator.

As will be explained below, the requirement fomsparency requires a choice to be made.
The requirement to use laymen terminology can biifrtiee model representation and
accessibility is adapted to the user. This willuieg a different user interface for each user
group. The requirement to capture very specifiorimiation and the requirement to
represent regulation cannot be met at presentrddqérement to represent the human
operator, while problematic, should be maintained.

Transparency
In this context, a model is considered transpafensimple set of rules and symbols

applies and if it is intuitive. Transparency anddelocompleteness and correctness are in
conflict. A model is an abstraction of reality whim itself is not transparent. If more
aspects of reality are represented in the modhllibecome less transparent. Transparency
also depends on the user. For a mathematiciandd setthematical equations will be more
transparent than for an engineer or a safety manatpch means that transparency can
also be increased by educating the users on tbs amd symbols that are being used. In
general there are three alternative ways to olstaiansparent model:

Keep the model simple
Educate the users
Present a simplified representation of the modebvuser interface.

Which way (or combination of ways) is selected chaice to be made and will depend on
things such as the number of different users tteeapected, the type of users, whether the
model will be used only once or repeatedly, thelalbe resources, etc.

Use of laymen terminology

The requirement to use laymen terminology in thispaccessible to the user is
incompatible with the general requirement to repnéshe total aviation system, including
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dependencies between system elements, and to alwababilistic evaluation of risk
associated with hazards in the area of operatfonations and procedures. Because the
level of safety in aviation is already very higafety improvements must be obtained in the
details. A causal risk model will therefore needbéoable to represent these details and
hence be a complex model. For communication wikrgeral public on the other hand a
simple model is required. The core of a causalmisklel consists of mathematical
equations, but these are counterproductive for comication with lay people. For
communication it is often best to avoid mathematigsto use for instance metaphors to
explain concepts. Reason’s ‘Swiss cheese modalgisod example of a model that is fit

for communication purposes but for calculationd tivodel’ is rather useless, unless the
concept is translated into mathematical equati@msthe other hand, graphic representation
of the causal flows of accidents have proven tedrg effective for communication of
assumptions and findinggthin a risk analysis team [Svedung & Rasmussen 2002]. A
solution for this dilemma is to develop differenbdel representations for different users.
The model representation for the general publicld/ithen have to be simple, using

laymen terminology and allowing only limited accésshe model, the model
representation for the safety specialist can beptexrand allow access to a much larger
part of the model.

Capturing specific information

The requirement to capture very specific (spetifiaircraft type or even tail number) and
detailed (up to aircraft component level) inforroatis incompatible with the ability to
show the safety impacts of the aviation systent dsvielops in the future and to represent
current as well as possible future accident scesaFrom a practical point of view it is
also incompatible with the requirement to represeatotal aviation system. For instance,
a causal risk model to estimate the safety impbecatof Service Bulletirfé requires
detailed technical representation of the aircrafta to component level. This is no easy
task; it is estimated that a Boeing 747 is madeutpf six million individual parts [Sutter
& Spencer 2006]. On the other hand, organisatiandlcultural influences need not be
represented. In the case of assessing a new ATétlysadncept for instance, the situation is
different. The difficulty for a model in this caieto be sufficiently broad to represent
technical, procedural and managerial changes irlglvant fields. Detail is of less
importance because the input parameters, desctilingew ATM safety concept, are high
level.

A balance must be found between broadness and.dégars are not able to define
precisely what they need or want, and there areegtifferences between the requirements
from the various potential users. But the levedlefail and broadness of the model are also
determined by our knowledge of causal influencabthe availability of data. Human
performance and safety management are subjectfareakich both our knowledge and
the availability of data is lagging behind our urslanding and data accessibility on
performance of technical components for both hardwaad (to a lesser extent) software. A
more elaborate consideration of these aspectsaslio Chapter 9, but it is already clear
that our knowledge and available data are insefficto develop a causal risk model of the
total aviation system that represents very spetsfiecific to aircraft type or even tail
number) and detailed (up to aircraft componentl)améormation.

% A Service Bulletin is information from the manufiaer describing proposed technical
alterations to the equipment. Implementation o$¢h8ervice Bulletins is not mandatory; it
is up to the airline to decide whether the updatesncorporated.
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Representation of regulation

Regulation can be seen as making mandatory sokeaigrol measure or some aspect of
their management. We propose to represent managefesk control measures explicitly
in the model (see section 9.2), so representafioagulation would ‘only’ require adding a
box or node to every measure to represent whetheotat is already mandatory and the
related steps of inspection by the regulator fangliance with the regulation and issuing
sanctions against its absence or inadequacy. Adtinthis is a formidable task it is not
undoable. This would then enable identificationtaf quantitative relation between
regulation and aviation safety performance, aigawhich is currently not known
[Hansen et al 2005]. However, representation ofagarial influences in itself is already
one of the bottlenecks (see section 9.2) and aittete propose solutions to those
bottlenecks it is recommended to focus the effiinds on making these solutions work
without running the risk of being bogged down isimultaneous effort to attach the effects
of regulation on those managerial influences.

Representation of human operators

The dilemma

The requirement to represent the role of the huopemator is problematic because of
different views on how to deal with human operaiorguantitative safety assessments.
Although certification regulation on aircraft syste contain quantitative failure probability
requirements and says that regardless of the tiypgssessments used, the analysis should
always be accomplished with consideration of dévant factors, including the flight crew,
the current regulatory advisory material on aircsgstem design and analysis (FAA
Advisory Circular AC 25.1309-1A) states that qutative assessments of the probabilities
of crew errors are not considered feasible [FAA8]9®emonstrating compliance with this
part of the regulations is therefore to a largeeitione on qualitative criteria. Ultimately
the certification test pilot will then judge on theceptability of a particular system design.
So while quantitative safety assessments are w&lbished in aircraft system design and
development, as soon as a human operator (suchiks)glays a role, the judgment of
acceptability of a design switches from quanti@tiv qualitative. Tasks are qualitatively
evaluated to determine if the crew can realistych# anticipated to perform them. The
advisory material allows full credit for correctgtiaction in response to a system failure,
based on the following guidance:

“When assessing the ability of the flight crew tpe with a failure condition, the
warning information and the complexity of the raediaction should be considered
(Paragraph 8g(5) of FAA Advisory Circular AC 25.880A). If the evaluation
indicates that a potential failure condition carableviated or overcome during the
time available without jeopardising other safetlated flight crew tasks and without
requiring exceptional pilot skill or strength, citeshay be taken for correct and
appropriate corrective action, for both qualitatarel quantitative assessments.”

So while for aircraft systems a quantitative saetgessment is required, this is not
considered feasible for assessing the charactsristithe combination of man and
machine. This relies to a large extent on a qual@assessment by the certification test
pilot to determine, during a series of prescribesd flights, whether the behaviour of the
aircraft and the man-machine interface are acceptRequirements for acceptability are
described qualitatively in the certification reaarirents. Aircraft handling characteristics
are rated on a qualitative scale such as the Codparmper rating scale, see textbox
[Cooper & Harper 1967]. The importance of the [kt is essential, not only for
performing the test flight but also in simulatiamthe design or evaluation of the flight
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control system, and test-flight preparation [Thoorp2000]. It is significant that the field

of industry that was one of the key drivers for deeelopment of probabilistic risk
assessment and quantified safety targets (i.gafticertification) has always held the
opinion that estimating human error probabilitesot possible even though the nuclear
power industry, which was another key driver, ateé&pman error probability estimates as
part of the certification of nuclear power plar@e of the reasons for the reluctance of
aircraft developers and manufactures to accepttgative human error techniques is that
they have always had a good alternative in theitgtiae assessments by the test pilot.

The Cooper-Harper rating scale
A well-known quantitative method for rating airdr&aiindling characteristics is the Cooper
Harper scale [Cooper & Harper 1967]. This utilizedecision-tree process to guide the yser
through a series of questions. The answers leadidbeto a set of three sub alternatives
which ultimately result in a numerical rating froln— 10. Cooper and Harper used four
broad categories within which to describe airchaftdling qualities:

. Uncontrollable: Unsuitable for any task.
. Unacceptable: Not suitable for the task but aiicstill controllable
. Unsatisfactory but tolerable: adequate for tisé taut improvement desirable.

Satisfactory: No improvement required.

The following three questions help the user placihg system into one of the four

categories:

. Is the vehicle controllable?

. Is adequate performance attainable?

. Is the system quality satisfactory without impzoment?

By separating the main categories into subcategjodeten-point scale is achieved. The
worst rating is a 10 “Major deficiencies -controillwbe lost during some portion df
required operation”, the best possible score is ‘dxcellent, highly desirable - pilo]
compensation is not a factor for desired perforreanthe Cooper-Harper rating scale has
become the standard way of measuring flying gesliti

—F

Flight testing
The certification test pilot provides an expertropn on the acceptability of a particular

design. He or she will have been given dedicat@ditrg, for instance at a test pilot school,
to be able to provide this expert judgement. Ratfen being gung-ho heroes who risk
their lives for the advancement of technology teytare portrayed in Tom Wolfe’s ‘The
right stuff’ and Chuck Yeager’s autobiography [Wolf979, Yeager & Janos 1985], a test
pilot is trained (among other things) to be ablentke assessments of the implications on
safety of particular characteristics or featurethefaircraft, based on a limited sample
during a series of test flights [Duke 1953, Lithgd966, Johnston & Barton 1991]. This
requires knowledge on the aircraft's design andesys, aerodynamics, flight mechanics,
stability & control, and the ability to interprdte effect of certain characteristics and or
features as displayed during the circumstancelseofetst flight and to assess their
consequences for other potential circumstancesyNest pilots have a degree in
(Aeronautical) Engineerirfgso that they arable to translate a deficiency encountered in
the air into precise engineering terminology [Cfiedd & Blair 1960]. These

% A degree in Engineering is one of the requiremanget accepted at the USAF Test
Pilot School.
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characteristics make test pilots very suitablepfmviding quantified judgements on causal
risk model parameters for which other data is lagksee also section 8.5.5.

During flight testing the flight envelope of the@aft is explored. Inevitably, when
operating close to the boundaries of the flightedope while these boundaries have not yet
been precisely defined, there is an increasedofisiccidents. This is evident when
examining statistics of flight test accidents. kble 3, fatal flight test accidents of
commercial air transport aircraft are listed. Weumse that on average each aircraft type
will require approximately 1000 test flights forrtiication [Kingsley-Jones 1997, 2005,
Norris 1988], and that there have been approximdt@0d different types of large
commercial aircraft (100 jets, 80 turboprops) sih®é0. These aircraft will have
accumulated a total of 180.000 test flights whideading to the table there have been 22
fatal flight test accidents. The corresponding @eut rate is 1.2 x 1Dper flight, which is
approximately 100 times higher compared to thedeettirate for commercial flights in the
same time period. Table 3 demonstrates one ofdmons why the approach of, say, the
nuclear power industry towards certification of leaec installations has to differ from the
approach of the aviation industry towards certtfma of aircraft. A crash of a prototype
aircraft during a test flight would seem to be qtable to society, a serious accident with a
nuclear powerplant during its certification procelesarly is not. The crash of the aircraft
will almost certainly only affect those on-bo#tend for them the risk is voluntary, while a
nuclear disaster may also affect a great numbpeople in the vicinity of the powerplant
and for them the risk is not voluntary. The nucleawer industry has to rely - more than
aircraft certification- on safety and performanedcalation rather than tests, and risk
assessment methodologies were developed for thimpe. Whereas aircraft certification
considers quantitative assessments of human enwbabpilities not feasible and partially
relies on the test pilot’s judgement on assessiagbility of the flight crew to cope with
certain conditions, the nuclear power industrytethdevelopment of human reliability
methods to be used within a probabilistic risk asseent to calculate human error
probabilities. The nuclear power industry doesheote the equivalent of a test pilot; in the
nuclear power industry there are no ‘test-operattesned, qualified and experienced in
taking the plant to the edge of the performanceskape to judge whether the plant’s
behaviour is acceptably safe. They cannot do #ugé testing’ as the possible
consequence (a core meltdown) is unacceptable.matir of fact, trained ‘test-operators’
do not exist for any type of control room, inclugiATM control rooms. The requirements
for certification of ATM systems indeed explicittgfer to human reliability methods. The
current approach in risk assessment and mitigédioAir Traffic Control systems in
Europe, as described in Eurocontrol’'s ESARR 4aise on a quantitative target level of
safety. This quantitative safety requirement is eamat similar to the quantitative
requirements for system safety in aircraft ceddiiion. A difference is that the ATM
requirement is not limited to systems, but shouldrass ‘the three different types of ATM
elements (human, procedures and equipment), teeations between these elements and
the interactions between the constituent part uodesideration and the remainder of the
ATM System’ [Eurocontrol 2001b]. Human error modaie being proposed that are a
further development of the basic concepts and nsatiek have primarily been developed
in the nuclear industry (e.g. HERA - predict) [lsa al 2004].

% predominantly, test flights are deliberately cartdd over uninhabited regions.
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Test pilots

The two decades following World War Il (1939-194%)ps a period of enormoy
technological advances. Aircraft were being desigrie fly into realms that wer
unexplored and not yet well understood [Rotundo4]98Imost every aircraft could fly

faster, further and higher than its predecessoerd was hardly any knowledge to be ap
to predict the behaviour of the aircraft, and aghim role of the test pilot was invaluable.
He was tasked to fly the aircraft into the unknoflight regimes, observe the aircraft/s
behaviour, and communicate that information backthe aircraft design engineers

[Bridgeman & Hazard 1955, Crossfield & Blair 19_63%3aumont 1994].

! A

Figure 11: Test pilot A. Scott Crossfield in theckpit of the Douglas D-588-11 after th
first Mach 2 flight (twice the speed of sound) Nbvember 1953 (source: NASA Dryd
Flight Research Center).

Requirements for test pilots matured, test pilbiosts were established in quick success
and began providing dedicated training. Typicalliest pilot school provides a year-lof
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of performance, flying qualities, systems, and tewinagement. Test pilots becarre

engineers.
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Table 3: List of fatal flight test accidents, 198003, commercial air transport aircraft (jets

and turboprops) involving the aircraft manufactu@uurce: NLR Air Safety Database.

DATE | AIRCRAFTTYPE | LOCATION |NUMBER OF ACCIDENT
FATALITIES
22/10/1963 | BAC 1-11 United Kingdom 7 Entered deep stall during stall
testing.
25/02/1965 | llyushin IL-62 Zhukovsky, 6 Overran runway after
Russia abandoning the take-off.
12/05/1965 | HFB HansaJet Torrejon, Spain 1 Deep stall followed by flat spin.
03/06/1965 | Hawker- Siddeley | United Kingdom 4 Deep stall.
HS-121 Trident
14/01/1966 | Tupolev Tu-134 | Russia 8 Loss of control during high speed
maximum rudder deflection.
12/05/1970 | Aero Spaceline Edwards AFB, 4 Lost control following simulated
377 Mini Guppy | USA engine failure during take-off.
19/11/1970 | IAl Arava Jordan 3 Loss of control during flutter test.
23/05/1971 | Aérospatiale Istres, France 3 Failure of horizontal stabilizer.
SN600 Corvette
01/02/1972 | VFW-614 Bremen, 1 Tab flutter, aircraft entered
Germany vertical dive.
31/10/1972 | Dassault Falcon | France 2 Aft fuselage separated during
10 rudder trim test.
06/07/1977 | Let 410 Czechoslovakia 4 Structural failure after rudder
deployment at high speed.
23/05/1978 | Tupolev Tu-144 | Russia 2 Crash landed after in-flight fire.
03/04/1980 | Canadair CL-600 | Mojave, 1 Stall and loss of control during
Challenger California, USA stall testing.
26/03/1982 | Dornier Do-228 Germany 3 Entered steep dive during trim
test.
13/10/1992 | Antonov 124 Ukraine 8 Loss off control when nose cargo
door opened at high speed test.
03/02/1993 | Lockheed L-100- | Marietta, 7 During Vimeg testing inadvertently
20 Hercules Georgia, USA lifted off below Vmea and spun in.
05/07/1993 | llyushin IL-114 Ramenskoye, 5 Rapid pitch-up and stall
Russia immediately after take-off.
26/07/1993 | Canadair RJ100 | USA 3 Entered deep stall during low
speed steady-heading sideslip.
30/06/1994 | Airbus A-330 Toulouse, 7 Pitch up and stall during autopilot
France certification test.
10/02/1995 | Antonov 70 Russia 7 Collided with chase aircraft.
10/10/ 2000 | Canadair CL-604 | Wichita, 2 Stalled immediately after take-off
Challenger Kansas, USA with aft centre of gravity.
26/04/ 2003 | Sino Swearingen | USA 1 Aircraft became unstable during

SJ-30-2

flutter test.
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The need for a change of views

The distinction between which element is part ef 8TM system and which element is
part of the aircraft is becoming less clear thamas in the past, and this development can
be expected to continue in the future. Accordingtoocontrol [2001b], the ATM system
includes both ground-based and airborne componéhis.s consistent with a growing
awareness of the need to apply a total system®agipiin safety assessments, considering
the complete aviation system rather than its imtliml components. This will have
implications for the methodologies that have bemhare being used for the assessment of
the safety of the components of the aviation systéme principle of decomposition (which
is one of the cornerstones of reliability theorgga@rding to which the reliability of a

system is the result of the reliability of its im@iual components does not necessarily hold
for the integrated system. Accidents that wered¢iselts of failures in the interfaces of the
individual elements of the system rather than fa#wf the system themselves, like the
mid-air collision above Uberlingen, illustrate tineportance of interfacg&AA 2002,

Roelen et al 2003, Roelen 2004]. It can therefereXpected that regulatory requirements
will be developed for the integrated aviation sgstather than the individual components.
The complexity of the matter will discourage thehauities from specifying detailed
requirements. Instead, a target level of safetypriibably be specified. Quantitative safety
assessment methods such as causal risk modelsawdito be applied to demonstrate to
the authorities that these targets have been reeaue the human operator (pilot, air
traffic controller, etc) still plays a decisive edh the aviation system these quantitative risk
assessments methods must be able to representdataf the human operator in a way that
is satisfactory for all parties involved.

Inappropriate interface: the Uberlingen mid-air collision
On July 1, 2002, a Tupolev TU-154M, en-route fronoddow to Barcelona, collided in
mid-air with a Boeing 757-200 which was en-routenir Bergamo to Brussels. The
collision took place at an altitude of 10,800 mabthe German city of Uberlingen. Both
aircraft crashed after the collision and all peomteboard (2 in the Boeing and 69 in the
Tupolev) were killed. At the moment of the collisidCC Zurich was providing air traffic
control to both aircraft. Due to maintenance atithgi to the ATC system, the Short Term
Conflict Alert System (STCA) of ACC Zurich was naperational. The Air Traffig
Controller initially failed to observe that the @iaft were on collision course. The Traffic
Alert and Collision Avoidance System (TCAS) in batincraft operated as designed; the
TCAS in the Boeing alerted the crew to ‘descendl #re TCAS in the Tupolev alerted the
crew to ‘climb’. At the same time, the air traffmontroller noticed the conflict and
instructed the Tupolev to descend. SubsequentlBt®ng’s TCAS provided an ‘increase
descent’ alert while the Tupolev’s TCAS provided ‘encrease climb’ alert. The crew of
the Boeing followed their TCAS alerts and starteddescend. The crew of the Tupolev,
confronted with conflicting instructions, decided tcomply with the Air Traffic
Controller’'s instruction to descend rather tharofeing the TCAS instruction to climhb.
The collision occurred 50 seconds after the fiGAS advisory. In the subsequent accident
investigation, the German air accident investigatitmard BFU concluded that one of the
‘systemic’ causes of the accident was the insufitintegration of TCAS in the aviatign
system [BFU 2004]. This allowed a situation wherdight crew was confronted with
contradictory instructions.
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4.5. User expectations: lessons from CATS
This section addresses some issues specificatingrdrom CATS (Appendix C). These
are used here to illustrate the problems of definiser needs and of trying to reconcile
incompatible needs.

On a general level, three expectations regardiadiuthction of the causal risk model being
developed for the CATS project have been indicfiledJong 2006]:

* The model should provide understanding how safepedds on different
elements of the current operation. With this un@erding, it should be able to
indicate the big risks, strong and weak areas amdige strategic directions for
safety improvements and safety research.

*  The model should be used as a monitoring/ evaluatiol.

e The model should be able to determine the safé¢gtsfof future changes in the
aviation system or subsystem, thereby supportiegsi® making and policy
development.

During a series of interviews with potential usefs causal risk model [De Jong 2006], it
was recognised that changes in one part of theiawviaystem may have effects at a very
different place in the system. A causal risk maheduld be able to find such effects. The
model should not only tell what happens with safetyen changes are made to the
operation itself, but also to its development, nigemaent and environment. The risk results
of a causal risk model should to some extent batifiead, for instance by means of
expected accident probabilities, although it iogeiased that quantification may not always
be feasible, and qualitative answers may be s&fficiSuch results can be used to verify
conformance to target levels of safety, for therallesystem or parts of it. Reliability of the
results of the model is crucial; indications of th&ability should be given. The results
need to be understandable to the users — the rabdeld not be a black box. This is not
the same as merely confirming what people thougy knew already. Reliable and
understandable results are necessary for confidartbe model. A causal risk model
should identify where the big risks are and what@auses and contributes to the risk. It
should indicate possible solution areas to helgitite organisations (the risk owners, also
to be identified by the model) to solve the prohléntausal risk model was perceived by
the interviewees as a tool for strategic changew/fach time is usually not critical; there
are usually at least months available. In summthe/users were of the opinion that the
model should (also) be able to study the effectshahges behind the direct operation, such
as development, management and environment. Riskseshould be quantified (to some
extent), reliable (or have well-defined reliabijignd understandable (the model should not
be a black box) in order to have confidence inrtteglel. The results of the model should
help to identify possible solutions areas.

A second series of interviews with potential usgra causal risk model [De Jong 2007]
was felt to be necessary because the results difsheound did not yet provide a clear and
sufficiently detailed set of requirements. Howetke second round revealed even more
how difficult it was for many users to define homdawhen a causal risk model should be
used, other than in the most general terms. Theessgion ‘causal risk model’ is too
generic and open to interpretation, depending peraon’s own terminology and
understanding of the subject. Furthermore, becausenprehensive causal risk model for
aviation had not been developed at the time ofritezviews, it was difficult for users to
envision how such a model should actually be usduklp them in making decisions
related to safety, particularly since ‘safety’ Iifse such an intangible concept. Under these
conditions, it are the model developers who shputdiide guidance on possible model
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performance. Several alternative uses should septed, including the consequences of
selecting a particular choice. Model developersikhaot shy away from a conclusion that
some requirements may be incompatible, but shoaileplicit about this.

The required level of detail of a causal risk matigghends on the type of user. Local users,
such as individual airlines (e.g. KLM) or airpotithorities (e.g. Heathrow airport), need
models that accurately describe their specificllstaation, both in the causal structure as
well as in the quantification. General users, sagimternational authorities (e.g. EASA)
and trade organisations (e.g. IATA) need modelsdbaurate describe the general
situation. The models for local users should batiredly narrow in scope and deep in
detail, while models for general users should tetively broad in scope and shallow in
detail. There is a difference in dynamics and cqusatly in required accuracy as well.
Local users have operational and tactical questibies decisions have immediate effect,
and long term for an airline means 2-5 years. Ge#ngsers have tactical and strategic
guestions, the effect of decisions may take dectdemterialise. Developing a model
which can help answer local operational questienaell as general strategic questions is
practically unfeasible. It would require a ‘broatadeep’ model and consequently a very
substantial development effort. If the purposehefiodel is not clear at the beginning of
the development effort, progress will continue éoftustrated by the ambition to represent
detail as well as broadness. Eurocontrol’s Integr&isk Picture (IRP) [Perrin et al 2006,
Kirwan 2007] is an example of a model which wagfrihe outset aimed at providing
higher level strategic insights. For the CATS maafg¢he Dutch Ministry of Transport and
Water Management (see Appendix C) the objectiverwsaso clearly defined but was
considered to be part of the research questiamadtdecided that the model should give a
global picture of the risks involved in commerdiakd wing aviation from gate to gate,
including aerodrome operations, ATS operationgraft operations in all flight phases for
all aircraft involved. The model should also reflde risks deriving from aircraft design
and maintenance. Simultaneously, the model shauldddetailed as possible’ [Ale 2007].
Interviews with projected users resulted in thaunement to support the authority and the
sector parties and to be sufficiently simple taibderstood by the general public [De Jong
2007]. It was even suggested at the CATS websiter(werkeerenwaterstaat.nl/causaal
model) to use the model to determine the causexlnfidual incidents. The CATS model
was developed top-down (i.e. from the generic &ogpecific), and because users were not
really aware of what to expect they were sometifnestrated that their urgent operational
problems (like an increase in overspeed warningherBoeing 777 fleet of a particular
airline, fluctuations in bird strike incidents attfphol airport) were not immediately
recognisable in the model while this was being tged. Such frustrations are potentially
harmful as they can cause members of the aviatidusiry to suspend their support for
model development. Support from the industry i€esal for the provision of data and to
provide insight, to the model developers, into agienal aviation processes.

The user of the model should be able to relatey dgierational practice and decision
making to the elements in the model or the modalagentation. The model developers
should therefore have sufficient knowledge of-raight into those operational practises
and decisions. For a successful and workable mduebevelopers of the model
themselves should have sufficient knowledge ofaviation system and its processes and
at the same time ascertain the scientific and madtieal correctness.

Feedback from the modellers to the potential uisamsquired to get a better grip on user
requirements. The modellers should indicate pdggéisiand limitations of the model, and
should come-up with real-life examples of casestiich a causal risk model would be a
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helpful tool. This will have to be an iterative pess. The following possibilities and
limitations are apparent from experience in CAT8 duaring the development of a causal
risk model for the FAA:

» One single model cannot be used to answer eachigques every possible user.
Depending of the problem at hand, some parts ofrtbéel may have to be
developed further in order to answer the question.

* Modelling involves numerous assumptions. In caseasumptions do not hold,
the model cannot be used without taking the assompinto account.

» A causal risk model should not be used as theisplé for assessing compliance
with regulation unless the model and its use areeajupon by the relevant
stakeholder¥.

* A causal risk model is intended for use by profasais within the aviation
industry. It is not suitable as an instrument fafesy communication from the
government to the general public.

e A system-wide causal risk model is suitable to supgecision making at the
strategic level. It is not useful at the level afyedto-day operations because this
almost invariably involves very specific situatiomkich cannot be represented
correctly in a causal risk model. This is not adamental limitation of a causal
risk model but a practical limitation, dependingtone and money available for
model development.

» A strength of a causal risk model is that it asdemimformation from different
disciplines. It is therefore specifically suitaldesupport decision making for
situations involving multiple actors or disciplines

« Astrength of a causal risk model is that it asdesburrent knowledge.

» The case for which a causal risk model is usedldHmaidefined at the proper
level of detail. The model cannot be estimatedsgeas for example the safety
impact of the introduction of uninhabited arealietds (UAVS) in commercial
airspace unless we define where and when thisdattion will take place, and
the operating procedures, performance charactarjstn-board equipment and
other relevant information of those UAVSs.

Obtaining valuable user requirements demands leatsers are not distrustful towards the
model. Due to the fierce competition in aviatiardustry parties are paranoid about
everything that even has a remote chance of disiyithe ‘level playing field'.

Historically, many risk analysis have been perfairteedemonstrate that an installation,
aircraft or spacecraft conforms to requirementsfBed & Cooke 2001]. The industry’s
natural reaction to proposals that may potentiadlyestricting is to resist. For that reason
they tend to resist changes of the instrumenteeftithorities for regulatory compliance
assessment. Modellers should therefore emphasigeotsibility of using a causal risk
model as input to the decision making process astd using the model for strictly
assessing compliance with regulaffon

4.6. Conclusions for this section
User requirements for a causal risk model have beéred in various ways, starting from
a description how aviation has realised tremendatmsty improvements since the first
commercial airlines started operations, improvemémit were the result of technological

3" This is a policy choice, not an inherent limitatiof a causal risk model.
% The use of the model is not a decision that thdatiers must make, but what they can
do is warn against possible consequences.
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advances and the systematic analysis of accid@atsiuse of the very success of aviation
safety, the fix and fly approach is no longer effexon its own. To maintain and improve
the current level of safety, there is need foraaten safety performance evaluation
methodology that is not based on fatal accidendshari losses alone. While accidents are
rare events, the consequences of an accident camopeous for the airline, the aircraft
manufacturer, the air navigation service providat society. Accident prevention and
safety management is therefore as important as levedue to the rarity of accidents it
becomes more and more difficult to understand ¢herént state of affairs’ and to
determine what the effects of changes are on tleg & safety. There are simply too few
‘data points’. Aviation is a competitive environnigand the investments are often huge.
Any proposed safety improvement measure must beresgoned. Therefore an integrated
safety assessment methodology is needed. Fordhstiy, an important characteristic of
such method will be the ability to compare projdatests to estimated benefits, in terms of
increased safety, of particular decisions. Forduilator, reproducibility of the results is
crucial if the method is destined to be part olitation, and transparency is an important
feature for communication regarding the model andiehresults. For both the regulator
and the industry it is important to be able to fédeelmodel with data that is currently being
gathered in various occurrence reporting systems.

The increased integration, automation and compl@fithe aviation system, including
integration of ground-based and airborne systeriiklead to new regulatory requirements.
The complexity of the matter will discourage autties from specifying detailed
requirements. Instead, quantitative targets wilspecified. There is a growing awareness
of the need to apply a total systems approachfetysassessments, considering the
complete aviation system rather than the individwathponents. Quantitative safety
assessment methods such as causal risk modelsawidito be applied to demonstrate to
the authorities that the requirements have beenBeetuse the human operator (pilot, air
traffic controller) plays a decisive role in thaation system, these quantitative safety
assessment methods must be able to satisfactagseapt the human operator. Up to now,
the opinion in regulatory requirements for aircfstem safety assessments has always
been that assessing the probability of human &noot feasible. This opinion is
contradicted by the use of*2and 3 generation human reliability methods in the nuclea
power industry (see also section 9.1). Historicatgre has never been a real necessity for
such estimation because aircraft system safetysis@mnts relied on the opinion of the
certification test pilot, who is specifically traid to provide such judgements. This opinion
could be a major obstacle in the development ampdeimentation of causal risk models. As
long as this view is maintained it is rather unljkihat a truly integrated quantitative
aviation safety assessment can be conducted. @Gieesxperience with human reliability
methods in the nuclear power industry and the fieehtegrated assessments it becomes
unlikely that aircraft certification can afford toaintain its view on the lack of feasibility of
estimating human error probabilities. Represemadiohuman operators in quantitative
models is further discussed in section 9.1.

This need for quantitative safety assessment mstisoekplicitly voiced by safety
regulators. FAA, EASA, Eurocontrol and the Dutchnidtry of Transport have all
expressed the need for a causal risk model. Thierditierences though. The FAA calls for
the development of a method for a probabilistidesi@on of risk associated with hazards
in the area of operational functions and proceduf@®ssible extended with hazards and
risk in other areas of the aviation system suchi@saft and equipment malfunctions,
hazards due to organisational set-up, human eovwironmental hazards (wind,
turbulence, terrain) and contributory hazards (l&tguy, economy). A specific requirement
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is to have a top-level representation as the userface for performing risk analysis. The
European regulator EASA is specifically looking fomethodology to quantify the safety
effects of proposed regulatory changes in ternacoifdent probability and severity. The
Dutch Ministry of Transport and Water Managemenbaees a role for causal risk models
in the regulation of third party risk. Additionallthe Ministry believes that a causal risk
model can be used for communication with citizéagrovide insight in how various
components interact and influence aviation safétyocontrol has mandated the use of
guantitative safety assessments of significant gasin the ATM system to demonstrate
that the probability of ATM directly contributing accidents is less than 1.55 x®iter
flight hour. Eurocontrol also emphasises the dguakent of safety monitoring and data
collection mechanisms. The rationale is that angehased in risk assessment must be
validated, and real data could contribute signiftyato this validation process. With the
exception of the requirement to use the model dmnmunication with citizens, the
different viewpoints of the regulators are not resegily incompatible, but the modellers
should be aware of them and should make choicesauise it will be difficult to develop a
model that meets all needs simultaneously.

The industry (aircraft manufacturers, airlines, Ah$Sairports) has not explicitly expressed
a need for a causal risk model. Perhaps therdink avith a fear that such a model might
upset the level playing field. That does not mésat such a model could not be useful for
them. Modellers should emphasise the possibilitysifig a causal risk model as input to
the decision making process instead of strictipgisi for assessing compliance with
regulations. A feature that would make such modgisctive for them is the ability to
perform cost benefit analysis. Some of potentidusiry applications may require very
detailed models however, that describe the aird@fin to component level.

A detailed set of requirements for a causal risklehovas defined (see section 4.4). Some
of these requirements proved to be problematicusecthey are incompatible with other
requirements and could not be maintained. The m@n@requirements can be grouped
under the following high level headings:
* Integrated, to represent the complexity of the temiesystem and its many
interdependencies, including the human operataiaganisations.
* Quantitative; to demonstrate to authorities thatrgiative requirements have
been met.
» Transparent and clear, to provide insight and éonmunication purposes. What is
transparent depends on the user.
* Model is validated and turns out reproducible ressuequired if the results are
being used in a certification process.
« Able to represent current and future accident siena

The requirement for transparency requires a choit® made between educating the user
and keeping the model or model representation sinffile detailed requirement to use
laymen terminology can be met if the model represtean and accessibility is adapted to
the user. This will require a different user inéed for each user group. The requirement to
capture very specific information and the requiratrie represent regulation cannot be met
at present. The requirement to represent the hwparator, while problematic, should be
maintained.

User requirements demand a quantitative and tragspeausal risk model that should be
able to represent environmental and managerialenttes. The results of the model should
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be reliable, and the model should be useable iodtelpossible solution areas for further
safety improvement. The variety of users and dityeins the users’ questions make it
impossible to develop a causal risk model thaajsable of answering all needs
simultaneously. The requirements call for a systéde representation of air transport.
Such a model is not suitable to answer very spegifestions. This limitation should be
explained to the aviation community to avoid theation of false expectations. This is
particularly relevant in view of the fact that mo$the expected users only have a vague
picture of what a causal risk model is and howiild or should be used. It should also be
verified, for each kind of user, that the caussi model definition as adopted in this thesis,
is suitable for them.

Due to the diversity of possible users and thetéichview they currently have on the use of
causal risks models, significant works remainseabne on the systematic identification
of user needs. Feedback from the modellers todtenpal users is required to get a better
grip on user requirements. The modellers shoulitate possibilities and limitations of the
model, and should come-up with real-life exampliesases in which a causal risk model
would be a helpful tool. This will have to be agrétive process.

Support from the industry is essential for the Biow of data and to provide insight, to the
model developers, into operational aviation proegss
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Chapter 5. Examples of aviation safety analyses

There is no binding reason why safety assessmesatfety analyses should involve
guantitative causal risk models. There are othastracts that can be used for assessing or
analysing safety as well and these methods cardreas alternatives to causal risk
models. This section will discuss some examples&thods that are currently used for
aviation safety assessment and management, andaoethpse to the requirements and
needs identified in the previous chapter to deteemvhether the use of such alternative
methods is sufficient to bring about the requirafitty improvements or fulfil future needs.
The examples were selected on the basis that g#pegsent questions pertaining to actual
safety issues for which a stakeholder needed amesin$hey are considered typical for the
type of approaches being used. The aim here imldde a representative, albeit not
exhaustive, overview of methods to determine ifentrapproaches to safety assessment
and analysis meet the criteria (transparency, temibility, etc) and answer the practical
guestions of the stakeholders. Because the mettestsibed in this chapter can be seen as
alternatives to a causal risk model, the exampdssribed here will then help to further
specify the requirements for a causal risk modehhdicating what they do not have which
such a causal model should have.

5.1. Safety of mixed VFR/IFR air traffic at Geneva Airport
Background
Geneva International Airport operates two paralleways, one long concrete runway and
a shorter grass strip. The concrete runway is psedominantly by heavy aircraft flying
under Instrument Flight Rules (IFR), and the gsisp is restricted to small single-engine
aircraft operating under Visual Flight Rules (VFRhe lateral spacing between the two
runways is 250 metres, qualifying them, accordmfXAO [20044a], as closely spaced
parallel runways with regards to wake turbulengesation minima. Mixed streams of
heavy and light aircraft during simultaneous clgsglaced arrivals and departures, in
particular at a busy international airport suclGaseva, require specific attention to assure
the safety of such operations.

The research guestion

Because of growing traffic volumes, the questiarsarwhether the existing mix of light
aircraft and commercial traffic could still be redged as compatible and safe, now and in
the future. It was beyond the scope to aspiredotréhe completeness of a full safety
assessment.

The research approach

To answer the research question three lines ofigctivere carried out. The first was an
assessment of whether the existing mixed VFR/IF&atons were in compliance with the
applicable rules and regulations. The second cordean evaluation of safety management
practices and organisation at the airport. Theltlire of approach comprised a hazard
assessment of the mixed VFR/IFR operation at Geagpart. These activities included
structured interviews with representatives of tinpaat, local Air Traffic Control unit and
representatives of people living near the airpddtructured brainstorm was also held,
involving a panel of eight operational experts #mée risk management specialists. This
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information was completed by supporting data aralyais, including an analysis of
aircraft trajectories and meteorological conditiah&eneva airport [Van der Geest et al
2005].

Discussion

In this study, the question as to whether the systas sufficiently safe was not answered
by deriving the level of safety and comparing ipte-defined criteria. Instead, the system
was analysed by comparing the existing situatioletst practice and common sense. Such
an approach is only realistically feasible whendraried by individuals who themselves
are subject matter experts and cover the full stlpieis relevant. The study looked at
separate system elements and their interconnecédi®ugh the nature of the issue itself
(mix of VFR and IFR traffic) is an integration igsithere was no systematic way of
addressing dependencies between system elemehtssiits of the study were

qualitative. This was sufficient to answer the egsh question and not necessarily a
characteristic of the research approach. No spatd#fia gathering was required for the
study, although some radar track data were analgseltain a detailed picture of the
situation at the airport. This data had been ctdbby the airport to answer a question not
directly related to this study, but came in hanilyconclusions and recommendations
were based on argumentation. As a result the repaytappear transparent, but the results
were partially based on the outcome of a brains&ession and because of that the
reproducibility is questionable and the methoddsfally transparent.

5.2. Safety assessment of parallel approaches at Helsirlkantaa Airport
Background
To increase airport capacity, Helsinki Vantaa airgonsidered a switch from dependent
parallel approaches to using independent pargi@caches on the two parallel runways
04L/22R and 04R/22L. The new parallel approach guaces would enable aircraft to land
simultaneously on both runways.

The research guestion

According to Eurocontrol requirements, particulZ$ARR 4, a safety assessment of the
proposed procedures had to be carried out befqreimentation of the procedures could
be approved.

The research approach

The safety assessment was executed according Eutieeontrol Safety Assessment
Methodology or SAM [Eurocontrol 2006a], which prabes the following three steps:
Functional Hazard Assessment (FHA), Preliminaryt@ysSafety Assessment (PSSA) and
System Safety Assessment. The results of thetfissteps for the independent parallel
approaches at Helsinki airport are described iro&amtrol’'s safety assessment report on
independent approaches to parallel instrument rysaaHelsinki-Vantaa airport
[Eurocontrol 2006b].

Discussion

Hazards were identified in this study by meansraftistorming and a functional analysis.
The objective of the PSSA was then to derive afstquirements that would mitigate the
effects of the hazards identified in the FHA. Tikelihood of the hazards was not
estimated, but there was a qualitative estimatbepossible effect of the hazard in terms
of a severity class. Because the analysis reselte partially based on the outcome of a
brainstorming session, the reproducibility of teeults is questionable and the method is
not fully transparent. There was no explicit atiemto possible interdependencies and
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therefore the approach cannot be considered intefyrAs a matter of fact, because the
results were largely based on a functional analyisé&e is a significant risk that ‘non
functional’ hazards, like violations, were overleok{De Jong 2004]. To develop
mitigation measures, fault trees were creatededntity causes of hazards, and event trees
were developed to identify possible consequencésedfiazards. These fault trees and
event trees were developed specifically for thislgtand were not based on existing
models.

5.3. Safety assessment of offset steep approaches at &ng Airport
Background
The airport of Lugano, Switzerland, is situatednauntainous terrain. In 2006 one of the
instrument approach possibilities used a glide patiie of 6.65 degrees. It was expected
that future use of this approach would not be aexkpy the Swiss regulatory authority
unless aircraft were to be certified for such &tapproach. This would severely limit the
number of aircraft types that can use Lugano Atrpommercially. To counter the effect of
this measure the airport developed an alternapypecach with a glide angle of 5.5
degrees. This approach procedure was submittéek teegyulatory authority (the Federal
Office for Civil Aviation - FOCA).

The research question

FOCA responded by indicating a number of conceeganding the procedure and
requested Lugano Airport to conduct an Aeronautitaty to analyse and evaluate the
risks of the new procedure and to propose, if resrgs possible mitigating measures or
alternative solutions. The National Aerospace Latmy NLR was contracted by the
airport to perform such an Aeronautical Study.

Research approach

The study included an assessment of the flightaifmeral and flight safety risks related to
the introduction of the draft procedure. This wagialitative safety assessment based on
inputs from operational experts, databases and etheces for estimates of severities and
frequencies rather than mathematical modellingsamdilation. Operational safety experts
were NLR safety experts and operational experts frogano airport, ATC and pilots with
flying experience at Lugano. The safety assessmettiod was scenario-based; safety
issues were analysed in the context of accidemiasies rather than in the context of
individual hazards. These scenarios are bundlesearit sequences, each centred on a
central hazardous situation, including the posgiblgses and the possible consequences of
that situation. Severity and likelihood of evenfsences were estimated by experts, using
qualitative rating scalesiazardousmajor, minor andno significant safety effetr
severity;probable remote extremely remotandextremely improbabléor likelihood

[Wever et al 2006].

Discussion

The study addressed several different accidentsimsnand as such was not focussed on a
single system element. The approach was not futggrated because interdependencies
between system elements were not explicitly addresSome interdependencies will have
been implicitly accounted for by the experts dutihg analysis. The results of the study
were qualitative. Probabilities of occurrence oémte were subjectively estimated by
experts and expressed semi-quantitatively, usimgstdike ‘remote’. No other data analysis
was conducted and hence there was no need totatditecas part of the study. A classic
risk matrix, combining likelihood and severity bietevent, was used to illustrate
acceptability of the risk. Because the resulthefdtudy were primarily a product of
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brainstorm sessions, the overall result of theystigpended on the subjective opinion of
the experts involved. The process was not fullpgparent, because it was not completely
traceable what the expert’s opinions were base@®eproducibility of the results is
guestionable, as different experts may have hddrdiit opinions and arrived at different
conclusions.

5.4. Reduced vertical separation minimum in Europe
Background
On 24 January 2002 the introduction of a Reducetidst Separation Minimum (RVSM)
in European airspace created six additional flighels between 29,000 ft and 41,000 ft.
This was achieved by reducing the vertical sepamatiinimum between aircraft from
2,000 ft to 1,000 ft. RVSM was implemented simuttausly in the airspace of 42
European and North African countries and was thggdst change in Europe’s airspace in
50 years [Tiemeyer 2003].

Research guestion

It had to be demonstrated to the internationaltennacommunity that the Target Level of
Safety set out by ICAO for the vertical collisiaak would not be exceeded in the
European RVSM airspace. During the initiation & RVSM program, it was felt by
Eurocontrol that to demonstrate the achievemetiTAD’s collision risk criterion would

be viewed as necessary but not sufficient. Foaims, there was the question whether the
‘switch over’ to RVSM would cause additional hazatd the ongoing air traffic

[Tiemeyer 2003]. Therefore a RVSM safety policy wiaseloped, and a pre-
implementation safety case was conducted to asisatéi) all identified hazards and risks
were managed and mitigated, (ii) the collision nsét the ICAO Target Level of Safety
and (iii) States showed that they would safely enpént RVSM through the development
of national safety documentation [Eurocontrol 2Q0Cansequently, the three main
deliverables of the RVSM Safety activities weraiactional hazard assessment, a collision
risk assessment and national safety plans.

Research approach

Only the functional hazard assessment and thesmmilrisk assessment will be discussed
here. The functional hazard assessment was comtasta series of brainstorming sessions
to identify and classify all potential hazards. @ional experts participating in the
sessions were pilots and air traffic controllersadldition to the operational experts,
representatives from the RVSM Program were prestethie sessions. Each listed hazard
was then classified according to severity and poditya Both severity and probability

were subjectively estimated by the experts.

For collision risk, two specific safety targets bdween defined by ICAO, a Target Level of
Safety (TLS) for technical vertical risk, i.e. ridkie to height keeping performance of the
autopilot and the flight crew, of 2.5 x $@atal accidents per flight hour, and a TLS foatot
vertical risk, i.e. including the risk resultingofn blunders like mishearing the assigned
altitude, of 5 x 10 fatal accidents per flight hour. ICAO prescribles tise of the Reich
collision risk model [Reich 1966a, 1966b, 1966¢]dssessing vertical risk:

3 For instance, if the introduction of RVSM wouldsuét in a significantly larger number
of flight level changes for each flight, fuel congation would be higher which could result
in an increased likelihood that an aircraft runsafifuel. Another hazard could be any
interference of the RVSM equipment with on-boarstiamentation.
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N The expected number of fatal aircraft accidentsflgt hour due to the
& loss of vertical separation
S, The vertical separation minimum
P.(S,) T_he probability of vertical overlap for aircraft minally flying on adjacent
flight levels
|:>y (0) Thet probability of lateral overlap for aircraft novally flying the same
route

nz(same The frequency with yvhich same direction aircraftamtjacent flight levels of
the same route are in longitudinal overlap

nz(opp) The frequency with which opposite direction airtiai adjacent flight
levels of the same route are in longitudinal oyerla

The average of the absolute value of the relafivegatrack speed between

two same direction aircraft flying at adjacent ligevels of the same route

The average ground speed of a typical aircraft

The average of the absolute value of the relativssstrack speed between
two typical aircraft flying at adjacent flight lelgeof the same route
The average of the absolute value of the relataéréical speed between two

typical aircraft which have losb, feet of vertical separation
The average length of a typical aircraft
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The average width of a typical aircraft
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The average height of a typical aircraft

N

The equation expresses accident probability asetifin of the probability of vertical and
lateral overlap for aircraft flying at adjacengfiit levels and on the same route respectively,
together with kinematic factors (relative speeds aincraft dimensions). The probability of
overlap is calculated from observed probabilitytritisitions. Data was collected by
dedicated data collection infrastructure comprigingund based and portable airborne
units. In total more than 350,000 measurements weiee [Eurocontrol 2001a].

Discussion

It is interesting to note that for this problem thailable standard approach (the ICAO
collision risk model) was not considered sufficibetause of the possible existence of
new, previously not existing hazards. The abilithandle ‘new’ hazards has been defined
as a desirable characteristic of a causal risk in&d¢h the functional hazards assessment
and the collision risk assessment were strictlyi$sing on collision risk. Even within this
limited scope there was no explicit attention fgstem interdependencies and the approach
therefore cannot be considered ‘integrated’. It feasnstance assumed that the risk of
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collision in an RVSM environment with TCA%would be lower than the risk of collision
without TCAS, thereby ignoring the possibility thateractions of TCAS with other system
elements can introduce additional fisiSome system interdependencies will have been
implicitly considered by the experts in the funotibhazard assessment. The results of the
functional hazard assessment were qualitative.dbibties of occurrence of events were
subjectively estimated by experts and were expdessmi-quantitatively, using terms like
‘remote’, but the results of the collision risk assment were qualitative. This part of the
study required an extensive data gathering campaigym collision risk assessment is not
transparent to non mathematicians because theroatisothe result of a mathematical
equation that requires probability distributiondrgsut parameters. For operational
managers and safety experts in the air transpst¢sythis may be difficult to comprehend.
The functional hazard assessment is not fully parent, because it is not completely
traceable what the expert’s opinions were base@eproducibility of the results is
guestionable, as different experts may have hddrdiit opinions and arrived at different
conclusions.

5.5. VEMER ATM System increment 2002
Background
The method of VENF Effect Reports (VEMERS) has been developed by A¥C
Netherlands in order to support developments vagipect to the ATM system with
appropriate management information. Every prope$ecige in the ATM system is
evaluated for its consequences on safety, effigi@fithe operations, and environmental
aspects. The results are published in a VEMER sfirdition is made between increment
VEMERSs, which focus on the entire operation, andepth VEMERS, which focus on
envisaged partial operations in detail. IncremeBMERS are conducted at a higher level
of abstraction than in-depth VEMERS.

The research guestion

The objective of the VEMER ‘ATM system incremeni020[LVNL 2002] was to provide
information on the envisaged introduction of tfferBnway at Schiphol in November 2002.
The purpose of the study was to support decisidkimgavithin ATC the Netherlands and
to support external arrangements with the stakehslflike KLM, the Dutch government
and the airport authority). The VEMER ATM systerariement 2002 was not aimed at
providing a full safety assessment. This was datex on when VEMERS of specific
operations were made.

Research approach

Each VEMER starts by defining the objective of fineject in terms of safety, efficiency
and environment -the VEM targets- followed by désng specific sets of options for
changing the ATM system with which it is envisadledt the VEM targets will be met.
VEM effects are determined for each set of opti@esigning options and deriving VEM
effects is an iterative process; more detail issaldghen it becomes available in the course
of the project. The process stops as soon as shég®f the VEMER are considered

0 TCAS stands for Traffic Collision Avoidance Systdlris an airborne system that warns
the flight crew of imminent collision risk and piides instructions to avoid collisions.
*I That such interactions can occur with catastropgsalts was demonstrated with the
Uberlingen accident. Two aircraft collided when thstructions provided by TCAS were
conflicting with instructions provided by the aiaffic controller [BFU 2004]. See also
infobox ‘Inappropriate interface: the Uberlingendnaiir collision’.
*2VVEM stands for Veiligheid, Efficiency, Milieu (Setfy, Efficiency and Environment).
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acceptable. The question, scope and level of dataitietermined before each iteration
cycle. Evaluation of the VEM effects focuses ornsthelements of the ATM concept that
have substantial influence. For increment VEMERsdffects are classified by operational
experts as Large, Medium and Small. For in-depttM#ZRS the corresponding categories
are Unacceptable, Tolerable and Small. The VEMcedfare then quantified on the basis of
expert judgement or studies. The ‘ATM system ina@ah2002’ VEMER was quantified

on the basis of expert judgement. Information wersved from structured interviews with
experts representing different operational funciftower/approach controller, ground
controller, clearance delivery, air traffic conteslsistant). For other VEMERS interviews
have also been conducted with airline pilots.

Discussion

The VEMER approach has the potential to addreswthaéaviation system including
interdependencies between different system elemiotsever, these interdependencies
are not actively pursued. The focus of the analysiterms of both the changes and the
effects of those changes) is on risk that can fheeinced by the ATM part of the aviation
system. The results of the analysis are quanti#atithere quantification is done by expert
opinion. The process of expert judgement is welleligped. Strong points include the
traceability of the process, confidentiality and #xisting infrastructure; both analysts and
experts are conveniently familiar with the proceexpert judgement elicitation because it
is used quite frequently. Weak points are the ahitiéy of the combination of experts’
opinions and the reproducibility of the processdRa et al 2004a, Van der Plas & Van
Luijk 2005]. Because of these weak points theelack of transparency of the overall
project result, which is unfortunate as one ofdahgectives of the method is to support
external arrangements with the stakeholders. Qitzer the need to perform structured
interviews with experts there is no additional needollect data.

5.6. Conclusions for this section
In this section we examined different methods &natcurrently being used to assess or
analyse the safety of (parts of) the aviation systgpecific attention was paid to whether
the method looks at the integrated system or omlglament of the system in isolation, to
data requirements, reproducibility of the residts] transparency.

There is no standardized or prescribed procedureciaducting safety analyses for air
transport. Selection of the safety analysis metlagofor a specific problem depends on
the scope of the safety question, the type of djperahe level of involvement of the
customer, the domain knowledge of the customettlamdisage of the results. This was also
concluded by Van Doorn [2006] in an analysis ofesal’/ATM safety studies. Although the
different methods often follow similar steps, thiffer in the details. One of the
consequences is that quite often safety analyaitsstith an activity that has already been
performed earlier, although slightly differentlyctdvities such as hazard identification and
accident scenario development are repeatedly ddtes without taking full advantage of
the results and lessons learned from previousesufiata collection is also an activity that
sometimes requires a significant effort. Often datnot available or there are not
sufficient resources to collect data. Most safetglgses described here therefore relied
heavily on the experts, or more precisely, on thelbboxes inside the expert's heads, for
hazard identification, accident scenario develograed quantification. Each expert has his
own ‘model of the world’ which he uses to come ¢otain conclusions. These models were
not made explicit in the studies reviewed here. iM@nsensus was achieved among a
group of experts, this consensus was only concghi& outcome, and not concerning the
way these outcomes had been derived. The backgfounglaching a certain conclusion
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can vary among experts. Consensus can also bermata by group dynamics.
Extrapolating on the basis of the consensus dessorisky, because nothing is known
about how each expert has given thought to possd@earios or consequences. Criteria for
experts did not exist in the studies mentionedviation safety analyses, selected experts
are often people with (ample) operational expegesach as pilots and air traffic
controllers. Analytical ability and ability to prae judgement on future operations are
only rarely taken into consideration. Experts are‘calibrated’. These aspects have a
negative effect on the transparency and reproditgibf analysis results.

It is no coincidence that all the examples pregskhtge address issues of air traffic
management or airports. These two subjects ammmparison with aircraft design,
operation and maintenance, far less regulatedn@irgation service providers and airport
authorities are relatively free in developing isfracture, procedures etc., that fulfil their
specific needs. However, they still need to denratesthat all applicable target levels of
safety are met. As a result, there is a growinglrieesupport in conducting risk
assessments in the field of ATM and airports. toraft design, operation and maintenance,
there is less freedom. It is assumed that commiavith existing regulation will ensure that
(minimum) safety targets are met. This differenetneen ATM and airports on the one
side and aircraft design, operation and maintenandée other has developed historically
(see also section 4.4). As explained in sectionidcan be expected that regulatory
requirements will in the future be developed fa ihtegrated system rather than the
individual components, but the complexity of thettmawill discourage the authorities
from specifying detailed requirements. It can tfemebe expected that also for aircraft
design, operation and maintenance, a need for suippmonducting risk assessments will
emerge.

None of the methods described in this chapterl$udfi requirements that have been
derived in the previous chapter: ability to analjrse integrated system including
dependencies, reproducibility of results, transpeyeability to provide quantitative results
and the ability to represent current as well asruiccident scenarios. The customers for
these studies would have had better (and cheapgneas to their questions if there had
been an existing causal risk model. This chapser sthowed that the ability to handle
‘new’ hazards would be a desirable characteridte @ausal risk model. An effort to
develop a method that meets these criteria thexesieems fully justified.
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Chapter 6. Risk models in other industries

There are various ways in which risk modelling ay@zhes can be compared. For instance
one can look across various scientific disciplir@sacross different countries, or across
different industries, etc. In this thesis the corgmm is restricted to a comparison across
industries. This chapter investigates the roleanisal risk models in the nuclear power
industry, manned spaceflight, the offshore indydtrg process industry, rail transport and
health care. Characteristics that seem to befatahe success or failure of causal risk
models are identified. The final section of theptiea concludes on the relevancy of it all
for the air transport industry.

6.1. Nuclear power
Initially, the nuclear power industry relied on thee of multiple barriers and large design
margins to assure the safety of nuclear reactargng the 1960s the general public
became more worried about the hazards of radiaticm result of expert concern and
accidents such as WindscHleand there was a desire from the public to knowetiver
nuclear power plants were sufficiently safe. Ingloly the same time frame, the theoretical
basis was provided for applications of reliabilityethods in the risk assessment of complex
systems. The desire to meet risk targets and totifpand to evaluate the effects of design
improvements of nuclear power plants led to theihiction of probabilistic risk models in
the nuclear industry. The methods for probabiliggk analysis that were used originated
from the aerospace industry (fault trees) and detiheory (event trees). These techniques
are very suitable for the representation of haréwaitures [Ericson 1999]. The first full-
scale application of these methods to a commepolakr plant was undertaken in the
Reactor Safety Study WASH-1400 published by the Aca@ Nuclear Regulatory
Commission NRC in 1975 [NRC 1975]. This landmardstwas controversial and an
independent evaluation of the study [Lewis et &99vas requested. The evaluation report
concluded that the WASH-1400 study had importanttsbmings but provided the most
complete single picture of accident probabilitissaciated with nuclear reactors. The use
of fault trees and event trees coupled with an aagdatabase was considered to be the
best available tool to quantify these probabilitiElse lack of scrutability of the calculation
process and lack of data on which to base the coemaeliability estimates were
mentioned as shortcomings of the study. The evialualso revealed shortcomings in
relation to the representation of human factorstardole of the organisation. The Three
Mile Island accident in 1979and the subsequent investigation of it underlitedvalue of
probabilistic risk models, because some of theadtaristics of the accident had been
highlighted by the WASH 1400 study [Kemeny 1979hé&Hl the PRA procedures guide

3 0n October 10, 1957, the core of a British nucteactor at Windscale caught fire. As a
result, substantial amounts of radioactive contatiom were released into the surrounding
area.
*4 The accident at the Three Mile Island nuclear pqwient near Middletown,
Pennsylvania, on March 28, 1979, was the mostis&iioU.S. commercial nuclear power
plant operating history, even though it led to eaitths or injuries to plant workers or
members of the nearby community. The accidentdelpgartial meltdown of the reactor
core but only very small off-site releases of radtivity [NRC 2007a].
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[NRC 1983] was published by the NRC in 1983 it meea main reference. Probabilistic
risk models became even more accepted when in th@I8RC issued a revised policy
statement on the use of probabilistic risk assessmkich stated that “The use of PRA
technology should be increased in all regulatorytens’ [NRC 1995]. The results of
probabilistic risk assessments are now used togeiitie traditional deterministic analysis
for regulatory decision making, the so-called riistormed regulation [Keller & Modarres
2005]. Traditionally, PRAs of nuclear powerplargtke account of technical systems and
human operators but do not include an explicitespntation of the possible impact of
plant organisation and management on the safetgrpgaince of equipment and plant
personnel. As a result it is acknowledged thataH®RAs may not have accounted for the
contributions of organisational facts to total riskosleh & Goldfeiz 1994]. A first attempt
to resolve this issue is the work process anampsidel (WPAM) which represents the
dependencies among the parameters that are ingddhycorganisational factors by
calculating new (organizationally dependent) mimmcut-sets for major accident
sequences [Davoudian et al 1994]. There is genecabnition that organisational factors
need to be evaluated further for their contributoplant safety performance [NEA/CSNI
1999] and much of the current research work isfstilussing on this topic.

6.2. Manned spaceflight
When US President Kennedy in 1961 set his ambitimad® of going to the moon, the
total US experience in manned space flight corgsistéy of Alan Shepard’s 15 minute
suborbital flight in a Mercury capsule [Chaikin ¥J9The lunar program was
tremendously bold and ambitious and NASA managenvastaware that identification of
potential failures and their risks was essentia successful design and thus to a successful
mission. Quantitative numerical goals were settierApollo missions: a risk of 1 out of
100 per launch was considered acceptable for misga-completion and 1 out of 1000
per launch was set for loss of the crew. Quantigatisk models were developed for the
different components of Apollo (the command modthe, moon lander and the Saturn V
rocket) to determine if these goals could be medljk2001]. As described in the previous
section, the theoretical basis for applicationsetifibility methods in risk assessment of
complex systems had by then (the 1960’s) just loeseloped. However, data to populate
guantitative models was simply non-existent. BeeaAsollo was still very much in the
design stage, and due to the time pressure to Kegetedy’s goal (and also to beat the
Russians in the race to the moon) NASA fell bacKaoniliar qualitative risk methods, in
particular FMEA. Individual components were anatydettom-up, and those that could
put the mission at risk were put on a Critical Itkist (CIL). Abundant personnel and test
facility resources were available to ensure thahesitical item was properly addressed.
The success of Apollo and the subsequent (ingiatcess of the Space Shuttle made
NASA fully comfortable with the FMEA/CIL approach.was only after the accident with
the Space Shuttle Challenger in 1986 [Shayler 2@66]the subsequent accident
investigation report [Rogers 1986] that probabdisisk assessment methods were (re)-
introduced at NASA. The methods used were similahose in the nuclear industry, i.e.
combinations of fault trees and event trees. Yetehvas still much resistance. It was stated
that the money spent in quantitative safety anslysuld be better invested in improving
the system directly. Because of the many assumgptlmat had to be made in the models,
the results of the analyses were considered todsubjective to be used for decision

%54 believe that this nation should commit itselfachieving the goal, before this decade is
out, of landing a man on the Moon and returning kafely to the Earth.”, John F.
Kennedy, 25 May 1961, “Urgent National Needs” speteca Joint Session of Congress in
Washington DC.
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support [Paté-Cornell & Dillon 2001]. Endorsemergwg when probabilistic risk models
had been used for safety assessments of Shutllegpay(such as the Galileo and Ulysses
spacecraff) and had produced results that were favourablleet@rogram (the
consequence of the results was that the launched pooceed on schedule). Following the
accident with the Space Shuttle Columbia in 2008 accident investigation board
concluded that the Space Shuttle program hazafgsssmavas performed on components
and elements, but was not required on the Shugtiewehole. Since it was designed for
bottom-up analysis, it could not effectively suppbe kind of top-down hazard analysis
that was needed to inform managers on risk trendg@identify potentially harmful
interactions between systems. The Board thereéme@mmended to conductegrated
hazard analysis, i.e. not only anticipating failoredes of individual components but also
considering the components integrated into a Bytstem and working in concert
[Columbia Accident Investigation Board 2003]. Prbitiatic safety analysis has now been
adopted as one of the decision support instrunfentie management of the Space
Shuttle, the International Space Station and sameamned missions. The most important
issues that require further attention are the fi@edn overarching model, consistency in
the choice of methods, analytical depth and thetitnent of data [Paté-Cornell & Dillon
2001, Fragola 1996].

6.3. Offshore industry
The world’s first formal requirement for probabiicssafety analysis in the offshore
industry was by the Norwegian Petroleum Directonatiheir ‘Guidelines for a safety
evaluation of the platform concept’ of 1981. Thalgses initially focused on the
availability of safety functions such as escapaasand shelter areas, but were later
extended into total risk analysis. From 1990 onwdhe Norwegian Petroleum Directorate
required operators to manage safety systematiaadlpg probabilistic risk assessment
methods as a tool and defining their own safetyeti@rand risk criteria [Brandsaeter 2002].

Developments in the UK were roughly similar. Prabstic risk assessments methods were
applied from the 1980s onward, but only to spe@Bpects of the design of offshore
installations. Like in the nuclear power industndan manned spaceflight, it was a major
accident that led to a more prominent role for dtative risk analysis: the Piper Alpha
disastet’. Lord Cullen’s Report on the Public Inquiry inteetPiper Alpha disaster, issued
in 1990, recommended that the operator or ownewefy offshore installation should be
required to prepare a Safety Case, which shoulddeddentification and assessment of
the risks of major accidents, and submit it foregetance by the HSE [DNV 2002a]. The
use of risk assessment in the offshore industryfiuay established in the 1990s,
particularly in the UK where many aspects becanhgestito full risk assessment, notably

“8 The objective of Galileo was to explore the plahgiter. It was launched on October
18, 1989, from the Space Shuttle Atlantis [Melt2@07]. Primary mission of the
unmanned Ulysses spacecraft is to investigate piep®f the heliosphere as a function of
solar latitude. The craft was launched on Octohd980, from the Space Shuttle
Discovery [Forsyth et al 2002]. Both spacecraftdugesmall amount of plutonium-238 as
fuel, and the possibility of accidental releasglotonium into the atmosphere following a
launch mishap was a cause of great concern.
*"On July 6, 1988, a fire and subsequent explosionsmpletely destroyed the Piper Alpha
oil production platform. The fire, resulting from ail condensate leak, affected and melted
the gas pipes, which then caused the explosiotstahof 167 people died making it the
world's worst offshore oil disaster.
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the Temporary Refu§®assessment which was mandated to be analysed@samgitative
Risk Assessment. The specific tool of QRA was thitgesct of criticism in a HSE
commissioned survey as to the effectiveness otatioffshore regulations. The technique
was considered too mathematical and there wasficigaf agreement within the industry
and the HSE on how to use the results of QRA. Nbetrss, HSE's Guide to the Offshore
Installations (Safety Case) Regulations 188pates [HSE 1998]: “The evaluation of risk
should involve both a qualitative and quantitatiygroach. Where relevant good or best
practice is clear, the balance should be in faedgualitative arguments to show that the
risks have been properly controlled. Where relegaod or best practice is less clear,
appropriate support from quantitative arguments lvélnecessary”. Similarly, the UK oil
and gas industry has developed a framework totagsisrelated decision making (Figure
12), which helps decision makers choose an apm@tpbiasis for their decisions. The
framework takes the form of a spectrum of decisiases, ranging from those decisions
dominated by pure engineering concerns to thoseendmmpany and societal values are
the most relevant factors. The concept is not ertlite risk informed regulation in the
nuclear power industry. This approach shows thahtjtative risk assessment has a major
input to the types of decisions that involve someautainty, deviation from standard
practice, risk trade-offs, etc.

Increased significance to the decision making process iai
g gp o Decision context type

Ll

Good
Practice

Nothing new or unusual
Well understood risks
Established practice

A *  No major stakeholder
implications

Codes &
Standards

Engineering
Judgement]

Lifecycle implications
RiSabaeed e Some risk trad_e—offs
Some uncertainty or
deviation from standard
B or best practice
Significant economic
implications

analysis, e.g.
QRA

Very novel or challenging

Strong stakeholder views

and perceptions

Significant risk trade-offs
C ¢ Large uncertainties
Values *  Perceived lowering of
standards

Company Societal

Values

Figure 12: Risk-related decision support framew@kurce: [UKOOA 1999].

8 A Temporary Refuge is a specially designated arehoard every offshore oil and gas
production platform which is designed to ensure pleaisonnel can muster in safety for a
period of protection while an incident is beingess®d and a decision taken on whether or
not to abandon the installation.
*9 The Regulations implement the central recommeadatf Lord Cullen’s Report that the
operator of every offshore installation should prepa Safety Case.
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Techniques that have been used in the offshoresindfor estimating the frequency of
occurrence of failure causes include historicaldsrt frequency data, fault tree analysis,
event tree analysis, simulation, human reliabaitalysis, expert judgement and Bayesian
analysis [DNV 2002a]. Historical accident frequeniata is the basis for most quantitative
safety analysis in the offshore industry.

6.4. Process industry
On June 1, 1974, in a chemical plant in Flixborqudl, a crack in a temporary bypass
pipe caused the accidental release of a vapoud dbayclohexane. The vapour cloud
exploded, as a result of which 28 people wereilkster this disaster it was
recommended that some method should be developkdsad to estimate realistic
accident consequences and to associate these testiwith a probability [Ale 2005]. On
November 17, 1975, an explosion occurred at the D@iks in Beek, the Netherlands,
due to the accidental release of propane gas. Wene 14 fatalities and many injuries [Ale
2005]. Then in 1976 a vapour cloud containing dioxas accidentally released from a
chemical plant near the town of Seveso in Italyrdivan 600 people had to be evacuated
and as many as 2000 were treated for dioxin paigprihese accidents motivated the
development of Council Directive 82/501/EEC [EC 2P8n the major-accident hazards of
certain industrial activities, better known as Seveso Directive. For the prevention of
major accident hazards involving dangerous substgrthe European Commission issued
the so-called Seveso | and later Seveso Il Direciiihe Directive prescribes that plant
operators need to establish a Safety ManagemetarSybkat must address identification
and evaluation of major hazards, adaptation andeimgntation of procedures for
systematically identifying major hazards arisingnfrnormal and abnormal operation and
the assessment of their likelihood and severity {2G6].

Because it was known that the results of risk aislsnay vary considerably depending on
the methodology used and the assumptions undermgnalysis, national and
international guidelines to standardise the appgreatave been developed, like for
instance the Guidelines for Chemical Process Quading Risk Analysis [CCPS 1989]. The
Dutch government made an attempt to standardisen¢fieodology for risk analysis of
sites involving flammable or toxic substances. Methto calculate probabilities were
published in the ‘coloured books’; methods for aédting probabilities in the Red book,
methods for calculating consequences in the Yeboek, methods to calculate damage in
the Green book and guidelines for performing risélgsis in the Purple book. But results
of a benchmark study [Ale et al 2001] showed ttiapending on the interpretation and the
method used, differences of up to one order of ritag@ were still being obtained. The
Dutch government therefore decided on a prescineldunified calculation method.
Safeti-NL, developed by DNV in London, was seleasdhe package for determining
whether the operator complies with criteria fordhparty risk.

6.5. Rail transport
Historically, safety in railway companies was magdfrom a technical and rule-based
point of view. The main focus was on reliabilityinfrastructure and rolling stock and
technological solutions for the prevention of ‘humeror’ and a system of rules and
procedures that eliminated (in theory) the needrnfdependent decision making by
operators in the field [Hale 2000]. The privatisatof railway companies that occurred in
several countries in Europe in the mid-nineties tiedEuropean Commission’s policy to
encourage liberalisation of the railway industryoass all EU member states resulted in
significant changes. Railway infrastructure, traffontrol, maintenance, etc., were
separated and became the responsibility of indalidampanies. Competition, which
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previously did not exist, started to play a rolerfBrmance requirements, including
requirements for safety performance, were introdugeeuropean and national
regulatiort’. Unlike the nuclear power or offshore industrymanned spaceflight there was
no single major accident that forced regulatoryunements, but accidents are also in the
railway industry a driver for change, for instartice recommendations for changes to the
regulatory requirements for railway safety setlmut.ord Cullen [2001] in the inquiry on
the accident at Ladbroke GroveThese changes also led to a different approachrts
safety management. Prorail, a provider of raildsfructure in the Netherlands, has
developed a safety management system [Heimpla&tBersch 2006] that is based on the
quality control cycle [Deming 1990]. Safety perf@ante is measured with the use of a
monthly updated database of accidents, inciderto#rer safety related parameters such
as audit results [Wright 2006]. Safety critical peeses were also defined. (Causal)
modelling is used to identify likely system factarselements which could be considered
as precursors to future accidents. According tdteh policy for rail safety (Tweede
Kadernota voor de veiligheid van het railvervoeNederland), all design plans and
resolutions on rail transport should explicitly atve safety. Preferably, this should be done
by means of an Integral Safety Plan or a Safetgas a European level, the European
Railway Safety Directive [EC 2004] is aimed at enrsyithe development and
improvement of safety on the European Communitgilsvays and improved access to the
market for rail transport services. According te tirective, common safety methods
should be gradually introduced to ensure that b ldgel of safety is maintained and, when
and where necessary and reasonably practicableowegh. ‘Common safety methods’ are
the methods to describe how safety levels and eehient of safety targets and compliance
with other safety requirements are assessed byraltihg and defining the following:

* Risk evaluation and assessment methods,

» Methods for assessing conformity with requiremémtsafety certificates and

safety authorisation,
» Methods to check that the structural subsystentiseofail systems are operated
and maintained in accordance with the relevanttisdé@equirements.

In line with the tradition in the rail industry,drfEU directive still puts much emphasis on
compliance with regulations, but the gradual intretébn of risk assessment methods is
otherwise similar to what is happening in otherustties as described previously.

6.6. Health care
The health care industry is interesting to competi aviation and rail because these
industries are all responsible for managing thetgadf their ‘customers’, i.e. patients and
passengers respectively. This is a marked differevith e.g. the off-shore industry where
safety is to a large extent synonymous to occupatisafety and third party risk. As in air
transport, customer safety is the main driver &ety improvement in the health care
industry, rather than occupational safety. Butetisralso a different risk dynamic. The
choice for a patient is often certain death nowassible life later, which is the reverse that

0 For example, the ‘Tweede Kadernota voor de vediiglvan het railvervoer in
Nederland’ of November 2004 states a goal of leas 1.5 passenger fatalities per 10
billion passenger kilometres.
1 On 5 October 1999 at Ladbroke Grove junction, abea miles west of Paddington
Station, London, there was a head on crash atdgighd between trains operated by
Thames Trains and First Great Western. This catieedeath of 31 persons including both
train drivers, and inflicted injuries, some of theritical, on over 400 other persons.
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airline passengers face. A complicating factordnsiderations on health care safety is the
fact that it is even less tangible than air tramspafety or nuclear safety. We use the words
‘health care risks’ for injuries resulting from adical intervention, but not for those due to
the underlying condition of the patient. In trandption and other industries, safety is
usually ‘measured’ by the numbers of dead and égjubut measuring the safety of the
health care industry is not so straightforwardiéPas in hospitals are already ‘severely
injured’ and some patients will die even when thegeive ‘safe’ health care. Whether or
not such deaths apgeventablds often difficult to determine. If a patient hmigrgery and
dies from pneumonia he or she got postoperativelguld be the result of poor hand
washing by the surgeon (preventable). But the patieuld also have carried the infection
already before the operation where the surgeryresulting weakening of the immune
system allowed full development of the pneumond (r at least less preventable). This is
one of the reasons why data on health care safetyifficult to obtain, and are at best
estimates. This may also be one of the reasonsowdbabilistic risk assessment is not
commonly performed in the health care industry. ¢@isal models are routinely and
successfully used, not for safety assessment bdidgnostic analysis. Bayesian Belief
Nets (see section 7.2.2) are very suitable forrdatic analysis, as the models take
advantage of the ability to update the model wheseovations have been made. The
representation of the models as influence diagliarmsnsidered to be helpful when
communication among experts of probabilistic relaghips is important [Burnside et al
2006, Owens et al 1997, Onisko et al 1999]. Thedatbservation is a relevant lesson for
causal modelling of air transport safety. A causatlel can indeed be a tool for
communication, not from the government to the galngublic, as the Dutch Ministry of
Transport initially envisioned (see Chapter 4), foutcommunication amongst experts.

Health care safety: Going to a hospital is as riskgs going to the Moon.
The estimates that we have paint a sombre pictéirthe safety level of health care.
According to Corrigan et al [2000], the probabildy death due to preventable injuries
resulting from medical intervention in U.S. hosfstan 1997 was approximately 1 in 1,000
hospitalisations. This death rate per exposurejisvalent to the safety objective set by
NASA in the 1960’s for crew loss in spaceflights ttte moon and three orders pof
magnitude worse than that in commercial aviatiothernuclear power industry. According
to Amalberti et al [2005] the failure of the heatthre industry to achieve a level of safety
that is comparable with commercial aviation and rinelear power industry is caused by
the culture of safety. The health care industrghiaracterised by chronic shortage of staff,
systematic overtime working, overloaded work schesiand excessive fatigue on the job
[Van der Heijden 2006]. Surgeons have the statdssalf-image of a craftsman rather than
adopting a position that values equivalence ambai tanks. In the early days of aviatign,
pilots also had such a ‘craftsman’ aura. This image maintained by ‘heroes’ such as the
crew of the KLM Douglas DC-2 ‘Uiver’ that won theohdon-Melbourne race in 1934
[Nater 1983], but disappeared when air transparab® a mass product and passengers are
now accustomed to the notion that all pilots aneiejent to one another in their skills. |n
modern surgery, such ‘craftmanship’ still exist.stérical and cultural precedents and
beliefs on performance and autonomy have resultechiattitude to obtain a specified high
level of production, no matter what it takes. Thevllevel of safety does not arise from
incompetence but from the experts who challengebthendaries of their own maximum
performance [Amalberti et al 2005]. The failureaitcept that there are limits to maximym
performance is one of the barriers that prevergshialth care industry from achieving
‘ultrasafety’.
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6.7. Conclusions for this section
The purpose of most risk models in other indusisgeimarily to be able to conduct
probabilistic risk analysis of the system includieghnical elements as well as human
operators and management systems. Inclusion of imamé organisational factors in the
models is considered essential because they hstveray effect on safety and are, to some
extent, easily influenced by managerial decisions.

The way in which probabilistic risk models wererattuced in the nuclear power industry,
manned spaceflight, and the oil and gas industtgvied a similar pattern. Traditionally,
risk assessment methods were deterministic andtajiiad. Probabilistic risk analysis
methods were occasionally applied but were not bgesveryone as an improvement over
the traditional methods. Lack of data to populhterhodels, lack of transparency and
failure to adequately represent human and orgamigdtperformance were mentioned as
weak points. However, almost within a single decseleeral major accidertgesulted in
regulatory changes that forced the introductioprobabilistic risk models for system-wide
analysis. Even then it was a slow process, armbk & long time to develop methods and
models that are considered acceptable. It is resedrnhat these methods should not be
used as a substitute for the traditional approadhdsas a complement. Traditional
approaches are fail safe design and ‘defence ithjejetailed regulatory requirements to
assure safety and applying competent judgemergtermine that a risk is acceptably low.
A probabilistic, model based approach allows regm&gtion and analysis on dependencies
and interactions among system components, incluaimgan operators. A probabilistic
model based approach can identify possible flavtkerfail safe design or defence in depth
concept, (e.g. generated by common cause failuites)y be used in cases where detailed
regulatory requirements are absent but insteathattaafety level is posed, and it is
informative when the complexity practically prevettie application of ‘competent
judgement’ for safety analysis. The combinatiomnjeélitative, deterministic and
guantitative probabilistic methods allows risk infeed regulation and decision-making.
Yet there is still sometimes resistance, when pebplieve that the money spent in
guantitative safety analysis could be better ireed gt improving the system directly.
Because of the many assumptions that have to be mable models, the results of the
analyses are at times considered to be too sugetctibe used for decision support. It is
only when people realise that there are no alteestthat current decision making is even
more subjective, and that complex integrated systemuire systematic and consistent
analysis, that people come to appreciate the \afleausal risk models. Traditionally,
probabilistic risk models take account of techngatems and human operators but do not
include an explicit representation of the possilripact of organisation and management
on safety performance. It is generally recognibed drganisational factors should be
included, but analysing and modelling the compiegibf a human organisation has proven
to be a difficult task (see section 9.2 for a meleborate discussion on this topic). To get
rid of the variation in results of risk analysisetmethod to be applied is sometimes
prescribed in regulation.

Based on these experiences it could be expecteahtieduction of causal risk models in
air transport will be similarly jerkily and it caake decades before the industry has fully
accepted the use of quantitative risk models, ¢veagh risk models are, for some specific

*2|n the process industry is was the Seveso calat®y6), in the nuclear power industry
it was the Three Mile Island accident (1979), immed spaceflight the Challenger
explosion (1986), and in the oil and gas indudteyRiper Alpha disaster (1988).
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problems, already well accepted in air transpant ifistance the ICAO collision risk
model, see section 4.3.6). Data to populate thesintrdnsparency of the models and the
representation of human and organisational inflasraze important to promote and
support the development. It is also essentialategtom the outset that the models should
be used as a complement rather than as a replatefanrent practice. The use of
diagnostic models in the health care industry destrates that such models are indeed
suitable instruments for communication among expentprobabilistic relationships and to
provide a coherent representation of domain knogdaghder uncertainty.
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Chapter 7. Modelling

A causal risk model is a mathematical object. it ba regarded as being composed of a
representation scheme or conceptual model and putational engine. Several methods
exist that can be used for model representatichttzese all have different mathematical
properties and limitations. This chapter addretfsegsharacteristics of the most important
and most frequently used modelling techniquegatltswith a definition of a causal model
as adopted in chapter 3. The relevancy of the megeesentation is discussed. The
relevant modelling methods are described, includifigief overview of strengths and
weaknesses. The information is then used to dremnalusion on which modelling
technique or set of techniques is most suitable¥@ation causal risk models by comparing
their (mathematical) properties with the causal eiedquirements.

7.1. Model representation
According to the definition adopted in section &'Gausal model & mathematical object
that provides an interpretation and computatiorcafisal queries about the domdalles
& Pearl 1998]. What does this mean? First, a causalel is anathematicabbject. This
means that building causal models will inevitaldguire some mathematics. But it does
not necessarily imply that the output of the madejuantitative. Second, tlikwmainmust
be specified. In our case the domain is aviatidetgabut obviously this domain, or the
scope, must be defined more strictlyl hird, the model provides amterpretation It is just
one way of looking at reality; there may be otttbeg are different without being
necessarily wrong.

The causal model definition of section 3.7 alsoliegpthat a causal risk model can be
regarded as being composed of a representatiomscbeconceptual model and a
computational engine [Van Waveren et al 1999, Laletal 2000]. The representation
scheme is the interface between the computatiorgahe and the user of the model. The
representation scheme is the primary means of canwating the model to the outside
world [Van Waveren et al 1999]. Many users will aed) the representation scheme as ‘the
model’. The representation scheme must therefombwrehensive and, most
importantly, transparent without being an oversifigation. Representation schemes can
be useful for verification of the model’s intermansistency, its applicability to the actual
system being modelled and as an aid to the modgdliacess itself [Labeau et al 2000]. In
a classical probabilistic risk assessment the sgprtation scheme consists of accident
scenarios in the form of of Event Sequence Diagranasfault trees. This representation
was selected in the WASH 1400 study (see the seoticmuclear power, 6.1) and also in
NASA'’s software tool for quantitative risk assessirf&roen et al 2006]. The
accompanying computational engine is mathematicathple, combining only Boolean
algebra and basic probability theory. The pricé k@ to be paid for this are the
simplifications and compromises which need to bderta represent reality as a static
series of Boolean expressions. To overcome thigdtion other methods have been
developed that are more complex than fault tredseaent sequences and are

%3 E.g. military or civil aviation, commercial or n@mmmercial, primary and/or subsidiary
processes (see also Appendix B).
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computationally more intensive. A drawback of thadeanced methods is that the
corresponding representation schemes do not alpraysde an intuitive understanding of
the scenarios (see for instance the sections oadtay belief nets and Petri nets in this
chapter). The classical fault tree / event sequdragram approach on the other hand is
self-explanatory'.

The representation schemes of models used foysadeessments of nuclear powerplants
are, at the highest level of abstraction, relagiwaple. This is achieved by the
methodology (event sequence diagrams) and by aidmat or physical decomposition.

The top level of the model represents only top ll&wections or physical components.
Compared to the aviation system, a nuclear powetrjgdaa simpler system. It has only a
few inherent classes of design features that wilkit working, and a few that will cause
problems. The fundamentals involved (in accidernhacios) do not exhibit many feedback
loops or multiple paths for recovery. In comparisath a nuclear powerplant, the aviation
system has more design features that keep it wgikidl that can cause problems, and
there are more feedback loops. The greater raleedfiuman operator (pilots, ATC
controllers, maintenance technicians) and thearattions is one of the main causes of the
greater complexity. Because of this greater conitylethere may be a need for a second
high-level decomposition of the aviation systemtHa probabilistic risk assessment for the
Space Shuttle, a second decomposition is madensidering the mission time-line and
distinguishing the various operational phases efsthuttle (ascent, orbit, descent) [Groen et
al 2006]. A similar approach in air transport woblkela break down into flight phases: taxi
out, take-off, climb, cruise, descent, approacahdiag, taxi in and standing. But the
operational phases of the shuttle and the phadégldfof an aircraft are not independent.
Hazards that originate in one phase may creatkarria later phase. An example is the
accident with the Space Shuttle Columbia; a faitlwgng launch resulted in a catastrophe
during re-entry 17 days later (see infobox SpaagttehColumbia accident). Whenever a
decomposition is made, a mechanism must be in pietekeeps track of all possible
dependencies between components. A modelling mettaddllows easy handling of such
interdependencies between decomposition elemedtsigable.

Space Shuttle Columbia accident
The Space Shuttle

The Space Shuttle consists of an Orbiter, an Eatdrank and two Solid Rocket Boosters.
The External Tank and Solid Rocket Boosters arg aeéd during launch of the vehicle.
The External Tank accommodates 543 aif liquid oxygen and 1458 fnof liquid
hydrogen. In order to keep the super-cold prop&lfiom boiling and to prevent ice fro
forming on the outside of the tank while it isisitt on the launch pad, the External Tank
covered with a one-inch-thick coating of insulatiogm.

1)
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The accident
Mission STS-107 was the 113th in the Space Shptdgram and the 28th trip into space
of the orbiter Columbia. Launch occurred at the ey Space Center, launch pad 39A, on
January 16, 2003. Approximately 82 seconds aftendh, pieces of foam came off the
External Tank and damaged the left wing of Columfdiae orbiter was at an altitude pf
65,860 feet, travelling at Mach 2.46 at the timempact. The impact had no immedigte
consequences, the launch was otherwise unevenduCalumbia reached its planned orbit.

> While a fault tree is self explanatory, this does necessarily mean that it is also correct.
Correctness should be tested as part of validéGbapter 10).
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While Columbia was on-orbit, there was no indicatiof damage from the ascent foam
impact. After a successful 17 day scientific missithe crew of Columbia prepared the
spaceship for deorbit, reentry and landing. Colardiccessfully completed the deorpit
burn over the Indian Ocean but during reentry tmage in the wing leading edge allowed
hot gas intrusion onto the wing structure leadiog eixtreme heating and eventual
deformation of the left wing. While travelling aD@,700 feet and Mach 18, complete
vehicle break-up occurred and all 7 crewmembersewidhied [Columbia Acciden
Investigation Board 2003].

The representation scheme is basically only a pacflhe computational engine is the
translation of this picture into mathematical eguat and operations, allowing the user of
the model to perform analyses like sensitivity gsil or cut set identification. Because the
computational engine is a (large) set of matherabé&gpressions it is not transparent to
most engineers and safety managers. A softwardghiabtombines the function of the
representation scheme and the computational eimgtherefore essential. Such a tool will
also make configuration contrglvery important for complex models, a little lekficult.

7.2. Modelling techniques
This section provides a brief overview of technigjtieat can be used for causal risk
modelling. The basic characteristics of the mettarédsdescribed and compared with
requirements for use of a causal risk model awveerin previous sections. The intention of
this section is not to provide an exhaustive owemof available methodologies, but rather
to describe the relevant and valuable ones thatwarently being applied in aviation risk
modelling. These methods are used or proposeci€@H&TS model [Ale et al 2006, 2007,
2008], Eurocontrol's IRP [Perrin et al 2006], théA-causal model [Mosleh et al 2004,
Roelen et al 2008], TOPAZ [Blom et al 2001, 20080&] and NASA'’s Aviation System
Risk Model (ASRM) [Luxhgj 2004]. A more exhaustigtescription of techniques is found
in Labeau et al [2000], Bedford & Cooke [2001], Rmye & Van den Bliek [2002] and
Everdij [2004].

7.2.1 Boolean Trees
Fault trees
A fault tree is a graphic model of the various flafand sequential combinations of faults
that will result in the undesired event. The undEbsevent constitutes the top event in the
fault tree diagram. In fault tree analysis an uirédsstate of the system is specified and the
system is then analysed in the context of its @mvirent and operation to find all credible
ways in which the undesired event can occur [Vestbl 1981]. A fault tree is composed
of a number of symbols, see Figure 13.

Fault trees are used to identify combinations afigonent failures or human errors that can
lead to an undesired event (top event), which @a bystem failure, a component failure
(if regarded as a subsystem), a loss (degradaifdapction, a human error, etc. The
technique is preferred when combinations of faduaee expected. The logic in fault trees is
binary. Events (faults) either occur or not andrfehematical operations are in essence
very simple.

%5 Configuration control is the process for the prsgipreview, acceptance, implementation
and documentation of changes to the model.
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BASIC EVENT - A basic initiating fault requiring no further
development

INTERMEDIATE EVENT - A fault event that occurs because of one or
more antecedent causes acting through logic gates

UNDEVELOPED EVENT — An event which is not further developed
<> either because it is of insufficient consequence or because

information is unavailable

AND gate - Output fault occurs if all of the input faults occur

OR gate - Output fault occurs if at least one of the input faults occur

Figure 13: Basic Fault Tree symboSource: Vesely et al [1981].

A fault tree is quantified by establishing the pabliity of occurrence of the base events.
Once those are defined the probability of the tegnécan be calculated. The great
advantage of the method is that a very simple fsetles and symbols provides the
mechanism for analyzing very complex systems [Brick999]. One of the characteristics
of a fault tree is that safety influencing facttdrat occur much before the occurrence of the
top event (sometimes referred to as latent faendsoften management/organisational in
nature) are located deep in the tree structurprdatice, this means that in order to capture
these factors in the fault tree, the tree mustdparded enormously. Beyond about 5 or 6
levels of a fault tree however the events are @xfaed very strongly by many to many
influences of common mode factors such as competgmocedures, maintenance, etc.
This leads to a combinatorial explosion of thegr&&omputer power can also not solve this
problem, since the assumption in fault tree logithat branches are independent events
(i.e. not linked by common cause). Currently thenso definitive solution for the handling
of common modes in a fault tree. Hence the breattowgn of the fault tree must stop at the
level where common mode influences start. The etésrat that level must be linked to the
most important common modes through an interfatle another sort of model. Another
drawback of Fault Trees is that they are parti¢ylanited for portraying dynamic aspects
and iterative loops.

Event trees and Event Sequence Diagrams

An event tree (Figure 14) represents the possilllseguence sequences of a hazardous
situation or event, called an initiating event. Toastruction of an event tree begins with
the specification of an initiating event. The foliog levels of the tree describe the working
of safety systems that are able to counteractyezamr mitigate the effects of the initiating
event. For each safety system, there are two bearichthe tree corresponding to success
or failure of the safety system. An event tree loamparticularly helpful for developing
counter measures to reduce the consequencesiofttating event.
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Safety Safety Safety
system1l system?2  system 3
Initiating E E

success Consequence 1
event

success Consequence 2

Consequence 3

Consequence 4

Figure 14: Event tree

To quantify event trees, the likelihood of occunernf the risk initiating event as well as
the failure and success probabilities of the safgsfems are needed. Because fault trees
are often used to provide the failure probabilibésystems, and because they both use
Boolean logic, fault trees and event trees arelaglguicombined.

An Event Sequence Diagram (ESD) (Figure 15) ipaesentation of an event tree which
distinguishes different types of events. The egenuence starts with an initiating event
such as a perturbation that requires some kindsgfanse from operators or one or more
systems [Stamatelatos 2002]. Along each path, giestents are identified as either
occurring or not occurring with paths leading tfetent end states. Each path through the
flowchart is a scenario.

Initiating Pivotal | Y¢S [ Pivotal | ¥&S
event event event
no no

»<End state

Figure 15: Event Sequence Diagram

Conditional operators can be included to repredifarent outcomes depending on
whether the condition is met or not. Figure 16 shibypes of events and condition in an
ESD and their iconic representation. Intentionathg building blocks of the scenarios are
kept broad and generic to cover many ‘similar’ &itons. The detailed specific or possible
causes or contributing factors of these eventsatréirectly of interest at the scenario
level. Event Sequence Diagrams are often combintdfault trees. In practice, Event
Sequence Diagrams are typically used to portraptbgression of events over time, while
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fault trees best represent the logic corresponttirie failure of complex systems
[Stamatelatos 2002]. Fault trees are then usedttehinitiating and pivotal events in
Event Sequence Diagrams in sufficient detail. Titgaiting and pivotal events in the Event
Sequence Diagram are the top events in the fadstinitiating events can then be
regarded as the centre of a bow-tie diagram thednsetimes used to represent accident
sequences, see for instance Roelen et al [2000afigare 17. The left hand side of the
bowtie represents the causes of the initiating gtka right hand side the effects of the
initiating event. This makes the bowtie represémmataluable for analysis of risk
prevention measures, which will be representeterigft hand side, and risk alleviation or
mitigation measures, which will be representecharight-hand side of the bowtie.

Initiating event: The first event in an
ESD which initiates a sequence of events
terminating in an end state.

yes Pivotal event: An event which has two
outcomes, typically ‘yes’ and ‘no’,
corresponding to event occurrence and
non-occurrence.

no

End state: It is the terminating point of
an ESD scenario. An ESD can have
multiple end states.

Comment box: Used for providing
information regarding the development of
the accident sequence.

Figure 16: Types of events in an ESD and theiricoapresentation.
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End states

Initiating
event

—H

Fault Tree Event Tree
Proximate causes Accident scenarios

Figure 17: Bow-tie schematic

7.2.2 Bayesian Belief Nets
A Bayesian Belief Net (BBN) (Figure 18) is an adégdirected graph in which nodes
represent variables and connecting arcs repreeeditonal dependence. Acyclic means
that it contains no path from a variable backgelft Conditional dependence is the
mathematical equivalent of ‘causality (see alsdier@.2). It is expressed as conditional
probabilities, which thus quantify the strengthtd causality in the model. A high
conditional probability refers to strong causalaylow conditional probability indicates
weak causality. ‘Bayesian’ refers to Bayesfgrobability theory which is used to explore
causal relations.

Figure 18: Bayesian Belief Net schematic

*® Thomas Bayes (1702-1761) was a British mathenaatisiho developed a solution to the
problem of ‘inverse probability’. It was publishedsthumously and is now known as
Bayes’ Theorem.
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Bayesian Belief Nets are convenient tools for mghiierences about uncertain states
when limited information is available, and are #fere frequently used for diagnosis, with
for instance applications in medical science [Jeri€95]. But the use of BBNs is not
necessarily restricted to diagnostic models; tryalso be used instead of fault trees and
event trees in a quantitative risk assessmentadiiiantages of a BBN over a fault tree is
that it allows multi valued variables instead afdoiy events as in a fault tree, local
dependencies among components instead of theaddassumption on fault trees that
events are statistically independent and soft étézns among component behaviour
instead of deterministic AND/OR interactions asiifault tree. Experience has also shown
that BBNs are an attractive modelling tool in whibe user readily recognizes his problem
[Roelen et al 2004b]. The graphical problem repreg®n is also the user interface with
which the user can do ‘what if analysis. BBNs comearious colours and shapes. For the
purpose of this research, discrete BBNs and digtdh free continuous BBNs are
described in more detail because both have begroged for use in causal risk models for
air transport.

Discrete BBN

In discrete BBNSs, the nodes represent discretabkes, e.g., ‘true’ and ‘false’ or ‘bad’,
‘medium’, ‘good’, or ‘1’, ‘2", '3’, ‘4’, and ‘5’. Conditional probability tables specify the
dependencies between nodes. The main drawbackatth BBNs is the excessive
assessment and maintenance burden. The numberlatylities that must be assessed and
maintained for a child node is exponential to thenber of parents. If a given node X has

K parent ‘influences’ where each influence origesafrom a chance node with M possible
outcomes, then the conditional distribution of Xanbe assessed for each of th& iNput
influences. This exorbitant burden can only be ceduby grossly coarse-graining the
outputs from nodes and /or introducing simplifyagsumptions for the compounding of
influences. In practice, chance nodes are oftenictesl to two possible values, just like in
fault trees [Kurowicka et al 2005]. Discrete BBNe aot very flexible with respect to
changes in modelling. If we add one parent noda) the must do again all previous
guantification for the children of this node. Iflcid modelling environment this is a
serious drawback. We would much prefer to be abkdd a new node by adding one
number for each child node, indicating influencéhaut re-doing the previous
quantification, particularly in cases where damgparse and expert judgement is needed to
guantify the influences. This stresses some ofvekest features of discrete BBN
methodologies. To overcome these difficulties,riistion free continuous BBNs have
been developed.

Distribution free continuous BBN

Kurowicka & Cooke [2004] introduced an approaclt@atinuous BBNs using vin&s
together with copuldSthat have the zero independence property. Iraethsoach, nodes
are associated with arbitrary continuous distrifimgiand arcs with conditional rank
correlations. For non-mathematicians this wholeceptis difficult to comprehend, but it
comes with a significant advantage; the assessbueden for this type of BBN is limited
to a one dimensional distribution for each node fan@ach arc a conditional rank
correlation. Complexity is linear with the numbémparents, rather than exponential.
Elicitation procedures for conditional rank cortélas are described in Morales et al

>" A vine is a graphical model for dependent randamables [Bedford & Cooke 2002)].
*8 The copula of two continuous random variables ¥ ¥ris the joint distribution of
(Fx(X), Fy(Y)) [Bedford & Cooke 2002].
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[2008]. While distribution free continuous BBNsaescribed in Kurowicka & Cooke
[2004] and Morales et al [2008] have significantaatages, these come at a price. One
disadvantage of this method is that it fails totaegpnon-monotonic dependencies.
Dependencies that show large jumps for specifiestwld parameter values may also not
be properly captured. Perhaps the biggest disadgans the lack of transparency.
Probability distributions are more complicated tisample failure/success probabilities and
a rank correlation is not intuitive for non-matheéitians. Unlike fault trees, calculations of
even simple models are difficult to reproduce vggmcil and paper. The advantage of
course is the added functionality of these typemadels, but we should be very careful
only to apply them to those problems in which sfugfttionality is indeed necessary. This
technique was applied in the CATS model [Ale €2@07] for the Dutch Ministry of
Transport and Water Management.

Using BBNs; lessons learned from CATS

The CATS model is unique in the sense that thetiavigisk model is (mathematically)
represented as a single (large) BBN. The netwqrkesentation is very suitable for
describing the interdependencies between systemeels. This combination of system-
wide representation and representing the systemmaswork makes the CATS model a
unique and potentially powerful instrument. Buttie CATS model, the computational
engine is mathematically complex relative to thedeistructure and the data. This is the
result of the request by the Dutch Ministry of Tspart to take proper account of
interdependencies and uncertainties. This leditayussingle BBN for the model,
introducing variables with continuous distributidnsavoid a computational explosion.
Dependencies between model elements are repredsnteohditional and unconditional
rank correlations and many of these correlatioasetrieved by expert judgement using a
conditional quantile approach.

Figure 20: Dependence between variables represdntad influence diagram.

To elicit the unconditional rank correlatiof,rthe expert is asked the following:
Suppose that the variable Was observed above it§ quantile. What is the probability
that also X will be observed above itd'quantile?
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The approach for CATS was with g = 0.5 (the med&arg assuming the minimum
information copula realizing the rank correlatiamshe joint distribution. To assess the
conditional rank correlation g|.the expert is asked the following question:

Suppose that not only variable But also X% were observed above their median. What is
the probability that also Xwill be observed above its median value?

The possible answers to this question are constitdiy the answer to the first question.
For instance if the expert believes thataxd X are fully correlated this means that X
would be completely explained by,Xn this situation X cannot have additional influence
on X; and the answer to the second question cannotyikiag else but 0. In general the
upper and lower band of possible answers are fe¢@eent or easy to calculate. They
have to be calculated on-line during the elicitatio help experts avoiding inconsistencies
in their answers [Morales et al 2008]. All additdmequired conditional rank correlations
are obtained by asking increasingly ‘nested’ qoesti the final question becoming
Suppose that>and % ....and X were observed above their medians. What is the
probability that also Xwill be observed above its median value?

The nested constraints on successive conditionalgirlities make it even more complex
and requires the experts to imagine combinatioresehts which are very difficult to
grapple with, like for instance the following exaeafrom Roelen et al [2007]:

Suppose that you select 1,600,000 flights at randuppose that out of the 1,600,000 you
select 800,000 for which crew suitability is atdeaqual to its median value and out of
those 800,000 you select 400,000 for which airgyefteration is also at least equal to its
median value. Additionally suppose that out of 430,000 you select 200,000 for which
weather is also at least equal to its median vaoe out of the last 200,000 you select
100,000 for which abnormal situation is also atdeaqual to its median value. What is
your probability that in this (not randomly chosgrgol, the median value of flight crew
errors will be more than your median estimate?

Answering this question requires mental skills ilhéece, most probably, unrelated to what
it takes to be an operational expert. The apparecgssity to help the expert in answering
the questions also justifies some real concerrrdéggthis method. If the expert is not able
to provide consistent answers without help, howwarbe confident that the answers are
reliable estimates of the probabilities we wantltain? Another considerable problem is
the fact that, as the upper and lower bounds dfiptesvalues are not self-evident, there is
hardly any possibility for peer review. The valtlesmselves are difficult to interpret as
they do not provide a direct overview of the refatstrength of the dependencies.
Mathematically it is all correct, but practicallyi$ approach introduces a lot of uncertainty,
the exact size of which is unknown because therénaufficient ways to determine if the
expert’'s answer makes sense or not.

A different approach is to assume that the depeselef) say, X and %, is independent of
the value of, say, X Under this assumption we ask the experts to astinthe
unconditional rank correlation § (similar to the way described above) but the other
dependences are obtained by asking the experttimads them as a portion of the
dependence of Xand X% In this case, a single simplifying assumption le&adlsless
complicated questions. The simplifying assumptivitself creates additional uncertaitity
but because the questions for the experts becossectamplicated, the approach is much

%9 Cases in which the dependence betwegand % depends on the value of Xannot be

accurately represented. An example would bal¥rtness, Xdrug use (e.qg.

dexchlorpheniramine, an antihistamine) andh€ use of alcohol [Starmer et al 1994].
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more credible to the experts and their answers allbw peer review. This simpler
approach was adopted at a later stage in the gavelat of the CATS model.

This example shows how modelling solutions for gmeblem may create difficulties
somewhere else. This should be closely guardechéydevelopment team and requires
good coordination among the different team members.

7.2.3 Petri nets
A Petrf® net is a graphical and mathematical modelling fopHescribing and analysing
distributed systems. A directed graph structunesisd to represent a Petri Net (Figure 19).
It is composed of a set of places and transitioosnected by arcs, and an initial marking
representing the number of tokens in each platieatt = 0. Arcs are either from a place
to a transition or from a transition to a placemadelling, using the concept of conditions
and events, places represent conditions and ti@msitepresent events. In graphical
representation, places are drawn as circles, tramsias bars or boxes. The execution of
the Petri net is by means of movements of tokerengnplaces. The presence of a token in
a place is interpreted as indicating the truthhef¢ondition associated with that place.
Events in one box trigger state changes in the btxevhich it is connected by directional
arrows. The possibility of changing the systemgattaristics over time gives a Petri net
its dynamic character. When more complicated systam to be modelled with Petri nets,
extensions to the original concept have to be midws, creating high level Petri nets. The
three most important extensions are the possittditpodel multiple in- and outputs, the
addition of types of influence (illustrated by meani colour), and the addition of time by
means of time stamps.

Dynamically Coloured Petri Nets can be used toesgmt Piecewise Deterministic Markov
Processes (PDPs) [Everdij & Blom 2005]. PDPs aeduli$o describe complex continuous
time stochastic processes. A PDP consists of aadészalued component and a continuous
valued component. The discrete valued componenthadde mode process. At discrete
times, the discrete state may switch to anotheremvadlie which is selected according to
some probabilistic relation. The continuous valaethponent models the drift process as a
solution of a differential equation that dependghmndiscrete state. At discrete moments in
time, the continuous state may jump according toeseelation, which makes it only
piecewise continuous [Everdij & Blom 2005].

Figure 19: Petri Net

80 Named after the German mathematician Carl Adam.Pet
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PDPs can be used to construct models in which diietiiete and continuous variables
evolve over continuous time, possibly affected bgbabilistic disturbances [Blom et al
2001]. Quantitative analysis of the Petri net carpbrformed by Monte Carlo simulation.
An advantage of Petri nets is that the influenctnoé and process dynamics on scenarios
is captured. This is an added value when descriystems with many interactions or
feedback loops. Air transport is typically a syst&ith many interactions, e.g.
communication between flight crews and air traffimtrollers. Examples of application of
Petri nets for aviation risk assessment have detraied the power of Petri nets in
combination with Monte Carlo simulations for hamdliinteractions [Blom et al 2008].
Petri Nets in general do not provide an easy umaeding of scenarios, because the
representation is less intuitive than for instaaoesvent tree [Murata 1989].

7.3. Size, depth, complexity and uncertainty
For practice, but not necessarily scientific reasanimit must be set on the size of the
causal model and the depth of causes in the modethe attachment of common mode
influences and adaptive mechanisms. The degreetail dnd sophistication of any given
part of the model should be decided upon basedme sort of sensitivity analysis of how
much that aspect could contribute to the oversH figure. Only for major influences is
further detailed modelling worthwhile. Another eribn is that a user has to see how a
particular influence feeds to the ‘top event’. Tequired level of detail also depends on the
purpose of the model, ranging from global risk ase®ent to detailed risk management.
During development, a situation may easily ariselifich everypossiblerefinement of the
model is consideredecessarpy the modellers, thereby losing track of the nigde
intended use [LVNL 2001b]. In a peer review of asal risk model feasibility study, a
weakness of the causal risk model was describéiites quickly escalating complexities as
one attempts to improve the fidelity of the moglel{sis attribute can potentially soon
overwhelm the output of the model or the valudefautput. As a research tool, this may
not be so critical, inasmuch as skilled analyticedearchers are working with it; as it
moves toward the potential end user (i.e. the Dineof Flight Operations, the Safety
Manager, etc.) the output must be sure and sifhjglal 2002]. Developers should be
keenly aware of this and should ensure that theptexity of the model is in balance with
its intended use. A practical solution is to mdifst at a more aggregate level and add
further detail in a next step, taking account aisth elements to which the model appears to
be sensitive or areas of specific interest (e.gabse one wants to analyse the effect of
certain proposed safety measures or other meastires might compromise safety).
Essentially, stop rules for causal factor analgsésanchored to the applicable span-of-
control of the problem owner and the incident sity¢Koornneef 2000]. Another natural
point to stop detailing is at the point where onowledge of the system becomes
inadequate to properly describe the cause efftations involved, or where the available
data (through measurements, observations, or explgrement) are insufficient for
quantification. The size and depth of a causalmisklel for air transport is not significantly
limited by mathematical restrictions. Experiencéhe CATS model demonstrates that
even if a causal risk model is represented asghesBBN with hundreds of nodes with
continuous variables, this presents no insurmolmtalathematical difficulties [Ale et al
2007] and requires no more computational power #raaff the shelf personal computer
[Ale et al 2008]. Even though the development ofasal risk model involves
mathematical challenges such as the correct regtesm of dependencies and dynamic
interactions, developing a causal risk model isproharily a mathematical problem.
Developing a causal risk model is much more a gmlbf assembling all available
knowledge and data on a very large and complexesyand unravelling this complexity
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into cause-effect relations that can be assemhladmodel and presenting this information
in a useful way.

A distinct feature of the CATS model is its trulysgem-wide representation of aviation.
Other models, such as Eurocontrol’'s IRP and FAAlel for SASO (see sections 4.3.4
and 4.3.6), only represent a portion of the syg#®mV and airline operations,

respectively). Although these models are usefthair own right, a system-wide
representation in a single model is an excellent twacapture possible interactions and
most importantly to represent safety hazards tleateeated by interface problems between
different aviation system elements.

Any model inherently contains uncertainty and nofse estimate of the degree of
uncertainty for intermediate model results is reggiito correctly interpret overall model
results and also to identify those parts of the @héar which further development is
justified. It makes no sense to put a lot of effotd improving the accuracy of one part of
the model if this does not contribute to improvetwthe overall result. The accuracy of
the model results are determined by the modeltstreicthe mathematical operations being
performed ‘inside’ the model and the data usedfoufate and feed the model. A correct
balance between those three ingredients is desjriblmhakes no sense to build, for
example, a complex and detailed model structurewttere is no data to populate the
model. User requirements are important for deteimgimhat constitutes a ‘correct
balance’.

The functionality of techniques for causal modejlia inversely proportional to their
transparency; greater functionality is paired vétbs transparency. Because of the
importance of transparency, the model developersldithoose a technique (or
combination of techniques) that fits the functiorejuirements, instead of selecting a
technique with more functionality than is actuatyguired.

7.4. Time dependency
The ability to represent time as an independenabbr does not follow directly from the
user requirements. Yet the question whether otimat should be represented as an
independent variable is important because of tins@guences for the selection of the
modelling method. The main question is whether dyindehaviour is a significant factor.

A system can be termed static with respect towis&n the behaviour of the system does
not change rapidly with time. Strictly speakingg #viation system, and in particular an
aircraft in flight, cannot be considered static thoe purpose of risk analysis. The
probability of some events changes over time. Kanmple engine failure is more probable
when high engine power is selected (such as dtaikeroff). The available time for
recovery may also depend strongly on the flightsghénteractions between human
operators such as air traffic controllers and pilre also time dependent. Think of for
example the interactions between a controller apitbawhen an aircraft is crossing an
active runway. Another example of a time dependéseywear related component failure.
There are also slower changes over time, suctflagmtes from management,
maintenance and regulation.

There are two possible approaches in a risk arsalgsia system whose behaviour can
change with time. The first is a discretisatiorttf dynamic character of the system, for
example by considering short sections of an airsrifght. Failure probabilities may differ
for each section but can be considered static mahperiod. In this manner the risk
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analysis is repeated for each section of the fligrgecond and more elegant approach is
the application of dynamic modelling techniques.

Fault trees and BBNs are particularly limited forfpaying dynamic aspects and feedback
loops. ESDs can capture some dynamic characteristiaccident scenarios implicitly and
heuristically by the model developer’'s knowledgéehaf accident evolution [Labeau et al
2000, Swaminathan & Smidts 1999]. Two of the meastble computational approaches
for dynamic modelling of large scale problems asemkte dynamic event trees and Monte
Carlo simulation [Labeau et al 2000]. Monte Carhawdation using Petri Nets is also
proposed by Blom et al [2006] for accident riskesssnents in air transport. Comparison
with a static fault/event tree approach indeed gtbdifferences in the result.

Dynamic methods are more abstract and mathematicalie complex. Many engineering
disciplines are content with applying static tecfusis because they are easy to understand,
representation schemes are simple and computatgimple. However, explicit
incorporation of dynamic aspects into scenariosledld to more correctness of modelling
[Swaminathan & Smidts 1999].

Representing all rapid and slow changes over tiitl@imthe total air transport system in a
model would be a gigantic task. Existing examplesviation accident risk assessment
with support of Monte Carlo simulation, such as¢kample described in Blom et al
[2006], were limited to a sub part of the air tyamd system. The degree to which dynamic
modelling is necessary will therefore require calrebnsideration and will depend on the
type of user and type of application of the mo#fek. a system-wide causal risk model,
which is used for decision making at a strategiellea static model is for practical reasons
more appropriate. For local users who have operaltiand tactical questions, a dynamic
model may be required and dynamic modelling teascsuch as Monte Carlo simulation
should be considered. The possibility of linkingdbdynamic models with an overarching
static model could be a topic for future research.

7.5. Conclusions for this section
A causal risk model can be regarded as being coedpafsa representation scheme and a
computational engine. The representation schemie imterface between the
computational engine and the user of the model.répeesentation scheme is the primary
means of communicating the model to the outsidddvdtany people will regard the
representation scheme as ‘the model’. The repraientscheme must therefore be
comprehensive, and most importantly, transparescifeme is transparent when a simple
set of rules and symbols applies and when it igtise. Simplicity of the representation
scheme can also be achieved by a (physical, furatior other) decomposition. Whenever
a decomposition is made a mechanism must be i ptakeep track of possible
dependencies between components.

Modelling methods with a very simple set of rulesl aymbols are tree-like structures such
as fault trees and event sequence diagrams. Thdlienefore suited to provide the top
layer of the representation scheme, the levelishased most directly by the user.

However, beyond a few levels of the trees the evarg strongly influenced by many to
many influences of common mode factors. Since $isei@mption in fault tree logic is that
all events are independent events, the model neuitked at this level with another type
of model. Bayesian Belief Nets are a suitable adaitdi as they can capture dependencies
and soft interactions among component behavioug.graphical representation of a
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Bayesian Belief Net is still intuitive, althoughethules are more complex than those of a
fault tree. A BBN is therefore less transparenteWwhdynamic interactions between
components are important it becomes necessaryftashnother type of modelling
technique such as Petri Nets in combination witmddCarlo simulation. The draw back
then is that the model representation is not iivielit

The degree of detail and sophistication of the rhosfmesentation must be decided upon
based on the purpose of the model and the perfarentiat is required by the
computational engine. If the computational enginesiie able to handle
interdependencies and dynamic behaviour, a siraglifepresentation of the model via a
user interface is required to obtain transparency.

Even though a causal risk model is a mathematlgaict, developing a causal risk model is
not primarily a mathematical problem. Examples shioat proper mathematical techniques
are available and the required computer powerti€xecessive. Developing a causal risk
model is much more a problem of assembling alllakié knowledge and data on a very
large and complex system and unravelling this cexipf into cause-effect relations that
can be assembled in a model and representingitbisriation in a useful way.

The development of a causal risk model for aviasibould be guided by questions and
functional requirements from the users of the motleé model developers should use
techniques, develop (mathematical) solutions, antbghe level of detail that fits the user
requirements. The degree to which dynamic modelmgecessary will require careful
consideration and will depend on the type of usertgpe of application of the model.
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Chapter 8. Quantification

The causal risk model describes the output paraateraft accident risk, as a function of
the input parameters. Because risk is a combinafi@everity and probability, which both
imply rank ordering, it must be expressed as athaitcan at least be rank ordered. This
has far reaching consequences for both the developamd use of the model. To
understand these consequences it is necessamktonlore closely at quantification, and
particularly units and values. Especially whenrtgyto quantify ‘soft’ causal influences,
finding appropriate units is not an easy task. gecdssion on quantification is not complete
without addressing the topic of numerical accuraeg uncertainty. The credibility of the
causal model depends on the quality of the modettstre and on the sources of the
numerical data to be used and the confidence tietan have in the figures. This section
describes the most relevant sources of data fantiication of an aviation causal risk
model.

8.1. Measurements, quantities, units and values.
The causal risk model is primafilya quantitative model which expresses the level of
safety as the value of one or more physical quastiThe model consists of variables and
conditional probabilities or rank correlations wia¢ine variables describe causes and
effects and the conditional probabilities descthmestrength of the causal relationship. A
conditional probability describes the probabilifyoacurrence of a certain value of a
variable given a particular condition, e.g. thewcence of a breaching of the dykes in
Zeeland given a high sea level. The condition eaddscribed qualitatively (‘high sea
level') or quantitatively (e.g. sea level at FlusiiVlissingen) of +4.55 meter NAB.
Quantification of the probability of occurrencevafriables and the conditional probabilities
is done by using existing data or by expert opin@@fien different sources of data will
need to be combined, for instance recorded searn@a@&surements are used to determine
the probability of occurrence of a high sea legel] expert judgement is used to determine
the probability of breaching of the dykes given ltigh sea level. In these cases it is
important that the description of ‘high sea levelthe database is the same as what the
experts consider to be ‘high sea level'. When défif sources of data are combined it is
always extremely important to ascertain that theessariable descriptions and units of
measurement are used. The following definitionsrelevant [Taylor. 1995]:

A quantity is a property ascribed to phenomena, bodies, @tanbes that can be
guantified for, or assigned to, a particular pheanam, body, or substance.
Examples are mass and electric charge. A physicaitiy is a quantity that can
be used in the mathematical equations of sciendeeminology.

A unit is a particular physical quantity, defined anddd by convention, with
which other particular quantities of the same kanel compared to express their
value.

®! The heart is quantitative, but semi quantitativeualitative could be considered.
%2 This was the sea level at Flushing (Vlissingen) dfebruary 1953 when the
Netherlands’ flood disaster occurred.
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Thevalue of a quantity is its magnitude expressed as tbhdymt of a number and
a unit, and the number multiplying the unit is thenerical value of the quantity
expressed in that unit.

An example of a physical quantity is ‘sea level’igthhas the unit ‘meter’, where a meter
is defined asThe meter is the length of the path travelled gltlin vacuum during a time
interval 0f1/299,792,45®f a secondTaylor 2002]. In the Netherlands, the (arbitrary
zero-point of the scale is NAP.

Measurement has been defined as ‘the assignmeninedrals to things so as to represent
facts and conventions about them’ [Stevens 194figrQve measure because we want to
apply some statistical manipulation, and which mpalations can be applied then depends
on the type of scale against which the measurenagatsrdered. In aominalscale the
numerical values just name the attribute uniquety.ordering of the cases is implied, and
words or letters would serve equally well. Withadinal scale the attributes are rank-
ordered but distances between attributes do na hay meaning. Strictly speaking,
statistics involving means and standard deviat@amnot be used with ordinal scales,
because these statistics imply knowledge of somgtimore than the relative rank order.
With aninterval scalethe distance between attributes has a meaningogtlail statistical
measures are meaningful, except those that rethgrexistence of a true zero point. The
zero point in an interval scale is a matter of @ontion, and as a result ratios are
meaningless. Aatio scaleconsists not only of equidistant points but alseré¢ is a true

zero that is meaningful (not arbitrary) and a fi@c{or ratio) can be constructed. All types
of statistical manipulations are applicable toaatales, including logarithmic
transformations, such as are involved in the usieoibels [Stevens 1946]. Using the same
units of measurement is vital when information frdiffierent sources is combined, see the
example of the Mars Climate Orbiter and Figure 21.

Mars Climate Orbiter
On September 23, 1993, the Mars Climate Orbiter s@weduled to enter into an orbit
around the planet Mars. The vehicle had been lath&months earlier by a Delta rocket
from Cape Canaveral Air Station, Florida, but tharMorbit insertion manoeuvre failed,
resulting in a lower than planned spacecraft ttajgc As a consequence the obiter was
lost. The exact fate of the spacecraft is unknatwvas either destroyed in the atmosphere
or re-entered heliocentric space after leaving Matraosphere. The Mars Climate Orbirr
accident investigation report concluded that thesezof the accident was the failure to

metric units in a segment of ground-based navigatelated software. That software
required input in metric units of Newton secondst imstead the data was delivered|in
English units of pound seconds [Stephenson 1999].

In everyday language, we often ignore the diffeegibetween quantities, units and values.
Human beings are able to interpret descriptiorth@ialues of quantities and rank
different descriptions of the value of the samealde. If the quantity is for instance ‘sea
level’, we are able to interpret what ‘high seagléwmeans and rank it against ‘low sea
level’. In doing so, we are able to communicate plExissues in a rather effective way. A
prerequisite is that sender and receiver sharerenom context or frame of reference,
otherwise miscommunication will occur. Two piecésndormation can only be combined
when they share a common frame of reference. Whattsenall bolt’ will fit into a ‘small
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hole’ is impossible to tell unless the diametebolt and hole are expressed in a similar
unit of length. This is precisely the reason whitaihave been defined.

Population 562
Ft above sea level 2150
ablished 1951

TOTAL 4663

Figure 21: Without units things do not make muatsse

The use of standard units offers the greatesttfikityi to express the condition of variables
and is therefore preferred. But sometimes it isdggible or impractical to apply a standard
guantitative unit of measurement. For example ifweat to know the distribution of
‘sleepiness’ among flight crews during differeragets of the flight we could resort to
measurement of brain activity, but this is quitgractical. It is much easier to ask pilots
whether they feel sleepy. We then use a descripditneg scale. When developing a
descriptive rating scale it is important to provaldficientanchor pointsqualitative
descriptions that allow little room for interpratat. Key words and phrases must be easily
understood and yet sufficiently definitive so teath rating will be clearly separated from
every other rating. Particularly when expert judgelris used it is important to remove as
much ambiguity as possible. Simply providing a s¢hht runs from ‘none’ via ‘a little’

and ‘much’ to ‘very much’ will not do. An exampld a scale for sleepiness with proper
anchor points is the Stanford Sleepiness Scaledeloét al 1973]:

Stanford Sleepiness Scale

Feeling active and vital; alert; wide awake.

Functioning at a high level, but not at peak; able to concentrate.
Relaxed; awake; not at full alertness; responsive.

A little foggy; not at peak; let down.

Foggy; beginning to lose interest in remaining awake; slowed down.
Sleepy; prefer to be lying down; fighting sleep; woozy

Almost in reverie; sleep onset soon; losing struggle to remain awake.

NouorwbE

A potential problem with such a scale is the sutigeshat the difference between 1 and 2
is of the same size as the difference between Bahmdreality this may not be the case;
because it is an ordinal scale the values onlyessptt a rank order.
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A different approach for quantifying variable daptions is to select a proxy variable that
is strongly associated with the variable of inteeesl which can be quantified. An example
is the variable ‘weather’. This actually combinest@le set of atmospheric conditions
including wind speed, precipitation, cloud coverageperature, etc. For a pilot it is
important to be aware of the actual weather comafition his planned route because ‘bad
weather’ is not only uncomfortable for passengertschn also be dangerous. An exact unit
for the variable ‘weather’ does not exist but iagiice the intensity of rainfall comes pretty
close. Often intense rainfall is associated witbreg and variable winds and possibly
lightning, which all can be aviation hazards. THeme rainfall can be used as a proxy
variable for weather. Rainfall intensity can beemijvely measured in mm/day using
standardised gauge. This example also shows thraixg has boundary conditions for its
appropriateness; if we are interested in cleatuaiulencé® as part of the variable weather,
rainfall rate is definitely not a good proxy. Thiene, whenever proxies are introduced, the
boundary conditions within which they work needtodefined.

From the potential users of a causal risk modeleoarequirement to represent the
influence of composite factors such as safety mamegt and safety culture [De Jong
2006], see section 4.4. One of the main difficslties in the need to express such
composite factors in objectively quantifiable unitéhat are proper units for complex
issues such as the quality of procedures, commitofgrersonnel, non-technical skills of
pilots or safety culture? Can they be constructethat experts can consistently use them?
Proxy variables are also difficult to find as the$en reflect only one of the ‘dimensions’
of the variable of interest. The difficulty of ddeping clear anchor points for a qualitative
scale or finding relevant proxy variables is onéhef main obstacles associated with
guantifying the influences of management on acdidsk [Bellamy et al 1999].

We could strictly apply the requirements for quficaition and only allow elements in a
causal risk model that can be described usingdedihed physical quantities and units of
measurement or for which decent proxy variablesbeafound. However, many (allegedly)
influencing factors would almost certainly disappfeam the model, and some of the user
requirements would not be met. Alternatively welddocorporate such factors using less
well defined quantities and units of measurememating scales at the risk of introducing
additional variability in the model and increasedertainty in the model results. The
guestion is whether the advantages of having ttterfain the model outweigh the
disadvantage of additional variability. To answas fquestion it is necessary to estimate
the degree of variability that can be expected. idrability is introduced because, due to
the lack of properly defined units, different pemplill use different yardsticks for
measurement and ranking. These yardsticks areymasied on individual experiences and
beliefs. When a particular groups shares beliefseaaperiences, the variability within that
group is much less than the variability between imens of different groups. This can be
observed in different cultures. Within a culturabgp, even ideas on complex properties
such as, say, beauty and taste are quite congysséiared. It is very difficult, if not
impossible, to describe the beauty of the humaa éadthe overall quality of a restaurant in
objectively quantifiable units. Yet there is muansistency among people on what is
considered to be an attractive face [Zaidel & CoP@0d5, Braun et al 2001], or what is an
excellent restaurant.

83 Clear air turbulence is characterised by the atesenclouds. It typically occurs at cruise
altitudes.
113



An example of a complex issue for which a broadigegpted rating scale has been devised
concerns the quality of restaurants. The Guide Blintcontains the most influential
gastronomic rating in the world, based on ratheséodefinitions:

e Three stars: Exceptional cuisine, worth a speoiairjey.
e Two stars: Excellent cooking, worth a detour.
« One star: A very good restaurant in its catetory

Thequantityconsidered is the quality of the restaurant,uthi¢is the Michelin Star, and
thevalueis 0, 1, 2 or 3. Among the elements taken intmantare the quality of the
ingredients, the technical ability shown in thaieparation, the combination of flavours,
the creativity and the consistency of the cookind the value for money it offers. Despite
its apparent weak definition and lack of transpayethe system of Michelin Stars is well
established and broadly accepted. It has creayaddatick for a complex multidimensional
issue. The yardstick can be used and applied witsistency even without detailing all the
dimensions associated with it.

A similar rating system for, say, safety culturdlmht crew non-technical skills, would
allow an acceptable representation of it in a gtegtivte causal risk model. Several attempts
have been made for developing rating scales fetygafilture and non-technical skills, see
for instance Hudson [2003], Von Thaden et al [2083]o et al [2005], Van Avermaete
[1998] and Davoudian et al [1994]. But a ‘Guide h&tin’ in which stars are awarded to
companies that have an excellent safety culturs doeyet exist , although the airline
‘blacklist’ that has been published by the EU [HIDZ] is an attempt, albeit very crude.
And in spite of all this research the current ragjoh on flight crew licensing does not
contain an evaluation scheme of non-technicalskdine of the difficulties is that there are
hardly any data on the relation between non-teethiskills assessment and the actual flight
crew performance on non-technical skills [Van Avaate 1998]. This is because these
skills are insufficiently specified to be clearlyeasurable. They need to be tied to tasks in
order to operationalise them. In the short tertmcadly accepted and applied rating
system for non technical skills or safety cultua@mot be expected. But if we do not make
a start, we will never get anywhere, not even tovkif we have consensus now or not and
if so, built in what group(s). The only way to fiodt if proper units for these complex
issues can be constructed is to try (harder) teldpvand validate them.

8.2. The need for ratio scales
For some applications of a causal risk model anaraé using an ordinal scale may be
sufficient, for instance when comparing two possibternatives it may be sufficient if we
know which of those is the ‘better’. This does ma&an however that it is therefore
sufficient to express the model parameters witlinaddscales. Consider the following
example from Hesslow [1976]: The use of birth cohills is a risk factor for thrombosis.
At the same time, birth control pills are an effeetpreventer of pregnancy, which is in
turn a risk factor for thrombosis. The use of batmtrol pills may thus affect one’s
chances of suffering from thrombosis directly amdiriectly via the effect of the pills on the
probability of becoming pregnant (Figure 22). Wheethirth control pills raise or lower the
overall probability of thrombosis will depend orettelative strengths of these two causal
routes. The example illustrates that if the outcariie model is required to be ordinal,
this does not mean that it is sufficient to expresssh individual element of the model as an

® This is the customer rating, the judges from Michkave a more detailed rating scale
set and definitions.
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ordinal value. The direct and indirect effects wftbcontrol pills must be expressed in
meaningful numbers (using an interval scale oorst¢ale) in order to determine the overall
effect. Similarly, it is a misconception to thirtkat the required numerical accuracy of the
model is the same as the required numerical acgufabhe model elements. This
misconception is clearly present in a recommendatiade in 2003 by the Safety Advisory
Committee Schiphol [VACS 2003b]. According to teeommendation, “a causal model
can be a proper tool to make well-justified weighs in decisions with safety
consequences or when choices between differertysatasures need to be taken”.
According to the same recommendation, “this doésiaoessarily require a high numerical
accuracy, but rather a high degree of consisteiile it is true that a high numerical
accuracy may not necessarily be needed for thérfindel outcome, the numerical
accuracy of the underlying causal relations is irtgrd. Errors in the input and errors due
to model uncertainty propagate throughout the maddleventually accumulate in the end-
result. Exactly how the individual error terms pagpte depends on the model structure and
the type of dependencies, but generally speakisgikans that the error in the model
input en the elements of the model shouldinallerthan the acceptable error in the model
output. Requirements for individual model elemeamtsthus more strict than the overall
model requirement.

Birth control
pills +

Thrombosis

A 4

Pregnancy +

Figure 22: Dependence between birth control ppisegnancy and thrombosis.

8.3. Uncertainty
A result of a quantitative risk assessment thag giles point estimates of accident
probabilities provides a very loose basis for denisnaking. Levels of uncertainty of the
model results are as equally important as poimna@ses. In many fields of science and
technology, the parameters necessary for modegliygical, chemical or biological
behaviour are not known with certainty. Differealies may be reported in literature, and
scientists sometimes disagree as to which valusddtbe used in practical applications.
The amount of uncertainty is often represented@médence interval. A confidence
interval gives an estimated range of values whgdikely to include the true parameter
value. The width of the confidence interval giveformation on the uncertainty
surrounding the estimate; a larger interval indisahore uncertainty.

Sometimes a distinction is made between aleatocgmainty and epistemic uncertainty.
Aleatory uncertainty is the result of randomnesthainput parameters, epistemic
uncertainty is the result of lack of knowledge. #l&ry uncertainty is ‘objective’, epistemic
uncertainty is ‘subjective’. For the final end riéghere is no need to distinguish between
different types of uncertainty, as there is ultiehabne aggregated uncertainty measure.
From a practical point of view the difference ifex@nt. In experiments that involve the
drawing of coloured marbles from a jar a 95% caatfice interval can be uniquely
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determined, given the results of the experimené %% confidence interval will converge
if the experiment involves more sampling. Uncettiain strictly ‘objective’ and methods
for estimating aleatory uncertainty are well-estit#d, see for instance Everdij et al
[2006]. Estimating uncertainty of results of a @ussk model is less straightforward.
Consider for instance input parameter values whrehquantified by expert judgement.
Experts can estimate 95% confidence intervalsthmge are not unique and undisputable
as in the case of uncertainty intervals for ‘objgxtuncertainty. The underlying probability
distribution is not known, but is assumed. In &tB8ense it is incorrect to refer to such
intervals as 95% confidence intervals, becaus®%8& has no real meaning other than as
some indication of the degree of uncertainty (efeélpert). When the judgements of more
experts are elicited the 95% confidence intervalsdoot necessarily converge. The 95%
does not refer to numerical probabilities but tualitative ‘scale of likelihood'. While
calculations can be made with confidence interpadsided by experts, it is incorrect to
treat them in the same way as confidence intethalsare the result of controlled
experiments. Lack of information cannot be compttshy mathematics. On the other
hand, sometimes very elegant mathematical solutmestimate epistemic uncertainty can
be found, like Wechseler's Range Ration.

Wechseler's Range Ratio
The human component in a system is much more \artaan the equipment component.
For this reason estimates of uncertainty of failafgoeople in a system will usually be
larger than the estimates of uncertainty assigoegtjuipment in that system. It is therefore

particularly important that human error probalsktiare not expressed as a point estimate
but that they are accompanied by appropriate usiogytestimates. Because of lack of real

data on human error probability distributions, nfseme kind of probability distribution is
assumed with the single point estimate as the media the distribution. On the
presumption that for skilled operators most errai§ fall near the low end of the
distribution a lognormal distribution was proposad/Swain & Guttmann 1983]. It wa
further observed that despite variability among pgieo selection and other managerjal

influences tend to restrict variability. If a pemsoonsistently performs far below average

for his group, he will usually be retrained or Ggeed. This phenomenon is expressed as
Wechseler's Range Ratio: “Given a population tsahdmogeneous with respect to some
ability that can be measured with a ratio scale, iflghest score in the distribution wijll
rarely be more than five times the smallest scackwsually not more than three times the
smallest score”. By assuming a 4:1 range ratio ®etwthe 98 and %' percentiles of errof
probabilities for tasks performed under routine dibans it was hypothesized that |a
lognormal probability density function with a stand deviation of 0.42 provides |a
reasonable fit [Swain & Guttmann 1983].

w7

8.4. Model assumptions
Epistemic uncertainty arises from abstracting thdless complexity of reality into the
limited complexity of the model. Abstraction is alted by making a (large) number of
assumptions. By making these assumptions expdied,by determining the effect of those
assumptions on the model results, we are abletta fgeling for the epistemic uncertainty.
A weakness of a diagrammatic format of a modelesgntation scheme, like a fault tree or
an influence diagram, is that it discourages madéeklopers from explicitly stating the
assumptions and conditional probabilities for tredel elements and their
interconnections. An arrow between two model nagessily drawn but it is equally easy
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to ‘forget’ that by drawing the arrow a number esamptions are adopf8dTo get a

proper picture on the uncertainty of the resulta ofusal risk model it is necessary to
conduct a thorough identification and analysislbAssumptions adopted, including
assumptions on parameter values used, and to dkedaslividual and combined effect of
these assumptions on the model results. The asalgsuld also include sensitivity
analysis, which analyses how modifications in thkigs of the input parameters affect the
value of the output parameters. If the value obatput parameter is sensitive to the value
of an input parameter, it is also sensitive totalgeand epistemic uncertainties in the input
parameter. Therefore the sensitivity analysis helpdentify those input parameters for
which it is most important to determine the levelncertainty and to estimate the effect of
underlying assumptions [Everdij et al 2006].

8.5. Data sources
The credibility of the whole causal risk model deg® apart from the quality of the model
structure, on the sources of the numerical dath€jaised and the confidence that one can
have in the figures. The core of the model needietpopulated with accident data. The
accident investigation report is without doubt #iregle most complete and accurate source
of information regarding a particular accidentatidition to accident and incident data,
data on normal operations are required to deterthimérequency of occurrence of factors
that can contribute to accidents. This exposura dabften harder to find than accident
data because ‘normal events’ are simply not reabridkeally, parameters of the model
should be estimated based on operational dataedktib) system under consideration.
Often however the analysis has to rely on a nurabsources and types of information.
This section describes the most relevant sourcdataffor quantification of an aviation
causal risk model and their qualities and limitati@nd looks at what could potentially be
used.

8.5.1 Accident or incident data?
Aircraft accidents are rare events. In 2005, woillbacommercial operated aircraft with a
take off weight of 5,700 kg or heavier sufferedyo®0 fatal accidents while performing 35
million flights [CAA-NL 2007]. The number of posséaccidental pathways is orders of
magnitude higher, which means that accident dataeak insufficient to populate an
aviation causal risk model, even if data over mpasrs are aggregated. Aggregation over
(too) many years also runs the risk that the tyfparoraft, rules and regulations,
instrumentation, airfields, etc., have changed@émeantime. Obvious alternative sources
of data are incidents.

Accident causation theories such as Heinrich’s domnodel [Heinrich et al 1980] and
Reasons ‘Swiss cheese’ model [Reason 1990] sutigasiccidents and incidents within
one scenario follow similar causal pathways, atlgartially. Indeed Heinrich’s accident
pyramid, or better, the way in which the pyramitiogpt is used by subsequent
researchers, suggests a fixed ratio between théewof accidents and the number of
incidents. Some authors challenge this. O’Hare 2@ instance claims that errors
observed in accidents and incidents are not the sstaiting that ‘failures at higher
cognitive levels (e.g. goal or planning failures) enore lethal than failures at lower
cognitive level (e.g. in detection or action)’ amel suggests that the difference between
accidents and incident is ‘more than just the outg'o But O’Hare fails to provide the
definitions used for accidents and incidents, whiedkes it difficult to interpret the results.

% These assumptions depend on the type of modeiseptation.
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Indeed it can be misleading to think that actiansdntrol minor incidents will also control
major hazards. Some large chemical companies heaatlast time injuries as a general
performance indicator of their safety managemesdpie the fact that analysis of their
accidents shows that these occur mainly on pergbhesks such as falls from stairs or
scaffolding, or tripping injuries moving around thkant. A classical example is that of BP
which before 2005 was considered one of the |leactimgpanies as regards safety
management. However, the organisation failed tweadhat safety management efforts
were too heavily focussed on reducing personatiggland achieving significant
improvements in personal safety performance ratiaer focussing on preventing major
accidents. BP mistakenly interpreted improving peas injury rates as acceptable process
safety performance at its refineries [Baker 200Rjs only became apparent after the BP
Texas City refinery blew up on March 23, 2005, hasg in 15 deaths and more than 170
injuries. Minor incidents like tripping injuries bnindicate the quality of the risk control
performance on peripheral tasks, not on the omgratind maintenance tasks in which the
scenarios occur which can lead to major accidents.

Hale [2001] explains that in answering the queséibaut the relation between major and
minor accidents, we should ask specifically whethercan distinguish from early on in the
sequences those that will lead ultimately to seriaecidents from those that will only lead
to minor ones and those which will be detectedracdvered before they reach the damage
step. In other words, was the sequence leadingrimar incident also a sequence that
could lead to a much more serious event? This regjaiearly articulated and understood
accident scenarios. The advantage of using (compkkmodels involving major accident
scenarios is that their careful application wilbal performance indicators to be clearly
defined, linked with the important hazards scersatiio the BP case, the causal pathways
resulting in personal injuries were different fréime causal pathways resulting in
catastrophic accidents and therefore the incidata dould not be used to predict major
accidents.

The conclusion is that, once we have developediantscenarios and represented them in
a causal model, it becomes a helpful tool for fetg on actions that might control major
hazards. But the question remains whether incidatat can be used tonstructaccident
scenarios. The definition of accidents and incidémimportant here. By properly defining
what we classify as accidents and incidents, camfusuch as in the BP example can be
avoided. ICAQ'’s definitions [ICAO 2001] of acciderdnd incidents, which are widely
used throughout the aviation industry, clearly linkidents to major accidents:

An incidentis an occurrence, other than an accident, assdcigith the operation
of an aircraft which affects or could affect théesa of the operation.

A serious incidenis an incident involving circumstances indicatthgn an
accident nearly occurred.

By this definition accidents and incidents shareilsir occurrence pathways and only differ
in the outcome. This means that, if this definitisiconsistently applied, incident data can
be used to gain insight in causal accident pathwagscan be used for quantification of
accident models.

8.5.2 Accident investigation
International standards for accident investigatiomdefined by ICAO in Annex 13
according to which each accident and serious imtideist be investigated and the results
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of the investigation must be assembled in an inyaison report which has to be provided
to ICAO. The objective of accident investigationidsestablish the causes of the accident
sufficiently to be able to devise and implementedral and preventive action.
Responsibility for an investigation belongs to stete in which the accident or incident
occurred, but representatives of the state of tiygid the aircraft involved, the operator
and the manufacturer usually also take part inrthestigation. The investigation process
includes the gathering, recording and analysidlaékvant information, the determination
of the causes, formulating appropriate safety renendations and the completion of the
accident investigation [ICAO 2001]. Most countrfes/e set up an independent accident
investigation board to conduct the investigatiothaiit conflict of interest; examples are
the National Transportation Safety Board (NTSBjhi@ USA, the Air Accidents
Investigation Branch (AAIB) in the UK and the ButedEnquétes et d’Analyses (BEA) in
France. Although the quality of the investigatioayntiffer between countries, the standard
is usually very high in Europe, North America, Aafia and some parts of Asia. The
investigation report will often also include infoation about underlying causes such as
organisational factors that contributed to the @deci. Because accident investigation
reports are usually rather extensive and very detaietrieving information from those
reports requires quite some knowledge and undelistaiof basically all aviation
disciplines. Because there is no consistent, résagle causal model behind the
investigations, there is a translation step necgsede able to populate the causal risk
model with accident information. Due to the lowduency of major accidents and
incidents, the investigation reports are not sigfitto populate all parts of the causal risk
model. Other sources of information are requiredaimplete quantification of the model.

8.5.3 Incident reporting
Investigating an aviation accident is usually aytbéy and costly process. The actual level
of effort will normally reflect the severity or sificance of the accident. A ‘disaster’ or
some other significant accident will generate @gsiderable investigative effort,
typically in the order of €2.5 million. [Deazle &t1999]. Relatively minor accidents and
incidents are often investigated less extensivety/tae reports are scantier. To facilitate
collection of information on actual or potentiafedg deficiencies, ICAO requires that
states establish a mandatory incident reportintesysAll EU countries for instance submit
mandatory occurrence reports to the European Cioatidn Centre for Aviation Incident
Reporting Systems (ECCAIRS). A reportable occureds@ny incident which endangers
or which, if not corrected, would endanger theraift; its occupants or any other person.
The requirement applies to pilots, but also tovittlials involved in aircraft manufacturing,
aircraft maintenance, air traffic control and grdunrandling of aircraft. This includes
managerial functions as well. The regulation oruo@nce reporting expects employers to
refrain from disciplinary or punitive action whichight inhibit their staff from duly
reporting incidents of which they may have knowled@AA 2005].

ICAO ADREP and ECCAIRS
ICAO operates a computerized database known aédhment/Incident Data Reporting
(ADREP) system. In the ADREP system, the occurréaceident or incident) is described
by listing the ‘events’. Examples of events arentmay incursion’, ‘electrical system
failure’, ‘hard landing’, ‘fuel starvation’, etc.file expression ‘phase’ is used to indicate in
which phase of flight a certain event occurred @@lways paired with an event. To
describe the events, up to five ‘descriptive fagtaran be entered for each event. [To
explain the events, up to three ‘explanatory fa'toan be entered for each descript|ve
factor. Descriptive factors describe in detail whappened during an event by listing fall
phenomena present. Explanatory factors explain tbyevent happened. They are used to
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determine what preventive action may be requirddpdssible, the descriptive an
explanatory factors are coded in chronological ordé not possible, backgroun
information on terrain and weather is coded finstl @escriptions of what people did dre
coded last, and the factors must be coded suclstibaequent factors explain the preceding
ones. If more than three explanatory factors aqmired, the three most important ones
must be coded and the remainder has to be mentioribd narrative.

O o

Since 2004, ICAO ADRERP is using the European ECCRAHystem to store and analyse|its
data. Development of this system originated frorh989 study in the field of accident
investigation and incident reporting systems onalfetf the Commission of the European
Community. One of the conclusions of the study gsted to bring together the knowledge
derived from the collection of incident reportsstiig in the aviation authorities of various
member states. As the existing systems were nopabiote, the study recommended the
setting up of a European co-ordination centre fandatory incident reporting systems. |In
1993 the Joint Research Centre at the requestret®rate General VII (Transport) of the
European Commission started a feasibility studye main objective of the study was the
pilot implementation of an automated incident rejpgrsystem able to collect informatign
from various existing, incompatible sources. Thejgut was called ECCAIRS. In 1995 the
feasibility of the ECCAIRS approach was demonstrdie integrating on an experimental
basis more than 40,000 occurrences originating ffeandinavia, the United Kingdom and
Germany. From 1995 until 1999 the first producti@ease of ECCAIRS was set up.
Current efforts focus on the actual implementatbthe ECCAIRS network and the usage
(analysis) of the collected data. According to Eebtive 2003/42/EC [EC 2003], EU
member states must require that occurrences whidanger or which, if not corrected
would endanger an aircraft, its occupants or ahgroperson, are reported to the competent
authorities. The authorities then classify the o@mce and store the information according
to the ECCARS system.

The information content for each individual incitdlénthese systems is rather low, but the
importance comes from the fact that these occueace much more numerous than the
accidents and incidents that are fully investigaldterefore these reporting systems are
suitable for statistical analysis and to populal&ger part of a causal risk model, provided
that the information is collected and stored cdasity and unambiguously and provided
that the incident-accident relationship is welbddished and known. Coding systems have
been developed to facilitate the process of infeionastorage and retrieval, (see text box
ICAO ADREP and ECCAIRS); ICAO’s ADREP was the fiist1976, and others have
followed, using more or less the same format. EGER\for instance uses exactly the same
format as ADREP. The strength of these systentgis &bility to capture vast amounts of
data with relatively little effort. The weaknesadiin the coding process during which
information may get lost or is incorrectly classifi Since its first conception in 1976,
ADREP has evolved into a rather elaborate systdra.cbding is generally performed by
individuals who have not had any formal trainingatident investigation and the
likelihood of misinterpretation or misclassificatiof the information during the coding
process is considerable. When first developedsystem was only intended for accidents
and serious incidents, but with the introductioredf Directive 2003/42/EC [EC 2003] the
system is also used for classification of ‘occucesi. An occurrence is defined as an
operational interruption, defect fault or otheegular circumstance that has or may have
influenced flight safety and has not resulted iraacident or serious incident’. This means
that the number of data entries has increasedsign#icant amount; for instance, in 2007
there were 7,881 reported occurrences in the Naties [IVW 2008]. Only 11 of those
were possible severe incidents that required rampbiefore the introduction of the
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Directive. After a year of experience, the Dutclfisport and Water Management
Inspectorate concluded in 2008 that ECCAIRS at spoigts does not meet the
requirements [IVW 2008]. Another problem is thatuoflerreporting. Although the
reporting of incidents may be mandatory, ‘minocigents tend to be underreported even
when reporting is mandatory. Figure 23 for instasttews a comparison of the frequency
of occurrence of aborted take-Sffor different speed regimes according to data from
mandatory occurrence reports and automaticallyrdezbdata from the aircraft’s quick
access recorder. This chart shows the underregmtitow speed aborted take-offs, but it
also shows that for serious incidents (like higeesprejected take-offs) the mandatory
reporting systems are a reliable source of quaivitéanformation.

‘D Mandatory Occurrence Reports m Airline data‘
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Figure 23: Comparison of the occurrence rate of o take-offs (aborted take-offs /
take-off attempts) for different speed regimes: @jpe data versus Mandatory Occurrence
data. Source: Roelen & Wever [2004].

In addition to mandatory reporting, ICAO recommetits states establish a voluntary
incident reporting system to facilitate the colientof information that may not be captured
by a mandatory incident reporting system. The vialnnsystem should be non-punitive
and afford protection to the sources of the infdioma Voluntary incident reporting
programs can be very useful to gain insight intotifpes of incidents that have occurred,
but there are some known biases in voluntary imtidata that render it less useful for
statistical analysis [Chappell 1994]. Only thosat thre familiar with the program, who
have access to the reporting system and are mediwatl report when they experience an
incident. Furthermore individuals tend to reporbes made by other individuals but when
they make a similar mistake themselves they wiiéteesponsibility for ensuring that the
error is not repeated, but not necessarily repottsually there are only limited ways to
verify the contents of the report. Analysis is ateonplicated because most of the
information is provided in the form of free texthd reporting forms are designed for the
convenience of the reporter rather than for thevenience of the database encoder and
therefore allow the reporter to provide free forteattual descriptions of the occurrence.
The level of detail and accuracy is consequenttywroy consistent. All these factors make
voluntary incident reporting systems not very vegiited to conduct statistical analysis or

% An aborted take-off is a reportable occurrence ACR05].
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to provide quantitative data to the causal risk eho@ihey are more useful in helping to
gain insight into potential accident scenarios tmedcausal pathways.

8.5.4 In-flight recorded data
For the purpose of accident investigation, airdnafte been equipped with ‘black boxes’
since the 1960s. The ‘black box’ is actually oratméacilitate quick location in the
aftermath of a crash and consists of two separits: the Flight Data Recorder (FDR) and
the Cockpit Voice Recorder (CVR). Regulatory regmients such as FAR § 121.344
prescribe the parameters to be recorded and thelsaates. These include airspeed,
altitude, attitude, control inputs, control surfgsitions, ILS deviations, FMS selections
and warnings [FAA 2003], see Figure 24.
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Figure 24: Still picture from a three-dimensional animated accident reconstruction
of the flight for American Airlines flight 587, which crashed shortly after take-off
from JFK International airport on November 12, 2001. The lower portion of the
picture depicts a set of instruments and indicators, which display selected
parameters from the flight data recorder. The investigation was performed by the
National Transportation Safety Board NTSB.

It has always been common practice in the aviatidastry to keep records of failures of
components in service operation with a view toroing availability of the aircraft. When
flight data recorder systems developed from anadgpe recorders into digital data
storage devices, many airlines quickly realised fiight data analysis could also be used
to improve the overall efficiency of the operatlmnproviding a better overview of the
reliability of aircraft systems and thus allowirigetairline to anticipate on aircraft
maintenance actions. By closely monitoring engiibeation levels for instance it can be
observed that an engine failure is imminent ancetigine can be replaced and repaired
before the very costly failure actually occurs. €uiccess Recorders (QARS) were
introduced for this purpose. QARs register similata as the Flight Data Recorder but are
not as crash resistant. They allow routine fliglitadanalysis because extracting the data
from the aircraft is much less cumbersome thahéncase of the Flight Data Recorder.
Almost immediately airlines expanded the use dfight recorded data from reliability
analysis to safety management. Regulatory authsiiitave also understood the safety
potential of routinely analyzing in-flight recordedta and have required that all operators
of aircraft of a maximum take-off mass in exces26000 kg must have implemented a
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flight data analysis programme as part of its amgighrevention and flight safety
programme, in accordance with ICAO Annex 6 paiCIAO 2002a]. Hundreds of
parameters can be recorded with a typical sampdeofal Hz. For each of the parameters
recorded with the QAR, upper and lower threshatdts can be defined, after which stored
data can be screened for threshold exceedancesviivan no thresholds are exceeded, the
data provides valuable information that can be wsaqiantify some of the risk model
elements. Van Es & Van der Geest [2006] providexample of the use of data from quick
access recorders to analyse the operational lafi¢idgperformance of two aircraft types,

see Figure 25.
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Figure 25: Example QAR time series Boeing 737-8durce Van Es & Van der Geest
[2006].

For airlines, reliability and accuracy of such diatassential. Keeping track of all abnormal
occurrences is not only important for flight safdiyt first and foremost for their
operational management. Abnormal occurrences ar@lysssociated with additional
costs, e.g. because of delays or because of ex¢cheduled maintenance, and to record
these occurrences is therefore vital for the adirprofitability. This, together with the
impressive data capturing capabilities of modericAccess Recorders, makes airline

123



data the most accurate and detailed data, suitgdatatify the causal risk model.
Unfortunately for model developers this data i@eftompany confidential because of the
competition and liability issues. Nevertheless,ezignce has shown that airlines are
sometimes quite willing to share data, provided teatain conditions are met. For
guantification of the CATS model for instance, KltMs provided in-flight recorded data.
However, a prerequisite for using this data is thatdescriptions and definitions used in
the flight data program are sufficiently similartte model elements. In the CATS model,
fault tree events were defined without considethrgdefinitions used in flight data
recording programs. A result was that very fewqlgmn 10%) fault tree events could be
quantified directly from in-flight recorded datad&en 2008].

8.5.5 Expert judgement
Experts may have valuable knowledge about param&ieproblems in their field of
expertise. Quantification and aggregation of ex@dértowledge is frequently used for
assessing variables for which other adequate dataeking, either because values for
guantified variables are not registered or becabgective units of measure simple do not
exist, like in the case of safety culture. The etgyé&nowledge is not certain, but comes
with an implicit level of subjective confidence, degree of belief. Often information from
experts is obtained and combined in an informalachtdoc way, but formal procedures for
eliciting and processing expert judgement are esirggly applied, particularly when the
quality and transparency of the results are impor{Bhe overall goal of these formal
methods is to achieve rational consensus in reguitssessments. This requires that the
process itself optimises performance, as measwredllnl expert judgement performance
criteria. Performance criteria are based on ‘catibn’, that is, assessments of uncertain
guantities, closely resembling the variables odriest, for which true values (e.g., from
experiments) are known beforehand. Criteria fohyasirag ‘calibration’ assessments are
closely related to standard statistical methodd,aae applied both to expert assessments,
and to the combinations of expert assessmentsufidherlying assumption is that experts’
performance on calibration variables predicts theiformance on the variables of interest.
If systematically obtained from experts who arehbdatowledgeable and well-calibrated for
the relevant area of expertise, expert judgemeanbéfer quite acceptable accuracy of
guantification [Cooke & Goossens 2000]. The methuage proven to be mature and
provide a scientific tool for achieving additiortidta that would otherwise remain
unavailable [Goossens et al 2008]. The expertsldipraeferably combine analytical skills
and the ability to provide judgement on unknowg.(éuture) operations. As was explained
in section 4.4, test pilots are specifically trairie provide quantitative estimates on
variables for which other data is lacking and tFemetest pilots are particularly suitable to
provide expert judgements on flight operationai¢gs@nd should be preferred above line
pilots in this respect. In the CATS project, exgadgement was extensively used to
guantify sub-models of flight crew and air traffiontroller performance [Roelen et al
2007]. The drawbacks of the use of expert judgerasnprimarily practical issues: finding
proper experts is not always easy and expertatdiioit can be a time consuming activity.

8.5.6 Empirical studies
Empirical studies can sometimes also provide vaduimiformation for quantification of
causal model elements. Human factors have beerearoaquite extensive study and some
of the research results are available and usalgjedotify causal model parameters. A good
example is flight crew fatigue. Commissioned by letherlands Civil Aviation Authority,
the Aviation Medicine Group of TNO Human Factors keanducted a number of field and
laboratory studies on the different determinantaiafrew fatigue and their effects on
alertness and performance of aircrew. The studi@ploying subjective and objective
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measures of in-flight performance and alertnesscemed quality and duration of sleep,
effects of early reporting times, effects of niflging, effects of alcohol and medication,
and the effects of countermeasures, such as onblmap (augmented crew) and pre-
planned napping in the cockpit seat [Simons & VEIR®3, 1997, 1998, Simons et al 1994,
Valk & Simons 1996, 1998].

The results of these studies provide an extenstabdse on factors causing aircrew fatigue
and impaired performance and alertness in flights Batabase is further complemented
with data collected by fellow participants in ther&pean Committee on Aircrew
Scheduling and Safety. Based on the results dditiceew fatigue studies, a causal model
for flight crew fatigue/alertness has been develdioelen et al 2002kee Figure 26.
Flight crew fatigue is determined by the fithesshaf crew before the flight (pre-flight
fitness), whether it is a day or a night flightdan-flight operational factors (operational
loads). Factors that influence pre-flight fithess @ecent workload and the quality of
preflight sleep. Operational factors are the flighty period, and the quality of in-flight
rest facilities. In-flight rest facilities are onlysed on long haul flights. This means that
there is aonditional dependendgetween flight duty period and rest facility, heribe
arrow linking the two nodes.

In-flight
crew alertness

[ Day / night flight ] [ Operational load ]

Pre-flight
crew fitness

[ Pre-flight sleep ] [ Recentworkload] [Flightdutyperiod] [ Rest facility ]

Reporting time

Figure 26: Causal risk model of in-flight crew alertness. Source: [Roelen et al
2002].

The effects of psychosocial factors and the usdamhol and drugs are not included in the
model, although it is known that these factorsrdtuénce flight crew fatigue/alertness
[Valk et al 1999, Valk & Simons 1994, Valk et al94. Psychosocial factors have not
been explicitly modelled because of the difficudfydefining them and the variability of the
effects they have on different persons. Alcohol dndy use have not been included
because of a lack of good quality data and thécdiffy in separating out the effects of
alcohol on pre-flight sleep. However, these effectsimplicitly included in the model
because they will have influenced the performaridgbeflight crew that have contributed
to the dataset that has been used for quantifitafibis is an important point to keep in
mind generally and underlines the need to be expliout data sources and what they
include.
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It takes years to set up and conduct experimeots a8l those described above for flight
crew fatigue, and it seems unlikely that such expents will be conducted for the sole
purpose of quantifying causal risk model paramefus many experiments are already
being conducted for other purposes, and many @ktlaoe in the field of human
performance. This is exactly an area where incidgmbrting systems and especially in-
flight recorded data are usually rather weak, soetimpirical studies can provide very
valuable complementary data which are usable fatehdevelopment and quantification.
Particularly relevant for pilot performance andtaiffic controller performance are studies
involving flight simulators and air traffic contrelmulators. The simulators provide a
controlled environment for analysing influenceshuman performance. An example is the
use of the Boeing 747-400 levef'mualified full fight simulator at NASA Ames in an
experimental study of the balked landing and misggztoach manoeuvres to provide data
for pilot control behaviour for different aircrafonfigurations and weather conditions
[Hérmann et al 2005, Hosman et al 2005, De Leegéd 2006]. Another simulator at

NASA Ames, the Advanced Concepts Flight Simulataas used to conduct human in the
loop simulations to understand the factors thatrdmurte to taxiway navigation errors
[Hooey et al 2000]. Another study at NASA Ames ilweal human in the loop simulations
with air traffic controllers and included measurenseof controller workload [Smith et al
2004], similar experiments have been conducted & Milburn et al 1998]. Applying

such data may require some flexibility and crestifiom the causal model developers
because the empirical studies may provide datesacampeters that are defined slightly
differently than those in the model. Unfortunatediynulation facilities to study
organisational influences do not exist.

8.5.7 Safety audits
Audits are becoming an interesting source of datsafety audits are beginning to be
widely used and, most importantly, standardisedréat advantage of safety audits is their
ability to capture information on the quality ofety management and safety culture. Two
audit programs are especially important in thipees, the Line Operations Safety Audit
(LOSA) and the IATA Operational Safety Audit (IOSA)

In a Line Operations Safety Audit (LOSA), traindaservers take in-flight notes from the
cockpit jump seat to evaluate several aspectsent performance. LOSA originated at the
request of Continental Airlines as an instrumentdttieck whether crew resource
management (CRM) concepts taught in training alsttieinsferred to the line [Helmreich

et al 1994]. Later, threat and error managemeribpaance were added to the analysis. At
the core of the LOSA process is a model of thradtexror management, which provides a
framework for data collection. In-flight observeesord the various threats encountered by
aircrew, the types of errors committed, and thepreé how flight crews operationally deal
with these situations to maintain safety. A larg@SA dataset, airline de-identified, is
maintained by the University of Texas [Klinect €803, Klinect 2005]. ICAO acts as an
enabling partner and promoter in the LOSA progreE®AD 2002b] and the FAA
encourages airlines to voluntarily conduct LOSAgpeans [FAA 2006]. De-identified

LOSA results (all references to the operator angoreed) are available from the University
of Texas, although experience in the CATS projest $hown that it is difficult to access
the data and use it [Lin et al 2008]. A potentigiakness of the data is that the (causal) link
between threats and errors is subjectively madidyn-flight observers. For example,
during a flight the following observation was made:

®7 Flight simulator fidelity is indicated by levels-B, with D the highest level of fidelity.
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“While in descent the crew was advised by ATC Heit tunway was to be 26R. After
entering downwind at 6000 ft, the runway was chdrtge27. The Captain overshot the
runway 27 centerline slightly while trying to britsle new approach”

The observer classified this event as follows:

threat code ATC runway change
threat outcome linked to flight crew error.

The observer in this case subjectively assumesedheeline overshoot is caused by the late
runway change and not by for instance poor trainingtrong crosswinds. The data are
therefore only valuable when observers are veryli@nwith an operational flight deck
environment and very familiar with the LOSA threat error management framework.
Typically retired pilots are used who have had $sda training on the LOSA

methodology [Klinect et al 2003], which makes &psible that indeed the data is
sufficiently valid. Unfortunately, this type of omional observations is only good for
capturing active failures, latent failures are ljki® remain hidden. LOSA data could be
used to populate those parts of the model thaesepit flight crew performance, including
the most direct managerial influences on this perémce.

The name ‘audit’ given to this data source is afodunate one, since in general safety
management literature, the term is confined to kloecthe safety management system and
its functioning. LOSA, in contrast, is a behavidwhservation technique which confines
itself to the actions and reactions of flight cramd has no direct data about organisational
factors influencing those.

The IATA®® Operational Safety Audit (IOSA) conforms much mtrehe traditional safety
management audit and is more suitable for idemigfyatent failures. IOSA is designed to
assess the operational management and controhsystiean airline. Table 4 gives an
overview of the areas that are covered during tiit §ATA 2008a]. During an audit, an
operator is assessed against the IOSA StandardRenuinmended Practices contained in
the IOSA Standards Manual [IATA 2008b]. The staddaand recommended practices
cover issues such as training and qualificatioayigion of resources, emergency response,
procedures, communication and coordination. Tordete conformity with any standard

or recommended practice, the IOSA Auditor will assthe degree to which specifications
are documented and implemented by the operatoistRaipn is the final objective of the
IOSA audit process. An airline that has been additeder the IOSA program and
demonstrated full conformity with the IOSA standawdl!l be entered in the IATA registry
as an IOSA Operator. The audits are conducted ¢gnisations that are accredited by
IATA [Bisignani 2006]. The main disadvantage ofstprogram is that the data, common to
virtually all data that is collected by IATA, isficult to get hold of. The audited airline is
the sole owner of its audit report. An interestadydesiring access to an audit report must
submit an application to IATA, which retains elexctic versions of audit reports in a
custodial capacity. Any and all requests for actess) audit report must be expressly
authorised by the audited airline before IATA wgithnt access.

% International Air Transport Association (IATA) ise air transport industry global trade
organisation. Its members comprise some 250 aitline
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Another problem with the use of audit results i danger of lack of focus. If the goal of
the audit is to assess an organisation’s effeatiseifor a focussed objective such as major
hazard control, the auditors (and those that useasults of the audit) must check that the
links to the major accident scenarios are in plaotjust the links to other parts of the
company processes [Hale 2001]. The only auditois @@n penetrate the heart of the
matter are ones with sufficient knowledge of thehtelogy or activity to know what the
crucial aspects of control are. For both the LOSB4 the IOSA audits this seems to be the
case, so indeed results from these audits arelus@fuelevant.

Data from LOSA and IOSA will provide exposure didathe model, as they will show
how often particular deviations (flight crew errimghe case of LOSA, managerial and
control system failures in the case of IOSA) ocdinis can then be compared to the
occurrence of the same deviations in accidentstimate the relative contribution of the
errors to the accident.

Table 4: IOSA standards

Discipline Activities and Processes
Organisation and Management System
Flight Operations Line flight — flight deck opeiatis

Simulator session

Training flight

Operational Control and Flight Dispatch Flight piang

Flight monitoring

Aircraft Engineering and Maintenance AD/ASB process

Maintenance activities

Maintenance processes

Cabin and Cargo Compartment Operations  Line flightssenger cabin operations only
Ground Handling Weight and balance calculation
Ground handling activities
Cargo Operations Aircraft loading or unloading
Operational Security Baggage reconciliation

Pre-Board/hold room screening

Aircraft access control

Preflight crew security briefing

8.6. Denominator data
Quantification of the occurrence rate of certaiargs requires not only a counting of the
number of occurrences of the events, but also regjgounting the associated number of
attempts.

Occurrence rate = number of occurrences of eveanmnber of attempts

The ‘number of attempts’ is what we call denominatata. Event occurrences are

routinely reported and registered, but the non-tsyéhe number of attempts, quite often
remain ‘unnoticed’. Efforts focus on event datatoaeg, but quantification of rates is
impossible without denominator data. When the dbjeds quantification, non-event data

is just as important as event data. Due to theelatgnber of variables and combinations of
variables, collection and analysis of denominatiads no easy task. Consider for example
the issue of landing overrun accidents. A landinmgroun accident occurs if during landing
the aircraft is not able to stop before the enthefrunway. The hypothesis is that one of
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the causal factors of such accidents is a wet ryrdua to rain. To test this causal claim we
must know the number of overrun accidents, the rarroboverrun accidents that involved
wet runways, the total number of landings regasdtdghe runway condition and the
number of landings on wet runways. The acciderd dagasy to find in accident and
incident databases, the total number of landingsbeafound in air traffic statistics such as
airline timetables [Vos 1996], but nobody recotaks humber of landings on wet runways.
To circumvent this difficulty we must combine weattlinformation with traffic data. This
approach was followed by Van Es et al [1998] tovsldive-fold increase in risk for
passenger jet aircraft landing on a wet runwayedneral, denominator data can be
obtained by combining different databases. Databtisd are typically required as a
minimum for a causal risk model are those thatwapdata on aircraft movements (origin-
destination), aircraft utilisation (cycles for eaaircraft), airports (runways and navigation
aids), weather, aircraft (physical characteristgjipment and performance), airlines (state
of registration, fleet size, aircraft types, destions, financial situation), etc.

In-flight recorded data is potentially a signifit@ource for denominator data, but currently
the focus there is primarily on parameter threslootdsings. Data on parameters that stay
within their normal operational boundaries is usudiscarded, although there are some
initiatives to conduct flight data analysis of fditasets including normal parameter values
as well as parameter threshold crossings [Roelah198].

Denominator data for human (flight crew) performacean potentially be obtained from
LOSA (see also previous section). Although LOSA wasgeloped for individual airlines to
improve their safety performance, we are able tagauch broader picture of flight crew
behaviour in normal operations by combining theiltssof several airlines [Klinect 2005].
The potential of using LOSA data for this purpcasalso recognised by Castano & Graeber
[2002], but it can only be fulfilled if agreemerman be made with the airlines and pilot’s
associations on collection and distribution of fthi®rmation, a difficult but certainly not
impossible task.

8.7. Using the data
Existing databases can only be used for quantificaif a causal risk model if it is possible
to match the data set to model elements. In the ebdatabases that store occurrences in a
free text format, the mapping of occurrences to ehetements requires analysis and
interpretation by the model developer and hencediices subjectivity. It will also involve
a significant manpower. Automated keyword searcla@sbe used for pre selection, but
after that each individual incident descriptionlwive to be read to determine if it really
meets all criteria.

If data is stored according to a classificatiorteysit all depends on the way in which the
definitions and criteria of the classification syrstmatch with the definitions and criteria
used for the model elements. Ideally, there iseatorone match from the database to the
model elements. Reality is often different. Aniagls flight safety reporting system can
for instance contain the event descriptor ‘ATM agihg instructions’. Mapping this event
descriptor to model elements requires informationhe content of the confusion (is it not
clear to which aircraft the instruction is intende&ds the phraseology non-standard, etc.)
and the context (e.qg. is it in the air or on theugid). Additional information must be
obtained, for instance from the free-text desaiptf the occurrence, to get a one to one
match. This is time-consuming and the process ddmmautomated.
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Ambiguity in the classification system is also gesbhatic. The classification system of
ECCAIRS is an example of a system that containsguitly. The same occurrence can be
coded in different ways and criteria and definif@re not sufficiently clear. For instance
the event type with code 2060200 ‘aircraft damamesed by foreign object’ is defined as
‘an event involving foreign object damage to themift'’. The event type with code
2060800 ‘damage caused by object’ is defined agvamt involving damage to the aircraft
when the aircraft was struck by an object’. Théedédnce between an ‘object’ and a
‘foreign object’ is not clear. Similarly ambiguoase events 2061000 ‘damage caused by
turbulence’ and event 2061200 ‘damage caused by vtime difference between
‘turbulence’ and ‘wind’ is unclear.

The problem is amplified when different databasssdto be combined to quantify a
model element. Take for instance the event ‘unkabi runway approaéfi. Airlines

record unstable approaches automatically with tifighit data monitoring program, so

most airlines have accurate data on where and whstable approaches have occurred.
But if airline A defines ‘correct speed’ as betwaaef and Vref +15 kts, and airline B
considers an approach speed between Vref and \@e&fs 2correct’, the data from airline A
and B cannot be straightforwardly combined to esténthe unstabilized approach
probability to be used in the model. Even for sewtyi unambiguous parameters such as,
say, crosswind, there are differences in how spesgsurements are averaged over time, if
and how gusts are included, at what height anditot¢he wind is measured, etc. For
parameters which cannot be measured directly amthterpreted and classified before they
get stored in the data system it is even more cexaplVhen complex data systems are
used, like ICAO’s ADREP, there is the possibilifydifferences in interpretation. Consider
for instance the two following ‘events’ in ADREP:

2010101 Altitude bust
An event related to the aircraft not obtaining/naiming the assigned altitude

2020517 Deviation from clearance — assigned fligi|
An event related to a deviation from an air traffamtrol assigned flight level

Considering that a flight level indicates an atl#uand that altitudes can only be assigned
by Air Traffic Control, it is difficult, if not immssible, to discern the difference between
these two events.

A way to minimise these difficulties is by usindfidéions and criteria from existing data
classification systems in defining the model eletseDespite the inherent problems of
ECCAIRS it is prudent to use this as the main mfee. ECCAIRS’ classification system

is a European and world standard (as it is sinilakDREP) and feeds the largest
European database on aviation accidents and irtsid&rsignificant amount of resources
was spent to develop ECCAIRS and associated I¢igisland it took a lot of effort to have
it accepted by most of the European aviation aitibst’. Access to the ECCAIRS
database is not restricted and the associatedaefi® freely available. Development of a
causal risk model that uses the same definitionBeadatabase is beneficial to both the
model and the data base. For the database thetadeda the possibility to use the data for

%9 An approach is considered stabilized when theafirs in the correct landing
configuration and with the correct speed on theamrglide path, and only small changes
in heading and pitch are required to maintain thveect glide path.
"9 Some authorities, like the British CAA, refuseattcept ECCAIRS.
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analysis instead of just storing it, and for thedeldhe advantage is the continuous and
direct feeding of the model with the most recefdrimation from an accepted system,
increasing the likelihood that the model will beegted as well.

In the CATS model the breakdown of events and ddastors into individual model
elements was guided by the principle to considepittential causes of accidents as barrier
failures. This has the advantage of being verycsiired, but also results in base events
which cannot always be mapped onto existing datssdication systems. An event such as
a ‘disorientating manoeuvre’, which is part of CAT&ult tree related to the spatial
disorientating type accident cannot be found diyantECCAIRS. Ideally, the causal risk
model is fed directly and continuously with datanfran occurrence reporting system. This
will strengthen the credibility of the risk modeidasimultaneously enhance the usability of
the data system. ECCAIRS is a potential candidateit is currently not yet entirely

suitable due to the ambiguity in the classificatiystem and the errors that are being made
during data entry.

Whatever data source is used, verification of i@ énalysis process must be possible,
even after model development has been completesteldre accurate bookkeeping is
essential if data is used to generate numberfiéocausal risk model. The process for
obtaining and processing data must be transpaneitesults must be traceable for third
parties. A complicating factor is the confidentialbf some of the data. Good quality data
starts with a good quality database. Databaseaqmocedures must ensure that each
database is uniquely identified by a name and sia@mumber. A procedure must be in
place to record, for each data base, the followhmyacteristics:

e Source organisation (e.g. ICAO, Airclaims, etc);

» Description of the type of data (e.g. accidentident, etc.);

e Applicable time period;

e Scope. This should be defined as specifically asipte. Think of e.g. type of

operation, geographical region, etc;
» Data base change log.

Procedures for data selection and analysis mustetisat for each result (probability
estimate) the following information is registered:
* The data source (uniquely identified by the datalvesme and version number)
that was used;
« Data query;
e Description of criteria used for ‘manual’ selectiohdata;
» A copy of the resulting dataset.

A positive feature of the CATS model is that itsigeal’ and existing data for
guantification of occurrence frequencies and expgsand the procedures for data
selection and analysis as described above weotl\stollowed. The NLR Air Safety
Database and ECCAIRS were used as main sourcegafBecause the NLR Air Safety
Database combines information from many differenirses the sample size is in general
larger than when using a single source of dataa Aesult, generic as well as specific
situations can be represented, like for instan@egeric) accident rate for jet aircraft and a
(specific) landing accident rate for Boeing 73¢wift. If existing data were not available
for model quantification, expert judgement was ysgblying the techniques developed by
Cooke & Goossens [2000]. The values of the var@absed in the CATS model are all
expressed in objectively quantifiable units. Thedeland its results are therefore less
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vulnerable to differences in interpretation. THiccantributes to minimising the potential
ambiguity in the model and uncertainty in the madsults.

8.8. Conclusions for this section
Quantification of the probability of occurrencevatriables and the conditional probabilities
in the causal risk model is done by using existlata or by expert opinion. Often different
sources of data will need to be combined. It isdftge extremely important to ascertain
that the same variable descriptions and units @fsmement are used. The use of standard
units offers the greatest flexibility to express ttondition of variables and is therefore
preferred. But sometimes it is impossible or imficat to apply a standard quantitative
unit of measurement. We can then use a qualiteditheg scale, or select a proxy variable
that is closely related to the variable of intesd which can be quantified. One of the
main difficulties in developing a causal risk moft®l aviation lies in the need to express
‘soft’ factors in objectively quantifiable unitsréper units for the quality of procedures,
commitment of personnel, safety culture or non-téxdd skills of pilots do not yet exist.
Proxy variables are also difficult to find, as marfythese soft factors are multidimensional.
We will have to use less well defined quantitied anits of measurement at the risk of
adding variability to the model and increased utaiety of the model results.
Simultaneously we must continue trying to find propnits for these complex issues.

For some applications of a causal risk model anaue using an ordinal scale may be
sufficient, but this does not mean that it is sudfint to express each individual element of
the model as an ordinal value. A high numericalis®cy may not necessarily be needed
for the final model outcome but the numerical aacyrof the underlying causal relations is
important. Levels of uncertainty of the models egeally important as point estimates.
Confidence intervals for expert judgement data ireqgpecial attention. It is incorrect to
treat confidence intervals provided by experthiamdame way as confidence intervals that
are the result of controlled experiments. To getaper picture on the uncertainty of the
results of a causal risk model it is necessarytalact a thorough identification and
analysis of all assumptions adopted, including mggions on parameter values used, and
assess the individual and combined effect of thssemptions on the model results.

The credibility of the whole causal risk model dege on the quality of the model structure
and on the sources of the numerical data to be arsgdhe confidence that one can have in
the figures. The accident investigation reportitheut doubt the single most complete and
accurate source of information regarding an actidewe to the low frequency of major
accidents the investigation reports are not sfficto populate all parts of the causal risk
model. Other sources of information are requiredaimplete quantification of the model.
Incident reporting systems capture vast amountits with relatively little effort, but
during the coding process information may get ¢wst incorrectly classified. Voluntary
incident reporting systems are not very well suttedonduct a statistical analysis or to
provide quantitative data to the causal risk molteflight recorded data are the most
accurate and detailed data, suited to quantif#usal risk model. Unfortunately for model
developers these data are often company confidémitause of the competition and
liability issues. Nevertheless, experience has shihwat airlines are sometimes quite
willing to share data, provided that certain coiodis are met.

Incident reporting systems and in-flight recordetbdare usually rather weak in capturing
data on human performance. Empirical data can sorestbe used to fill this gap.
Applying the data may require some flexibility acr@ativity from the causal model
developers because the empirical studies may pealathh on parameters that are defined
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slightly differently than those in the model. Seslinvolving flight simulators and air
traffic control simulators are useful for data @rfprmance of the pilot and air traffic
controller performance. Unfortunately there aresmoulators to obtain data on
organisational performance. The only alternativentts expert judgement. The experts
should preferably combine analytical skills and dbdity to provide judgement on
unknown (e.g. future) operations. If systematicaligited from experts who are both
knowledgeable and well-calibrated for the relevanea of expertise, expert judgement can
offer quite acceptable accuracy of quantificatibhe drawbacks of the use of expert
judgement are primarily practical issues: findimgper experts is not always easy and
expert elicitation can be a time consuming activity

Quantification of the occurrence rate of eventsires denominator data. Due to the large
number of variables and combinations of varialdeiecting and analysis of denominator
data is more than simply counting the number ghti§ but requires combining the
information from several different databases. IgHi recorded data is potentially a
significant source for denominator data, but cutyathe focus there is primarily on
parameter threshold crossings. Non-event datausllysdiscarded, although there are some
initiatives to conduct flight data analysis of fdttasets including normal as well as
threshold crossing data. LOSA results are a p@tintraluable source of denominator data
for flight crew performance, IOSA results are arsewf denominator data for managerial
risk control failures within an airline. FDR datadal OSA and IOSA results are considered
confidential information by the airlines, so propgreements with the airlines and pilot
associations are required in order to use this &frdhta to quantify causal risk models.

To avoid problems due to differences in definititmesween model elements and data
classifications, a causal risk model should confayrdefinitions used in an existing
database, preferably ECCAIRS because it is widetdwand is freely accessible. This will
also strengthen the credibility of the risk modad dimultaneously enhance the usability of
ECCAIRS. But simultaneously ECCAIRS should alsarbproved. The ambiguity in the
classification system should be resolved and tktegy should be able to provide the data
and data quality that is required by the model.

Verification of the data analysis process must dssible, even after model development

has been completed. Therefore accurate bookkeepexsential if data are used to
generate numbers for the causal risk model.
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Chapter 9. Modelling challenges

In the previous sections we identified three usguirements (section 4) that are difficult
from a modelling point of view:

* Representing the role of the human operator (proslie because of different
views on how to deal with human operators in quatitie safety assessments, see
section 4.4).

* Including an explicit representation of the possilhpact of organisation and
management on safety performance (Section 6.1 stimwshis is still a weakness
in the nuclear power industry and other industries)

* Representation of dependencies between model etenfessembling all available
knowledge and data on a very large and complexesyand unravelling this
complexity into individual cause-effect relatiomat each can be represented
separately (Section 7).

This chapter describes those aspects. It is exgdaivhy they are so difficult and what are
possible solutions to the problems encountered.cbheept of accident archetypes is
introduced as part of the proposed solution fotingto grips with the complexity of
accident scenarios and the role of human performanthose accidents.

9.1. Modelling human operators
Safety in the aviation system is influenced by horaetions and decisions at every level of
management and throughout all disciplines. Thengist influence is at the operations
level, where the actions of pilots and air traffantrollers play a much greater role in risk
control than in such systems as nuclear power hadhical industries, which have been the
subject of the majority of human performance madglin the past. Causal aviation risk
models necessarily require causal sequences ahdlplities to be estimated for (failure)
events involving human actions and decisions. Tre®d to describe the cause of the
human actions as well as the consequences of &ubisas, particularly when they are
‘erroneous’. The human is extremely interactive addptive and does not function in the
same way as hardware components. There is greaiabiity and interdependence in
human performance and people rely much more om detection and correction as
strategies for error reduction and risk contrompared to hardware that is designed to
function correctly the first time. To provide theaessary representation of human actions,
specific human performance models must be develdpgghrticular, these models must be
able to quantify human error probabilities. Thegalals, in essence, fill in the gap between
a defined task in a risk control measure and tligetg systems for competence,
commitment, etc. (see also the section on the rindelf safety management). Ideally, the
models should include feedback loops to represenatlaptive nature of human ‘systems’
[Wewerinke 1989].

Techniques for human error prediction analysishkmeither qualitative, like task analysis
to identify opportunity for error, or quantitatiiike identifying probabilities associated
with particular error types. There are vast amownmtten on human error (types of error
and why the errors occur), and on human reliabdiggessment techniques [Swain &
Guttmann 1983, Wiegman & Shappell 2001, Kirwan 19%9dlinagel 1998, Rasmussen
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1983]. Much of this work has been stimulated byribelear industry. Human reliability
assessment involves the identification of oppotiesifor error, generally in an operating
system, and then calculation of the probabilitgbr. This calculation can be either
through structured expert judgement techniqueglecton of data from a database
[Roelen et al 2000b]. Human error modelling staitedarnest in the 1970s. The vast
majority of the early development of techniquesHarard identification and hazard
representation was based on modelling hardwangréasil Since human behaviour and
failure is different from hardware performance daitlre, new techniques had to be
developed to incorporate it. In particular, humahdwiour is strongly influenced by
recovery actions as well as initial failures andulsg of mental ‘models’ to anticipate things
to come.

The classical approach in human error quantificeiicapplied to errors of omission and is
to use basic error probabilities that are modif@dccount for specific circumstances or
contexts. Human error probabilities for generaktypf tasks are adjusted for the influence
of possible circumstances or contexts by the agiitin of performance shaping factors
[Swain & Guttmann 1983]:

N
P(error) = HEP* ) PSFE*W, (1)

i=1

HEP is the human error probability for a certaingyéc task, PSFi is the ith performance
shaping factor and Wi is the weight of PSFi. Exaespf generic tasks are selecting a
control, operating a control, etc. These are varglbsteps in tasks and therefore lose the
context of the whole task, its objectives and \iliiy, which all has to be catered for in
PSFs. Examples of performance shaping factors arilead or time since last recurrent
training. Performance shaping factors are not nbbyreaen to be causal in a strict sense,
but are generally thought of as factors that cbaota to how erroneous actions manifest
themselves [Hollnagel 1998]. A strict methodology dieriving performance shaping
factors does not exist. They are known, througreggpce, to have consequences for how
the task is carried out and how frequently errasuo. Two of the most often used
techniques that follow this approach are HEART (tldarkrror Assessment and Reduction
Technique) [Kirwan 1994] and THERP (Technique famk&n Error Rate Prediction)
[Swain & Guttmann 1983]. Application of these amiitar first generation methods
usually require a task analysis in combination \eitigineering techniques such as fault and
event tree logic to identify where errors are intaot. These latter methods are better at
dealing with omissions/procedures and are not gaadipporting the identification of
errors of commissidi. Errors of commission are particularly difficutt identify with
techniques that only look at the logical operaton failures of the system according to
design and planned procedures. Identifying suar&nequires special support that is not
readily available in the traditional way that fatntes and event trees were built to include
human error [Hale et al 1999]. In particular th@stouction of fault trees from
planned/intended system performance, by systenfigtinaorporating the omission or
failure of each intended step, will incorporate snatips and lapses, but miss many
mistakes and some violations. Accident and inciéetlysis has shown that human
failures that contribute to severe consequencekstteat involve highly trained staff using

"™ An error of omission is a human failure event lésg from a failure to take a required
action. An error of commission is a human failuverd resulting from an overt unsafe
action [NRC 2007b].
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considerable procedure guidance, do not usuallyraemdomly or as a result of simple
inadvertent behaviour such as missing a procedepeds failing to notice certain
indications. Instead, such failures occur whenajherators are placed in an unfamiliar
situation where their training and procedures aagléquate or do not apply, or when some
other unusual set of circumstances exists [NRC BD07

A second drawback of the way in which first genieratechniques combine human error
probabilities and performance shaping factorsesabsumption that the performance
shaping factors are mutually independent. Thi®tsanvery reasonable assumption. As an
example, stress cannot be considered independemrifoad. Second generation methods
have been developed that try to cope with theseesssExamples of second generation
methods are ATHEANA (A Technique for Human Evenialysis) [NRC 2007b] and
CREAM (Cognitive Reliability and Analysis Method.key-issue in ATHEANA is the
identification of plausible error-likely situatiom®d potentiakrror forcing contexts
ATHEANA estimates the probability of making an erio such situations. According to
this approach, equation 1 is only valid for sitaasi in which a strong error forcing context
is not likely. The CREAM method starts with idegtifg the context and common
performance conditions [Hollnagel 1998]. It is assdl that the most important factor to
estimating human performance is the degree of ebtitat human operators have over the
situation or context. CREAM suggests a divisionh& degree of control into four
categories: scrambled, opportunistic, tactical stnrategic. CREAM provides a method for
determining the control mode (and associated @naability) from factors (called
Common Performance Conditions) that describe tinéecd.

In a causal model representation, some of thedtioits of human reliability methods like
equation 1 can be overcome by using influence dragrsuch as Bayesian Belief Nets to
represent the influence of the context or perfomeashaping factors on error probability.

In such a BBN the overall error probability is adited as a conditional probability of a
particular set of performance shaping factors ratien a sum of separate and independent
performance shaping factors. Dependencies betwedormance shaping factors are
represented in the influence diagram by an arEjgnre 27 for example the likelihood of
PSF 1 depends on the value of PSF 2.

Error
probability

Figure 27: Influence of performance shaping factonserror probability represented in an
influence diagram
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Such an approach is adopted in the CATS model ¢l 2007] where the actual flight
crew error follows from the part of the model whitie human error model ties into.
Mapping of accident and incident data on thoset fagkés will ensure that both errors of
omission as well as errors of commission will bptaeed in the model. The context is thus
defined by the model structure and the associatedtén the fault tree is used to estimate
the basic human error probability from accident emditlent data instead of deriving this
from a task analysis as is the case in first gdimer&auman performance methods, see
Figure 28. The human performance model attach#uketfault tree base event that defines
the error (of commission or omission) describesitfiaence of human performance
factors on the error probability. Whether this aygmh is indeed suitable for analysis of
errors of commission is still open and needs sglviut is considered to be beyond the

scope of this thesis.

CONTEXT

Figure 28: Schematic of the way in which a humarfigpemance influence diagram is
linked to an accident scenario in CATS.

But the problem still exists of how to select asdess the performance shaping factors or
common performance conditions. It is also importarkeep in mind how this could be
linked to management of the human error probabilitye ‘levers’ for management to
influence the human error probabilities are prityahe performance shaping factors since
the nature of the tasks are often not subject amg#’. Safety management can be
considered as the process of delivering the negesssources and criteria for the front-line
workforce at the task execution level to operafelgdsee next section). Generic Delivery
Systems were defined to describe the process wfding the resources and criteria
[Bellamy et al 1999]. This means that how ‘levdis’ management (the performance
shaping factors) can be changed can be describgeligsry systems, see Figure 29.

2 Changing the nature of the task is often moretidrasd long term (requires redesign,
automation, etc) than changing the performanceisbdpctors.
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Error
probability

Procedures

Availability Ei?1 :Ier:-fn:::t

Figure 29: Representation of delivery systems fisences on human error.

They then provide a convenient framework for séhgcperformance shaping factors and
providing the link between management and humaor @robability. This approach was
followed in the CATS model, see Appendix C. It fxourse necessary to keep in mind the
requirement from the previous chapter to expresp#rformance shaping factors in
objectively quantifiable units. Performance shagangjors and delivery systems are also
not fully compatible without some work to fit thetwgether, but this can be done as
proposed in Table 5 which links error-producingditions from HEART with the delivery
systems. This table is not intended as a defint@parison, but merely as an illustration
of how performance shaping factors could be linlcedelivery systems.

Irrespective of whether first generation humaratglity methods with performance

shaping factors or more advanced methods with sbmodes and common performance
conditions are preferred, a remaining difficultythe great variability of contexts for a

flight crew. Traffic density, aircraft type, weattmonditions, route structures, aircraft
system status, flight phase, flight delay stataggéie, crew composition, etc., are all part of
the context. The possible combinations of factoesaémost unlimited, and establishing the
most appropriate performance shaping factors folh eambination will be very difficult
indeed. A solution to this problem is presentedeation 9.3, where the concept of accident
archetypes is presented.
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Table 5: Proposed linkage of HEART error produaingditions and delivery systems.

EPCs from Kirwan [1994].

HEART error producing condition

Delivery system

Unfamiliarity with a situation which is potentially important but | Competence;

which only occurs infrequently, or which is novel. Procedures

A shortage of time available for error detection and correction. | Availability

A low signal-to-noise ratio. Interface;
Communication.

A means of suppressing or overriding information or features | Interface.

which is too easily accessible.

No means of conveying spatial and functional information to Interface.

operators in a form which they can readily assimilate.

A mismatch between an operator’s model of the world and Interface;

that imagined by a designer. Competence.

No obvious means of reversing an unintended action. Interface.

A channel capacity overload, particularly one caused by Interface;

simultaneous presentation of non-redundant information. Communication.

A need to unlearn a technique and apply one which requires Competence.

the application of an opposing philosophy.

The need to transfer specific knowledge from task to task
without loss.

Communication.

Ambiguity in the required performance standards. Procedures.

A mismatch between perceived and real risk. Commitment;
Competence.

Poor, ambiguous or ill-matched system feedback. Interface.

No clear, direct and timely confirmation of an intended action | Interface;

from the portion of the system over which control is exerted. Communication.

Operator inexperience. Competence.

An impoverished quality of information conveyed by Procedures;

procedures and person-person interaction. Communication.

Little or no independent checking or testing of output. Procedures.

A conflict between immediate and long-term objectives. Commitment.

No diversity of information input for veracity checks. Procedures;
Interface.

A mismatch between the educational-achievement level of an | Competence.

individual and the requirement of the task.

An incentive to use other more dangerous procedures. Commitment.

Little opportunity to exercise mind and body outside the Commitment.

immediate confines of a job.

Unreliable instrumentation. Interface.

A need for absolute judgements which are beyond the Competence.

capabilities of an operator.

Unclear allocation of function and responsibility. Procedures;
Communication.

No obvious way to keep track of progress during an activity. Procedures;
Interface.
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9.2. Modelling safety management
ICAO Standards provided in Annexes 6, 11 and l#gelStates to establish Safety
Management Programmes requiring air traffic serpiceviders, aerodrome and aircraft
operators as well as maintenance organizatiomaptement Safety Management Systems
(SMS). ICAO defines an SMS as an organized appraainaging safety, including the
necessary organizational structures, accountasilipolicies and procedures [ICAO 2006].
The formal introduction of Safety Management Systémair transport emphasises the
fundamental need to be able to predict the effectadety of changes which are made by
decisions of (safety) managers. Regulatory auiksrére attempting to implement system
safety approaches in regulatory oversight of artiperations [FAA 2001]. Traditional
oversight programs have focussed upon observabibogerations, facilities, equipment
and resources, and individual activities of empésym airlines. Most data that are
collected are reflective of assessments of thatigittual operations. Most measurements
of performance currently in use by the regulatoes therefore, tallies, ratios, or other
manipulations of the number of times that unsatisfy observations were recorded, or
broad generalisations based upon a small numhbalrsgrvations. The aviation system is,
however, composed of organisations of humans wh@hgsical resources as tools to
accomplish organisational goals. The performandbe@fviation system should be
measured more in terms of how the system’s prosessgeve these organisational goals,
as well as individual instances of failure [FAA 200Technical and human performance
are interwoven with managerial decisions and #asl$ to a desire for the causal risk model
to be able to properly represent the effect of rganal influences on the safety level, but
this is not a straightforward task; organisatidiaators are enigmatic [Luxhgj et al 2001] in
the sense that their effects may be hard to pradittsubject to much interaction and
managerial decisions are often common mode inflegien technical and human
performance. The purpose of modelling managementusiderstand the influence of the
factors which can be manipulated. To describe tleeteof management on safety we must
therefore find a way to link the description of faetors that can be influenced in the
managerial system (the ‘management model’) to #@semption of the failure events and
probabilities on the operational level. The inteddetween a safety management model
and quantitative risk analysis models requires atimg point of two models which are
philosophically different. An important differenteone of mechanism versus holism. A
qguantified risk analysis looks for causal chaiaflufe pathways and failure combinations.
This mechanistic philosophy would be pure detersmmif it was not for the necessary
probabilistic and stochastic nature of failures hadce of risk analysis itself. Safety
management however is considered a control funetimed at maintaining a particular
operational process within the boundaries of spferation [Rasmussen 1997].
Management is about maintaining functions, techmeadels deal with failures, but not the
process of failure..

A literature review in 1997 concluded that therd baen few attempts to produce coherent
and comprehensive models of a Safety Managemertgi8ysiale et al 1997]. That study
also identified the need for an explicit model afesy management as a starting point to
assess the completeness of audits to determindarresafety management system is
adequate and how it can be improved. In Hale gt9817] the Structured Analysis and
Design Technique (SADT) is proposed as a modedjpygroach because of its ability to
represent information flows which make up the psses of the management system and
the controls which prevent failure. Again, likeRasmussen [1997], safety management is
represented as a control problem. SADT also allpaeking and unpacking at different
levels of aggregation and thus easily represefferéeit levels of decision making like the
classical split between policy, planning and cdntiad execution. But the SADT model by
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Hale et al [1997] merely describes how a safetyagament system should be structured, it
does not allow analysis of what its influence isfaifure probability nor how the system
behaves following a disturbance (at least not wittealding more complication). The

desire to analyse system behaviour as a functiaiistirbances, combined with the view to
regard safety management as a control problengdfigiresults in attempts to apply

control theory as a modelling approach. Indeed Rasen [1997] concludes that a closed
loop feedback point of view is required for modwjlisafety management.

INPUT H OUTPUT

FEEDBACK

Figure 30: Simple closed loop feedback system

The behaviour of the closed loop feedback systeRigare 30 as a function of the input is
completely described by the transfer function Hs lised to describe the characteristics of
a physical system e.g. consisting of a mass, agpind a damper, or an electrical system
e.g. consisting of a resistance and a capacityalbata human or a system in a control task,
like a safety management system. If needed, theehwash be made more complex by
adding feedback loops or even feedforward loofs (e.represent proactive elements of
safety management, like anticipating on the resifltsrisk analysis) but this does not
really make the analysis more difficult. Simply agimg, if we were able to determine the
safety management system’s ‘transfer function’, efiaty safety management would be an
easy task. But unfortunately things are not thapse. First of all, Figure 30 suggests a
distinct ‘input’ and ‘output’ signal, but what sHdwbe considered the input of safety
management, and what is the output? Risk is gestw(at prevented) at the operational
level, and managerial decisions sometimes influginednazards (like deciding where to
fly) but more often they influence the risk contnotasures. If input and output could be
clearly defined, risk control could be seen asax@ss of detecting and recovering from
deviations from some ‘ideal state’. This is ess@iytia control engineer’s view, strongly
influenced by the ideas of quality control. It wenkell for known risks in stable and
mature technologies, where one right, safe wayarking can be defined, based on long
experience, for a single organisation. Howeveaqther situations where risks are
incompletely known and technology and work methadsrapidly or constantly changing,
or where processes are managed by a complex amangef organisations, there is no one
“ideal state” which can be usefully defined. Unested combinations of essentially normal
system factors can produce effects which propapabegh complex organisations and find
loopholes in the risk defences. Rasmussen [199%/tharacterised safety management in
such cases as keeping the organisation within & imaradly defined “safe” region, away
from the boundaries of uncontrollability. The compas constantly being pushed towards
these boundaries by competitive pressures anddialamstrictions, or may drift towards
them through complacency. Hollnagel's descriptibaacidents as occurrences of
‘resonance’ [Hollnagel 2004] also seems to fit wathin the control theory approach
because resonance as a physical phenomenon ialtygicontrol problem, but Hollnagel
uses the term resonance merely as a metaphor wghf@hremoved from the physical
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phenomenofi. As a matter of fact he proposes a modified SAD¥Heh to represent his
Functional Resonance Accident Model. For the puepdsausal risk modelling, this
approach suffers the same limitation as the SAD@ehproposed in Hale et al [1997]; it
might be sufficient as a descriptive model, big inadequate for performing calculations.
Rasmussen’s safe envelope also resembles the ahmbheveson [2004] in which
accidents are viewed as resulting from interactlmetsveen components that violate system
safety constrains. Dekker [2005] echoes LevesamisHollinagel’s call for control models
(see section 2.5) but also fails to describe jost buch a model should be constructed
other than in the vaguest of terms. So the cormiuisi that despite an apparent need for
models based on control theory to describe safetyagement, no such approach has yet
been developed that enables quantification of memgnfluences on accident risk. The
main difficulty seems to be the formal descriptafrthe input and output of safety
management, the description of the ‘ideal statad, identification of the transfer function,
including the level at which this should be dote tvhole SMS or individual risk control
functions?

However there have been efforts in the past to tifatimely link management to risk
models. The simplest way to incorporate the efféchanagement in a causal risk model is
by multiplying the probability of occurrence of thep event of the risk model by a factor
which expresses the overall quality of managemiaittal research efforts therefore
attempted to address safety management within @titptéve risk analysis by linking
directly from the top event of a number of accidergnarios to the influences in the
management system [Bellamy et al 1993]. The wodc@ss analysis model (WPAM),
developed for the nuclear power industry, represtmd dependencies among the
parameters that are introduced by organisatiomébfa by calculating new
(organizationally dependent) minimum cut-sets fajonaccident sequences [Davoudian et
al 1994]. A simple parameterization of the impdabrganisational factors on component
performance, as proposed by Mosleh & Goldfeiz [J2fvides the component failure rates
into two contributors, the rate of inherent failsiand the rate of failures due to adverse
organisational influences:

)\.T = )\.| + )\40
Here), is the inherent failure rate anglis the rate of failure due to organisational fagto
The inherent portion of the failure rate represémitsre mechanisms which are ‘beyond
the control of the organisation’ like hardware tiadls linked to desidf By introducing the
parameten defined as:

o= 7\,0 / 7\4
component reliability can be expressed as a funafdhisw-factor:

A= (0 + 1),

The o-factor represents the quantitative influence ghoisational factors on component
reliability. Such a simplified approach gives &tihsight into the way in which the

3 In physics, resonance is used to describe aisituit which the natural frequency of an
object coincides with the excitation frequency.
" Organisations can influence this during selectibthe hardware, but once that choice is
made it is beyond their control.
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management factors influence the risk numbers datermining the value af is a

problem by itself. It is a reasonable approach whenagement’ has a single common
mode effect, whose management quality and its &sffean be assessed (e.g. from audits)
and which is fairly stable over time. The aviatgystem, however, is very different to this;
it has up to a hundred independent organisatiomagiag the different causal factors and
events. An easy solution is the simple split inffedent organisations, each with its own
factor. But again it will be difficult to determirtbe value ofo if the mechanisms of how
safety management influences risk events are ndéeraaplicit. A more sophisticated and
for the aviation system a more appropriate approaehks down the quality of
management into different common mode factors, e/lfggse factors can individually
influence risk control measures that are represeaegthe probability of occurrence of) the
base events of the causal risk model. In Bellamaf Et999] these common mode factors
are derived by considering safety management asdinmg the necessary resources and
criteria for safety critical tasks to be correalecuted. Generic delivery systems are
defined to describe those resources and criteaiz) ef these delivery systems consists of a
number of tasks which indicate the process of defivneeting the needs at the front lines
of performance and incorporates a learning loopl§dey et al 1999]. The following
delivery systems related to human performance defieed:

CompetenceThe knowledge, skills and abilities in the formfioét-line and/or back-up
personnel who have been selected and traineddmdafe execution of the critical tasks and
activities in the organisation. This system covhesselection and training function of the
company, which delivers sufficient competent staffoverall manpower planning.
Competence should be seen as not only cognititealbo physiological, i.e. it includes
factors such as health and physiology (e.g. vifompilots).

Availability: Allocating the necessary time (or numbers) of cetapt people to the tasks
which have to be carried out. This factor emphasdiisae-criticality, i.e. people available at
the moment (or within the time frame) when the saskist be carried out. This delivery
system is the responsibility of manpower plannigritical aspect is planning for peak
demands, particularly in emergency situations beotimes when deviations from normal
or planned operations occur.

Commitment:The incentives and motivation which personnel haverder to carry out
their tasks and activities with suitable care aledtaess, and according to the appropriate
safety criteria and procedures specified by thamiggation or by the workforce themselves
for unexpected situations. This delivery systenmsiagth the incentives of individuals
carrying out the primary business activities nothioose other criteria above safety, such
as ease of working, time saving, social approval, Ehe delivery system for this is often
diffuse within companies, but includes many of éleéivities of supervision, social control,
staff appraisal and incentive schemes.

Interface This covers the ergonomics of the interfaces tiaiee used/operated by
operations, inspection or maintenance. Includedatie the appropriateness of the
interface for the activity and the user-friendlis@®eded to carry out the activities.

CommunicationCommunication refers to on-line communicationessary for risk

control. It occurs implicitly or explicitly withimny task activity when it involves more than
one person. Proper communication ensures thaashs faire co-ordinated and everyone
knows who is doing what. Communication and co-aatlon is particularly critical within
the cockpit (captain and first officer), betweea #ircraft and ATC and at maintenance
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shift changeovers or when an aircraft is handed fseen operations to maintenance and
back again.

ProceduresRules and procedures are specific performancerieritvhich specify in detail,
often in written form, a formalised ‘normative’ kehour or method for carrying out an
activity. They may also cover informal ‘good praefi They represent the ‘design’ of the
human tasks.

In addition to these human delivery systems, theeealso technology delivery systems:

Design

This delivery system deals with the process fougng that the hardware/ software risk
control measures and risk control measure elenverith have been specified are acquired
or designed, either by purchase from outside, ardmstruction on site, are put in place and
adjusted and that the spare parts or replacemanthased and stored for the maintenance
phase of their life cycle are the correct onesanmedn good condition when used.

Maintain

This factor deals with the management processesnfeuring that the hardware/software
risk control measures and risk control measure ehtsnare kept in an effective state as
specified by design or as modified to take accafiimprovements.

These delivery systems are subordinate to a highief cycle of risk analysis, selection of
risk control measures and monitoring and implementaf these at an integrated level
above the more specific learning loops incorporateshch delivery system.

This list of delivery systems corresponds well vathst of ‘organisational factors’
regarded as important to safety as listed by NEAJ$999]. Table 6 lists those factors,
in arbitrary order, as well as a proposed mappitg the delivery systems.

In I-risk the ‘delivery systems’ approach madelthk between management factors and
risk at a more detailed level of the base eventkerrisk model [Papazoglou & Aneziris
1999]. The output of the management model was fibrera set of weighting factors, one
for each of the specified influences on each otéleénical parameters determining each of
the types of failure events. A richer insight itihe causal links between management
factors and technical failures was provided, butafrse this method required much more
effort to develop. Even more insight is providedliibking safety management to
operationatisk controlsinstead of plain technical failures. Later reshafforts therefore
made an attempt to represent the influence ofysafahagement on the life cycle sHfety
barriers. A safety barrier is a component or procedureithatstalled to prevent or

mitigate hazards. Their life cycle includes desigstallation, use, maintenance and
improvement activities. The basic concept of tipipraach is that various events in an
accident sequence can be prevented or mitigatbd gafety barriers corresponding to each
function are put into place and if the performaatéhe safety barriers is assured. Design
and maintenance of technology is ultimately a hutagh, and the interface with which
humans have to work needs to be designed and rimedtdl he risk control steps can
therefore be repeated at a different level. Thi&pss can be repeated again and again. The
iteration of organisational influences, which irfhces other organisational influences, has
been referred to as the Russian doll problem. iBhasreality of organisational and societal
factors, and not an artefact of the representatiethod.
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Table 6: Comparison of ‘organisational factors’wikelivery systems

NEA/CSNI organisation factor Corresponding delivery system(s)

External influences (from outside the Depends on what the influence is”.

boundary of an organisation)

Goals and strategies Procedures

Management functions and overview This factor maps on all delivery
systems

Resource allocation Availability and Design

Human resources management Availability and Competence

Training Competence

Co-ordination of work Communication

Organisational knowledge Competence

Proceduralization Procedures

Organisational culture Commitment

Organisational learning This factor maps on the learning loops
within the delivery systems and at the
higher, strategic level

Communication Communication

Such iterations of the analysis lead inevitablys@bhe point, outside the initial
organisation’s responsibility for the risk controkasure and its functioning, and into other
organisations or parts of the broader society. Fagractical point of view, these iterations
have to be cut off in the model. In the ARAMIS gt [Hourtolou & Salvi 2003, Hale &
Guldenmund 2004] the delivery systems were dirdotked to barriers. This produces a
simpler formulation and explanation of the risk tohmeasures. But the concept of safety
barriers introduces additional difficulties as wétl the case of multiple hazards the risk
control measure for one hazard can become a fachocreasing the risk of another
hazards (see infobox Liberty Bell). In the modeigwsed for the CATS project [Ale et al
2006] the link to the technical model is represérate risk control measures to stay within a
safe envelope. This step was taken to cope witimileh greater use of behavioural
controls in aviation as opposed to physical onahamical processes for which the model
was originally developed and to represent the vigemtioned in the beginning of this
section that safety management is actually a cbfunation, with a monitoring and
improvement cycle as its basis [Hale et al 200@]tt& safe envelope should not only be
described at an abstract level of the organisatiemroposed by Rasmussen [1997], but
also at the operational level as proposed in Ha [2007].

A safe envelope is defined as a multi-dimensiopats in which activities take place
without accident. If the boundary of the safe eapelis breached, damage is unavoidable,
although the extent of the damage may still beexittip influence. Inside the safe envelope
there will exist a ‘defined operational boundarythin which the organization or system
wishes to keep the activity so that there is a marfjsafety. Risk control measures ensure
that the organisation or system stays within ttie savelope and preferably within the
defined operational boundary. In order to do seréhmust be ways for detecting, diagnosis
/ decision making and acting on information that loundaries are being approached and

> Some influences, like regulation or market infloes, impinge on individual delivery
systems, e.g. by making procedures mandatory leinéing commitment. Others affect
the strategic risk analysis and learning loop bkimgnew risk controls available, making
them mandatory, etc.
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will be crossed if no action is taken. The detetiilecision-action sequence acts as a risk
control measure. Additionally risk control measwsesve to locate the ‘position’ of the
system within the boundary and to keep the funstimperating which define the boundary
and keep it where we expect it to be.

The combination of delivery systems and the safelepe solves some of the problems
identified earlier in representing safety managemasra closed loop control system, i.e.
that of identification of input/output and descigpt of the ideal state: the input and output
signals are defined by the delivery systems, aaddéal state is defined by the safe
envelope. All the ingredients are thus availablddeelop an appropriate control model of
safety management. But, in the context of the rebeguestion, developing a management
model is not an objective by itself. The aim iglevelop a causal risk model which
combines the description of failure events at therational level with a description of the
managerial system. A suitable approach for reptaggthe failure events at the
operational level of a system-wide model seemsta Istatic’ model using techniques
such as event trees, fault trees and influenceatiag) By definition fault trees, event trees
and Bayesian belief nets cannot contain feedbamsloBut we want to combine this with a
model of a safety management system, which isrepstsented by a control model in
which feedback loops are essential. These two lkifidsodel are not directly compatible.
Either the ‘technical model’ must allow feedbackps, or the feedback loops in the
‘management model’ must be removed. Which solutionld be the most appropriate? To
answer that question we must consider the consegaaif either solution.

According to Rasmussen [1997] one of the reasonsardontrol model is needed is the
dynamic interaction between different parts of (@éation) system that is the result of a
‘very fast pace of change of technology’. But wiate of change necessitates the shift
from a static to a dynamic model? Is the technologgviation really changing that fast?
The first flight of the Boeing 747 took place inGB9[Sutter & Spenser 2006] and four
decades later the aircraft is still in producti@ompared to the dynamics of an actual
flight, technology moves at a snail’'s pace. Shatabstract, strategic level of the
organisation there is no need for a dynamic moataihe operational level however,
dynamics are more important and a control modehsesppropriate.

Another argument for control models is the obséowvathat safety management systems
incorporate control loops. The task of pilotingaarcraft also is a control task, and indeed
sophisticated control models have been developéddgoribe pilot behaviour in a variety of
circumstances. See McRuer et al [1965] for earlgkywd/ewerinke [1989] for an all-round
theoretical overview and Hosman et al [2005] foeaample of a more recent pilot control
model. A risk assessment model in which variabledve over continuous time, affected
by probabilistic disturbances and including (‘cdiy&’) models for human operators
involved is TOPAZ as described in Blom et al [2Q04hich also has its roots in control
theory. Human operators are represented in TOPAAt@sacting agents who each have a
certain situation awareness. The situation awaseisess dynamic state, and accidents are
considered as emergent phenomena from the vatjatilthe situation awareness updating
process [Stroeve et al 2007]. Application of tipp@ach requires a high level of expertise
in stochastic analysis however. The greater sintplis the primary reason to represent the
flight crew in risk assessment models by simplécstachniques like the model described
in section 9.1 rather than the more sophisticajerchic model. In any case, when it is
being questioned whether control loops should trediiced explicitly it should be
considered if static modelling techniques couldbfficiently adequate. It is here perhaps
more than anywhere else necessary to find a phmdance between the desire to
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adequately represent the complexity of reality tiedneed to produce transparent and
guantifiable models. Mosleh et al [2004], Perrimkf2006] and Ale et al [2006] all
propose to use simple static techniques like faeds, event trees and BBNs to model
flight crew behaviour. For the same reason simtalitcsmodels using representation
techniques such as fault trees, event trees andsizaybelief nets can be used for
representation of the ‘technical’ parts well astenagerial influences in the causal risk
model. Indeed Bayesian belief Nets are particulsuijed to represent the influence of
managerial decisions [Roelen et al 2004b, Luxhaj 2001].

Section 9.1 has already described a convenientevpsovide a link between managerial
influences and human performance by describing nyseaformance shaping factors as
the levers for managerial influence and represgritieir influence using a Bayesian belief
Net. In the CATS model, the influence of human perfance on aviation accident risk is
described using three generic human operator méatelght crew, air traffic controllers
and maintenance mechanics. Each human operatéitisrine on the accident sequence (or
accident avoidance sequence) is represented mstamtiation of one of these three
models. The human operator models have been dextlkyh that the delivery systems
can be ‘hooked’ directly to the performance shapaugors. With this approach, two of the
main problems that frustrated previous efforts twlel managerial influences have been
solved:

* Both the ‘management model’ and the ‘technical nicate represented using
static modelling techniques; event trees, fauttrand Bayesian belief nets
diagrams, solving the problem of static versus dyina

* Managerial influences on human task performancel@seribed by only six
delivery systems, connecting to three generic huopemnator models. This limits
the model development burden to acceptable levels.

In a similar fashion, the managerial levers onhthedware (i.e. design and maintain) can be
represented in a Bayesian belief Net as separftemces on hardware failure
probabilities.

Despite its simplifications this approach in esgeiscstill capable of representing the safe
envelope concept. The safe envelope is definetidnccident avoidance pathways of the
event sequence diagrams.

Liberty Bell, safety barriers or hazards?
An example of a safety barrier that became a raslse is provided by the experience of the
second American in space, Gus Grissom, immedidlgwing landing after his spac
flight on July 21, 1961. The spacecraft, LibertylIBe was the first Mercury spacecraft fo
include a newly designed explosive hatch. Althoubke hatch had not been tested
previously, it was considered to be superior ingteto the older model, enabling the pilot
to make a quicker and easier egress from the aapAfter splashdown, Grissom began
final preparations for egress. "l opened up theftate on my helmet, disconnected the
oxygen hose from the helmet, unfastened the hefimet my suit, released the chest strap,
the lap belt, the shoulder harness, knee strapsnadiical sensors. And | rolled up the neck
dam of my suit." Grissom was lying in his couchjtimg to receive final confirmation that

it was time for him to blow the hatch and exit $acecraft "when suddenly, the hatch
blew off with a dull thud". Water flooded the cabi@rissom automatically threw off his

helmet, grabbed the sill of the hatch, hauled hifna# of the sinking capsule and swam
furiously to get away from the spacecraft. Whildidupters tried to hoist-up the sinking
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capsule, Grissom realized that he was having a tivael just keeping his head above the
water. "Then it dawned on me that in the rush tooge before | sank | had not closed the
air inlet port in the belly of my suit, where theygen tube fits into the capsule. Although
this hole was not letting much water in, it waditef air seep out, and | needed that air to
help me stay afloat." His suit was quickly losingogancy. The space suit that was
designed as a safety barrier against the risk pfuda decompression had become a cause
of drowning risk. Unaware of the difficulty Grissowas having in staying afloat, none |of
the helicopters surrounding him were dropping hirtifea line. Their rotor blades werg
churning up the surface of the water, making itassary for Grissom to swim even harder
to keep from going under. As exhaustion set inthoeight, "Well, you've gone through the
whole flight, and now you're going to sink rightr@en front of all these people.” Finally,|a
helicopter approached and dropped Grissom a hotte.cHe managed to loop it over his
neck and arms, albeit backwards, and was hoist¢@anpenter et al 1962].

Figure 31: Mrelopter h astronaut VirgiIGrssom in harness and is bringing
him up out of the water. The Liberty Bell 7 spaeédnas just sunk below the water.

9.3. Complexity, completeness and dependencies
A model that describes causal pathways of acciderite aviation system will consist of
many elements, irrespective of the modelling teghaithat is used. This is merely a
reflection of the complexity and diversity of thie mansport system. The model elements
are logically linked and quite likely there will Iseveral hierarchical levels. Think of for
instance a fault tree, where elements are linketyuAND’ and ‘OR’ connectors and the
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failure events become more generic when moving ugsvia the tree. When two model
elements are not directly connected they are hipitieh independenf. The base events in
a fault tree are independent and each base eviamites to only one event on the next
higher level. This simplicity has drawbacks as yw&dimmon cause factors are notoriously
difficult to represent in simple fault trees andrid may also be cases in which base events
are not independent. In the thrombosis exampledian 8.2, pregnancy and the use of
birth control pills are not independent. A Bayediatief net is a much better vehicle to
represent dependencies and conditional dependefcaga a modelling perspective we
would like to keep the number of interconnectiosasmall as possible. More
interconnections means increased complexity andenerore development effort and less
transparency. But managerial influences are tylyic@mmon causes so if we want to
represent those influences in the model we intregugreat many common cause factors.
And when we zoom in on specific areas of the madelvill identify all sorts of possible
dependencies. Consider for instance the simplbtfigew error model that has been
developed in the CATS project, in Figure 32.

Flight Crew Error
Man-Machine Intra-cockpit Flight Crew
[ Workload ] { Interface } { Weather ] [Communicaﬁon] [ Suitability }
. I First Officer
[Captam Sunablllt)J [ Suitability ]

Captain Cantain Trainin Fatigue First Officer First Officer
Experience P 9 9 Training Experience

Figure 32: CATS flight crew performance model.

Flight Crew Error

Man-Machine Intra-cockpit Flight Crew
[ Workload Interface ] [ Weather } ECommunication} [ Suitability }
. o First Officer
ECaptaln Sunablllt% [ Suitability J

Captain . - . First Officer First Officer
N Captain Training Fatigue . y
Experience Training Experience

Figure 33: CATS flight crew performance model exjsah

® Dependence and conditional dependence are formefiged in the chapter on causality.
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According to this model, ‘fatigue’ for instanceiiglependent of ‘weather’, but we know
that prolonged flight in bad weather conditions bamuite exhausting, so strictly speaking
there should be an arc between weather and fatiggeod man machine interface design
can reduce the task load, so there should be dreaneen man machine interface and
workload. High levels of fatigue decrease operaggrabilities and will, for the same task
demand, result in higher workload, so there alsmkhbe an arc from fatigue to workload.
Likewise, experience and training can improve ofereapabilities and hence reduce
workload. Good ergonomics design can influenceytegias well, so there should also be an
arc from man machine interface to fatigue. This Mddhen result in the model of Figure

33.

The number of arcs in this model has increased 8o 21, and the node ‘workload’

now has 6 parent nodes. When each of the pareesrmiy has 2 possible states we need
to assess 64 conditional probabilities to quamtifykload. The transparency of the model
is also affected. This is a result of the increasamiber of arcs and also because arcs now
not only run from the lower to the upper levelst @iso the other way around, e.g. from
weather to fatigue. While Figure 32 still looks haad orderly, Figure 33 is becoming
more obscure and beginning to look like a ‘giarithel’. And this is just a simple

example; imagine what will happen when an arc &l for every possible interaction in a
model consisting of, say, 5000 nodes. The assesdmaten will then become excessive
and it may be simply impossible to complete modsledopment. It is necessary to find a
proper balance between model completeness andgaldetasibility. The proposed way of
doing this is by developing the model from the gant® the specific, starting at the

highest level of abstraction and introducing addisil detail step-by-step. This can be done
systematically if the model is hierarchical, witgtparate levels of abstraction that are
formally defined. The first instance of the modelyoconsiders dependencies at the highest
level of abstraction and the model is then incretalgndetailed by moving to the next
lower level at each development step [Mosleh e0al]

This top-down approach obviously raises the questibether it will ever be possible to
reach a level that is sufficiently detailed for @urposes. Every accident is a unique
occurrence. Each accident involves different caudifierent components, different
locations, environmental circumstances, organisatand people. Representing every
single detail of every possible accident is pradtycimpossible. Accident risk modelling
requires generalisation and discretisation of sndlvidual occurrences. A model is an
abstraction of reality. Individual uniqueness mustgeneralised such that the essential
parts are not lost while a balance must be foutdd®n uniqueness and generality.

There are two possible approaches to this; indei@id deductive. The inductive approach
is to reason from the individual cases to a germmitstruct. A deductive approach involves
reasoning from the generic to the specific. An eplenof deductive approach to aviation
risk modelling would be to start with the main ftinas that are required to prevent an
accident, e.qg. lift, thrust, control, structuraegrity and separation between aircraft. Each
next step in the modelling process would then naakether functional decomposition.
This kind of reasoning is similar to that used emgtruct Fault Trees. The approach is
straightforward and works well when only hardwaséivolved, but is more complicated
when humans, organizations and management playpgoriant role. Task analysis and
functional analysis of for instance barriers antivéey systems are sometimes helpful, but
there are many risk control failures that are diffi to identify by means of a functional
decomposition [De Jong 2004]. Errors of commissi@y not be found at all. The
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inductive approach starts with the individual aecits and then tries to develop a generic
construct. This is only useful when certain patezrist at the higher level of abstraction
but is useless if accidents are just random contibimaof random events. A review of
aircraft accidents indeed shows that often eveguieseces are very similar, even for cases
where human error plays an important role in tredent sequence. An example of such a
recurring accident type is an aircraft stall argslof control following an attempt to take
off while the aircraft’'s wing is contaminated wahow or ice. See infobox ‘Take-off stall
in icing condition’. Crash due to stall and losscofitrol following an attempt to take off
with a contaminated wing in icing conditions cancoasidered aaccident archetype
Another example of an accident archetype is a ryravarrun following landing long and
fast on a wet runway, possibly in combination vadthss- or tailwind. A review of a large
set of aircraft accidents identified 33 of suchident archetypes [Roelen & Wever 2005a].
Later in this thesis we will also show that the®e83 accident scenarios is sufficiently
complete to provide a suitable backbone for a daisdamodel.

In Roelen & Wever [2005a], each accident archetgpiescribed as a chain of discrete
events. This is a useful concept because it is ®asgderstand; the structure is identical to
the way we tell stories. The accident can be priexeby removing any one of the links in
the accident chain. Each link represents an oppitytfor accident prevention. If the link is
removed the sequence of events enters a diffeeghtvay that does not result in an
accident. This can be represented in an event sequiagram, where each of the links of
the accident chain is an initiating event or a favevent.

The advantage of the use of accident archetygéatshis is a data driven approach which
results in realistic accident scenarios. It easdlytures the most frequent accidents which
means that the model quickly focuses on those svbat are really relevant for flight
safety. The total number of accident archetypesr(3Boelen & Wever [2005a]) is easily
surveyable. There are a very large number of caresemps that are the possible result of a
set of causes, but there are a much smaller nuofls@nsequences that are probable. The
accident archetypes capture the most probable eagsesequence relations. The accident
archetype / event sequences therefore providaabteiinterface between (more detailed
layers of) the model and the users of the moddRdelen & Wever [2005a] the accident
archetypes are described as a series of activedail This has the advantage that the
archetypes are mostly independent. Dependenciemréntroduced at the detailed level
where also latent failures are described. Thiis/enient because the model remains more
transparent and the assessment burden for quatitficis reduced. A disadvantage of the
accident archetypes is that the sequence delimeiatimore or less analyst dependent
[Labeau et al 2000]. Peer review will thereforeaimeessential part of the scenario
validation process (see Chapter 10).
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Archetype accident example 1: Take-off stall in i¢cig conditions

On March 5, 1993, Palair Flight PMK301, a Fokke® 1€rashed shortly after take-off from
Skopje Airport, Republic of Macedonia, for a schledupassenger flight to Zirich,

Switzerland. Seventy-nine passengers and four cesmbers were fatally injured an
thirteen passengers and one cabin crewmember sdrvivhe accident was caused

degraded aerodynamic characteristics due to con&ion of the wings with snow and icg.
The situation resulted from an omission to de-tee aircraft with de-icing or anti-icing
fluid in weather conditions conducive to icing. #te time of the accident there was
moderate snowfall and the temperature was 0 de@relstus [Netherlands Aviation Safety

d
by

Board 1996]. This accident was not unique, in teeadle before the Palair accident there

had been at least 7 major accidents of Western jetihircraft during take-off that were
caused by degraded aerodynamic characteristiciadaentamination of the wings with

snow and ice, see table 7. The dangers of takihgvitti a contaminated wing were we
known to the aviation community. The NTSB’s firstvestigation of an air transpo

category aircraft accident caused by an attemptake off with a contaminated wing

involved a DC-9 aircraft [NTSB 1993]. That accidemtcurred on December 27, 1968
the Sioux City Airport at Sioux City, lowa. The 8&f Board'’s finding of probable cause

that accident wasastall [..] with subsequent loss of control asesult of the aerodynamigc

[..] penalties of airfoil icing. The flight crew iled to have the airfoil ice removed prior t
the attempted take-off from Sioux CIfNTSB 1970]. This type of accident continues
occur today: on January 25, 2007, a Régional FokR6rcrashed shortly after takeoff fro

the airport of Pau, France. Control was lost beedbe aircraft wing was contaminated

with snow [BEA 2007].

The lift which is developed by a wing depends am @ngle of attack (the relative angle
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the impinging air to the wing chord), and the a@esp. The higher the angle of attack and
the higher the speed, the greater the amounttafdifeloped so long as the airflow over the

wing is smooth and adheres to its contour surfé¢keen the airflow separates from t
surface, the lift produced by the wing diminish€ke airflow starts to separate from a|
wing when its angle of attack reaches a criticdu@atypically 15 - 18 degrees. As ti
angle of attack is increased further, the lift wiélcay rapidly. Even a small amount of sn
or ice on the wing surface has an influence onsimeoth flow of air over the surfag
contour. Changes in the contour shape and rougluigbe surface will cause the airflo
to begin to separate from the wing at a lower amjlattack than normal and cause
reduction in the lift. The extent and way that pemriance will be affected depends on

position of the contaminant on the wing as wellresnature of the contaminant. Genera
contamination of the forward leading edge of thegwvill be the most degrading to th
lift-producing efficiency of the wing. For this re@n, aircraft without leading edge slats
flaps are more susceptible to wing contaminati@mthircraft with leading edge slats. Ng
that all but one of the accidents in Table 7 ineshan aircraft without leading edge sl
(the Boeing 737 is the exception). Due to the irfice of the Reynolds number on airflg
characteristics, contaminated wings are more abhlpm for smaller aircraft than for ver
large aircraft.

Aircraft that have snow or ice on the wings areiahet before take-off to prevent the
types of accidents. De-icing is conducted by spigd de-icing fluid, typically a mixturs
of glycol and water, on the aircraft's surfacese Te-icing fluid removes snow or ice a
also prevents the build-up of additional layersmdw or ice for a predefined time period

ne

ny
ne

time called the hold-over time. Typical values tloe hold over time are 30 minutes.
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Table 7: Accidents involving attempted take-offwitontaminated wing, 1982-1993,
Western built commercial jet aircraft.

he
st
the runway threshold. A normal touchdown point @0 - 1500 ft beyond the runway
threshold. Because the runway was wet, the brageréprmance of the aircraft was also
negatively affected [NTSB 2001]. Less than a yagerl an accident occurred under similar
circumstances. On March 5, 2000, Southwest Airlifight 1455, a Boeing 737-300,

Date |Aircraft type Location Weather Ref.
13/01/82 Boeing 7371 Washington, D.C. -4 deg. C. NTSB
200 USA Heavy snowfall. 1982
05/02/84 Douglas DC Philadelphia, -2 deg. C. Maclintosh
7 9-15 Pennsylvania, USA Ice pellets, snow 1993
Douglas DCt Denver, Colorado, -2 deg. C. NTSB
15710781 9-14 USA Moderate snow. 1988
- + 2 deg. C.
Dryden, Ontario, Moshansky
q -
10/03/89 Fokker F-28 Canada Locally heavy 1992
snow
Douglas DC} Cleveland, Ohio, | -5 deg. C. Light NTSB
171021979 15 USA snow. 1991
Flushing, New York 0 deg. C. NTSB
22/03/92 Fokker F-28 USA Drifting snow. 1993
Skopje, 0 deg. C. Netherlands Aviation
e
05/03/93 Fokker 100 Macedonia. Moderate snowfal|. Safety Board 1996
Accident archetype 2: Landing long and fast on a weor contaminated runway
On June 1, 1999, American Airlines flight 1420, @&nnell Douglas MD-82, crashegd
after it overran the end of runway 4R during laidat Little Rock National Airport in
Little Rock, Arkansas. The captain and 10 passengezre killed; the aircraft was
destroyed by impact forces and a postcrash firalysis of the accident revealed that
aircraft had touched down at a speed of 160 kischwivas 29 kts too fast, at 2000 ft p

overran the departure end of runway 8 after landinBurbank-Glendale-Pasadena Airp

in Burbank, California. The aircraft came to restaocity street near a gas station off of
airport property. Of the 142 persons on board, &s@agers sustained serious injuries;
aircraft sustained extensive exterior damage. ivabcident the aircraft touched down at a

speed of 182 kts, which was 44 kts too fast at Zip@st the runway threshold. Again t

ort
he
the

ne

runway was wet [NTSB 2002b]. Both instances arargtas of landing overrun accidents
that are the result of landing long and fast oned @ contaminated runway, possibly |in
combination with tailwind. Additional examples dfig type of accident are presented| i
Table 8.

153



Table 8: Runway overrun accidents after landingyland fast on a wet or contaminated
runway.

Date Aircraft type | Location |Touchdown| RWY wind Ref.
point/ total |condition
RWY length
(ft)
McDonnell- | Erie, PA, . | NTSB
21/02/1986 Douglas DC9 USA 2000/6000| snow/wet 10 kts tall 1987
14/09/1993 Airbus A-320 V\F’,"z‘;gﬂ‘é" 2500/9100| flooded 18 kis tai
McDonnell- |Little Rock, 5 kts tail, 20- NTSB
01/06/1999 1y, 5las MD-82 AR, USA | 2000/7500|  wet /ooy io crosqd 2001
. Bangkok, ATSB
22/09/1999 Boeing 747-400 Thailand 3300/10300 flooded | 8 kts cross 2001
. Burbank, .| NTSB
05/03/2000 Boeing 737-300 CA. USA 2150/6000 wet 6 kts tail 2002b
02/11/2002 FOKKErF-27-1 - Sligo, | 15553900  wet | 3 kis cross AV
Ireland 2005
02/08/20085 Airbus A-340 | TOTOM0: | 4000/9000| flooded| 5 kis tail| 1 o0
Canada 2007
. hicago, IL| .| NTSB
08/12/2005Boeing 737-70 ? USA 2000/6500 snow 9 kts tall 2007

How do we know if the set of accident archetypesui§iciently complete? The accident
archetypes should be mutually exclusive categanigsthe total set of archetypes must
represent all probable accident occurrences, $dhba results can be added together and
should give complete coverage of all accident riBksed on ICAQ’s definition, an
accident’ can be divided into subcategories ‘personal inj(ingluding fatality), ‘aircraft
destroyed’ and ‘aircraft damaged’. On a high lexfehbstraction there are four ways for a
person to get fatally or seriously injured, thrésvhich result in the aircraft being
destroyed or sustaining major damage:

. Personal injury (without the aircraft being damad@r destroyed)

Collision of aircraft with the ground

Collision of aircraft with an object

General disintegration of aircratft.

There can be occurrences in which the aircraftiveseonly little damage, but the
occupants are seriously injured or even killed.e®than security related events, this can
happen when there is an abrupt manoeuvre, e.gldeswand unexpected turbulence
encounter resulting in passengers thrown aroutigeirtabin, or in case of an event
involving the cabin environment like a lack of oxyg A collision with the ground is called
‘controlled’ when the aircraft has no malfuncticrsd is under control of the flight crew,
albeit that the crew is not aware of the fact thay are flying towards terrain, i.e.
controlled flight into terrain. A collision with thground can also be uncontrolled, when the
flight crew has lost control of the aircraft, whichn be induced by the crew, an aircraft
system/mechanical malfunction or the environmehtirdly, collision with the ground can
also be a forced landing, where the crew makesacheduled landing off a runway

" An accident is an occurrence where a person hers fagally or seriously injured, or the
aircraft sustains major damage or structural faill€AO 2001].
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because they are unable to continue flight. Thipkas when for instance the aircraft runs
out of fuel and all engines stop producing powecaHision with an object can be an in-
flight collision with another aircraft, or it careta collision on the ground with another
aircraft, a vehicle, or other object. A ‘generaidtegration’ is an occurrence where the
aircraft’s structure is overloaded and damagedudicg in-flight disintegration, either due
to a structural failure or due to fire or an expdos(e.g. fuel tank explosion or the
detonation of a bomb) .

Abrupt
manoeuvre

Personal
injury

Cabin
environment

Personal
injury

Uncontrolled
collision
Collision with ground

with ground

Controlled
flight into
Accident Aircraft terrain

destroyed [

Forced
landing

- Mid-air
Aircraft collision
damaged Collision

] with object

Collision
on ground

Structure
overload

General
destruction

Fire &
explosion

Figure 34 Accident breakdown into subtypes.

The resulting set of accident types is shown irufgd34. This way of categorizing

accidents is generally in agreement with the ti@wlitn aircraft accident statistics (see for
instance brochures published by the CAA-UK [1998)@ and CAA-NL [2007]),

although there is no strict convention. It providesonvenient framework to map the
accident archetypes and allows a straightforwaettklif the set of archetypes is

sufficiently complete. A next step is to map pastidents on the set of accident archetypes.
In CATS this was done for 8969 accidents withoutiolrss omissions being identified.

By using generic accident scenarios as the backbbaeausal risk model, the model
structure is explicitly based on observations iacfice, rather than a theoretical approach
such as structural decomposition or functionalraleion. Aggregation in the accident
scenarios was performed heuristically by the amsilmowledge of the accident
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evolutior®. An advantage of this approach is the abilityibouitaneously capture technical
malfunctions, human behaviour and managerial imites without being confined by a
theoretical modelling construct. On the down stties practical approach is predominantly
based on observations from the past and ‘new’ aatsdand accident types where risk
control measures work so well that they do not leapre not necessarily captured. A
failure to capture ‘new’ accidents is often usedgasrgument against models that are
based on past accidents, but as a matter of facaneidents are rare indeed [Levy 2001].
Nevertheless, this restriction should be made d¢telre user and it should be verified that
this is indeed acceptable.

The concept of accident archetypes is also usefidieintifying the relevant human
performance shaping factors, a problem identifiredaction 9.1. Because accidents are not
random event sequences, not all errors are echetlgrdous. In many cases there will be
sufficient time for the flight crew to detect ama@rand recover from the situation, without
flight safety being compromised. Instead of stgrtimman performance assessment with
the human operator and determining how he or shéaii it is therefore proposed to start
with the accidents and the errors that have cantebto those accidents. The accident
archetypes define the types of errors and assdatatetexts that have been shown to be
relevant.

Consider Controlled Flight Into Terrain (CFIT) aents as an example. CFIT accidents
are those in which an aircraft, under the contfahe crew, is flown (unintentionally) into
terrain, obstacles or water with no or insufficiprior awareness on the part of the crew of
the impending disaster [Khatwa & Roelen 1996]s laiclass of accidents that received
special attention in the 1990s because it was aedime deadliest ‘killer’ in aviation [FSF
1999]. In these accidents, situational awarenesssftand tactical decision making
error§® are dominant. Situation awareness errors werdifiehin almost 100% of CFIT
accidents in the approach phase of flight [KhatwRdelen 1996]. Non-precision
approaches are particularly risky [Enders et al619Buring a precision approach the flight
crew receives detailed information on the positibthe aircraft relative to the desired
approach path, both in the horizontal plane (d@aiatrom the localiser) as well as in the
vertical plane (deviation from the glideslope). Wiseich information is missing, i.e. when
the approach is non-precision, it is easier to bectiost’. If during a non-precision
approach the flight crew reaches the minimum desaiéitudé* and they do not have the
runway in sight the approach should be abandonedti@ation of the approach is a
tactical decision error. This error, under theseuwnstances, in combination with a
situation awareness error, is especially dangerous.

This example of CFIT accidents shows how certgiesyof human error can be linked to
certain types of aircraft accidents. If we are deable to link certain delivery systems to
particular error types, the connection can be nfisaia organisational influences all the
way to accident occurrence. Research by Lin [2Q@008] is aimed at identifying the links
between managerial influences on flight crew ewith the aim of directly connecting

8 Peer review is required to validate this aggregatsee section 10).
9 Situational awareness error was defined as cdingdhe aircraft to wrong parameters.
8 Tactical decision making error was defined asrfgito revise action in response to a
signal to do so or failing to heed warnings ortal#nat suggest a revision of action.
8 The minimum descent altitude is the lowest aléttnl which descent is authorized on
final approach in execution of a non-precision apph procedure. Continuation of the
approach is then only permitted when the runwagpoway lights can be seen.
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management models (section 9.2) to human perforenanodels (section 9.1). Figure 35
shows the relative contribution of delivery systaméive types of flight crew error. This
figure is based on a sample of accident and intidata from the ADREP database.
According to this information, competence is thenittant delivery system for all five

types of flight crew errors being identified, betresearch also shows significant
differences for the next most important delivergteyn across error types. For
perception/judgement and aircraft handling tffenaost influential delivery system is
technology interface design, for decisions it imp@wver planning and execution, for action
in respect to procedures it is communication aratdioation, and for operation of
equipment there is a large part not specific. Notieat the five error types are described on
a generic level rather than being very specificaitghe approach in the analysis is to start
at a generic level to identify the most importaatterns and trends, and only add more
detail if this is required by the user and allovithe available data.

M perception/judgement O decisions = operation of equipment
0 aircraft handling action in respect to procedures

not specific %

-
EXXSS
e

technology function

procedures and
regulation

manpower planning and

availability ——1

technology interface g]]]]]]]]]]]]]

design

conflict resolution %

competence and

B e e —

communication and w
coordination

commitment

0% 10% 20% 30% 40% 50% 60% 70%

Figure 35: Relative contribution of delivery systeta flight crew error types.

9.4. Conclusions for this section
Causal aviation risk models necessarily requiresagbsequences and probabilities to be
estimated for (failure) events involving human @t and decisions. Because there is
greater variability and interdependence in humafopmance than in hardware
performance, specific human performance models brisieveloped. The classical
approach in human error quantification is to ussidearror probabilities for specific tasks
and to modify those to account for specific circtanses or contexts. This approach is not
good at supporting the identification of errorcommission and assumes that the
performance shaping factors are independent, whinbt a very reasonable assumption.
Some of these limitations can be overcome by usifigence diagrams like Bayesian
Belief Nets to represent the influence of the ceinte performance shaping factors on error
probability. The performance shaping factors can &le described as the output of delivery
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systems. They then provide a convenient link betwgasdety management and human error
probability. It is also proposed to use the asdediavent in e.g. the fault tree (or any other
type of model representation that is used), whiehituman performance model ties into, to
estimate the basic human error probability instfadkriving this from a task analysis as is
the case in first generation human performance odgsthiMapping of accident and incident
data on those fault trees will ensure that botbrsrof omission as well as errors of
commission will be captured in the model. Whetthés aipproach is indeed suitable for
analysis of errors of commission is still open hegreand needs solving.

There is also a requirement for the causal riskehtmlbe able to represent the effect of
managerial influences on safety, but this is netraightforward task. The difficulty is that
the influence of management is always via the ffaiat the operational level. To describe
the effect of management on safety the descrigtfdhe managerial system must be linked
to the description of the failure events at therapienal level. This requires a meeting point
of two model types that are inherently differenteTailure events at the operational level
are described as causal chains and failure pathwaysafety management is considered a
control function aimed at maintaining a particudgerational process within the boundaries
of safe operation. This way of formulating safetgmagement as a control function
logically results in attempts to apply control theas a modelling approach and to use
dynamic models with control loops. Strictly techailg this seems feasible, but it can be
problematic to link this to ‘simple’ static modelsing representation techniques like fault
trees and Bayesian belief nets. If static modedsuaed to represent the failure events at the
operational level, the management influences maistdscribed in a different way, one that
allows the link with these static models. As ispgwsed in this chapter, this can be done by
describing managerial influences on human taslopmidnce by six delivery systems,
connecting to generic human operator models. Theetg systems are represented as
parent nodes of Bayesian Belief Net representatibhsiman operator performance.

There are potentially many interactions betweeividdal model elements and if these
must all be represented we may end up with an ekaedevelopment and assessment
burden and a model that looks like a giant hainalkch is not very transparent. It is
necessary to find a proper balance between modapledeness and practical feasibility.
The proposed way of doing this is by developingrtioelel from the generic to the specific,
starting at the highest level of abstraction arnbatucing additional detail step-by-step.
This can be done systematically if the model isdrighical, with separate levels of
abstraction that are formally defined and if cerfaatterns exist at higher levels of
abstraction rather than accidents being random gwtibns of random events. A review of
accidents shows that indeed event sequences arew@ty similar even in cases where
human error plays an important part in the accidequence. A review of a large set of
accidents identified 33 of such accident archetyphese provide a suitable backbone for a
causal risk model. The advantage of the use oflantiarchetypes is that it is a data driven
approach which results in realistic scenariosasilg captures the most frequent accidents
which means that it quickly focuses on those elémehich are most relevant for flight
safety. The accident archetypes create a top tdtbe model that is intuitively transparent
and reduce the assessment burden because depesdaedimited. The concept of
accident archetypes is also useful to help in ifieng the relevant performance shaping
factors for human reliability assessment.
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Chapter 10. Model validation

10.1.Introduction
Model validation is usually described as a procdshecking if the model provides, for
the objective for which it is applied, a correcsdeption of the reality that it represents. An
alternative definition is that model validationaigprocess of checkirthge degree to which
the model provides, for the objective for whicksipplied, a correct description of the
reality that it represents [AIAA 1998]. The facatta model is by definition unequal to
reality is the basis for a validation approach digyed by Everdij et al [2006]. This shifts
the validation activities from proving that the nebés correct to evaluating what the
difference between model and reality means in teritise model output. In this thesis the
first definition of validation is adopted.

The reason we need validation is because the n®daly a representation of reality and
during the process of modelling numerous assumptima simplifications have been
made. Typically, validation involves comparisortiod behaviour of the model with the
behaviour of the part of the ‘real’ world that tim@del is supposed to represent. In this case
the represented reality is the safety behavioth@fir transport system and in the model
this is expressed as accident probability (or poditadistribution) as a function of the
probability of occurrence of certain base paransetéalidation of a causal risk model of
air transport is problematic because of the coniplef the system, the small number of
accidents now occurring and the intangibility ekeiFull validation of a complete causal
risk model of air transport is not possible becauseel results cannot be compared with a
continuous observation of an unaltered systemtitie period involved in observing

reality until sufficient events have accumulatedkesareal life observations impractical and
creating these events on purpose is unethical vialilation would also involve

comparison of model results with reality for evpnssible set of conditions. For the sort of
models that are considered here the number offdessinditions is so large that this is
impossible. Moreover a causal risk model of ainsort exhausts all accident data for the
development of the model and checking the modeltewith independent accident data is
not possible. Therefore alternative methods foralestrating the ‘validity’ of the model
must be sought.

To circumvent the problems of complexity and intiaailigy of risk, individual segments of
the model with directly observable outputs will bae be validated, where ‘validation’ is
restricted to a few specific conditions. Proof mustprovided that the overall process for
combining these segments into a single model ficgritly correct for the objective(s)
under consideration and that this not only holddtie specific condition but also for other
possible conditions. The proposed hierarchicacstine of a causal risk model is
advantageous in this respect. The hierarchicattstrelis composed of accident scenarios
(e.g. represented as ESDs) at the highest lexadgriegation, direct causal factors of
scenario events (e.g. represented as fault tre#s aext highest level, and common mode
human and managerial influences (e.g. represest&Bals) at the most detailed level. The
modelling techniques used in each of the ‘layef$he model necessitate specific
assumptions and simplifications and by demonstdtie validity of a small section of
each layer it is plausible that the results arealigwalid for the rest of the layer, provided
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that the rest contains no ‘new’ general assumptiorsimplifications. For instance, where
the BBNs at the most detailed level of a caus&lmsdel are quantified using expert
judgement, by demonstrating the validity of thisugtification process for a small part, the
validity of this process for the rest of the modeinponents is made plausible as well,
assuming the experts there can be considereddqumly knowledgeable. On top of this,
there is the issue whether experts have the impretizat the model looks right (for
instance with respect to the sequence delineatitimei scenarios) and behaves as experts
expect. This is called face validity and peer revie

This section provides examples of the way in whialidation of a causal aviation risk
model could be conducted. It simultaneously provigeoof’ for some of the statements
that have been made in previous sections. Foucespd! be discussed:

e Validity of the process of decomposition (e.g. lawvn into different accident
scenarios) and aggregating the results

e Case validity: comparison of behaviour of (a sett) the model with real world
behaviour

e Face validity and peer review

» Assumption analysis

Because of the problems identified earlier (congmariof model results with a continuous
observation of the unaltered system is not possibéedevelopment of the model exhausts
all accident data, the set of possible conditigrigfinitely large) this is all that can (and
should) be done.

10.2.Validation of the generic accident scenarios

10.2.1. Validation of take-off and landing overrun probability estimates
This section gives an example of checking the itgliof the process of breakdown into
different accident scenarios and aggregating thglte Such a validity check was done for
a causal risk model developed for the FAA. That elodpresents risks of all flight phases,
but the validity check was limited to take-off omar accidents and landing overrun
accidents. The FAA model is a hybrid causal modetlzining three hierarchical levels.
The highest level is identical to that used inBhe#ch CATS model and consists of 33
Event Sequence Diagrams that each represent aiganeident scenario [Roelen et al
2006b]. Take-off overrun accidents are represeasgoossible end-states in 10 different
scenarios, landing overrun accidents are possillestates in 8 scenarios. The model was
quantified with worldwide accident data for largeeStern-built aircraft (MTOW > 5,700
kg) in commercial operations from 1990 - 2003. Qifi@a model results were compared
with three other research reports that contaimedés of the probability of occurrence of
take-off overrun accidents or landing overrun aeotd. These studies had similar data
inclusion criteria, although there are some diffiees in the time frame. Results of the
comparison are presented in table 9.
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Table 9: Comparison of model results with studyorép

Accident type FAA Causal Mode| NLR study” | Boeing study’ | NLR study”
1990-2004 1980-2004 1990-1999 1970-2004

Take-off overrun | 1.27 x 10 1.36x10 [1.4x10

Landing overrun | 4.17 x 10 3.87 x 10/ 5.0 x 10/

The match between the model results and the otiseits are good. All results are based on
more or less the same data source and are ineths¢ $10t independent, but the comparison
is important because it shows that indeed the gsog&breaking accidents down into
generic accident scenarios and then aggregating$udts is valid or at least acceptable.
The model reproduces the data that was used tdraohi so there are no overrun accident
scenarios missing from the FAA model.

10.2.2. Completeness of the accident scenarios
The concept of generic accidents scenarios a®fhkevel of the model hinges on the
assumption of repeatable accidents. The validithisfassumption was discussed in
section 9.3. Aggregation in the accident scenawias performed heuristically by the
analysts’ knowledge of the accident evolution. Regiew is required to validate this
aggregation (see also section 10.4).

10.3.Validation of a model for missed approaches: casealidity
This section provides an example of the validaiozcess for a small segment of a causal
risk model. The output of this sub-model is a disecbservable variable -the average
missed approach rate- which makes validation mimagghtforward than in the case of
intangible variables such as ‘risk’. Like every@atisub-model of the causal risk model, the
missed approach model consists of input varialleemputational engine and an output
variable. The model is considered valid if the ealof the input variables correspond with
reality andthe value of the output variable as a functiothefvalues of the input variables
corresponds with reality. In the example the obsgmwissed approach rate at Schiphol
airport is compared with model results. The modeludes an aspect of human
performance and is therefore representative ofrth&t detailed level of a causal risk
model.

10.3.1. Qualitative description of the model
For the purpose of demonstrating causal modelénriques for safety analysis, a
Bayesian Belief Net describing the case of a misggoach was developed [Roelen et al
2002]. A ‘missed approach’ should be initiated by pilots when a situation arises that
would make the continuation of the approach andifanunsafe. Generally speaking,
during a missed approach the flight crew advariveshrottle to go-around power, the flap
setting is reduced (typically to 20 degrees) amddtincraft is rotated to 15 degrees pitch
attitude. The aircraft climbs to a predefined atté from where a new approach is initiated,
or the aircraft diverts to an alternate airporte furpose of the missed approach procedure
is to reject flying into unsafe conditions or undeisafe circumstances and to enable the
crew to carry out a new approach and landing usdfer circumstances. The missed
approach phase is a dynamic and complex phasgglof, ftequiring decision making, and

8[Cheung & Post 2005].
8 [MacKinnon 2000].
8 [van Es 2005].
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quick handling by the flight crew and air traffiorttroller. It is characterised by relatively
large changes of the aircraft configuration (fr@nding to climb out configuration). There
can be various reasons why an approach is disematiand a missed approach procedure
is executed. The failure to recognise the needrdrto execute a missed approach when
appropriate is a major cause of approach and Igratinidents. According to a study
published by the Flight Safety Foundation in 1988 most common primary causal
factor [of approach and landing accidents] was ¢atgp be omission of
action/inappropriate action, which most often refdrto the crew continuing the descent
below the Decision Height or Minimum Descent Altiuwithout visual reference or when
visual cues were lost” [FSF 1998]. Although it le®n recognised that the execution of
the missed approach manoeuvre itself can, if caeduacorrectly, play a role in the
sequence of events that results in an accidestjgbile is not described in the model
validated her&. The model is, therefore, strictly focussing aailtire to execute a missed
approach’. This failure to execute a missed apprisma pivotal event in several approach
and landing accident scenario’s.

A missed approach is ultimately initiated by thght crew, based on their mental
representation of the current situation, a sodagitive envelope which the flight crew
uses to assess dynamically the safety state @fpmach and landing phase. A potentially
unsafe situation exists when there is a mismattivden the flight crew’s mental
representation of the situation and the ‘actualiagion. The main factors that are important
in the missed approach decision making are coresidier be the following:

. Visibility

. Cross wind

. Longitudinal separation from the preceding aiftdrathe approach path
. Speed deviation from the reference approach spegdo ft altitude

. Crew alertness

. Fuel weight

The corresponding influence diagram is presentddgare 36 In the missed approach
model, the following assumptions/techniques ardiegp

*  Expert judgement for the quantification of someszdinfluences,

» Existing databases for the quantification of otteusal influences,

» Combination of expert judgement results with otipeantified data,

» Bayesian Belief Net to represent human reliability.

Quantification of the model requires quantificatmfrthe parent nodes and of the influence
of the parent nodes on the child node. This isyerrtlescribed in the next two sections.

8 In a later development of the model for CATS, itterrect missed approach execution
is indeed represented in the model as potentiadigihg to an accident.
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Figure 36: Missed approach model influence diagram

10.3.2. Quantification of the model variables (the parent mdes)
The initial model described in Roelen et al [20324 discrete BBN in which each of the
parameters can only take two values; ‘OK’ or ‘n&t’(Because of the inherent limitations
of a discrete BBN the model was further developd & continuous BBN with variables
modelled as continuous quantities [Morales et 8i820The probability distributions of the
parent nodes were quantified using readily avadlaaita from the NLR Air Safety
Database. Because the validation centres aroungar@son of model results with observed
values for Schiphol airport, the aim of the quacdifion was to have probability
distributions that are representative for the situraat Schiphol.

Visibility

Described in metres, visibility is based on 27 imillobservations across Europe. The
cumulative probability distribution is presentedHigure 37, the unit of measure for
visibility is meters.
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Figure 37: Probability distribution for visibility

Mean cross wind

The mean cross wind is the steady state crosswaabuned at landing. The probability
estimate is based on world-wide in service openataf UK airlines (sample size about
2000) as presented as reference in EASA’s airceafification specifications for all
weather operations [EASA 2003b]. Crosswinds froml#ft and right are be equally likely.
In Figure 38 the cumulative probability of the wind is shown, the unit of measure is
knots.

0.9 /

> 0.7
] 0.6 1

Qo

o

o

S 05 /
>

E

S 04

£ /

3

3 03

0.2

0.1

0 T T T T
0 5 10 15 20 25

Mean crosswind (kts)

Figure 38: Cumulative probability for mean crossdi
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Traffic separation in the air

Traffic separation in the air refers to the londithal separation distance between two
successive aircraft on the approach to the sameaynThe minimum required separation
distance depends on the type of approach and tighteategory of the aircraft. The
probability distribution was determined by analygasample of FANOMOS data.
FANOMOS stands for “Flight Track and Aircraft Noistonitoring System”. The system
is controlled by the Dutch Aviation Inspectoraté\(f). The FANOMOS system calculates
actual flight paths of individual aircraft by combig radar track data and flight plan data.
These data are received automatically from ATONBtherlands. Figure 39 shows a
probability density that is based on a sample &28pproaches on Schiphol airport
runway 18R between 1 and 8 March 1999. Separatsardte is measured in nautical
miles. Although the sample size is relatively sirafld despite the fact that the sample only
represents one approach for one particular airguetdata is considered sufficiently
representative because the rules on separati@ndes are largely governed by
international standards. Correctness of this assamis provided by comparison with a
distribution of separation distances that was foatnthe Dallas Fort Worth International
Airport [Ballin & Erzberger 1996].
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Figure 39: Probability distribution for traffic segpation

Speed deviation
During the approach, the aircraft must be on threect lateral and vertical flight path

(based on radio navigation guidance or visual esfeg), the aircraft must be in the desired
landing configuration and at the desired speedtlaadanding checklist must have been
accomplished. For precision approaches, deviafioms the lateral and vertical glide path
are hardly an issue. Speed is a different mattefor® the approach, the crew will have
calculated the approach reference speed for theicplar aircraft. This reference speed
mainly depends on the weight of the aircraft. Areotion will be added to this reference
speed to cater for wind conditions or other extefaztors. The reference speed plus the
correction determines the ‘bug-speed’, which isdbsired speed during the approach.
When at 500 ft altitude the aircraft's speed deddbo much from the bug speed (e.g, the
speed drops below bug speed minus 5 knots or exdregispeed plus 10 knots), a missed
approach is required. Figure 40 presents the ligian of aircraft speed relative to the bug
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speef’ for the 500 ft altitude gate. This data represarttstal sample of 13,753 approaches
flown by a large European airline. Speed is indidairspeed in knots.
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Figure 40: Probability distribution for speed deti@n at 500 ft altitude.

Flight crew alertness

Alertness (or its opposite, flight crew fatiguepis important issue in flight crew
performance. Fatigue was reported as a contribdismtyr in 21% of the incident reports to
the NASA Aviation Safety Reporting System [LymarC&lady 1980]. Since 1990, fatigue
has been a major issue in national and interndttoerasportation research programs. The
concept of fatigue is very complex; it can be dediin terms of performance decrement,
subjective feelings of fatigue, or physiologicabalyes. For practical purposes, excessive
fatigue can best be considered as a general diésorgf the multi-causal condition of
feeling unfit. The influence of alertness on flighew performance justifies its
representation in the model. To quantify the prdigtof occurrence of the degree of
alertness of the flight crew during the approacasgeh results from field and laboratory
studies on the different determinants of aircretigéee and their effects on alertness and
performance of aircrew are used. These studies egrd@ucted by the Aviation Medicine
Group of TNO Human Factors as also described iticse8.5.6. The studies, employing
subjective and objective measures of in-flight perfance and alertness, concerned quality
and duration of sleep, effects of early reportinges, effects of night flying, effects of
alcohol and medication, and the effects of counéaisares, such as onboard sleep
(augmented crew) and pre-planned napping in thkpibseat. The results of these studies
provide an extensive database on factors causiogeai fatigue and impaired performance
and alertness in flight. It has been demonstrdtatigre-flight levels of sleepiness and
vigilance are good predictors of the level of iigffit crew alertness [Valk & Simons 1998].
Therefore, sleepiness is used as input for the mBde-flight and in-flight sleepiness were
measured by means of the Stanford Sleepiness @38). The result of the SSS is a score
with increasing sleepiness from 1 to 7, where hifigs “feeling active and vital; wide
awake” and 7 stands for “almost in reverie; sleeped soon; losing struggle to remain

% The bug speed is the target speed for the apprtwdy refers to a movable pointer on
the airspeed indicator that can be positioned bypilot at the target speed to act as a visual
aid for maintaining the correct speed during theraach.
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awake”, see also section 8.1. Studies have indiaatggh correlation between SSS
measures and flying performance. Field studiehbyAviation Medicine Group of TNO
Human Factors were used to determine probabilibsities for crew alertness. Sleepiness
was measured before the flight and at the top s¢el®. Sample size was 807 for ‘before
flight’ and 12,965 for ‘top of descent’. The resudtre presented in Figure 41.
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Figure 41: Probability distribution for flight crewalertness

Fuel weight
The amount of fuel on-board the aircraft may afflectew’s decision to fly a missed

approach. If the amount of fuel is critical, thegyrdecide to continue the approach in spite
of unfavourable conditions. Airline fuel policieseadelicate issues. On the one hand, an
airline will want to have its aircraft land withehminimum amount of fuel, because any
surplus amount means either a lower payload orcestitange. On the other hand,
(international) regulation requires that on arriyat the destination airport, the aircraft has
sufficient fuel to fly to the alternative airpomdthen to fly for a further 30 minutes at
holding speed at 1500 ft. Actual fuel data is difft to acquire because, as aviation is such
a competitive environment, airlines are reluctarghare fuel information. Figure 42 shows
a limited sample of fuel data for one particulaceift type of a large European airline. The
total sample size is 172 flights. The most appwtprunit of measure is remaining fuel in
kilograms after landing as this is the way it ipresented to the pilots and hence is used in
the flight crew’s decision making process.
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10.3.3. Dependencies
The dependencies between the nodes are described@sditional and conditional rank
correlations that were estimated on the basis péeyudgement utilizing the procedures
described in Morales et al [2008]. A single expanpjlot for a large international airline,
answered a total of 7 questions. For the margiisétiilbution of the missed approach rate
the expert was askeConsider 100,000 randomly chosen flights at Scbigtrport , on
how many of these flights will a missed approackxecuted?’Next the dependence
information was obtained starting with the rankretation of missed approach execution
and separation as followsSuppose the variable separation was observed andlte was
found to lie above its median value. What is yaubpbility, that in this situation, the
number of missed approaches will be above its medidue? The conditional rank
correlation of missed approach execution and meassavind given separation was then
determined by askingsuppose the variables separation and mean crosswene
observed and their values were was found to lievalibeir median values. What is your
probability, that in this situation, the numberrofssed approaches will be above its
median value?The rest of the rank correlations were elicited similar way by
sequentially adding information about the varialdetering the conditional set.

The results of the elicitation for the 6 arcs ia BBN for missed approach are summarized
in Table 10. A negative rank correlation indicaaedecreasing missed approach probability
if the variable increases. In this case for instathe missed approach probability decreases
if the separation distance increases. The valtleofank correlation is an indication of the
strength of the dependence, the higher the nurhbesttonger the dependence. A
functioning model was obtained using the copul&dpproach and the UniNet software
application.
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Table 10: Conditional rank correlations

r76 -0.88 7 = missed approach execution
r7sl6 0.20 6 = separation in air
r7.4]65 0.12 5 = mean cross wind
r73]65.4 0.23 4 = speed deviation at 500 ft
I7.2]6.5.4.3 -0.11 3 = crew alertness
71]6,54,32 0.11 2= V|S|b|||ty

1 = fuel weight

10.3.4. Comparison of model results with observations in pactice
Flight track data was analysed to validate thissetdsapproach model. The objective was to
obtain a realistic estimate of the probability ahessed approach in correlation with the
separation distance and to compare this with meste@hates. The flight track data was
derived from FANOMOS [Kreijkamp & Veerbeek 1997hd flight tracks in FANOMOS
are collected through measurements with the secpisdiaveillance radar (SSR) located at
Amsterdam Airport Schiphol. This raw data is updaggery 4 seconds and is used by
FANOMOS to reconstruct the actual flight track loé taircraft. FANOMOS computes the
position of the aircraft (in the “Rijksdriehoek” @ydinate system (RDC)), the ground
speed, and the total recorded length of the traltkeconstructed flight tracks are stored in
a database. For this study, flight tracks of aftdeanding on any runway in the period from
November 2004 until October 2005 were selected fiteerdatabase, resulting in a total of
207,478 approaches. For each approach the fligtk tvas inspected to verify if a missed
approach had occurred. In addition, for each amrdize longitudinal separation with the
previous approach on the same runway was determfBiede a missed approach is by
definition executed in the final approach segmigntas sufficient for this study to
determine the separation in the segment from &pakoach fix (FAF) to runway threshold.
The total number of missed approaches found im#taset is 277. This means that
approximately 1.3 of 1000 approaches is abortedexample of a missed approach flight
track is shown in Figure 43.
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Figure 43: Flight Track Analysis
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This example concerns an approach from the soutimteay 18R that includes a missed
approach. The figure shows the plan view of theasibn with the airport at the top center.
The flight track of the approach under consideraisodepicted in as a solid line. The tracks
of two other aircraft are also included. The dotted corresponds to the leading aircraft
before the missed approach is executed, the dastiagb track corresponds to the leading
aircraft after the missed approach. In this exartipdeorder of occurrences is as follows:
First the aircraft represented by the dotted limedeicts the approach, then the aircraft
represented by the solid line an approach buishaborted and a missed approach
manoeuvre is conducted and a right hand circuiepats flown. While the aircraft turns to
get lined-up again, the aircraft represented bydteh-dot-dash line conducts the approach
and lands. Finally, the solid line aircraft conduits second approach and lands. The
position of the aircraft at the moment the missggraach is initiated is indicated by the

‘O’ marker. The FAF and runway threshold are dediditg stars.

Analysis of all flight tracks resulted in the prdiildy of a missed approach for a given
separation distance. The missed approach prolyaddia function of separation distance
that follows from the FANOMOS data is compared igufe 44 with results from the
missed approach model. The model calculations w@e in UniNet, a continuous and
discrete non parametric Bayesian belief net apidiocafunctioning as a module of
UniCorn, a stand-alone uncertainty analysis so#vweackage. UnitNet was developed by
Delft University of Technology to support the CAp®ject [Cooke et al 2007]. The order
of magnitude of the probabilities and the shap#hefcurve of the model results
corresponds reasonably well with observed resaili&it that the model underestimates the
missed approach probability for very small separatlistances. Whether the model results
are an acceptably close approximation of the reasldwill depend on the use of the
model.
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Figure 44: Comparison of FANOMOS data with modslitts (UniNet).
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10.4.Face validity and peer review
Face validity is important to check to quality bétmodel structure. Face validity is
obtained by presenting the model and model resukksperts and obtaining their feedback.
Obtaining face validity is essential for the motdebe able to be accepted for use. If an
expert considers the model not valid, it is diffido challenge that opinion, because there
is no alternative way for validation. The only pibggy (apart from rejecting the model of
course) then would be to find an expert with marharity to contradict the first expert,
which is undesirable because of the risk of gettivglved in a fruitless discussion on who
is the most authoritative expert.

During the development of the CATS model, facedigliwas obtained during regular
meetings with an ‘expert group’. Importantly, tieigpert group consisted of operational
experts (e.g. pilots) as well as experts in riskletiing and human behaviour.

The effect of presenting the model to operationpkets is that they will always and almost
immediately spot where the model is incorrect, Wwhigll lead to the question whether the
model should be rejected or adapted. This is aggedwvhen the experts are considered
specialists in a particular field. Without propetroduction of the purpose of the model and
its intended use, the experts will invariably ¢a# model 'too simplistic’. Experts should
be asked to review the modelrelation to its intended us&or CATS, the intended use of
the model was initially not specified, which maddifficult for the experts to provide
comments and for the developers to determine vehao twith those comments.

For the FAA causal risk model [Roelen et al 20@8&¢e validity was obtained by having
the 33 accident scenarios checked by former emptogéthe National Transportation
Safety Board (NTSB). Principal Inspectors and Opi@nal Research Analysts from the
FAA who are the proposed users of the model, wargeid during progress meetings and
this provided further face validity of the modehéladvantage of involving future users is
that they are in a much better position to apptedize assumptions and simplifications in
relation to the intended use of the model.

In summary, face validity is essential. It shouéddbtained from experts with various
backgrounds, including potential future users effiodel. The intended use of the model
should be defined and explained to the expertseastart of the process.

10.5.Assumption analysis
During the development and quantification of a mioskeveral assumptions are always
adopted. An assumption analysis identifies andyaralall assumptions adopted and
assesses the individual and combined effect obthesumptions on the model-based risk
result. Assumptions are made due to the methodtséledue to scoping, or they are
adopted during the modelling, e.g. due to unaviitalof data or lack of time [Everdij &
Blom 2006]. The validity of each and every assumptif the causal risk models needs to
be assessed separately. This requires strict tiseipf the model developers in
meticulously keeping records of all the assumptiamguding parameter value
assumptions, numerical approximation assumptionslefrstructure assumptions. During
development of the CATS model for instance, paramelue and numerical
approximation assumptions were painstakingly stimeddatabase called CATSPAWS
(CATS PArameters With Sources). It is imperativeltothis during development because
it will be almost impossible to infer assumptionsnfi a completed model. Without an
assumption analysis it is impossible to defineltbendaries within which the model is
considered valid for use.
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10.6.Conclusions for this section
This section discussed four aspects of validation:

e Validity of the process of decomposition (e.g. ldawn into different accident
scenarios) and aggregating the results

e Case validity: comparison of behaviour of (a sett) the model with real world
behaviour

» Face validity and peer review

* Assumption analysis

When the risk model is constructed the developosisl keep record of all assumptions,
including parameter value assumptions, numericat@pmation assumptions and model
structure assumptions. Because of the expecte@sizeomplexity of a causal risk model
for aviation the four types of validation cannotdigained for the model as a whole.
Instead, the validity of parts of the model shduédchecked. This chapter showed some
examples of how this could be done. The examplmissed approaches showed how, for
specific cases and a specific part of the modehparisons of the model results with real
world data are possible. This type of validatioayides valuable insight but is also labour
intensive. The choice of cases should be doneudbreduch as to represent the full
spectrum of intended model use. Case validity ¢cdy loe obtained for situations where
data on real world behaviour is available.

Nevertheless, full validation of the complete mockhnot be obtained. Therefore the
results of a causal risk model should always be gaeefully. For every use it should be
established how the model assumptions could impeatesult. The model results should
never be used as the sole source of informatioddoision making. Whenever possible,
alternative sources of information should be coer®d as well.

The added value of using the alternative definitibmalidation as described in the
introduction (i.e. validation is a process of cliagkthe degree to which the model
provides, for the objective for which it is appliedcorrect description of the reality that it
represents [AIAA 1998]) could be a topic for futuesearch.
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Chapter 11. Summary, discussion and conclusions

Affordable and reliable aviation plays a vital ratesupporting economic growth and
expanding personal options for where individuals loze, work, travel, and conduct
business. Adequate control of aviation risk is eessity, and this requires the availability
of a method to determine the level of accident aiska function of changes to the aviation
system. This method must be methodologically so@adisal risk models have been
proposed for this purpose. Aviation is possiblylveeited for the application of causal risk
models, but research has primarily been focussdtietechnical feasibility, without close
consideration of the methodological consistencielation to user requirements. This
thesis has investigated the usefulness of cawsdaimodels for air transport by analysing
user needs, appropriateness of modelling technjgoedel structure, quantification
methods and validation.

The main research question of this thesis Wikét does causal risk modelling add to
current safety management approaches, and whateareriteria for ensuring it makes a
successful contributiori?Several sub-questions were defined to help antfiveemain
research question. The preceding sections havédeathe information to answer the sub-
guestions and subsequently the main question.

Sub-question 1: What is a proper way to expre&8 ris

A decisive characteristic of ‘safety’, with impontaconsequences for (the application of) a
causal risk model is its inherent intangibility f&s is defined as freedom from
unacceptable risk, where risk is a combinatiorhefgrobability of occurrence of harm and
the severity of the harm across a defined rangee@rfiarios. The acceptability of risk is
influenced by risk perception, which is shaped anynfactors, including the level of
control, the chance of multiple fatalities, the @ipassed since a similar event took place,
whether the exposure to risk is voluntary, etcidies to control major risks have been in
development from the 1960s onwards. Many of thedieips are based on some sort of
guantification of the risk that could be allowedctmtinue. Most safety critical industries
apply probabilistic risk assessment to quantifyrtbk in their business. Correctly applied,
probabilistic risk assessment can be the basissloinformed decision making.
Probabilistic risk assessment has only sporaditebn applied in the aviation industry,
but it has been suggested that a causal modeVifaian safety should be developed and
applied to assess risk and to evaluate the effamperational and managerial changes
(decisions, measures, etc.) on the level of saldig.need for quantitative safety
assessment methods is explicitly voiced by safegylators like the FAA, EASA,
Eurocontrol and the Dutch Ministry of Transport.elpurpose of such a model is to reduce
aviation accident risk by improving safety managemtor instance by identifying those
areas where intervention in the future would betraficacious

A proper way to express aircraft crash risk fos ttype of objective is accident probability
per flight, using ICAQ’s definition of an accidefthis is an objective metric, not
influenced by the perception of risk. If deemedessary it can be used as input for third
party risk calculations and it can be objectivedynpared with a target level of safety. The
ICAO terminology defines incidents as precursoradoidents. They can be seen as
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accident chains in which the ultimate link(s) todsan accident did not occur, a
formulation that is compatible with the accidentgation theories of Heinrich, Reason and
Rasmussen. The way in which an incident is defarezlires that incident data can be used
to estimate accident probability; this is a nedgdsr aviation where the accidents are so
rare that even large observed differences needttaih significance. Using incident data
will decrease the uncertainty boundaries of the ehogbults.

Sub-question 2: What is a causal relation and whliracteristics of causal relations are
important for causal risk model development?

A causal relation is a formal description of thklbetween cause and effect. Statistical
associations alone are not sufficient to constaurausal relation. There also has to be an
underlying assumption, a causal assumption, whiclilsl be based on deeper scientific
knowledge on cause and effect through theorettodies and accumulated knowledge.
Inferring causal relations requirssbject-specific background knowledgas therefore
essential for developers of a causal model of eviatafety to have substantial knowledge
on relevant aspects of aviation, including techgglmperations, regulation and procedures
for the complete lifecycle. Even then, what is atijuthe cause of an event can be
ambiguous. To a certain extent, it is an assumphianhas to be agreed upon by those who
work with it. The agreement is necessary becauwsasbumption has consequences for the
model output. It is therefore required that theerhdng assumptions are transparent. Part
of the challenges of causal relations is also thgfrarent probabilistic nature. The causal
relations in a risk model are generic. We ofteivarat generic causal relations by
generalising from individual cases of occurrence tuen apply this general knowledge to
other individual occurrences. But evidence of aggiencausal relationship is not sufficient
to prove a singular causal relationship, and treeabe of a singular cause effect relation is
not sufficient to negate a generic causal relal@hereas a causal model can be used for
both forward and backward reasoning, a causalnisttel for air transport is most useful

for forward reasoning; predicting the most likeffeet, given a cause or a change in the set
of causes. The call for more systemic views ondsatticausation and the underlining of
the role of ‘normal’ occurrences in accident caigse¢mphasise the need for risk models
that go beyond traditional ‘hard wired’ approachies fault trees and events trees. The
causal risk model should be able to representdabmmmgly stochastic and evolving nature
of the system in relation to its hazards.

Sub question 3: What is a causal risk model?

A causal model is a mathematical object that presvian interpretation and computation of
causal queries about the domain. A causal modebeassociated with a directed graph in
which each node corresponds to a variable in theéefrend the arrows point from the
variables that have direct influence to each ofatter variables that they influence. The
causal risk models addressed in this thesis arelnéal forward reasoning and are used to
predict the effect of changes in the aviation systa aircraft accident risk.

Sub question 4: What are the needs of users?

The main drivers for aviation safety improvementénbeen technological development
and the industry’s practice of thorough accidewmestigation and subsequent remedial
actions. Because of the high level of safety, &ttet approach is no longer effective and
there is a need for a new safety performance etiratumethodology, of which a causal
risk model could be a central part. The increaséggration, automation and complexity of
the aviation system, including integration of grdtbased and airborne systems, will lead
to new regulatory requirements for safety. The dexify of the matter will restrain
authorities from specifying detailed requiremeitstead, quantitative target levels of
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safety will be specified. Quantitative safety assgsnt methods such as causal risk models
will have to be applied to demonstrate to the aitiles that the requirements have been
met. There is a growing awareness of the needly aptotal systems approach in safety
assessments, considering the complete aviatioaraysther than the individual
components. Because the human operators (pildta#fic controller) play a decisive role

in the aviation system, these quantitative safesgasment methods must be able to
satisfactorily represent the human operators.

The potential users of a causal risk model ar@as| air navigation service providers,
airport organisations, maintenance and repair ésgtians, aircraft manufactures, the
central government and the aviation inspectorate.

This need for quantitative safety assessment metisogkplicitly voiced by safety
regulators. FAA, EASA, Eurocontrol and the Dutchnidtry of Transport have all
expressed the need for a risk assessment metheck @te differences though. The FAA
calls for the development of a method for a proligtln evaluation of risk associated with
hazards in the area of operational functions andequres, if possible extended with
hazards and risk in other areas of the aviatiotesysuch as aircraft and equipment
malfunctions, hazards due to organisational settuman errors, environmental hazards
(wind, turbulence, terrain) and contributory hazafieigulatory, economy). A specific
requirement is to have a top-level representatiotine user interface for performing risk
analysis. The European regulator EASA is speclfidabking for a methodology to
quantify the safety effects of proposed regulatdrgnges in terms of accident probability
and severity. The Dutch Ministry of Transport andtéf Management also sees a role for
causal risk models in the regulation of third paitk. Furthermore, the Ministry believes
that a causal risk model can be used for commuaitatith citizens, to provide insight in
how various components interact and influence @mnatafety. Eurocontrol has mandated
the use of quantitative safety assessments offiigni changes in the ATM system to
demonstrate that the probability of ATM directlyntobuting to accidents is less than 1.55
x 10° per flight hour. Eurocontrol also emphasises #neetbpment of safety monitoring
and data collection mechanisms. The rationaleasahy model used in risk assessment
must be validated, and real data could contribigteificantly to this validation process.
The different views by the regulators on the usa o&usal risk model are not fully
compatible. Particularly the requirement to usaasel risk model for communication with
citizens is incompatible with the other requirensent

The industry (aircraft manufacturers, airlines, Ah$Sairports) has not explicitly expressed
a need for a causal risk model. That does not rtiedgrsuch a model could not be useful
for them. A feature that would make such modelsetitve for them is the ability to

perform cost benefit analysis. Some of potentidustry applications may require very
detailed models however, for instance that desc¢hibaircraft down to component level.

Detailed user requirements were defined (see chdptghich can be grouped under the
following high level headings: The model mustibigrated meaning that it represents the
complexity of the complete aviation system andritmy interdependencies and explicitly
includes human operators and represents managéhignces. It should produce
guantitativeresults to demonstrate to authorities that quatnté requirements have been
met. The model structure representation and theshdmlelopment process should be
transparent and cleato provide insight and for communication purpoSése model

should bevalidatedand turn outeproducibleresults, this is particularly required if the
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results are being used in a certification processlly, the model should be able to
representurrent and futureaccident scenarios.

Requirements that cannot be met at present aredjuérement to capture very specific
information and the requirement to represent tflaénce of regulations.

User requirements demand a quantitative and tragspeausal risk model that should be
able to represent environmental and managerialénfies. The results of the model should
be reliable, and the model should be useable iodtelpossible solution areas for further
safety improvement. The variety of users and dityeins the users’ questions make it
impossible to develop a causal risk model thatjgble of answering all needs
simultaneously. The requirements call for a systéde representation of air transport.
Such a model is not suitable to answer very spegifestions. This limitation should be
explained to the aviation community to avoid theation of false expectations.

Due to the diversity of possible users and thetéichview they currently have on the use of
causal risks models, significant work remains talbee on the systematic identification of
user needs. Feedback from the modellers to thenjpmitesers is required to get a better
grip on user requirements. It should also be \emtijffor each kind of user, that the causal
risk model definition as adopted in this thesisu#able for them. Because users are not
good at imagining what a causal model could do #reynot good at articulating uses and
needs for it. Therefore, the modellers should iadigossibilities and limitations of the
model, and should come-up with real-life exampliesases in which a causal risk model
would be a helpful tool. This will have to be agritive process. Support from the industry
is essential for the provision of data and to pitevinsight, to the model developers, into
operational aviation processes.

Sub-question 5: What are currently drivers for awiasafety improvement and what could
be the role of a causal risk model in the procéswiation safety improvement?

Aviation has realised tremendous safety improvemesinice the first commercial airlines
started operations. The drivers for safety improsets have been primarily catastrophic
accidents, regulation, technological advances @hdlity. Systematic analysis of accidents
and subsequent remedial action (‘fix and fly’)he ihatural evolutionary way of
improvement and leads to spectacular advances tehnology is still immature.
However, when the technology matures the rate pfavement reduces until a level
plateau has been reached; this phenomenon is m@hlrkin reliability engineering and is
often represented as the first part of the bathtuke, also referred to as infant mortality.
The maturity of aviation causes this driver to bmeanore and more ineffective.
Technological advances have been focussing on wimggaeliability of aircraft as a
necessity to be more profitable and this has néyuraproved safety as well. However,
currently the biggest challenge is not aircrafiatality but efficiency, and technological
development is aimed at improving that. But whagdsd for efficiency is not always good
for safety. Regulation traditionally has a rolesafeguarding minimum safety levels but it
follows safety developments rather than initiatingm and regulation is aimed at specific
disciplines rather than the integrated system.ilifglissues are perhaps currently the
strongest drivers for aviation safety improvemespecially since some highly visible
cases have involved personal accusations of magtgku(e.g. the Uberlingen midair
collision and the Milan Malpensa runway collisioBut this can also be very
counterproductive, when known safety problems @&ddn and incident reporting systems
stop working because of fear of liability claims.
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The air transport industry is often driven by tleed of capacity increase on one hand
whereas it is not clear how to do so without jedpang safety criteria. To maintain and
improve the current level of safety, there is nfsgdan aviation safety performance
evaluation methodology that is not based on fataidents and hull losses alone. While
accidents are rare events, the consequences otaeat can be enormous for the airline,
the aircraft manufacturer, the air navigation serprovider and society. Society is
becoming less tolerant towards accidents. Accigestention is therefore as important as
ever, but due to the rarity of accidents it becomese and more difficult to understand the
‘current state of affairs’; there are simply toavfelata points’. Feedback of lessons learned
is frustrated by a tendency towards criminal praien of those involved in accidents and
incidents. As a complicating factor, the aviatigstem is characterised by a multifarious
arrangement of organisations and activities. & distributed system with many different
players. Each discipline in the aviation industag lits own process for managing safety
and regulation is aimed at specific disciplinebeathan targeting the integrated system.
The lack of an integrated approach is worrisominadreakdown of the communication
paths between the members of the aviation indistften causal or contributory to
accidents and incidents. The aviation industry caafford to resign itself to the current
situation as environmental and economical presswitethen slowly but surely force the
level of safety down. Aviation is a competitive @omment, and the investments are often
huge. Any proposed safety improvement measure beusiell-reasoned. Therefore an
integrated safety assessment methodology is ne@dealisal risk model could potentially
provide an accurate estimate of the actual accigiertability and simultaneously indicate
the relative contribution to risk of each of théfetient actors, processes and risk control
measures within the aviation system. This will tielow the choice of adjustments to the
system which are most effective in improving saféityill also provide solid arguments to
safety managers for standing up against decismnkange the system which are
motivated by environmental and economic groundsabeicounter-productive for safety.

Sub gquestion 6: What are shortcomings of the cumethods for aviation safety analysis?
Although causal risk models for aviation that rejerg the complexity of the complete
aviation system and its interdependencies inclutlingan operators and organisations
have not yet been developed and applied, safetysetare frequently conducted in the
aviation industry. Generally speaking there is tamdardized or prescribed procedure for
conducting safety analyses for air transport. Sieleof the safety analysis methodology
for a specific problem depends on the scope o#fiety question, the type of operation,
the level of involvement of the customer, the danmaiowledge of the customer and the
usage of the results. While the currently used ougloften follow similar steps, they differ
in the details. One of the consequences is thé dneiquently safety analyses start with an
activity that has already been performed earlibeigslightly differently. Activities such

as hazard identification and accident scenario ldpweent are repeatedly done, without
taking full advantage of the results and lessoaskd from previous studies. Data
collection is also an activity that sometimes reggia significant effort. Often data is not
available or there are insufficient resources fdedicated data collection campaign. Many
safety analyses therefore rely heavily on expertspore precisely, on the black boxes
inside the expert’s heads, for hazard identifiagticcident scenario development and
quantification. Each expert will have his own ‘mbdéthe world’ which is used to come
to certain conclusions. These models have not besate explicit, and criteria for experts
have not existed. In aviation safety analysesctsdieexperts are often people with (ample)
operational experience, such as pilots and aificradntrollers. Analytical skills and ability
to provide judgement on future operations are oatgly taken into consideration. Experts
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are not ‘calibrated’. These aspects have a negetfeet on the transparency and
reproducibility of model results.

Air traffic management and airports are, in comgamiwith aircraft design, operation and
maintenance, far less regulated in the form ofildetaequirements for specific risk control
means. Air navigation service providers and airpothorities are relatively free in
developing infrastructure, procedures, etc., thHil their specific needs. However, they
still need to demonstrate that all applicable talexels of safety are met. As a result, there
is a growing need for support in conducting risgeasments in the field of ATM and
airports. In aircraft design, operation and maiatere, there is less freedom due to more
detailed regulations.

Current methods for safety analysis are not unifiedulting in unnecessary duplication of
work and possibly diverse outcomes, underminingctiedibility of the analyses. None of
the currently available methods for safety analgsid assessment fulfils the main
requirements: ability to analyse the whole integglatystem including dependencies,
reproducibility of results, transparency, abilibygrovide quantitative results and ability to
represent current as well as future accident saenakn effort to develop a method that
will meet these criteria therefore seems fullyijfies.

Sub question 7: What can be learned from othersinihs?

The way in which probabilistic risk models wererattuced in the nuclear power industry,
manned spaceflight, and the oil and gas industigvied a similar pattern. Traditionally,
risk assessment methods were deterministic andtajiiad. Probabilistic risk analysis
methods were occasionally applied but were not bgegveryone as an improvement over
the traditional methods. Lack of data to populhterhodels, lack of transparency and
failure to adequately represent human and orgamigdtperformance were mentioned as
weak points. However, almost within a single decseleeral major accidefitsesulted in
regulatory changes that forced the introductioprobabilistic risk models for system-wide
analysis. Even then it was a slow process, armbk & long time to develop methods and
models that are considered acceptable. It is résednhat these methods should not be
used as a substitute for the traditional approadhdsas a complement. The combination of
qualitative, deterministic and quantitative proliaht methods allows risk-informed
regulation and decision-making. Yet there is stilinetimes resistance, when people
believe that the money spent in quantitative sadeslysis could be better invested in
improving the system directly. Because of the masgumptions that have to be made in
the models, the results of the analyses are astaorsidered to be too subjective to be
used for decision support. It is only when peoplaise that there are no alternatives, that
current decision making is even more subjectivd,that complex integrated systems
require systematic and consistent analysis, thaplpeappreciate the value of causal risk
models. Prescription of a unified method for riskessment, as is the case in the
Netherlands for sites involving flammable or togithstances, leads to less variability in
the outcomes and better acceptance of model ougdased on these experiences it can
be expected that introduction of causal risk modretsr transport will be similarly jerkily
and it could take decades before the industry lisdccepted the use of quantitative risk
models. Data to populate the model, transparentlyeomodels and the representation of

8 The Seveso calamity (1976) in the process indusiteyThree Mile Island accident
(1979) in the nuclear power industry, the Challeregglosion (1986) in manned
spaceflight and the Piper Alpha disaster (198&phéoil and gas industry.
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human and organisational influences are importaptémote and support the

development. It is also essential to state fronotltset that the models should be used as a
complement rather than as a replacement of cuprectice. The use of diagnostic models
in the health care industry demonstrates that mumihels are indeed suitable instruments
for communication on probabilistic relationshipslda provide a coherent representation

of domain knowledge under uncertainty.

Sub-question 8: Which modelling techniques are rapptopriate?

A causal risk model can be regarded as being coedpafsa representation scheme and a
computational engine. The representation scheme imterface between the
computational engine and the user of the modelsatite primary means of
communicating the model to the outside world. Mpegple will regard the representation
scheme as ‘the model’. The representation schense imerefore be comprehensive, and
most importantly, transparent. A scheme is trar@sgtarvhen a simple set of rules and
symbols applies and when it is intuitive. Simpljaitf the representation scheme can also
be achieved by a (physical, functional, or othegaimposition. Whenever a decomposition
is made, a mechanism must be in place to keep tfqpssible dependencies between
components.

Modelling methods with a very simple set of rulesl aymbols are tree-like structures such
as fault trees and event trees. They are ther&fesdly suited to provide the top layer of
the representation scheme, the level that is used directly by the user. However, beyond
a few levels of the trees, the events are stroimfliyenced by many to many influences of
common mode factors, particularly related to mansagd. Since the assumption in fault
tree logic is that all events are independent eyehé model must be linked at this level
with another type of model. Bayesian Belief Nets asuitable candidate as they can
capture dependencies and soft interactions amamgaaent behaviour. The graphical
representation of a Bayesian Belief Net is stiiliitive, although the rules are more
complex than those of a fault tree. A BBN is therefless transparent. When dynamic
interactions between components are importantcibimes necessary to shift to another
type of modelling technique such as Petri Netoimlgination with Monte Carlo

simulation.

The degree of detail and sophistication of the rmoeferesentation must be decided upon
based on the purpose of the model and the perfaentat is required by the
computational engine. If the computational enginestie able to handle
interdependencies and dynamic behaviour, a siraglifepresentation of the model via a
user interface is required to obtain transparency.

Even though a causal risk model is a mathematlgaict, developing a causal risk model is
not primarily a mathematical problem. Examples shioat proper mathematical techniques
are available and the required computer powertigxeessive. Developing a causal risk
model of the air transport system is much moreoblpm of assembling all available
knowledge and data on a very large and complexsyand unravelling this complexity
into cause-effect relations that can be assemhladmodel and representing this
information in a useful way.

The development of a causal risk model for aviatibauld be guided by questions and

functional requirements from the users of the motleé model developers should use
techniques, develop (mathematical) solutions, antbghe level of detail that fits the user
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requirements. The degree to which dynamic modelmecessary will require careful
consideration and will depend on the type of usertgtpe of application of the model.

Sub question 9: How should a causal model be diethtivhat numerical accuracy is
required and how can that be obtained?

Quantification of the probability of occurrencevatriables and the conditional probabilities
in the causal risk model is done by using existiata or by expert opinion. Often different
sources of data will need to be combined. It isdftge extremely important to ascertain
that the same variable descriptions and units @fsmement are used. The use of standard
units is preferred, but sometimes it is impossdylénpractical to apply a standard
guantitative unit of measurement and a qualitat@ang scale must be used, or a proxy
variable that is closely related to the variabléntérest and which can be quantified must
be found. One of the main difficulties in developia causal risk model for aviation lies in
the need to express ‘soft’ factors in objectivelantifiable units. Proper units for e.g. the
quality of procedures, commitment of personneletsadulture or non-technical skills of
pilots do not yet exist. Proxy variables are algficdlt to find as many of these soft factors
are multidimensional. Less well defined quantifiesl units of measurement must be used
at the risk of adding variability to the model andreased uncertainty of the model results.

The credibility of the whole causal risk model dege on the quality of the model structure
and on the sources of the numerical data to be arsgdhe confidence that one can have in
the figures. The accident investigation reportitheut doubt the single most complete and
accurate source of information regarding an actidewe to the low frequency of major
accidents the investigation reports are not sefficto populate all parts of the causal risk
model. Other sources of information are requiredaimplete quantification of the model.
Incident reporting systems capture vast amountiata with relatively little effort, but
during the coding process information may get éwste incorrectly classified. Voluntary
incident reporting systems are not very well suttedonduct a statistical analysis or to
provide quantitative data to the causal risk molteflight recorded data is the most
accurate and detailed data, suited to quantifyelaigces of the causal risk model.
Unfortunately for model developers these data &sn@ompany confidential because of
the competition and liability issues. Neverthelesgerience has shown that airlines are
sometimes quite willing to share data, provided tieatain conditions are met. But incident
reporting systems and in-flight recorded data areally rather weak in capturing data on
human performance and managerial influences. Ecapidiata can sometimes be used to
fill this gap. Applying the data may require sortexibility and creativity from the causal
model developers because the empirical studiespmagde data on parameters that are
defined slightly differently than those in the mbdénfortunately there are hardly any
usable empirical studies on organisational inflésnd he only alternative is expert
judgement. The experts should preferably combimdytinal skills and the ability to

provide judgement on unknown (e.g. future) operetidf systematically elicited from
experts who are both knowledgeable and well-caldorfor the relevant area of expertise,
expert judgement can offer quite acceptable acguwhquantification. The drawbacks of
the use of expert judgement are primarily pracigslies: finding proper experts is not
always easy and expert elicitation can be a tinms@ming activity.

Quantification of the occurrence rate of events atgjuires denominator data. Due to the
large number of variables and combinations of e collection and analysis of
denominator data is more than simply counting tinalmer of flights but requires
combining the information from several differentalaources. In-flight recorded data is
potentially a significant source for denominatotaddut currently the focus there is
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primarily on parameter threshold crossings. Nomédata is usually discarded, although
there are some initiatives to conduct flight datalgsis of full datasets including normal as
well as parameter threshold crossing data.

For all quantitative data in the model the levdlamcertainty of the models are as equally
important as point estimates of parameter valuesfi@ence intervals for expert judgement
results require special attention. They shoulddgaurded as ‘levels of belief or confidence’
instead of 95% confidence levels in the strict raathtical sense. To get a proper picture of
the uncertainty of the results of a causal risk ehdids necessary to conduct a thorough
identification and analysis of all assumptions @ddpincluding assumptions on parameter
values used, and assess the individual and comkififiect of these assumptions on the
model results.

Sub question 10: What are, from a modelling pofntiew, the biggest bottlenecks?
Because there is greater variability and interddpaoe in human performance than in
hardware performance, specific human performanadeteanust be developed.
Representation of human reliability in risk modeds always been one of the major
hurdles. The classical approach in human errorttfigation is to use basic error
probabilities for specific tasks and to modify tede account for specific circumstances or
contexts. This approach is not good at supportiegdentification of errors of commission
and assumes that the performance shaping facerdependent, which is not a very
reasonable assumption. Some of these limitationdeavercome by representing the
influence of the context in an influence diagratis lalso proposed to use the associated
event in e.g. the fault tree (or any other typenoflel representation that is used), into
which the human performance model ties, to estirttetdoasic human error probability
instead of deriving this from a task analysis akéscase in first generation human
performance methods. Mapping of accident and imtidata on those fault trees will
ensure that both errors of omission as well aggwbcommission will be captured in the
model. Whether this approach is indeed suitablafalysis of errors of commission is still
open however and needs solving. If the influencaafiagement is described by means of
‘delivery systems’, these provide a convenient gamrk for selecting appropriate
performance shaping factors and linking manageiménences and human error
probability.

A second bottleneck is representation of managirflalences. There is a requirement for
the causal risk model to be able to representfteeteof managerial influences on safety,
but this is not a straightforward task becausartfieence of management is always via the
failure events at the operational level. Therefotimk must be found between the
managerial system and the description of the faikwents at the operational level. A
possible solution is that of combining the gendetivery systems, to describe the
provision by management of the resources and ieriter the frontline workforce to

operate safely, with the concept of a safety empalI®isk control measures ensure that the
organisation stays within that safe envelope. $afethagement is then considered a
control function aimed at maintaining a particud@erational process within the boundaries
of safe operation. This requires a meeting poirttvof model types that are inherently
different; failure events at the operational leaed traditionally described as specific
accident scenarios, while management is seen asteoktfunction, which logically results

in attempts to apply control theory as a modelapgroach for safety management.

Linking the generic control models, with their dyma feedback loops, to the static
accident scenarios has proven to be difficult. €f@e it is, at least for the moment, better
to use ‘simple’ static representation techniquesifodelling managerial influences, even if
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this may seem to be an oversimplification. In féog same simplification is used by
representing the actions of the front line humaerajors (pilots, air traffic controller,
maintenance technicians) by linear static modeftserahan by dynamic control models
incorporating feedback loops.

The third bottleneck is the dependence between habelments. There are potentially
many to many interactions between individual madements and if we were to represent
them all we would end up with an excessive deveklmtrand assessment burden and a
model that looks like a giant hairball which is mety transparent. It is necessary to find a
proper balance between model completeness andgaldetasibility. The proposed way of
doing this is by developing the model from the gant® the specific, starting at the
highest level of abstraction and introducing addisil detail step-by-step. This can be done
systematically if the model is hierarchical, wigparate and formally defined levels of
abstraction and if accidents are not completelgoamcombinations of random events. A
review of aircraft accidents shows that indeeddat event sequences are often very
similar, even in cases where human error playsmpoitant part in the accident sequence.
As a matter of fact, almost all accidents of ths B0 years or so can be mapped onto a set
of 33archetype accident§ hese archetypes provide a suitable backbong dausal risk
model. The advantage of the use of accident arphstig that it is a data driven approach
which results in realistic scenarios. It easilytoaps the most frequent accidents which
means that it quickly focuses on those elementsiwhie most relevant for flight safety.
The accident archetypes create a top level modeighntuitively transparent. By using
generic accident scenarios as the backbone ofsalcask model the model structure is
explicitly based on observations in practice, rathan a theoretical approach such as
structural decomposition or functional abstractidn.advantage of this approach is the
ability to simultaneously capture technical malfiimies, human behaviour and managerial
influences without being confined by a theoretimaldelling construct. On the down side,
this practical approach is predominantly basedhseovations from the past and ‘new’
accidents are not necessarily captured.

Sub question 11: How should the validity of the midake demonstrated?

Full validation of a complete causal risk modehoftransport is not possible because
model results cannot be compared with a continoebgsrvation of an unaltered system;
the time period involved in observing reality umtilfficient events have accumulated
makes real life observations impractical and cregtihnese events on purpose is unethical.
Therefore alternative methods for demonstratinguthakdity’ of the model must be

pursued. Individual segments of the model withatlyeobservable outputs will have to be
validated, and proof must be provided that the @V@rocess for combining these
segments into a single model, including the possitikeractions between various segments,
is sufficiently correct for the objective(s) unademsideration. When the risk model is
constructed the developers should keep record asalimptions, including parameter
value assumptions, numerical approximation assumgtand model structure assumptions.
It is imperative to do this during development hesit will be almost impossible to infer
assumptions from a completed model. Assumptionyaisashould be part of the validation
process, and face validity should also be obtaiNedertheless, full validation of the
complete model cannot be obtained. Therefore thdteeof a causal risk model should
always be used carefully. For every use it shoeléstablished how the model assumptions
could impact the result. The model results shoelen be used as the sole source of
information for decision making. Whenever possihalégrnative sources of information
should be considered as wdlhe added value of using a different approach lbolaton,
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which emphasizes on evaluating what the differdretereen model and reality means in
terms of the model output, could be a topic foufatresearch.
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Main research question: What does causal risk nindeddd to current safety management
approaches, and what are the criteria for ensitrimakes a successful contribution?
Current drivers for safety improvement fall sharbring about further safety
improvements. Because accidents are very raréndostry’s practice of thorough accident
investigation and subsequent remedial action il@nger sufficient. A causal risk model
can be used to assemble available knowledge aadéi#tie air transport system to identify
weaknesses in the system before they result idewts or incidents. This systemic and
pro-active approach would be an addition to cursafty management approaches which
are ad-hoc and reactive.

A method for safety assessment and safety ana$ysesjuired that is not solely based on
accident frequencies, provides a quantified actigesbability and is able to properly
represent the complex arrangements within theaisport system, including human and
organisational influences. The method should besparent and yield reproducible and
demonstrable valid results. Using a causal riskehad described in this thesis is able to
meet those requirements and therefore is a methlgntify possibilities for safety
improvements that cannot be obtained with a reactgponse to accidents.

Each and every day decisions are taken that patigriave an influence on air transport
safety. Often these decisions involve a considamaif safety against economic or
environmental aspects. Safety analyses are corditeteelp in making those decisions but
the current methods used in those analyses faiktet important requirements of
transparency, reproducibility, quantification ahé &bility to consider the integrated air
transport system rather than a part of it. A catiselmodel can meet those requirements.
Developing such a causal risk model is not a prolié mathematics; the tools for
calculation and representation of the model arenemadtically relatively simple and well-
developed. The classical problems of risk modellirgg representation of human operators
and managerial influences present significant ehgks but they are not insurmountable.
The real problem is not so much describing thoaences but more their quantification.
A third dilemma that is often mentioned, the la¢klata, is not as problematic in aviation
as in other industries. The aviation industry Haggs been strong in data collection. This
has not been limited to system reliability datalies been expanded to data on human
performance and managerial influences. There industry-wide standard for accident
and incident data collection (ADREP/ECCAIRS) whiathile not perfect, provides a solid
basis for quantification. In combination with FDRtd and LOSA results (both of which
are also standardised) this will help the propprasentation of human and managerial
influences. By using accident archetypes as thklwae of the model and top level
representation and further development of the mfsdel the generic to the specific with
separate and formally defined levels of abstradti@nseeming infinity of
interdependencies can be taken care of. Even thbd@¥ representation of all
dependencies cannot be obtained, this approachesillt in a practicable and useable
model and helps avoiding being bogged down in dgraknt difficulties. In summary,
developing a causal risk model for aviation is enrly difficult; it is just a lot of work.

And the majority of this work will have to be coraded by people with sufficient
background knowledge of air transport, becausendeddch causal conclusion there must
be a known mechanism. Inferring causal relatiogsires subject specific background
knowledge. Without a doubt, representing the coriplef the air transport system in a
causal risk model will require numerous assumptieash of which can be challenged. The
causal risk model can only be a success if thessgstions are agreed upon by all parties
involved, and the air transport regulator is thprapriate lead in this process. Preferably
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this should be an international regulator like EA&ACAO. They should initiate and lead
the process to come to an industry standard maukiaaagree on how and when to apply
this model. Examples from other industries, mosably the nuclear power industry and
the process industry demonstrate the benefitsaf awnified model.

For further development of causal risk models pfrainsport, it is essential to link such
models directly to a data system, preferably ECCRHR this is a European and world
standard and data accessibility is almost unrésttid-eedback from the modellers to the
potential users and vice versa is required to dpettger grip on user requirements. It should
also be verified, for each kind of user, that taasal risk model definition as adopted in
this thesis, is suitable for them. The modellexsusthindicate possibilities and limitations
of the model, and should come-up with real-liferapées of cases in which a causal risk
model would be a helpful tool. This will have to & iterative process. Current experience
shows that causal risk models are suitable to stigpategic decision making by aviation
professionals. They are specifically useful whendbcision involves multiple disciplines
or stakeholders. They should be used as inpugtddigision making process instead of
using them for strictly assessing compliance wétiulation. Support from the industry is
essential for the provision of data and to prowd#ght, to the model developers, into
operational aviation processes.

Final conclusion

This thesis did not describe the development ofesnew methodological risk modelling
approach. Instead it considered risk modelling aapines with application examples from
literature and investigated if and under which dtods the needs from the users can be
met. The list of user needs that was developetlitsélf an important result that had not
been obtained before. The thesis also showed hifiaudti it will be to meet the needs of
the user and how different scientific disciplineed to be integrated to obtain the desired
result. The model developers should be aware sktdéficulties and should know what
must be made explicit to allow such integration.

Model development is very much comparable to airclasign. The difficulty of aircraft
design is not in aerodynamics, nor in structureis. hot in propulsion, and not in avionics.
It is not in hydraulics and also not in aircraftfeemance. The difficulty lies in integrating
all these disciplines into a single design, in mglktéompromises such the overall result
meets the objectives. Compromises are even neadkd bbjectives, because they can be
conflicting as well. In safety model developmehg tisciplines that need to be integrated
are various shades of engineering, mathematicshp&ygy and a touch of philosophy and
economics. The users of the model are the industeyregulator, and the society. The
added value of this thesis is that it brought tbgethe various disciplines and articulated
the challenges associated with integrating themarnodel that meets the needs of the
users.
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Summary

Aviation safety is so well developed that indivitloeganisations cannot rely on the
number of accidents as useful indicators of thetgdével of their operation. Adequate
control of risks requires the availability of a inedl to determine the level of safety as a
function of the current status and of proposedxpeeted changes to the aviation system.
Aviation safety policy plans have therefore propbee development of causal risk
models. Unfortunately however, they failed to sfpecor even describe such models other
than in the most general of terms. Causal modetldpment was stated as a goal in itself,
without consideration of how such a model shouldiged. The objective of this thesis is to
clarify these issues by comparing user requiremeittsthe performance that can be
delivered by various modelling techniques. Theithasswers the question what causal
risk modelling adds to current safety managemeptagches and what the criteria are for
ensuring it makes a successful contribution totgafexperience gained in several causal
model development projects (particularly for thel&®l Aviation Administration and the
Dutch Ministry of Transport and Water Managemend) @sed to illustrate how a causal
model should and should not be developed and used.

Chapter 2 describes what we mean with the ternetgadnd in what ways it can be
expressed. The most relevant theories on accidaisiation are described, emphasizing the
role of ‘normal’ occurrences in the accident seaqeehese normal occurrences should
therefore be correctly represented in a causal m@tle influence of human behaviour and
of organisations is also important and should Ipeagented adequately.

Chapter 3 delves deeper into causality and therdiffice between causality and association.
From this it follows that cause-effect relations caly be substantiated from specific
knowledge on the mechanisms of the system. Thisaet substantial knowledge of the
aviation system is a prerequisite for the develaproéa causal risk model for air

transport. To avoid confusion between singular gewkric causal relations, a causal risk
model should represent success scenarios as Wallas scenarios. Causal chains never
really end, in practice a useful criterion for thd@ent of a causal risk model is that it will
have to include decisions and actions up to thedsgmanagerial level of the actors that
are directly involved.

Requirements from potential users of a causalmis#el for air transport are the subject of
Chapter 4. A short overview of the history of aiiatsafety shows that the current level of
safety is so high that the mechanisms that prelyigesulted in continuous safety
improvement do not work anymore. Because eacheoptiiential users of a causal risk
model (airlines, air navigation service providexisports organisations, maintenance and
repair stations, aircraft manufacturers and avisdiothorities) can influence safety in a
different way and each has different drivers fopiaving safety, some of the user
requirements are not compatible. The most impogantral requirements are that the
model should represent to complete air transpatiesy including dependencies, that the
model should properly represent the influence eftttman operator and of organisations,
that the model is validated and produces quantéatnd reproducible results, that the
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model representation is transparent and that ttdehig able to represent current as well as
future accident scenarios.

Chapter 5 demonstrates with some practical exanmglessafety analyses are currently
conducted. The approach followed in each examptenspared to the user requirements
that were derived in Chapter 4. This provides amnehetter insight into the performance
that is required for a causal model in order toehastded benefits compared to current
approaches. From this chapter it follows that aitiyethere is no standardised procedure
for conducting safety analyses, each time it i$quared differently. Available results from
previous analyses are not fully utilised and restdty heavily on expert judgement. None
of the examples fulfils all the user requiremehts have been derived in Chapter 4. An
effort to develop a method that meets these cauitéwerefore seems fully justified.

Causal risk modelling is applied for managemergadéty in industries other than air
transport. Chapter 6 gives an overview of how clatislamodels are being applied in the
nuclear power industry, manned spaceflight, offshndustry, process industry, rail
transport and health care and it discusses therletkan can be learned with respect to
development and application of similar models inti@nsport. Initially there was
resistance against the application of risk modethé nuclear power industry, manned
spaceflight, offshore industry and process induystuy catastrophic accidents led to
regulatory changes that forced the industry topuebabilistic risk methods. Development
of models and methods that were considered acdeptduired a lot of time. Based on
these experiences it can be expected that thalinttion of causal risk model in air
transport will be similarly jerkily and it couldka decades before the industry has fully
accepted the use of quantitative risk models. ésgential to state from the outset that the
models should be used as a complement rather thameplacement of current practice.

Several techniques are available for model reptasen and calculations. The most
commonly applied techniques (fault trees, evemtstr8ayesian belief nets and Petri-nets)
and their characteristics are described in ChaptBault trees and event trees have the
important advantage of simplicity. This makes thegnsparent but the areas of application
are limited. Bayesian belief nets are better suitedhe representation of ‘soft’ influences,
but as a drawback are less transparent. Petreaatalso represent dynamic situations but
are even less transparent. The conclusion of tapter is that a combination of techniques
should be applied, e.g. with fault trees and etreas for the representation of the
uppermost level of the model (the part which iedily visible to the user), while Bayesian
belief nets and perhaps also Petri-nets shoulgplea, where necessary, for the correct
representation of details.

The ability to provide quantitative results is mfe¢he requirements of a causal risk model.
Quantification is the subject of Chapter 8. On¢hefproblems in modelling is finding the
right units, specifically if the influence of cong factors like safety culture, safety
management or non-technical pilot skills must bgressed. The credibility of the model
depends on the model structure and the sourcedarsqdantification. Important sources
of information are accident investigation repors éncident reporting systems of airlines.
Results from empirical studies can sometimes adsoded. If correctly elicited, expert
opinion can offer a quite acceptable accuracy ahtjication. In addition to information

on accidents and incidents, information on nornpadrations is required to determine the
relative influence of causal factors. Flight daearders can be an important source of this
information. To use the information from existingta bases as efficiently as possible, it is
important that definitions and descriptions of nlaglements match with those used in
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existing data bases. Preferably the model shouifbom to the definitions used in
ECCAIRS, the European standard for incident repgrtbut this also requires that some of
the current problems of ECCAIRS are resolved.

The biggest difficulties are to be expected in espnting the influences of the human
operator, management and the organisation, anthémy dependencies between model
elements. These problems and possible solutiondisgassed in Chapter 9. Solutions are
the application of Bayesian belief nets for repntisg ‘soft’ influences and dependencies
and also the definition of a limited number (33gothetype accidents. These archetype
accidents can be the backbone of a causal risk Iniblde human operator can be
represented in the model by means of a Bayesiaef Inelt, while the influence of
management on human performance can be repredgniadans of generic ‘delivery
systems’.

Chapter 10 addressed the possibilities for validgéi causal risk model. Full validation is
not possible due to the complexity of the air tpors system, but limited validation of
model components is feasible. Some examples axédein the chapter.

Conclusions of this thesis, presented in Chapteafelthat current drivers for safety
improvement fall short to bring about further sgfieprovements. A method for safety
assessment and safety analysis is required that solely based on accident frequencies,
provides a quantified accident probability andbikeao properly represent the complex
arrangements within the air transport system, ghialgt human and organisational
influences. The method should be transparent aeld y@producible and demonstrable
valid results. Using a causal risk model as desdrih this thesis is able to meet those
requirements and therefore is a method to idestfety improvement opportunities that
will not be obtained with the current methods. Deping a causal risk model for aviation
is not overly difficult; it is just a lot of workAnd the majority of this work will have to be
conducted by people with sufficient background kiealge of air transport. Representing
the complexity of the air transport system in aszduisk model requires numerous
assumptions, each of which can be challenged. @hsat risk model can only be a success
if these assumptions are agreed upon by all pamiedved, and the air transport regulator
is the appropriate lead in this process. Prefertiidyshould be an international regulator
like EASA or ICAO. They should initiate and leagtprocess to come to an industry
standard model and to agree on how and when ty dgplmodel. For further development
of a causal risk model of air transport, it is esisé to link the model directly to an accident
and incident data system, preferably ECCAIRS. Faekifrom the modellers to the
potential users and vice versa is required to dpttier grip on user requirements. The
modellers should indicate possibilities and limdas of the model, and should come-up
with real-life examples of cases in which a cauis& model would be a helpful tool. This
will have to be an iterative process. Support ftbmindustry is essential to provide data
and insight, to the model developers, into openati@aviation processes.
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Samenvatting

Luchtvaartveiligheid is zo goed ontwikkeld dat vamdividuele organisaties het aantal
ongevallen geen goede indicator is voor de veil@jhéoor adequate risicobeheersing is
een methode vereist waarmee het veiligheidsnivisafuwiactie van de huidige status en van
voorgestelde of te verwachten veranderingen vatubbtvaartsysteem kan worden
vastgesteld. In plannen voor luchtvaartveilighea@sltdl is daarom de ontwikkeling van
causale risicomodellen voorgesteld. Helaas wor@ee dnodellen in de beleidsplannen niet
verder gespecificeerd of beschreven anders dageinaigemene termen. Ontwikkeling van
een causaal model is als een doel op zich gegmhdier aandacht voor het gebruik van
zulke modellen. Het doel van dit proefschrift isthelderheid in te verschaffen door
gebruikerseisen te vergelijken met de prestatiesrdit verschillende modelleertechnieken
kunnen worden bereikt. Het proefschrift beantwodeliraag wat causale risicomodellen
kunnen toevoegen aan de huidige benadering voliglveidsmanagement and wat de
criteria zijn om te verzekeren dat de bijdrage #ansale modellen aan veiligheid succesvol
is. Ervaringen opgedaan in verschillende projegtear de ontwikkeling van een causaal
risicomodel (in het bijzonder voor de Federal AiatAdministration en het Nederlandse
Ministerie van Verkeer en Waterstaat) worden gedter illustratie van hoe een causaal
model wel of niet ontwikkeld en toegepast dienwtaden.

Hoofdstuk 2 beschrijft wat we verstaan onder heripeveiligheid’ en op welke manier dit
kan worden uitgedrukt. Er wordt ingegaan op gangltlaeorieén over de manier waarop
risico tot stand komt. Hierin wordt de rol van ‘nmle’ gebeurtenissen bij het tot stand
komen van ongevallen benadrukt, en dat moet dezladwrect kunnen worden
gerepresenteerd in een causaal model. Ook de thvine menselijk gedrag en de rol van
organisaties is belangrijk en moet correct worderegresenteerd.

In hoofdstuk 3 wordt dieper ingegaan op het begaipsaliteit en het verschil tussen
causaliteit en associatie. Hieruit blijkt dat o@kagevolg relaties alleen kunnen worden
opgesteld op basis van specifieke kennis aangadmderking van het systeem. Dit
betekent dat substantiéle kennis van het luchtsystgem een vereiste is voor de
ontwikkeling van een causaal risicomodel voor Itremsport. Om mogelijke verwarring
tussen singuliere en generieke oorzaak-gevolgesles voorkomen is het belangrijk dat
het model in staat is zowel scenarios van falenatisherstel en succes te representeren.
Het begin en einde van oorzaak-gevolg relatieshirair, een praktisch criterium voor een
causaal model is dat het model de effecten varsBagien en handelingen van
betrokkenen op het hoogste management niveau moatk representeren.

Eisen die mogelijke gebruikers stellen aan eenaadussicomodel voor luchttransport
worden behandeld in hoofdstuk 4. Een kort overaieimt de geschiedenis van
luchtvaartveiligheid laat zien dat de veiligheiddipmoment zo groot is dat de
mechanismen die voorheen tot continue veiligheidmteringen hebben geleid nu niet
meer werken. Omdat elk van de mogelijke gebruikarseen causaal risicomodel
(luchtvaartmaatschappijen, luchtverkeersleidinganigaties, luchthaven organisaties,
onderhoudsorganisaties, vliegtuigfabrikanten ehthaartautoriteiten) elk op een andere
manier invloed hebben op de veiligheid en elk V@itende drijfveren hebben voor het
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verder verbeteren daarvan, zijn er verschillendegkerseisen die soms niet compatibel
zijn. De belangrijkste eisen zijn, op hoofdlijnele eis dat het hele luchtvaartsysteem
inclusief athankelijkheden wordt gerepresenteeati hét model de invioed van de mens en
van organisaties representeert, dat het modebialigeerd en kwantitatieve en
reproduceerbare resultaten levert, dat de modetseptatie transparant is en dat het model
huidige en toekomstige ongevallenscenarios karesepteren.

In hoofdstuk 5 wordt aan de hand van enkele piakigrbeelden beschreven op welke
wijze op dit moment veiligheidsanalyses wordenetzerd in de luchtvaart. De in die
voorbeelden gekozen aanpak wordt vergelijken megeteuikerseisen die in hoofdstuk 4
zijn afgeleid. Hierdoor wordt een nog scherperdhziverkregen in wat een causaal
risicomodel moet kunnen om een meerwaarde te helebewpzichte van huidige methodes
en technieken. Uit het hoofdstuk blijkt dat er gpndoment geen standaard is voor het
uitvoeren van veiligheidsanalyses. Dit leidt telkk@pnieuw tot een andere aanpak.
Beschikbare resultaten van eerdere analyses westdnonvoldoende benut en de
resultaten zijn sterk afhankelijk van expert meni@gen van de besproken voorbeelden
voldoet volledig aan de in hoofdstuk 4 genoemdegkerseisen. Ontwikkeling van een
methode die wel aan die eisen voldoet lijkt daagemechtvaardigd.

In andere industrieén dan de luchtvaart wordenatausicomodellen toegepast voor de
beheersing van veiligheid. In hoofdstuk 6 wordtgseken op welke wijze causale
modellen worden gebruikt in de nucleaire industsemande ruimtevaart, offshore
industrie, proces industrie, rail transport en dalische wereld en welke lessen daaruit
kunnen worden getrokken voor de ontwikkeling enrgigdvan soortgelijke modellen in de
luchtvaart. Voor de nucleaire industrie, bemandetevaart, offshore en de proces
industrie geldt dat aanvankelijk weerstand bestegdn de toepassing van risicomodellen.
Enkele catastrofale ongevallen leidden echtergécanwderingen in regelgeving die de
partijen er toe dwongen om probabilistische methddegaan gebruiken. Ontwikkeling van
modellen en methoden die als acceptabel kondenendsdschouwd vergde veel tijd. Op
basis van deze ervaringen kan worden verwachtrdaitikkeling en invoering van causale
risicomodellen in de luchtvaart eveneens met hateatoten zal geschieden and dat het
tientallen jaren kan duren voordat het gebruik emalledig is geaccepteerd. Het is
essentieel om vanaf het begin duidelijk te makdrddae modellen bedoeld zijn om
bestaande methoden aan te vullen en niet om zrvangen.

Voor modelrepresentatie en berekeningen zijn vdtente technieken beschikbaar. De
meest gangbare methoden (foutenbomen, gebeurtemsh@ayesian belief nets en Petri-
nets) en hun belangrijkste eigenschappen wordeshtmsen in hoofdstuk 7. Foutenbomen
en gebeurtenisbomen hebben als belangrijk voorigele eenvoudig zijn. Hierdoor zijn ze
transparant maar de toepassingmogelijkheden zpere Bayesian belief nets zijn beter
geschikt voor de representatie van ‘zachte’ invimednaar hebben als nadeel dat ze
minder transparant zijn. Met Petri-nets kunnen dpkamische situaties worden
gerepresenteerd, maar hiervan is de transparasgieninder. De conclusie in dit hoofdstuk
is dan ook dat een combinatie van technieken moedem toegepast, bijvoorbeeld met
gebeurtenisbomen en foutenbomen voor de represewsat de bovenliggende laag van het
model (het deel wat direct door de gebruiker wggdtien), terwijl invioedsdiagrammen en
mogelijk Petri-nets gebruikt kunnen worden, daaamraodig, voor correcte representatie
van dieper liggende details.

Een van de eisen aan een causaal risicomodel ietktvantitatieve resultaten moet
leveren. Hoofdstuk 8 is geheel gewijd aan kwardifitg. Een van de problemen bij het
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modelleren is het vinden van de juiste eenhedemetibijzonder als de invioed van
samengestelde factoren zoals veiligheidscultuiligheidsmanagement of niet-technische
vaardigheden van piloten moet worden uitgedruktgBleofwaardigheid van het model
hangt af van de kwaliteit van de modelstructuuvam de gegevensbronnen die worden
benut voor kwantificering. Belangrijke bronnen zijngevalsonderzoeksrapporten en
incident rapportage systemen van luchtvaartmaagpgijen. Soms kunnen resultaten van
empirische studies worden gebruikt. Expert meniag, knits op de juiste wijze verkregen,
resulteren in gegevens van voldoende kwaliteitaankeurigheid. Naast gegevens over
ongevallen en incidenten zijn voor het vaststellan de relatieve invloed van factoren ook
gegevens nodig over normale operaties. Flight datarders kunnen hiervoor een
belangrijke bron zijn. Om de gegevens uit bestaaladabestanden zo efficiént mogelijk te
benutten is het een vereiste dat definities entiggngen van gebeurtenissen in het model
overeenkomen met die zoals gebruikt in de bestadatddestanden. Bij voorkeur moet het
model zich conformeren aan de definities van hebfese systeem voor
incidentenrapportage ECCAIRS. Een voorwaarde diiarivel dat een aantal van de
huidige problemen van ECCAIRS worden opgelost.

Naar verwachting zullen de grootste moeilijkhedptreden bij de representatie van de
mens, de representatie van de invloed van orgé&ssan management en het representeren
van de vele onderlinge afhankelijkheden tussemded@ het model. In hoofdstuk 9

worden deze problemen besproken en worden oplassimangedragen. Enerzijds worden
die gevonden in het toepassen van Bayesian belisfwoor representatie van ‘zachte’
invloeden en afhankelijkheden, anderzijds doomilidi van een beperkt aantal (33)
‘archetype’ ongevallen. Deze archetype ongevallemkn de ruggengraat vormen van een
causaal risicomodel. De menselijke operator kameirmodel gerepresenteerd worden door
middel van een Bayesian belief net, waarbij dedeslvan het management op het
presteren van de mens wordt gerepresenteerd dddehian generieke ‘delivery
systemen’.

In hoofdstuk 10 wordt ingegaan op mogelijkhedervididatie van een causaal
risicomodel. Volledige validatie van een modeliistmogelijk vanwege de complexiteit
van het luchtvaartsysteem, maar validatie van deghonenten is wel beperkt mogelijk.
Hiervan worden enkele voorbeelden gegeven.

De conclusies van dit proefschrift worden vermelthdofdstuk 11. De huidige
mechanismen voor veiligheidsverbetering zijn onwelide om voortdurende verbetering
van de veiligheid te bewerkstelligen. Er is eenhadé voor veiligheidsanalyse nodig die
op niet alleen is gebaseerd op ongevalfrequemiiesde methode moet de kwantitatieve
kans op een ongeval kunnen worden bepaald, en tt®deemoet op de juiste wijze de
complexe inrichting van het luchttransportsyste@schrijven, inclusief de invloed van
mensen en organisaties. De methode moet transpgjraeh aantoonbaar valide resultaten
opleveren. Gebruik van een causaal risicomodekzmedchreven in dit proefschrift voldoet
aan deze eisen en is derhalve een manier om magedjligheidsverbeteringen te
identificeren die met gangbare methoden niet mjgaiin. De ontwikkeling van een
causaal risicomodel voor luchttransport is nietaderlijk moeilijk, het is alleen veel
werk. Het grootste deel van dit werk zal moetendearuitgevoerd door mensen met
voldoende achtergrondkennis van luchttransport.d@roomplexiteit van het luchttransport
te kunnen representeren in een causaal modeldgnaannames nodig, en elk van deze
aannames is opponeerbaar. Een causaal risicomadallieen succesvol zijn indien
overeenstemming aangaande deze aannames wordt negeille betrokken partijen. Dit
proces zou geleid moeten worden door een regelgeviestantie, bij voorkeur een
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internationale regelgever zoals EASA of ICAO. Zjurlen een proces moeten initiéren en
leiden om te komen tot een internationaal standaendiel en om overeenstemming te
bereiken over hoe en wanneer het model dient televotoegepast. Voor de verdere
ontwikkeling van causale risicomodellen voor ludmtport is het essentieel dat deze
modellen direct gekoppeld kunnen worden aan eeevgggbestand van ongevallen en
incidenten, bij voorkeur het ECCAIRS systeem. T&oppeling van modelontwikkelaars
naar potentiéle gebruikers en vice versa is veosistie gebruikerseisen beter te definiéren.
De modelontwikkelaars moeten de mogelijkheden @etténgen van het model aangeven,
en moeten praktijkvoorbeelden aandragen van geveléarbij een causaal risicomodel een
bruikbaar instrument zou zijn. Dit is een iterafebces. De steun van de industrie is nodig
voor het leveren van gegevens en om de modelongelks inzicht te verschaffen in
operationele luchtvaart processen.
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Appendix A: The history of third party risk regulat ion at
Schiphol

Background

The involuntary exposure to the risk of aircraftidents of the people living in the vicinity
of an airport is referred to as third party rigkislusually expressed as individual risk and
group risk.

In 1952, the President’s Airport Commission in @A, best known as the Doolittle
Commission in honor of its chairman, James Dosffttconducted one of the first
comprehensive studies of the noise and safetyiordtips between airports and
surrounding communities. Among other things, theeassion plotted the location of over
30 off-airport commercial and military aircraft stees which caused death or injury to
persons on the ground (there is no indication énréport that any data was gathered
regarding non-injury accidents). Despite the ratimited database, the commission’s
report led to the establishment of what became knasvclear zones and are now called
runway protection zones at the ends of airport aysgDoolittle 1952, State of California
2002].

The importance of risk around airports was recaghia the UK in the 1950s. Public
Safety Zones (PSZs) were introduced in 1958 folhmahe recommendations of the
Committee of Safeguarding Policy [Le Maitre 195X]PSZ was defined as an area
adjacent to the end of a runway in which develogrmétand is restricted if it would be
likely to increase significantly the numbers of gmars "residing, working or congregating
there". The suggestion of the 1957 Committee oé@adrding Policy was for a
longitudinal limit of 4,500 feet (1,372 m) for tRRSZ. This was based on the subjective
choice that 65% of landing and take-off crashesihbe contained within the PSZ area
[Evans et al 1997].

A string of high profile accidents in the mid seties (Flixborough, UK, chemical plant
explosion 1974, explosion and fire at DSM in Belk, Netherlands, 1975, the accidental
release of dioxin near the Italian town of Seve8é6) started a debate in Europe on the
extent to which governments should control hazasdodustry. New regulations were
developed such as CIMAH (Control of Industrial Mafzcident Hazard) in the UK.
Regulation on risk management in the Netherlandsmainly shaped by the regulation on

8 James ‘Jimmy’ Doolittle (1896 - 1993) was one @ thost famous pilots during the
inter-war period. He conducted flight testing difasial horizons and directional
gyroscopes which resulted in the first take-off éamtling conducted on instruments alone,
i.e. with no outside view. In 1932, Doolittle shetworld's high speed record for land
planes in the notorious Gee Bee R-1 racer withead@veraging 252 miles per hour [Daso
2003]. In 1942, he led the daring one-way attac&ixiten B-25 bombers from the aircraft
carrier USS Hornet, with targets in Japan [Lawso@d&sidine 1944].
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LPG [Tweede Kamer 1983], which set quantitativeténo individual risk and societal
risk.

Stand still for Schiphol risk

Third party risk around Schiphol Airport was formyaddressed for the first time in the
‘Plan van Aanpak Schiphol en Omgeving’ (PASO) at¢nd of the 1980’s. In the
framework of the expected doubling of the numbemofrfements at Schiphol, an
Environmental Impact Assessment (Milieu Effect Rapage, MER) was conducted within
which third party risk was also investigated. Starfpoint was the concept that the growth
of traffic at Schiphol should not lead to an inGg®#n risk, the so-callestand still

principle. The discussion on third party risk watensified on October 4, 1992, when a
Boeing 747-200 cargo aircraft lost two engines idiately after take-off from Schiphol
and subsequently crashed into an apartment buildiagsuburb of Amsterdam during an
attempt to return to the airport. All 4 crew mentband 39 people on the ground were
killed.

At that point, the stand still principle for thighrty risk was not yet translated into
measurable norms. As a result of the first SchipheR, the MER Commission advised
that the stand still principle should be interpdeds no increase of the number of houses
within the 10°, 10°, 107 and 1€ individual risk contours and no increase of grasg’,
thereby accepting risk criteria (individual riskdagroup risk) that had been used for third
party risk of stationary installations.

When it became clear that stand-still of third paisk was not feasible with these criteria,
new policy was developed in the Planologische Kestissing Schiphol en Omgeving
(PKB) using a new risk measure: the ‘Gesommeerddgew Risico’ (GGR) (summed
weighted risk) [Tweede Kamer 2001]. GGR is the sdrall houses within a particular area
multiplied by the individual risk at each house. S@ne extent, the GGR takes aspects of
spatial planning into consideration, and therefoi®a risk measure that falls between
individual risk and group risk. The GGR only coresislhouses and not objects such as
office buildings, schools, hospitals etc. The statiltl policy was now formulated as: The
GGR shall not increase within the3@nd 1 individual risk contours.

New law for Schiphol

With the change in 2001 of the aviation law witBgect to Schiphol, the GGR was
dropped. External safety is considered in botHuhbthavenindelingbesluit (airport layout
decree) [DGL 2002a] and the luchthavenverkeershédsigport traffic decree) [DGL

2002b] of the new Chapter 8 of the Aviation Lawthe luchthavenindelingbesluit
restrictions regarding permissible buildings arsatibed, taking into consideration third
party risk. Four types of areas are indicated upbich different building restrictions act.
These areas are defined by noise contours andwsrabindividual risk. For most

locations the noise contours are larger than tliviotual risk contours and hence
determining. In the luchthavenverkeersbesluit tb&alfRisk Weight (TRG) was presented
as a measure for third party risk. The TRG is afias the product of the average accident
probability per aircraft movement per year andghmmed maximum take-off weight of all
aircraft movements in that year. The TRG was amgit to express the risk to which the
whole neighbourhood of the airport is subjected amgle number. This TRG does not
take into account (changes in) use and locationwks, runways and changes in buildings
and population densities in the surroundings ofdihgort. The maximum allowable limit
value for the TRG was determined at 9.724 tong/par. The rules of the
luchthavenverkeersbesluit encourage that the tialite for third party risk is not exceeded
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but they do not guarantee this. The explanatiah®fuchthavenverkeersbesluit states “To
optimally conduct the luchthavenverkeersbesluihimithe limit values requires tuning and
co-operation between sector parties. Article 8 flii® law requires sector parties to take
such measures, as can reasonable be demandedjuatlivand in joint co-operation, in
order to accomplish that the limit values are naeeded”. The way in which the norms for
third party risk with respect to Schiphol airportishbe upheld is described in the safety
oversight policy for Schiphol [IVW 2003]. This dament refers among other things to the
Regeling Milieu Informatie Schiphol (Ruling on Emsimental Information for Schiphol)
[RMI 2003]. When limit values are exceeded, theggament can take sanctions, such as
issuing a fine. In 2005 the number of aircraft moeats was substantially more limited by
noise contours than by the TRG norm.

In the first instance the luchthavenverkeersbefid@L 2002b] did not contain a limit

value for (a measure for) group risk. Up to thelmaid not proven to be feasible to establish
a method suitable for aviation to ‘capture’ groigkin a number and to compare this
number with a fitting limit value. The failure tl a feasible metric for group risk that
was suitable for aviation led, in the debate betwtbe government and the parliament
about the proposal for an amendment, to a chantieiariginal bill, wherein it was laid
down that a statistical-causal safety model shbaldeady by 2005. The model should also
serve as foundation for the implementation of asusato determine group risk. This
group risk should not be higher than the group 0isk990, calculated in the same manner.

Group risk, particularly when presented in the farilvN-curves, is a concept that is
difficult to grasp. It does however provide insightb the probability and size of a calamity
or disaster. Additional to this is the problem dinait value for group risk. For static
installations this was perfectly possible, be dafjran unacceptable area under a line on
the FN graph. The fact that in the last few yearsorm for group risk at Schiphol was
established has led to a situation where condreteMalues for group risk have not been
included in the Aviation Law. This clearly illustes the difference between calculating a
level of safety and settingtargetlevel of safety. With group risk the calculati@niot a
problem. The problem is the limit value, sinceliaflits proved unattainable almost as soon
as suggested. This was not a problem of settiirgig but of predicting in advance if it
could be met and what would be the (political) @meences of keeping to it [Piers & Ale
2000]. These would have been the closure of thgito any more traffic, thus damaging
its role as driver of the Dutch economy.

By then the linkage between a statistical causalehand a norm for group risk had also
been abandoned. The main issue was that the caosial would not solve the problem
because the Ministry and Chamber completely miststoed what it could do. In answer
to questions from parliament it was also explaitied the sector parties, given the results
of the demonstration phase of the project causaleffing, had insufficient faith in the
feasibility of a complete causal model. The los&adh however was more general and
linked to the anticipated use of the model by thiaisfry, i.e. to use the model for
enforcement. In any case, the sector parties stbiiye@r contribution to the development of
a statistical causal model. In consequence ofithigs no longer possible that, in
accordance with the amended aviation law, a canedkel Schiphol would be operational
before 1 January 2005 [Tweede Kamer 2003a, 20@RIBd.

In almost all relevant studies that have been cotediusince 1990 it was concluded that the
intended stand still for group risk is not feasiblee to the increase in the number of
movements at Schiphol and the increase of buildimgise vicinity of the airport. Because
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of this a situation has been created in which requénts for group risk are an obstruction
for the growth of the airport. Suitable criteria froup risk have proven to be politically
difficult to find. This has complicated and delaytbé discussion regarding external safety.

Causal model as a solution?

In conclusion it can be stated that the governnierits policy with respect to third party
risk in the vicinity of Schiphol Airport, has mayjnbeen focussing on individual risk.
Criteria for group risk are too complicated to depea policy that fulfils the requirements
of the government (transparent, maintainable, nreh$e; controllable, technically and
operationally feasible) and there is no politicdl t@ put limits on the use of Schiphol. The
stand-still norm is, given the risk measures thetenselected in the past (in particular with
respect to group risk), restricting for the growftSchiphol. This has complicated and
delayed the discussion regarding third party rfidie government is also looking for a
policy to control the ‘disaster potential’. Thissile is to a large extent, but not completely,
a result of the Bijlmer disaster (see for exampiermotion of Samson and Duyvendak of
25 November 2003) [Tweede Kamer 2003c].

The industry is confronted with an individual righit value similar to limit values for
aircraft noise and air pollution. These limit vedusre in the first place regarded by the
industry as possible restrictions for the actigit& and around the airport and not as limits
to prevent the neighbourhood from being subjeateal risk that is too high. The present
limit value for third party risk (TRG of 9.724 topgr year) is calculated from an accident
probability, the number of aircraft movements amel tnaximum take-off weight. The
sector can influence the TRG by the types of dir¢hat are being allowed to use Schiphol
and the number of movements. With respect to thestwf aircraft, already 95%
(percentage from 2002) of all movements at Schiphelbeing conducted by third
generation aircraft, the most modern and hencestselfess of aircraft. Practicably, a
reduction of the number of flights is the only gptithat is available for the sector when the
limit value for TRG is in danger of being exceedAdicle 8.18 of the Aviation Law
obliges the sector parties to take such measuresnaeasonably be demanded,
individually and in co-operation, to accomplishtttize limit values are not exceeded. All
in all, the sector has little choice regarding thoeeasures’. In any case this policy does
not provide impetus for the sector to start focdsdevelopment and to take measures for
the improvement of internal and external safety.

The Ministry of Transport and Water Managementreasgnised this and is looking for
ways to come to a solution. Causal risk modelsdaieg considered as one possible
solution. The Ministry argues that causal risk nMiedan be used to quantify improvements
in safety in the accident probability [Tweede KarB803b]. It is then possible to use this
accident probability for the calculation of saftayels and compare those with the target.
In doing so, the causal risk model provides digtdito the sector for the improvement of
safety. It becomes a tool for risk informed deaisinaking and can help the industry to
capitalize on measures they have already takery. tBeh can we expect support from the
industry in the development on such a model.
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Appendix B: The aviation system

The aviation system is characterised by a compiengement of organisations and
activities that has virtually no geographical boarnes. Air transport has always been an
international affair. Because of its relatively higpeed the aircraft is an attractive means of
transportation for long distance travel. In Eurdiie is synonymous with international
travel; KLM’s very first destination in 1920 was Aterdam on a flight from London [Van
Kampen 1960]. Aviation today is an internationasibess in almost every aspect. Airlines
have become international organisations (SAS, AAnEe/KLM) that cooperate in code
sharing alliances such as One World, STAR and Skytd he aircraft that are being
operated are manufactured by international coressbike Airbus. Air traffic control,
particularly in Europe, requires coordination antgration of national traffic control
centres in the pursuit of a ‘single European sRylés of the air’ are developed by a
special body of the United Nations that is callegl international Civil Aviation
Organisation (ICAO). Aviation is also a businesghwnany different actors (airlines,
aircraft manufacturers, air traffic control servim®viders, airport organisations,
maintenance providers, security etc) and it isstributed system in the sense that the
different actors are not physically located inrege spot. At minimum there are two
locations; the location of departure and the datbn.

Central to all aviation system processes is theany process of flying ‘from A to B’ as
schematically represented in Figure B1. The primanyg subsidiary aviation processes are
described in the following sections. They are theent processes in developed countries.
In some underdeveloped countries the aircraft afidstructure may be lacking some
technologies and procedures may also be less eedlloped. These processes are also in a
continual state of change due to technological ades and demands from society.
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Figure B1: Air transport processes

A typical flight

Pre-flight, crew centre

The cockpit crew normally consists of a Captain arkdrst Officer. On long flights an
additional First Officer or Cruise Relief Pilot (Bfrmay be scheduled for the flight. The
cockpit crew reports for duty at the Crew Centréhatairport typically 90 minutes before
scheduled departure time. For larger airlines nafdche preparation has been done by then
by the Dispatcher. A briefing package has beengyezpwith anticipated loading figures
and weights, special loads (if any), aircraft deficies relevant for flight planning (if any),
flight plan route, including speed and altitudeestiie, a copy of the ATC filed flight plan,
departure slot-time (if any), actual and forecastedther and NOTAMSE for departure
airport, destination, alternate and en-route atgp@emperature and wind charts and
significant weather charts for en-route and a mimimblock fuel for the planned flight.
Based on the information available the cockpit cneay choose to take extra fuel. When
the flight plan is accepted, the final fuel figusehen forwarded to the fuelling department
by the Dispatcher. The cockpit crew then procekdsugh airport customs and security
checks to the aircraft and normally arrives atalneraft approximately 40 minutes prior to
departure, just before passenger boarding commelficex already met in the crew centre,
the cockpit crew meets the cabin crew on-boardttezaft and discusses any relevant

8 NOTAM stands for Notice to Airmen. NOTAMSs are magss to alert the pilots of
hazards or abnormalities anywhere along the planmete.
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issues with the Senior Flight Attendant, such dipated delays, flight time, forecasted
turbulence and security procedures.

Pre-flight, aircraft at the gate

Any deficiencies to the aircraft, cockpit or cahire stated in the Hold-Item-List (HIL) in
the Aircraft Technical Log (ATL) for aircraft anackpit matters and Cabin Technical Log
(CTL) for cabin matters. The release of the aitdogfthe maintenance department is done
after the pre-flight inspection by the ground ewginand signed in the ATL. The cockpit
crew verifies that all open items recorded on ttevijous flight are either repaired or added
to the HIL and verifies release of the aircrafteTircraft may be released to service with
aircraft or cockpit system deficiencies if theséiaencies are stated in the Minimum
Equipment List (MEL). Any contingency procedure torserviceable equipment is
mentioned in the MEL as well. Acceptance of anyicaeficiencies is done by the cockpit
crew in concert with the Senior Flight Attendant.

During the boarding of the passengers, loading@fclrgo and fuelling of the aircraft, the
cockpit crew prepares the aircraft for departune tii flight deck duties are normally
divided between Pilot Flying (PF) and Pilot NotiRly (PNF) but some actions are
specifically assigned to the Captain or First Gfficrespective of which of the two is PF
on the stretch. The decision who is going to be®Ehe stretch is taken either at flight
planning or when arriving in the cockpit.

The time that the aircraft is parked at the gatehsisy time for the cockpit crew. One pilot
(normally the PF but this also may be assignetigd=irst Officer) enters the flight plan
data in the Flight Management System (FMS) andgre=pall other aircraft systems for
departure; the other pilot communicates with thie ggent, the airline maintenance
department, the cabin crew, airline hub control tiedDispatcher to keep track of latest
developments. When fuelling is complete the fugliiepartment will bring the fuelling
ticket to the cockpit, the flight crew then cheths actual fuel loading with the flight plan
fuel.

The latest weather observation for the departupotiis recorded from the Automatic
Terminal Information System (ATIS). ApproximatelQ tinutes prior to departure ATC
Departure Clearance Control is contacted to olstaleparture clearance for the departure
runway, Standard Instrument Departure (SID) romgssponder code and ATC slot-time
(if any), this is done either by voice or via datkl The ATIS weather observation, the
latest estimate of the take-off weight and the etgmbdeparture runway are used to
calculate take-off performance figures (weight tatibn, engine duration, bleed-air
demand and take-off speeds).

When all systems settings and take-off performaabeulations have been examined by
both pilots, these are verified by reading the geparture checklist. The PF briefs the PNF
on the taxi- and departure route, special weatbeditions, applicable NOTAMS and other
relevant issues such as discussing high terraimeigeparture route, related safe altitudes,
and thgoengine-failure procedure and highlightiomgne Standard Operating Procedures
(SOPsJ".

% All actions of the flight crew, including those abnormal or emergency situations, are
prescribed in procedures. These are describea iBalsic Operating Manual, which
contains the general procedures of the airline thadhircraft Operating Manual, which
contains procedures specific for the type of aftcra
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Approximately 5 minutes prior to departure the gadent (or alternatively the Dispatcher
through datalink) hands over the cargo manifessjacial cargo, passenger information
list, load sheet and any last-minute changes todéia, all based on the actual loading
figures. The latest data are entered in the FMSchrdked against the take-off
performance data that was based on pre-flight astisn

Push-back and engine-start

When all passenger and cargo doors are closecharmqlish-back truck has arrived, start-up
and pushback clearance is requested from ATC BgaGontrol and Ground Control
successively. The direction of the push-back arssipte subsequent pull-out is prescribed
per gate or overruled by ATC. During the push-baickfter the pull-out the engines are
started. During the push-back the PF normally remai contact with the push-back

driver, the PNF remains in contact with ATC Gro@wmhtrol.

Taxi-out

The push-back truck will disconnect after completid the push-back manoeuvre. When
the engines have successfully been started andargleockpit systems have been set for
taxiing, the taxi clearance is obtained from AT@@rd Control. The taxi clearance
indicates the cleared taxi route from the gaté¢odeparture runway. This may be a
standard route if this route is published in thpait information (AIP) or else a detailed
instruction on which route to take. Runway signd ararkings as well as a map of the
airport layout are used by the cockpit crew to gateé on the airport. During taxi-out
aircraft systems and configuration are set andigdrfor departure by reading the taxi-out
checklist. The cabin crew reports that the cabseured and ready for departure. The
flight crew will report their position and readyrfdeparture when the aircraft has reached
the runway, where ATC Ground Control will hand #ircraft over to ATC Tower Control.
Tower must then check the position of the airceétfier visually or by using the ground
radar system, after which a line up approval wéligiven when the preceding aircraft has
initiated the take-off roll.

Take-off

ATC Tower Control will issue a take-off clearanchem the preceding aircraft has lifted
off and no further airspace restrictions apply. Whee before take-off checklist is
completed, the take-off roll is commenced by the AFactions and call-outs, performed
for the purpose of cross-checking, during takeaoff initial climb are prescribed and
performed according to SOPs. As the aircraft acatde down the runway, the PNF calls
out airspeed, typically at 80 kts; {take-off decision speed) ang; {fotation speed). If a
problem occurs beforejyVthe take-off will be aborted. After passing tie aircraft is
committed to take-off. Immediately after lift-ofi¢ gear is retracted, followed later by
thrust reduction, flap retraction and acceleratmnolimb speed. Also the autopilot will be
engaged.

Climb

During flight, duties are assigned according toFN# roles. The PF will monitor the flight
path and adjust where required by selecting awtbpibdes or changing data in the FMS.
The PNF will assist the PF where required, willtde communication with ATC and
perform administrative duties. The departure isvflaaccording to the applicable SID, but
sometimes a flight may have to deviate from thepdal departure route because of
weather or by ATC request. As the aircraft climbshie assigned cruising altitude, and
during cruise flight, the flight crew will have gwitch to different ATC centres. The flight
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proceeds to its destination by following assigniedays. Navigation is predominantly
done using the FMS that obtains its informatiomfra range of different sources (air data
measurements, fuel calculation, GPS and radioipositformation, aircraft system status).
An on-board weather radar provides information ctu@ cumulative weather conditions
ahead of the aircraft. The useable range of thehgeaadar is approximately 100 NM or
15 minutes flying time ahead.

Cruise/descent

During the flight updated actual weather observetiand forecasts of key airports
(destination, en-route alternates) can be obtaiiredtly through datalink, via dedicated
radio transmissions or as a request to ATC. Alsdlight crew can obtain any information
as required from the Dispatcher who may be reaslsedatalink, radio (when in reach) or
satellite phone (if installed on the aircraft). Wihe information available the flight crew
can continuously update contingency planning foemmoute diversion or emergency.

The flight is normally flown along the airways tha¢re planned in the pre-flight phase, but
ATC may issue short-cuts where appropriate. The BMISontinuously calculate

important parameters such as distance to, timéawgr and fuel remaining at the
waypoints that make up the flight plan and willezdhte optimum speed and altitude. The
cockpit crew will negotiate the flight profile withTC so that an optimal altitude and speed
schedule will be flown, subject to traffic restrats.

The flight crew will start preliminary landing pragations approximately 45 minutes prior
to landing. When in range the destination airpdrt@\is copied. Landing calculations are
made using the latest weather data, expected lgmndiway, estimated landing weight and
planned landing configuration. Navigation systefF&gI$ programming, radio beacon pre-
tuning) and flight deck preparation for descenfgrapch and landing are performed well in
time and correct settings verified according todescent checklist. The company handling
agent may be contacted on a dedicated radio freguerobtain the gate assignment and
discuss items such as special handling requespafsengers or cargo and discussion of
possible maintenance actions upon arrival. The Bgiwe the crew briefing on expected
arrival route and approach type, cockpit settiaggraft landing configuration, weather
conditions, applicable NOTAMS, expected taxi-rout¢he gate after landing, instructions
for a possible missed approach and other relegaoes such as high terrain during arrival,
related safe altitudes and highlighting applice®@Ps.

The descent and arrival may be conducted accotdiagStandard Arrival Route (STAR)
until radar vectoring to final approach (on theeexted centreline of the landing runway) is
applied by ATC Arrival or Approach Control. Durimigscent and arrival speed is reduced
from cruise speed to final approach speed accotditige optimal schedule, as prescribed
by the STAR or by ATC. Approximately 10 minutes dref landing the cabin crew is
alerted to prepare the cabin for landing and thEragrh checklist is read.

Approach/landing

Weather permitting, non-precision or CA* ILS approaches can be flown manually
following the Flight Director (FD) or with the augidot (AP) engaged. The PF is either
hand-flying the aircraft and following the FD orm®onitoring autopilot operation, being
ready to take over if required. Meanwhile, the RdBns alternately inside and outside the

! Three main categories of automatic approach amirlg are distinguished: CAT I, CAT
Il and CAT Illl. CAT Il indicating an automatic laiing under practically zero visibility.
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cockpit announcing flight parameter deviations atahdard call-outs for cross-checking
purposes according to SOPs. CAT Il automatic apgives can be followed by a manual
landing, although usually SOPs will prescribe atomatic landing with the autopilot
engaged. In CAT IIl weather conditions an automiaticling is mandatory.

When established on final approach, ATC Approachtf@d will hand over to ATC Tower
Control who will provide the latest weather andways conditions update. When the
preceding aircraft has vacated the landing runviayer Control will issue a landing
clearance. Sometimes this is just seconds prianticipated touchdown.

On final approach the aircraft is configured fardang: flaps are extended in steps, gear is
extended and speed is reduced to Final ApproacbdS@&\S), which is a function of
aircraft weight, aircraft configuration and weatkenditions. Before reaching the
applicable stabilisation height (usually 1000 00 %0 depending on weather conditions),
the aircraft must be on the correct lateral andicadrflight path (based on radio navigation
guidance or visual reference), the aircraft mushitbe desired landing configuration and
at the desired speed (FAS) and the landing checklist have been accomplished.
Otherwise a missed approach must be initiated.

During the approach, at any time the cockpit creay mbandon the approach if the
visibility is below the required minimums, criteffiar stabilised approach are not achieved,
or when the flight crew is not convinced that dafaling is possible for whatever reason.
When a missed approach is initiated, the thruatli@nced, gear and flaps are retracted.
The missed approach path is followed using FMSdior navigation or additional
instructions may be obtained from ATC. The aircthéin goes around for a second
approach of diverts to an alternate airport.

After touchdown, the following braking devices aised to decelerate the aircraft and bring
it to a complete stop: ground spoilers, wheel bsgkecluding anti-skid and autobrake
systems) and the thrust reverser system. TypiealBp kts the thrust reverse levers are
returned to the reverse idle position and theiméostow position when reaching taxi speed.
ATC Ground Control will provide a taxi clearancer the runway to the gate or parking
spot on the apron. When the engines are shut desvddors may be opened and cargo and
passengers are off-loaded. During disembarkatierctitkpit crew shuts down the different
aircraft systems and completes administrative dutfeon an outstation and the same crew
will perform the return flight, initial preparatismmay be started for the return flight.

Abnormal and emergency procedures

During a flight, events may occur that differ frarormal operational practise. For instance
a technical malfunction may occur on-board theraftor weather conditions at the airport
of destination may prevent the aircraft from lamgihike almost all aviation processes, the
course of actions in such abnormal conditionsiigtfe greater part described in
procedures. For technical failures on-board therafit, the associated procedures are
described in the form of checklists in the abnorarad emergency procedures sections of
the aircraft operations manual. While every atteimpbade by the aircraft manufacturer to
establish necessary non-normal checklists, it igpesible to develop checklists for all
conceivable situations, especially those involvimgtiple unrelated failures. Pilots should
follow these procedures as long as they fit thergemey or abnormal situation. If at any
time they are not adequate or do not apply, theal@p best judgement should prevail.
Only the flight crew operating the aircraft at thme the emergency occurs can evaluate the
situation sufficiently to make the proper decisjbi$Air 1997]. The aircraft operations
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manual also contains procedures for events suntissed approaches and encounters with
windshear or severe turbulence. Procedures thatcaraircraft type specific are described
in the airline’s Basic Operations Manual.

Because normal as well as abnormal situations esxzkegures can be causal or contributing
to accidents and incidents it is important for shepe of the causal risk model to
encompass all.

Subsidiary processes

Flight crew training

An average commercial air transport pilot's catgpically starts at a flying school where
the pilot receives training for, successively, @ate pilot license, a commercial pilot
license, an IFR multi engine rating and a multiwcmordination course. Some pilots will
have had their initial training in the military s@res. After this the pilot may spend some
time at a smaller operator (e.g. business aviatighich initially requires type qualification
training, and of course the periodic recurrentiraj, proficiency checks and line checks.
When the pilot moves to a large airline, (s)he waifially again receive type qualification
training, and during the operational career théopé recurrent training, proficiency
checks and line checks. Command qualification ingimvill be required when the progress
step is made from First Officer to Captain. Newetypialification training will be required
when the switch is made from one aircraft typertotaer. Each training step may involve
ground school, simulator training, training fliglasd line flight under supervision.
Training flights are only required in case the dimwrs are not qualified for zero flight time
training or in case of the first type qualificatientering an airline.

Air Traffic Control

The captain of a flight is always responsible fur safety of the flight. In those areas that
are under Air Traffic Control (ATC), the air traffcontroller is responsible for the
separation between aircraft. Sufficient separasaequired to prevent collisions in the air
and to prevent an aircraft from entering the waka preceding aircraft. This wake consists
of a pair of counter rotating and slowly dissipgtirortices. When an aircraft enters a wake
that has not yet dissipated, it can suddenly amcpectedly start to roll, which can be
dangerous if close to the ground. To meet thisaesipility, the air traffic controller issues
instructions that need to be obeyed by the pilatvhen the pilot is of the opinion that
following the controller’s instruction compromisfiight safety, the pilot is allowed to
disregard the controller’s instruction. The airsp@&cdivided into different blocks (see
Figure B2) and generally speaking each ATCo hgsoresbility for one such block.
Horizontally the airspace is divided into differesgictors with each normally having a
separate area controller. Within these sectorsaiticeaft fly along ATS routes. In the
vicinity of the airport, the control zone (CTR) ateiminal area (TMA) are additional
blocks of airspace to help control the flows of\ang and departing aircraft. The area
controllers handle aircraft entering their sectottlee way to the airport and also crossing
traffic overflying the area, either military or divAircraft can be led to a stack if they have
to wait for arrival clearance. The area controflands over to the arrivals controller either
directly on the way to the airport, if there isamlay, or when leaving the stack, if there is
delay. The arrivals controller takes the aircredni there until they are lined up for the
runway and ILS is established. The tower contrahen brings the aircraft in to land. Once
it has cleared the runway it is handed over taggtleeind controller who supervises the
taxiing up to the gate. For departure there arallystwo additional controllers; one who
gives the en route clearance and a second who geasance for start-up and push-back.
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The ground controller then takes over for the taxiio the holding point just before the
take-off runway. The tower controller then takesrmfor the take-off up to 2000ft, when
the departure controller takes over up to the pohmre the aircraft is free of all conflict
with other traffic at and around the airport. Aistpoint the area controller takes over for
the transit to the following sector/area.

In controlled airspace, flight crew and Air Traff@ontrol communicate by means of VHF
radio. Communication involves instructions accogdio a protocol that is laid down in
ICAO Annex 10, part I, Chapter 5: R/T. Air-grouradiotelephony communications must
be conducted in the language normally used bytHi®s on the ground or, preferably, in
the English language.

Upper Airspace
........... 24,500t _______
Sector Sector
.............. 9.500ft _______.
TMA
............................ 3,000t ...
CTR

Figure B2: Airspace schematic.

Aircraft design and certification

The Aircraft Type Certification process is offidialnitiated by the submission of an
“application for a type certificate” by the aircrafianufacturer. The regulator establishes
the Type Certification Basis; the applicable rides any additional requirements to which
the manufacturer must show (and the regulator fingt compliance in order to be granted
a Type Certificate. The regulator will now creat€ygpe Certification Board, a management
level group charged with confirming that all applide regulations have been complied
with prior to final approval of the particular dgsiunder evaluation. The regulator
identifies significant certification items which Miequire special attention during the
certification program. These items are describétsgue Papers”. The manufacturer then
submits data on how it is intended to demonstrateptiance with the applicable

regulation in the form of a Certification Plan. é&ftapproval of the Certification Plan the
actual certification process will start. Detailegs@yn submittals begin, including drawings,
reports, analyses, test plans and test reportseldiegta are reviewed and any revisions or
additions that are found necessary must be incatpdiefore final acceptance by the
authorities [Haubrich 1984].

An important aspect of the aircraft certificatiompess is the flight test program. Flight test
programs are divided into an evaluation flight f@stgram and a certification flight-test
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program. The evaluation flight tests are executethb manufacturer, usually in close co-
operation but without direct involvement of thetidfging authority in order to obtain a first
overview of the handling and performance charasties of the aircraft. The certification
flight tests are executed with the participationegresentatives of the authority and
partially flown by the authority’s test pilots.

A Compliance Check List is composed which provikdsrmation concerning the
substantiation information which has been provigeeshow compliance with applicable
regulation. When the regulator determines thantaaufacturer has demonstrated
compliance with all applicable airworthiness staddathe required inspections have been
satisfactory completed, and the required documient# approved, the Type Certificate is
issued. A Type Certificate Data Sheet is issugobaisof the Type Certificate. It describes
the conditions and limitations under which the @fcmeets the applicable airworthiness
requirements. Within 90 days after issuing the T@petificate, a Type Inspection Report
has to be issued which includes the final docuntiemaf the ground inspection and flight
test phase of the certification program. In additio the Type Certification, a number of
provisions must cater for the airworthiness of eadividual aircraft. Before the
manufacturer can produce aircraft intended for gafeust obtain a Production Certificate.
For each individual aircraft coming off the prodaatline a Certificate of Airworthiness
has to be issued. After the Type Certificationdmpleted and aircraft of the type are
introduced into service, the authorities continuenbnitor the safety of the design through
a service difficulty reporting and analysis system.

Aircraft maintenance

Maintenance refers to ‘all activities necessarkeep the aircraft in, or restore it to, a
specified condition’. Aircraft maintenance is a q@itated and costly business and is
characterized by large amounts of regulations,gaoces and documentation. This section
describes generally the way in which a maintengmogram is created and how it is
implemented and executed.

To ensure that the necessary regulations, guidetind standards are applied and adhered
to, and that the correct tasks and inspections@mrducted at the correct time, every aircraft
type will have an approved aircraft maintenancegy@am. This lays down the mandatory
minimum maintenance program and is produced bihiatenance Review Board (MRB)
consisting of manufacturers and aviation authajtie consultation with the airlines, to
ensure the continuous maintenance needs of thrafaiace met. It includes details relating
to the minimum maintenance tasks and inspectiorishAfave to be carried out on each
aircraft at pre-determined times, depending uptireethe number of flying hours, number
of flights or calendar time. Tasks and inspectiabsve the absolute minimum should
normally accompany those which are required anécads included in the manufacturer’s
documentation. Due to an airline’s fleet size, essttucture, aircraft utilization etc and

from years of operational experience, the mainte@gmogram can be customized for the
individual airline.

The actual implementation of the aircraft maintergaschedule is a detailed and complex
process. Most airlines have departments which edécdted to the detailed planning,
scheduling and control of aircraft maintenancesashd inspections. Aircraft maintenance
is usually scheduled in ‘checks’ of varying projpams, ranging from walk-around
inspections to heavy maintenance ‘D’ checks. Thml@etion Planning / Engineering
Department controls the contents of any maintenaheek, in accordance with the aircraft
maintenance program and the manufacturer's mamabtlacides when and where the
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aircraft input will occur. They will therefore plamhich particular aircraft is due for which
check and prepare and produce all job cards anghaexatation necessary to complete the
check. They also ensure the correct spares, mamptmeés, equipment, hangar space and
aircraft are organised for a scheduled check iemtitat everything should be ready when
the aircraft comes in. This planning process \allet about 4-5 weeks for a large
commercial aircraft like a Boeing 767.

In the case of heavy maintenance, once the work&as planned, production control
teams take over about 4 weeks before the airanafiea. Sometimes a pre-input survey of
the aircraft will be carried out by qualified pensel, who will establish the condition of
the aircraft and highlight any areas where extrgkwall be needed, e.g. repair of
unforeseen minor damage and long standing defectise 4 weeks prior to the aircraft
coming in, the proposed work schedule will be thigtdy reviewed and all work scheduled
to teams of engineers. Milestones are createdablenhe progress to be monitored. The
same process would apply for light maintenance gxime scales would be significantly
reduced since the length of the input and amountosk would be less. Some airlines may
try to schedule major work for periods of reducetivity (typically the winter months

from September to March), to save on revenue wivinhld otherwise be lost in down
time.

Once the actual contents of a check are knownuresm of hangar space, people,
materials, tools and equipment also takes platieisrdepartment to ensure that the work to
be carried out can be achieved. This process iasstraightforward as it might seem,
since for many inputs only about 60% of the work b& predictable beforehand; the rest
of the work is raised only as the results of insip@s or entries made in the aircraft
technical log.

A few days before the aircraft is scheduled tovarin the hangar, the completed work
package for that aircraft will be forwarded to #ppropriate hangar control centre. A work
package is literally the package of work which deé and sets out all the activities, i.e.
tasks and inspections which must be conducted $ohaduled check on a particular
aircraft. It typically contains a list of contenjsb cards, a job card deviation list (to notify
planning of jobs not done and therefore carriedasptable Deferred Defect (ADD)),
Additional Work Requirements (i.e. non-critical extasks such as changing the cabin
boarding tape), any relevant Service Bulletins owaArthiness Directives, a list of parts
and equipment needed and ordered, the dispatelbitii list and Certificate of
Maintenance release. The work package will be dsganand checked by the shift
manager who is responsible for monitoring the wandgress and output of the work. Shift
managers will locate tools, equipment, parts arclidentation necessary for the job. They
are also responsible for ensuring that they haeegm staff on the shift and that such staff
has received adequate training. The shift managdkliaise with Planning to advise on the
man hours necessary for particular tasks in oméetp plan the work.

Once the aircraft has come into the hangar the stihager will allocate staff to a
particular work area. Typically the resourcing agks and work allocation is written up on
a control board in the control centre of each hgrggmathat each technician will know when
and where they will be working.

Tasks are scheduled to technicians via ‘job casiféth detail information in relation to an
individual task, or a number of tasks, dependinghenpractices of the maintenance
organisation. A major check may have as many &05,00,000 job cards. Each card will
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contain a description of the task and contain mfation pertaining to the type of aircraft,
the identity of the aircraft, the original work fage the card is from and the zone of the
aircraft where the task is to be conducted. Thdlyalgo indicate how long the task is
expected to take and what license requirementsesded to be able to sign the job off as
completed. Although all job cards will contain theame basic information, the overall
content and format of these cards will differ bedwenaintenance organisations. All tasks
will also have a reference to the relevant seatifdihe Maintenance Manual. This
Maintenance Manual contains a description of hoeatwy out every conceivable task on
the aircraft, and as such runs to thousands ofpdig@cludes detailed diagrams where
necessary to aid in the location of componentssamattures. As previously noted, detailed
planning can only be done for those tasks whiclevgeheduled prior to input. The
remaining unscheduled defect items will have beésed as defect cards from the original
scheduled inspections, i.e. any defects which s@dered have job cards raised as they
are discovered. During the pre-planning of a chaltfpb cards are arranged into suitable
functional groups ready for the input. The job saade distributed to the technicians by
placing them on racks in designated areas. For pheajob cards appear on a number of
separate display boards depending on the natuhe désks. The technicians will collect
their assigned job cards from these racks to parfbe tasks. On completion of the tasks
the technician must sign or stamp in the designpliece depending on what type of tasks
they are licensed to complete. Safety critical $asitl require duplicate inspections. Once
signed the job cards are returned to the aircradthnical records where they are stored for
a minimum of two years.

For ramp maintenance, task resourcing and workatilon is a bit more hectic. For typical
European airlines from about 6:00 -22:30 theresarae 100 to 200 narrow body
departures each day and it is the Traffic Coordirsgob to assign technicians to particular
aircraft. The traffic coordinator will have a ‘timime’ of daily departures with the
technicians name, radio call and aircraft regigtrathown against each time window. If an
aircraft is delayed the coordinator will try anéssign the work for an aircraft to another
technician. In this way they attempt to keep amézhn or team of technicians assigned to
an aircraft for the duration of its stay rathemtlsavapping and changing the schedule
[O’'Conner & Reynolds 1996, Roelen et al 2006a].

Airport processes
The airport operator is responsible for providimgl anaintaining the required infrastructure
such as ground equipment, runways, buildings edgpaovides services supporting the
users of the airport in ground operations. Theoatrpperator shares a safety responsibility
and therefore sets requirements regarding the letdgel and the capabilities of its
personnel, especially for those that work on ‘diesi The following processes under
responsibility of the airport organisation are mas¢vant with respect to aviation safety:

» Design, construction and maintenance of infrastmact

* Runway friction control

» Prevention of foreign object damage

» Prevention and mitigation of bird risks

» De-icing aircraft

» Control of obstacle clearances

e Fuelling

Infrastructure
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Basic principles for the design, construction araintenance of runways and taxiways
are prescribed by ICAO. Heavy maintenance of tinevays is scheduled according to
a long-range plan with the aim to accommodate tamt®nance activities within the
operational activities.

Runway friction control

Safe operation of aircraft on the ground requitgsvays, taxiways and aprons to have
sufficient friction. The slipperiness of an exigtigection of a runway can vary
significantly, even within a matter of minutes,aagesult of rubber deposits, (heavy)
rain, snow and ice [Transport Canada 2004, Sinf2R&specially under winter
conditions, additional activities like sweeping application of grit are required to
prevent runways from becoming too slippery.

Foreign object damage

Any loose item that is lying around in the vicindf/the apron, taxiway or runway can
cause serious damage to the aircraft when the tslgee ingested in the engine or
strike vulnerable parts of the aircraft during taffand landing. The airport tries to
minimise the risk of this so-called ‘foreign objelztmage’ by a combination of
instructions and procedures for all personnel waglan airside and by regular visible
checks and sweeping activities.

Birds

Birds are a special case of ‘foreign objects. Gmlhis between aircraft and birds can be
catastrophic if the bird strikes a vital part of thircraft like the engine. The majority of
bird strikes take place during landing or take-bffcause the bird density is higher at
the lower altitudes [Poot et al 2000]. The birdkstiprobability is influenced by the
number of local birds and by migration. The locadifpopulation depends on the

layout of the airport and the airport vicinity. lalaneasures by the airport, such as
habitat management and bird control (scaring, mg)lcan significantly reduce the risk
[Deacon & Rochard 2000]. Bird migration is morefidifilt to control for the airport,
because this is largely unaffected by the airpeetfi

De-icing aircraft

Snow or ice on the wings of aircraft can be a gdfaizard, especially during take-off,
as the contaminants can disrupt the airflow oventing and cause the aircraft to stall
out of control. Aircraft that have snow or ice tie wings are de-iced before take-off
to prevent these types of accidents. De-icing rfop@ed by mobile de-icing trucks or
in a stationary de-icing stand at the airport analves spraying a de-icing fluid,
typically a mixture of glycol and water, on theaaaft's surfaces. The de-icing fluid
removes snow or ice and also prevents the buildf@aiditional layers of snow or ice
for a predefined time period of time called thedholer time. Typical values for the
hold over time are 30 minutes.

Obstacle free zones

The airport must be permanently aware of any caostn plans in the vicinity of the
airport to prevent the obstacle free zones for dgppand arriving aircraft from
becoming obstructed. If necessary the airport maks action at the level of the
competent authorities.
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Fuelling
This section describes the fuelling process at &ndstm Airport Schiphol as

performed by the Gezamenlijke Tankdienst Schiphd(BTS). The fuelling process
at other airports may be different.

Aircraft fuel is directly transported to the airpby a pipeline from the storage
facilities of the oil companies in Amsterdam andtBalam. At the airport fuel is
stored in the fuel depot. The aircraft fuel supgli@he major oil companies) have to
guarantee the quality of the aircraft fuel. Thislify is checked several times in
different stages of the fuel production processoJarrival at the airport, the fuel will
be left in the storage for 24 hours to allow wated sediments to settle down and be
drained.

There are two ways of tanking at Schiphol: A fuatk can be filled with fuel from the
storage facility and this fuel truck can then fthed aircraft directly from its tank, or the
fuel can be distributed using the hydrant systemetaork of pipelines underneath the
apron. Using the hydrant system one worker withfaeédispenser, a light vehicle,
can perform refuelling.

The airline may have requested a certain amoufutebbefore the fuel truck or
dispenser leaves GTS for refuelling a certain aftcAlternatively the fuel operator
may be informed by the airline representative @rtimp about the fuel quantity that
has to be delivered when he arrives at the aitcFai airline can requests an initial
amount of fuel, which will be filled up later witinore fuel when accurate data on
cargo and passengers has become available.

The fuel operator connects the fuel hoses to tbeanel on the aircraft and the
hydrant system, or directly from the tanker to ftc The parking brake of the fuel
truck engages automatically until the fuel hoskiliy stowed. The required fuel
quantity is entered either in the fuel panel undath the wing by the airline
representative or by the flight crew from the catKphe aircraft’'s fuel system will
automatically divide the fuel over the tanks and shut off the valves when the
requested amount has been reached. A fuel filteritors the fuel flow and shuts off
the flow when it detects water in the fuel. Thel figerator monitors the process: he
keeps an eye on the indicators, his equipmentamg safety. There are four ‘safety
tools’ to prevent ramp accidents: the dead mandlagmust be activated each 2
minutes, otherwise the fuel flow will stop autonaatly), a lanyard (when pulled, the
valves shut), a motor stop (when the pump fails ftkel flow stops) and, finally, the
hydrant emergency stop (which stops the fuel floomfthe hydrant system).

After tanking has been completed, the represertati\ground-handling agent receives
a fuel receipt (with fuel quantity, truck numbec.gtthat will be used for the
preparation of the loadsheet. That sheet and ttzeattethe delivered fuel quantity are
provided to the cockpit crew. Finally, the fuel ogter will disconnect and stow away
the fuel hoses, remove the fuel tanker or dispesmsédrive to the next aircraft.

Safety regulation and oversight

Until the Second World War, aviation regulation hpaanarily been the responsibility of
national governmental bodies like for instance@hal Aeronautics Authority in the US
[Hansen et al 2005]. Towards the end of the wardhanthe need for international
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regulation became evident and the Internationai @iwiation Organisation ICAO, a
specialised agency of the United Nations, was fedrid 1944. ICAO’s main task is
rulemaking. Certification and supervision are stdtional tasks [Molemaker et al 2005].

ICAOQ is responsible for developing internationdesigoverning all areas of civil aviation.
In the Convention of Chicago in 1944 the groun@sulere established to ensure a safe
and orderly growth of civil aviation throughout therld. All European countries have
ratified this treaty. ICAO’s Air Navigation Commiss develops regulation in the form of
international Standards and Recommended Pract@&dlKs). SARPs are designated as
Annexes to the Convention on International Civilidion (the Chicago Convention) and
are signed and adopted, in part and sometimesrestrvations, by the individual ICAO
member states.

Annex 1 Personnel Licensing
Annex 2 Rules of the Air
Annex 3 Meteorological Service for Internationat A
Navigation
Annex 4 Aeronautical Charts
Annex 5 Units of Measurement to be used in Air @rdund
Operations
Annex 6 Operation of Aircraft
Part | International Commercial Air Transport —+églanes
Part Il International General Aviation — Aeroplane
Part Ill International Operations — Helicopters
Annex 7 Aircraft Nationality and Registration Mark
Annex 8 Airworthiness of Aircraft
Annex 9 Facilitation
Annex 10 Aeronautical Telecommunications
Volume | (Radio Navigation Aids)
Volume Il (Communication Procedures including #hegth
PANS status)
Volume I (Part | - Digital Data Communication §gms and Parf
Il — Voice Communication Systems)
Volume IV (Surveillance Radar and Collision Avoida Systems)
Volume V (Aeronautical Radio Frequency Spectruritizattion)
Annex 11 Air Traffic Services
Annex 12 Search and Rescue
Annex 13 Aircraft Accident Investigation
Annex 14 Aerodromes
Volume | Aerodrome Design and Operations
Volume Il Heliports
Annex 15 Aeronautical Information Services
Annex 16 Environmental Protection
Volume | Aircraft Noise
Volume Il Aircraft Engine Emissions
Annex 17 Security - Safeguarding InternationalilGlviation
against Acts of Unlawful Interference.
Annex 18 The Safe Transport of Dangerous Goodaiby
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Although all regions of the world follow the samelgal rules that are established through
the regulatory framework of ICAQ, this does notumesthat all states achieve similar levels
of safety. One of the reasons is that States canmivent compliance with ICAO standards
by filing a formal notice of difference to ICA® Another reason for this is that ICAO’s
main task is rulemaking. Certification and supeorisare national tasks, and as such prone
to local interpretations and to the local abiliyarovide sufficient oversight [Molemaker et
al 2005]. Within Europe, some of the national tastesbeing transferred to a European
level.

There is not a single European body that is resplenfor aviation safety. There are at least
six organisations, and not every European staenember of each organisation (Figure
B3).

Belarus

Russian Fed.
ICAO EUR o
ECAC (42) Azerbaiian Eurocontrol (34) & Kaliningrad FIR
Georgia Bosnia H. CIS Asiatic Republics
. Albania Monaco
Armgma Croatia Turkey
Serbia & Montenegro FYROM Ukraine
JAA (39) Moldavia Switzerland \celand®
Norway* GASR (21)
Belgium Malta
Estonia Bulgaria Netherlands
Latvia Denmark Poland
Lithuania Finland Romania
Germany Slovak Rep.
Ireland Slovenia
Italy Sweden
United Kingdom
Austria Hungary
Cyprus Luxembourg
. France Portugal
European Union Greece Spain
(25) Czech. Rep.
* Iceland and Norway are EASA members, in addition to the 25 EU States May 2008

Figure B3: Distribution of European member statesoas different bodies associated with
flight safety.

Almost all European states are a member of thepgano Civil Aviation Conference
(ECAC). Its objective is to promote the continuedelopment of a safe, efficient and
sustainable air transport system. The Joint Aviefiathorities (JAA) is an associated body
of ECAC representing the civil aviation regulatauthorities of a number of European
States who have agreed to co-operate in devel@piddmplementing common safety
regulatory standards and procedures. This co-dpeara@s intended to provide high and
consistent standards of safety and a "level plafigld" for competition in Europe. Much
emphasis is also placed on harmonising the JAAlagigus with those of the USA. One of

%2 Many States do this. In the case of Annex 14 veldngAerodrome design and
operations) for instance, 14 countries, includimg Metherlands, have filed a notice of
difference [ICAO 2004b].
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its functions was to develop and adopt Joint AeiafRequirements (JARS) in the fields of
aircraft design and manufacture, aircraft operatimd maintenance, and the licensing of
aviation personnel. Because JAA acted merely amednating body, relying on the good
will of national authorities across Europe, thermained differences in the application of
JAA rules across the member states. To furtherangaviation safety the European
Aviation Safety Agency (EASA) was established by Buropean Parliament and Council
Regulation (EC)1592/2002 of 15 July 2002. The aifBASA is to create a single
regulatory framework to promote the highest commstamdards of safety and
environmental protection in civil aviation, to ogee their uniform application across
Europe, and to promote them at world level. Agst fitep, part of JAA's competences (in
the domains of certification of aeronautical praguparts and appliances and the approval
of organisations and personnel engaged in the matisin and maintenance of these
products) have been transferred by the Europediafant to EASA. The European
Commission later enlarged the competences of EABWair operations, the licensing of
air crew and safety of foreign aircraft (first ext@on). The intention is to further extend the
competences of EASA in the field of regulation (iming safety & interoperability) of
airports, air traffic management and air navigaservices.

Eurocontrol, the European Organisation for the tyadéAir Navigation, was established in
the 1960s by six states, including the Netherlandt$, the intention of creating a single
upper airspace. The current (2008) membership ofdeuntrol numbers 31 states and the
primary goal is “One Sky for Europe”; a seamless)-guropean Air Traffic Management
(ATM) system. As one of the means to accomplish gloal, Eurocontrol's Regulatory
Committee and the accompanying Regulatory Unit drpwegulation with respect to ATM
safety. Most prominent of these are so-called Eamtrol Safety Regulatory Requirements
(ESARRS) that impose high level mandatory requimreisieo ensure harmonised ATM
safety regulation. ESARRSs are implemented and eatbby Member States through
transposition into the national legal order. In Braber 2003 the European Commission
and Eurocontrol signed a memorandum of cooperatiamumber of areas, including the
implementation of a Single European Sky. Eurocdntias given mandates for the
development of implementing rules for the Singledpean Sky. The rules are then
partially or completely adopted by the European @dssion. The fact that Eurocontrol
requires conversion of rules into national or Comityulegislation leads to differences in
implementation of ESARRs among member states. Asoocontrol does not have the
authority to certify or approve systems and to suipe and enforce the implementation of
regulation.

Until EASA will become responsible for regulatiohairports, related subjects are left to
the responsibility of individual states on the basfi ICAO provisions. In 1995 a number of
European states established the Group of Aerod&afety Regulators (GASR) to develop,
on a voluntary basis, harmonised safety regulattandards for airports and ground aids.

On a national level, states have governmental agtons for rulemaking, certification
and oversight. In the United States this is theeFadAviation Administration FAA. The
US has a very strong position in all fields oftaémsport, including rulemaking. US
aviation rules are published as Federal AviatioguRaions (FARs). EASA and FAA work
together in harmonisation groups to keep the difiees between US rules and European
rules limited.
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Appendix C: Causal Model for Air Transport Safety (CATS)

In February 1997 a Safety Policy Report on Civilation was accepted by parliament as
the policy framework for aviation safety in the Netlands. An update of policy goals and
an accompanying implementation plan for 2006 - 20&6 published in 2005. The
development of a causal model of aviation safegnis of the primary topics of the Safety
Policy agenda. According to the plan, a causalmsklel should be used to identify weak
spots in the aviation processes and assess tFegt efi overall safety. This plan was put
into practice: in 2005, the Ministry of TranspondaWater Management launched a three-
year research effort to develop a causal modeadifdransport. The project, which received
the acronym CATS (Causal model for Air Transporfe88 was conducted by a
consortium of Delft University of Technology, NLRNV and White Queen [Ale et al
2008].

The original design of the model was based on tesiiifeasibility studies for air transport
risk modelling [Roelen at al 2000a, Roelen et AZMNV 2002b] and work done in the
area of occupational safety [Ale et al 1998, Bellahal 1999, Papazoglou et al 2003].
This design called for the combination of three gltidg techniques, Event Sequence
Diagrams (ESDs), Fault Trees and Bayesian Beli¢$ KEBNSs), in a single model.

The backbone of the model consists of 33 geneditlant scenarios represented as Event
Sequence Diagrams. All ESDs are linked-up andeea as challenges that have to be
faced during a flight, from taxi through the taki&-alimb, en-route, approach and landing
phase. Each event in the ESD is defined suchhkat iare only two possible outcomes.
The outcome is determined by an underlying faek tThere are separate fault trees for
each event in each accident scenario. Human operatdels are attached to the fault trees
wherever humans are involved in the fault tree tszérhese human operator models are
represented as Bayesian Belief Nets. Separate maeeé developed for flight crew, air
traffic controllers, and maintenance techniciartee Whole model was converted into one
single integrated BBN. This allows using distrilomis of values rather than point estimates,
dependencies can be handles conveniently and temtbysthroughout the model, and it
removes the need for artificial transfer point begw ESDs, fault trees and BBNs. The
BBN is of the ‘distribution free continuous’ typgeveloped by Kurowicka and Cooke
[2004]. Nodes in the BBN are associated with cardirs distributions and arcs with
conditional rank correlations. This means thatdbeaplexity is linear with the number of
parent nodes rather than exponential as in a désBf®N. Model calculations are made in
UniNet, a continuous and discrete non parametrieBian Belief Net application,
functioning as a module of UniCorn, a stand-aloneeutainty analysis software package.
UniNet was developed specifically for CATS.

Managerial influences on accident probability aeresented in the model as the resources
and direction which management provides for froré vorkers (pilots, air traffic

controllers, maintenance technicians) to perforairttask of controlling risk, this being

done through their own actions and through useacdware and software. Those resources
are clustered under the headings of human anditathielivery systems. The ‘quality’ of
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the delivery systems determines a management ragdifhich is used to modify the
distribution of human error probabilities in thenhan operator model [Lin et al 2008].

Model quantification was conducted from accessiloleident and incident data, audit
information, data on normal operations and fromeekjudgement. The method for
structured expert judgement developed by CookeGoabsens [2000] was used to
maximise the chance of unbiased estimates. Thinaigl a characterisation of the quality
of each number are stored in a separate databaséptasers in interpreting the results of
the analysis, and also forms a basis for futura dequirements.

The model was developed down to a level of detailvhich it was considered feasible to
derive probability numbers from either data or ekpelgement. In many cases however
this is not the way in which safety managers abtuabk at the air transport system. They
often use aggregated notions such as the compleikéty airport, the complexity of
airspace, runway conditions, etc. These notiomstaée influences on the probabilities of
many of the model elements. Therefore a translatranapping was made from the
notions common in the air transport industry tolthse events of the model.
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