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Abstract. For personal assistive technologies to effectively support users, they need
a user model that records information about the user, such as their goals, values,
and context. Knowledge-based techniques can model the relationships between
these concepts, enabling the support agent to act in accordance with the user’s val-
ues. However, user models require updating over time to accommodate changes
and continuously align with what the user deems important. In our work, we pro-
pose and investigate the use of human-agent alignment dialogues for establish-
ing whether user model updates are needed and acquiring the necessary informa-
tion for these updates. In this paper, we perform an exploratory qualitative focus
group study in which we investigate participants’ opinions about written examples
of alignment dialogues, as a foundation for their design. Transcripts were analyzed
using thematic analysis. A main theme that emerged concerns the potential impact
of agent utterances on the user’s feelings about themselves and about the agent.

Keywords. Human-agent alignment, User modelling, Values, Behaviour support
technology, Conversational agents, Dialogue

1. Introduction

Behaviour support technology is being developed to perform tasks on our behalf or to
guide our actions. In the area of health and well-being, for example, there are support
agents that remind us to take our medicine [1], to help us eat healthier [2], and to coach
us on well-being [3]. As support agents become more and more integrated with our daily
lives, it becomes even more important that they provide support that is in line with the
goals, norms, values, capabilities and context of users [4].

Existing work has proposed computational representations for capturing such hu-
man notions as a user model in the agent [5,6,7,8]. These Semantic User Models [9]
employ knowledge-based techniques, comparable to a representation of ontologies in a
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semantic web context, through which the user’s motivational attitudes and their relations
with user actions are modelled explicitly. For example, a user model can describe the
daily activities and sub-activities of the user, the user’s capabilities in performing these
activities, and which values are promoted or demoted by which activities [5]. If the user’s
goals and value preferences are also modelled, the agent can select support actions that
are in alignment with what the user finds important.

A challenge is how to acquire the information that is to be captured in a Semantic
User Model. This is particularly challenging because such a model not only records in-
dividual pieces of information about the user but also relations between concepts. Some
of this information, e.g., regarding the current habits of a user, may be obtained through
analysis of behavioural user data. However, doing so for high-level concepts such as val-
ues or goals can be challenging [10]. Moreover, behavioural data reflects people’s past
behaviour rather than their future desired behaviour. Capturing the latter is particularly
important for agents intended to support a user in changing their behaviour. In addition,
data-driven approaches can lack transparency because of the complex relationship be-
tween input data and a model’s output [11]. This makes it difficult for users to understand
how the system works and also to adapt the system to their preferences.

In our research, we explore a complementary approach for acquiring user model
information, namely via interaction between user and support agent, specifically via a
user-agent dialogue. The idea is that the support agent will have a conversation with the
user where the agent asks the user about the activities they need support with and the
underlying values [9]. An initial version of such a user model, however, is unlikely to
provide a complete and fully accurate picture of the user’s needs and contextual factors
throughout the period of use of the agent. There can be situations where the user model
needs to be updated, for example, because of changes in user needs or context.

In this paper, we take a first step in designing human-machine alignment dialogues
(introduced in Section 3) that aim to identify and repair such misalignments between user
and agent, or prevent future misalignments. We perform an exploratory qualitative focus
group user study, in which we show participants different written variants of what such
human-agent alignment dialogues might look like and discuss their opinions (Section 4).
With this first study, we aim to identify dimensions that are important for designing good
alignment dialogues. We analyze the focus group transcripts using thematic analysis,
through which we identify main themes, concepts, and their relations. Based on this we
highlight several considerations that need to be taken into account in the next step in
developing alignment dialogue models (Section 5). We discuss related work in Section 2
and discuss our findings and conclude the paper in Section 6.

2. Related Work

The concept of human-agent alignment dialogues can be positioned at the intersection of
research on conversational agents and human-agent teamwork.

2.1. Conversational agents

Conversational agents have already been extensively investigated in the context of health-
care [12], for example, to support users in self-care, retrieving information, or non-
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task related interactions. These dialogue approaches are typically frame-based, where
users are asked to fill in slots in a template, or they take place through a series of pre-
determined steps. Elicitation and use of richer Semantic User Models is a novel approach
that facilitates more comprehensive and personalized support. This richness means that
more nuanced and context-aware information can be integrated into the model, which
requires updates as changes occur. Dialogues to facilitate such updates have, to the best
of our knowledge, not yet been investigated.

Moreover, in the area of conversational agents, a concept related to alignment dia-
logues is studied, namely dialogue alignment [13]. This concerns alignment processes
in dialogues, as opposed to the use of dialogues for human-machine alignment as we
introduce in this paper. For example, interlocutors in a conversation tend to develop the
same set of referring expressions to refer to specific objects [14]. Dialogue alignment
processes may be part of an alignment dialogue in order to achieve successful human-
machine alignment and provide the proper support to the user.

2.2. Human-agent teamwork

Furthermore, in our approach, we take inspiration from research in human-agent team-
work, since the user and support agent can be viewed as a team working together to
ensure the user is supported appropriately. From shared mental model theory we know
that mental model sharedness – defined as “overlapping mental representations by team
members that reflect how the group members as a collectivity think or characterize phe-
nomena” [15] – improves team performance (see, e.g. [16,17,18]). Shared mental model
theory has been translated to the context of (human-)agent teams, arguing that shared-
ness is also important when artificial agents are involved [19]. Sharedness of the mental
model that the agent has of the user’s goals, and the user’s own mental model of their
goals, can improve the agent’s support and alignment with the user’s needs. Since the
agent cannot directly inspect the content of the user’s mental model, alignment dialogues
can be a way to elicit the relevant information and update its user model.

Moreover, the coactive design [20] approach to human-agent teamwork argues for
the importance of designing for human-machine interdependence for realizing resilient
human-machine systems. Alignment dialogues can be viewed as a way of designing for
interdependence in the context of support agents, ensuring that human-machine mis-
alignments can be identified and repaired.

3. Human-Agent Alignment Dialogues

In this section, we outline the concept of alignment dialogues. We will start with an il-
lustrating example of how misalignment between users and support agents could happen
and what a corresponding alignment dialogue could look like.

Alignment dialogue example:
Scenario: Upon initialization, John has told the agent about his ideal exercise

schedule. However, since then, his opinion about this has changed. When the agent
asks him to stick to the original schedule, a misalignment situation occurs.

John: I don’t like the exercise schedule.
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Agent: Are you no longer motivated to exercise?
John: I am, but I just want more variety.
Agent: Okay. Anything in particular that you would like to include?
John: Could you add swimming to my schedule and make suggestions more

randomly?
Agent: Yes. Anything else I can do for you?
John: No thank you.

We identify three types of alignment (Figure 1), referring to the desired support as
the purpose of alignment, the user model as the means for aligned support, and behav-
ioral non-compliance as the trigger indicating a possible need for starting an alignment
dialogue: 1) alignment between agent’s support actions and the support users need/want
which is reflected in their actual behaviour, 2) alignment between agent’s user model and
user’s self-model, and 3) alignment between user’s actual behaviour and their desired
behaviour.

Figure 1. Alignment dynamics in user-agent interaction: types of alignment (1,2,3) and changes that could
cause misalignment (a,b,c); see text for further explanation. The primary goal of alignment dialogues is to
address the first type of alignment, as indicated by the solid pink arrow.

Alignment types The first type of alignment is the broadest and encompasses the second
and third types. As the agent can never fully grasp the user’s true self-model, it cannot
be certain about the second and third types of alignments. Therefore, the focus is on
the first type of alignment, which pertains to the match between the agent’s support
actions and the user’s needs/wants. We define the user’s needs as ‘the means for them to
achieve a specific goal that the agent facilitates and promotes.’ A corresponding notion
of misalignment can be described conversely as ‘a situation where the provided support
does not match what the user needs or wants.’

It is important to note that what the user wants at a specific moment may not be
what they need with regard to their goals. Similarly, there might be a conflict between
short-term and long-term goals [21]. This then gives rise to what may be seen as a moral
challenge of whether the agent should align with what the user wants now, or what they
need long term. In this paper, we focus on how the user wants to talk about what they
need or want in an alignment dialogue, and how to resolve this via an alignment dialogue.
The outcome of this dialogue can then be a way for the agent to determine the most
appropriate support.
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Reasons for misalignment In the example above, misalignment arises because the user
changes their mind with regard to their desired exercise schedule. We identify three main
reasons why misalignment can arise in general. These are derived from the way the
agent’s support actions would be chosen, i.e., using reasoning based on information in
the user model. A misalignment between the agent’s support action and the user’s support
needs can thus arise because, first, the agent’s reasoning process itself can be wrong.
Second, the agent’s user model can be wrong initially. Third, something can change that
requires an adapted interpretation of the situation compared to the information captured
in the existing user model. Regarding the last one, we further identify three aspects that
could change and cause misalignment (illustrated in Figure 1):

(a) Context: This includes the external factors or environments of the user, such as
the weather, special occasions, or events. When the context changes, the original
support may no longer match the user’s needs.

(b) User’s internal state: A user’s internal states encompass the user’s emotions,
stress level, physical or mental conditions, etc.

(c) User’s desired behaviour: As time passes, the user may want to adjust their goals
or other motivational attitudes. In this case, the user model may have been cor-
rect at the beginning; however, it is the user themselves who changes over time,
requiring the agent to adapt the user model to ensure alignment.

Alignment dialogues We define alignment dialogues as ‘dialogues with which the agent
and user try to achieve or maintain alignment.’ This can include first establishing if there
is a misalignment, as it might not always be obvious to the agent if an observation of the
user’s behaviour points to a misalignment. If there is a misalignment, the conversation
could shift to talking about how to solve the situation, where the user and the agent
take on a question-answering approach. The cycle will continue until the misalignment
no longer exists, and the agent will have obtained a better understanding of the current
situation.

4. User Study

In the previous section, we have outlined what we mean by (mis)alignment and how we
see the role of alignment dialogues. To better understand how we could shape alignment
dialogues, we performed a qualitative user study to explore people’s opinions and ideas
about alignment dialogues.

4.1. Focus group with scenarios

The user study was performed in the form of focus groups using a scenario-based ap-
proach. We chose to conduct focus groups because the interaction between the partici-
pants could spark more discussions regarding what they like or dislike about certain as-
pects in alignment dialogues [22,23]. The moderator encouraged participants to express
different opinions and ensured participants got a chance to share their views. In the focus
groups, the participants were presented with six scenarios with accompanying variants of
human-agent dialogues described in textual form, similar to the example in Section 3. We
followed the definitions and procedures by [24,25] to create six scenarios. We identified
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factors that could lead to misalignment (Section 3) and what the corresponding dialogues
could be. From a large number of possibilities, we chose six scenarios with differences
and diversity to cover various challenges. For each scenario, we had one or two variants
of alignment dialogues to address it. Details are further discussed in Section 4.3.

4.2. Participants

Eligible participants were those who were fluent in English and current or potential users
of behaviour support technology. A total of 13 adults participated in two focus groups,
seven in the first group and six in the second group (eight males and five females, age
= 26.08 years, SD = 2.72 years) from various countries of origin. The participants were
recruited through our networks or through advertisements on social media. We obtained
approval to conduct the study from the Human Research Ethics Committee of Delft Uni-
versity of Technology (ID nr 1673). We e-mailed the informed consent forms, including
the request for consent to record videos, to the participants before the study and asked
them to sign them.

4.3. Materials

The study was divided into two parts. The first part consisted of general questions with
regard to behaviour support agents. The purpose of the first part was to familiarize the
participants with this type of agent and its role. For the second part, we focused on par-
ticipants’ opinions on alignment dialogues. Six misalignment scenarios and their cor-
responding alignment dialogues were shared with the participants in textual form over
several pages.

Scenarios In all six misalignment scenarios, the behaviour support agent had conver-
sations with a fictional persona named John. John’s age, profession, social relationships,
hobbies, and the behaviour change he needs were detailed in written form, alongside
a picture of a white man. These misalignment scenarios occur because the user (John)
deviates from their goals due to the unpleasant weather (Scenario 1), the user’s mood
(Scenario 2), an occasional birthday party (Scenario 3), and changes in desired activities
(Scenario 4). Additionally, we included Scenario 5 in which the provided support is in
fact in line with user needs but it is so ‘accidentally’ (the agent suggests the user go to
work by bike for health reasons but the user does so for an environmental reason). In Sce-
nario 6 the agent is pushy by asking the user to exercise repeatedly even if rejected mul-
tiple times, which in itself might be a misalignment as it may deviate from the support
the user needs.

Dialogues For each scenario, one or two versions of alignment dialogues were created,
with variations in several aspects. One of the key differences between the versions is
the depth of reasoning: In one dialogue variant, the agent asks surface-level questions,
while in another it aims to elicit user values. Values are considered to be a driving factor
in human behaviour [26,27]. [28] defined values as “what a person or group of people
consider important in life”. For example, in an alignment dialogue, the user may say
“because it’s raining” when asked why they do not want to go running. If the agent
continues asking, the user’s values (e.g. comfort) may be revealed.

The second variant is the agent’s reactions to the user’s non-compliance with re-
gard to their goals: in one dialogue, the agent acknowledges the importance of the values
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behind the action, while in the other dialogue, the agent suggests an alternative and asks
if this is a one-time exception to know if the user model should be updated. The third
variation relates to the dialogue initiation, specifically the timing and the initiator. The
complete material can be found in the Supplementary.

4.4. Procedure

Due to the measures regarding Covid-19, both sessions were conducted online via Mi-
crosoft Teams. All sessions were video recorded for the purpose of making transcrip-
tions. The recordings were deleted once they were transcribed. The participants were
given vouchers worth 15 euros as a thank-you for their contributions. We used only
reading material in the focus group, with no other physical prompts. The session lasted
around 1.5 hours. Therefore, we believe the online setting was appropriate.

At the beginning of the sessions, the overall objective of the study was explained to
the whole group: to explore how end-users prefer to discuss misalignment with support
agents. The material was shared with the participants while going through each page
as per the moderator’s instructions. In the first part, each participant was asked about
their personal attitudes toward support agents. In the second part, the participants read
misalignment scenarios and alignment dialogues, and were then asked to compare and
discuss them by imagining themselves as the persona in the scenarios. This continued
until all six scenarios were discussed. To guide the participants, discussion questions
were prepared.

• Which version of the dialogue do you prefer, or which part of which dialogue do
you prefer? Why?

• Is there a certain part of the dialogues that you particularly like/not like? Why?
How would you want to do it instead?

Furthermore, we are interested in how users felt about their relationship with the
agent after engaging in an alignment dialogue. Although the participants did not interact
with a system, we asked them to answer the questions as if they were the user in the
presented dialogues. Users’ perception of the agent can ultimately affect the agent’s ef-
fectiveness and resultant user behaviors. Our questions were inspired by the autonomous
agent teammate-likeness (AAT) model, which aims to understand humans’ perceptions
of their intelligent partners.

• Which dialogue is more ‘intelligent’, as in has more capability in providing sup-
port? (related AAT construct: perceived agentic capability)

• Do you feel one dialogue is more supportive than the other? (related AAT con-
struct: perceived benevolent intent)

• After which dialogue do you think the agent would be more ‘on the same page’ as
you? (related AAT construct: synchronized mental model)

The validity and reliability of the AAT are not applicable due to the modifications
to open questions. However, the primary focus of this study is to gather participants’
attitudes and the underlying reasons for their responses, rather than to obtain ratings of
the statements. Thus we used AAT only as an inspiration for preparing the discussion
and did not rely on its predefined constructs in our data analysis.
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4.5. Data analysis method

We transcribed the focus group sessions and analyzed the transcriptions using qualitative
data analysis methods. Qualitative data analysis is sometimes criticized for being subjec-
tive and lacking reproducibility and generalizability [29,30]. However, when it comes to
understanding people’s beliefs, attitudes, and values, a qualitative approach may be more
appropriate than quantitative methods [29]. As our study aims to uncover the reasons
behind individuals’ opinions on engagement in alignment dialogues, we believe that a
qualitative approach is suitable.

In our study, we seek to understand how users want to engage in alignment dialogues
and what are the reasons behind their opinions grounded in the data. To achieve this,
we chose inductive thematic analysis as our analysis method where the themes identified
are strongly linked to the data themselves [31] without trying to fit it into a pre-existing
coding frame. This form of thematic analysis is similar to the ‘lite’ version of grounded
theory [32]. We incorporated the coding stages from [33] and [34] as they provide a clear
series of steps and descriptions of how each step takes place [35].

1. Familiarization: at this step, we familiarized ourselves with the data by reading
the full transcriptions several times in an effort to immerse in the details and get a
sense of the interview as a whole before breaking it into parts [35].

2. Open coding: the data are chunked into small units and coded with a number of
words that represent key points in the data.

3. Indexing and charting: the quotes are lifted from their original context and rear-
ranged to prepare for the next step.

4. Axial coding: similar codes are grouped together to create categories from the open
codes.

5. Selective coding: central categories that connect all the codes are identified.
6. Interpretation: emergent themes are linked and visualized. The focus is the rela-

tionship between the quotes, and the links between the data as a whole [35].

The coding results and the model were evaluated by an independent researcher who
coded the passages with the coding schema and answered questions regarding the ter-
minology used, consistency, completeness, and the grouping of the codes. In instances
where two coders disagreed on the coding of a passage, we engaged in further discussion
to arrive at a consensus.

We followed the guidance from [36] to ensure the credibility, transferability, de-
pendability, and confirmability of our study. We used data source triangulation (litera-
ture, potential users) to validate the credibility of our findings [37,38]. Transferability
and dependability assessments are supported with detailed descriptions of the research
methods. Confirmability was ensured through a pilot study and a second coder [39].

5. Results

During the study, we asked participants to imagine themselves as if they were the users
having an alignment dialogue with a support agent. In the following sections, we use the
term ‘participants’ when referring to the opinions of those participating in the study, and
‘user’ when referring to their envisioned role in the human-agent dialogue.
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5.1. Dialogue variants and how they are perceived differently

Prior to conducting the qualitative analysis, we examined participants’ responses regard-
ing the different variants of alignment dialogues (discussed in Section 4.3) by contrasting
what has been said about different variants of dialogues. With regard to the first varia-
tion - the depth of reasoning - the majority of participants did not prefer the dialogue
in which the agent probed further. They found it annoying or missing the point, even if
they understood its purpose. In terms of the reactions to the user’s non-compliance,
participants preferred when the agent offered suggestions rather than simply accepting
non-compliance. However, participants disliked user model-related conversations, find-
ing them passive-aggressive or sarcastic when values were acknowledged, and weird
when asked about the incident being a one-time thing. With respect to the initiation of
the dialogue, participants preferred the agent to initiate the dialogue but with an option
for the user to give input. The timing of initiation varied depending on the situation and
severity of the outcome.

It is important to note the aforementioned summary is not intended to provide a
conclusive “solution” as to which variant is better. As a result of the qualitative nature
of the study, we did not conduct a quantitative analysis. Nevertheless, the observations
were intended as an initial exploratory first step to identify which types of considerations
and dimensions we need to take into account when designing alignment dialogues.

5.2. Tree of codes

We used QSR NVivo [40] to perform the qualitative analysis. First, we derived a pre-
liminary coding schema from a thorough reading of the material (Step 1 in Section 4.5).
In the second round of analysis, we annotated each piece of text with appropriate codes
(Step 2), and grouped relevant codes together, resulting in a tree of codes.(Step 3 & Step
4).

Figure 2. Final tree of codes. Due to space constraints, the codes at the lowest level are displayed side by side
using semicolons.

The tree of codes is shown in Figure 2. At the highest level, there are five cate-
gories. These categories are groupings of codes that together represent the main elements
emerging in alignment dialogues:

• Agent utterances include the codes with regard to the agent’s support actions or
utterances.

• Use of language focuses on how a sentence or a piece of information is expressed.
• User’s opinions & feelings cover a rather broad theme that consists of the user’s

feelings or opinions arising in the alignment dialogues, such as the agent being
annoying or the user feeling guilty.
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• User characteristics represent attributes of the user that could play a role in
human-agent alignments, such as their personality or personal preference.

• Additional functionality refers to functions desired by participants, such as rec-
ommendations for activities or integration of menstrual cycles for exercise advice.

5.3. Connections between the themes

In the last stage of analysis, we explored the relationships between categories(Step 5 and
Step 6). We queried the data with all the combinations of codes. The main intersections
were found between user’s feelings and agent utterances, user’s feelings and the use of
language, and user’s feelings and user characteristics. We further looked at the quotes
that contained these combinations of themes. Some example quotes are presented in the
Supplementary. By examining the quotes containing these intersections, we gained in-
sights into how the categories are related and the potential impact of alignment dialogues
on the user, as shown in Figure 3. The conceptual model explains how the different as-
pects relate to each other, focusing on why people have certain views and opinions to-
wards the dialogue content, and how it has an impact on the user.

Figure 3. Overview of how alignment dialogues may affect user feelings.

5.3.1. Relationship between agent utterances and user’s opinions and feelings

The content of alignment dialogues includes interactions aimed at understanding the user
and persuading them to comply with their goals, as explained in Section 3. Participant
responses indicate that these agent utterances could have an impact on the user’s opin-
ions and feelings, which can be further classified into user’s feelings about themselves
and how they think about the agent. It is important to distinguish between these two types
of feelings as the objects to which the feelings are directed are essentially different, and
separating them helps to gain deeper insights into their underlying causes. For instance,
the dialogue may lead the user to feel guilty, or the user may perceive the agent as unsup-
portive. This differentiation is critical in comprehending the factors driving these feelings
and in elucidating their interplay with the alignment dialogue.

Regarding the user’s feelings about themselves component, it is worth noting that
particular events can trigger various emotions. For instance, when the agent uses com-
parative language to describe the user’s decision (see [Q1] in the Supplementary), it is
likely to generate a feeling of being judged. Similarly, negative emotions arise when the
agent highlights the user’s non-compliance behaviors [Q2]. When the agent asks the user
about their values based on its observations of their behavior, participants indicated they
would feel confused, disoriented, or annoyed [Q3].
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At first glance, one may question why the alignment dialogues were designed to
elicit negative emotions in participants. However, they were not created with such inten-
tion in mind, except for Scenario 6. Reflecting on the results, we identify two underlying
facets of the nature of behaviour support agents that could make them prone to evoking
some negative feelings in the user: 1) the agent’s role, at least at times, is to address non-
compliance behaviours of the user; 2) the agent needs to support the user towards their
goals even if it conflicts with their short-term desires.

These findings about alignment dialogues potentially triggering negative emotions
in users align with existing research in psychology and behavior change/support. The
presence of alternatives that simultaneously cue both long-term goals and short-term de-
sires can lead to conflicts [41]. In such conflict scenarios, either option (i.e. compliance
or non-compliance) will inevitably elicit both positive and negative emotions [42]. Ad-
ditionally, [43,44] suggest that friction in interactive technologies is necessary to make
people stop, think, and ultimately change.

5.3.2. Factors that moderate human-agent relationship

We observed that there are additional factors that could play a role in the relationship
between the dialogue content and the user’s opinions or feelings: the use of language and
user characteristics.

Regarding the use of language, the participants’ responses indicate that the way
a sentence or a piece of information is expressed could have a significant impact on
both the user’s feelings about themselves and about the agent [Q1][Q4]. This is in line
with [45], which suggests that the use of language in persuasive technologies sets the
stage for outcomes. [46] also demonstrated the effect of source credibility and message
framing on promoting physical exercise. It is noteworthy that our findings revealed that
users perceived mentions of personal values by the agent as negative [Q5], regardless
of whether the intention was to acknowledge the values or verify their accuracy. Users
perceive such references as passive-aggressive or sarcastic and express their feelings of
being judged.

User characteristics can explain how various aspects of users influence their feel-
ings towards the agent. Although we did not ask the participants for their characteristics,
we deduced four user characteristics from their quotes. The first one is the user’s com-
puter literacy. Participants who lacked computer literacy and did not understand the rel-
evance of certain questions experienced confusion [Q6], while those with more knowl-
edge did not report confusion but did express concerns about the user-friendliness of the
agent [Q7].

The second characteristic is the user’s expectation [Q8][Q9]. [47] has identified the
need for “high performing, smart, seamless and personal” agents. However, the reality
does not live up to these expectations. This coincides with [48]’s findings on the disso-
nance between user expectations and their assessment of the intelligence of the conver-
sational agents. Norman’s Gulf of Execution [49] illustrated this mismatch between the
user’s intentions and the allowable actions. The smaller the gulf, the more satisfying the
user experience.

The third characteristic is personal preferences. Throughout different focus groups
discussing different scenarios, it was repeatedly emphasized that personal preference
plays a role in human-agent interaction. As one participant expressed, “What if we can
choose how we are spoken to,” highlighting the importance of personalization. This res-
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onates with a large body of research on personalization. For behaviour support, person-
alization plays an important role as effective strategies are likely to depend on user char-
acteristics [50,51,52].

The last user characteristic is the user circumstance [Q10]. For instance, the agent
gives a reminder when the user is not available, and then the user forgets, which in
turn makes them think the agent is not useful. There is vast research on modelling and
reasoning about context and situation, e.g. [53,54]. Behaviour support agents need to
understand a user’s situation to provide comprehensive support [55]. By improving the
agent’s context awareness, the richness and usefulness of the agent increase as well [56].

6. Discussion & Conclusion

Limitations The limited number and similar age of the participants means there are
some limitations regarding the generalization of the results. Moreover, written dialogues
were used which means that participants did not interact with a dialogue agent personally.
Therefore, the results cannot be interpreted as yielding general a theory of how alignment
dialogues affect users. Rather, this study is intended as a first step in the design process
of alignment dialogues, and our results provide directions for further investigation in our
next steps.

Discussion We have observed that the participants’ attitudes can be negative regarding
parts of the dialogue where the agent tries to ask about abstract, broader reasons behind
the user’s actions such as their values and what is important to users in general. However,
it is not yet clear what the reasons for this are. It could be that participants do not like the
parts of the dialogue in which the agents ask about values due to their abstract nature,
that the unfamiliarity with this type of conversation causes misunderstandings, that the
conversation becomes too deep or personal too quickly, or that the timing is wrong.
Moreover, it could be that asking the user for an explanation of the reasons behind certain
choices of action is perceived by participants as the agent asking for a justification. This
might be reinforced by the dialogue-based setup, which could invoke the perception of
the agent as a social other’ with opinions about the behavior of the user.

Contributions and future work The research on alignment dialogues is still in its early
stage. This study introduces and sharpens the notion of ‘alignment dialogue’ and sheds
light on what is needed for future development and research on an interactive approach to
human-machine alignment in support agents, in particular regarding the potential effects
of the dialogues on users’ feelings. To further understand these effects, it is essential to
conduct qualitative and quantitative user studies where the participants are experiencing
the dialogues as they unfold, as opposed to reading pre-written dialogues.
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Supplementary The scenario and dialogue materials used in the focus group, and
example quotes are available at 4TU.ResearchData. https://doi.org/10.4121/b7a321df-
640a-483d-8c32-a18fe21e7204
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