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Summary

Integrated circuit (IC) technology lies at the heart of today’s digital world. The
immense amount of computational power that came along with the downscaling of
circuits allowed us to place faster and smaller chips almost everywhere. However,
with today’s requirements, even a one-nanometer error on those chips can drastically
change the performance of the chip. Therefore, maintaining product quality is chal-
lenging, and more accurate techniques are needed to manufacture future generation
chips.

Electron beam based techniques are known to provide very high resolution both in
production and testing of these chips. However, the ongoing trend is also challenging
the established e-beam technologies.

Two common problems in both imaging and lithography are addressed in the thesis.
One of them is the emerging importance of the 3rd dimension (3D) in imaging and
lithography. The other one is the notorious charging effect when the samples involved,
such as gate oxides, are not sufficiently electrically conductive. The experimental trial
and error approach to understand and solve these problems is too time-consuming
and can also be very expensive. Therefore, tools such as Monte Carlo simulations are
needed that aid in getting a better fundamental understanding of these issues. The
development of a simulator that can help to find solutions for the problems above is
one of the primary objectives of this thesis.

Previously, as a master’s student, I developed an electric field solver based on a
multigrid method to boost the calculation times of charging simulations in virtualSEM,
a Monte Carlo simulator developed by GenISys-GmbH based on approximate low en-
ergy electron scattering models. At MInT (former CPO), a graphical processing unit
(GPU) accelerated Monte Carlo program (e-Scatter) has been developed with the best
possible low energy electron-matter scattering models, but no electric field solver and
charging model. Therefore it makes sense to combine e-Scatter, with its first princi-
ple scattering models, and virtualSEM, with its electric field solver, to obtain a better
simulator, including charging. Furthermore, we wanted to add dynamic recombina-
tion models. We have set ourselves the task to develop this combined Monte Carlo
simulator and use it for applications in the fields of metrology and lithography.

The first step was to test and develop e-Scatter and then study how sensitive
simulated emission properties and SEM images are to the various model ingredients
implemented in the simulator. The next step was to build the first principle and physi-
cally more sophisticated scattering models into virtualSEM, which already contained an
advanced electric field solver and allowed for material charging. This way, a tool was
obtained with accurate physics models and charging capability. Finally, the simulators
developed were used to develop industry-driven applications involving complex ge-
ometries (3D) and charging effects in microscopy and lithography. These applications
serve a three-fold purpose. They are leading to novel techniques for nanofabrication
and inspection, they serve as very nice test cases of the simulation models, and they
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serve as intuitive demonstrations of how Monte Carlo simulations can be used to solve
semiconductor industry problems.

Simulation results are compared with various experimental data such as electron
yields, angular and energy distributions of emitted electrons. The overall agreement
between simulated and experimental data is promising. Although the simulator pre-
dicts a higher absolute secondary electron yield than experimental data (in general),
the trend of the yield curves is predicted correctly. Simulated angular and energy
distributions of the secondary electron emission (of copper) agree well with experi-
mental data. Furthermore, the backscattered electron yield as a function of energy (in
general) and incidence angle (for silicon) also agrees well with the experimental data.
The agreement between simulated and experimental yield as a function of incidence
angle provides more confidence in distributions of electrons in the material and more
accurate dimensional metrology.

It is worth mentioning that it is hard to find reliable experimental data. Even data
measured under ultra high vacuum conditions show considerable spread. For future
experimental works, some important points for a well-defined experiment is discussed.

A detailed sensitivity analysis of model ingredients on simulated results is per-
formed, demonstrating the importance of understanding how the different physics
models affect the results. 2D critical dimension (CD) measurements are not sensitive
to the model ingredients. However, linescan data are influenced in a non-linear way
by models such as the quantum mechanical boundary transmission coefficient and
electron-acoustic phonon scattering. From this analysis, the models with the most
significant impact on dimensional metrology are identified.

The lessons learned from the sensitivity analysis are used when improving the
electron scattering models in virtualSEM to obtain more realistic simulated charge dis-
tribution profiles. Also charge redistribution models are introduced, and the electric
field solver and ray-tracing are improved.

The charging effect in electron beam lithography is studied with a large set of ex-
periments to understand the charge dynamics. On the one hand, the simulations give
insight into the complex charging behavior, and on the other hand, the experiments
help to verify the simulation models. As a result, a smart scan-strategy is found that
minimizes pattern distortions caused by charging.

Simulations are also used to investigate a complex 3D problem in nanofabrication
on curved surfaces (3D). Proof-of-principle experiments show that 3D features of the
point spread function should be used to achieve accurate proximity effect correction.

Regarding 3D imaging, a novel technique is introduced to extract 3D information,
i.e. step heights, from 2D SEM images by using simulations. The results are verified
with three different sets of experiments.

In a nutshell, the predictive power of the Monte Carlo simulators has been in-
creased. The results demonstrate that these simulations do not only provide good
electron emission properties (yields, energy, and angular spectra, etc.) but can also
be used in much more complex lithography and imaging applications, including 3D and
charging effects.



Samenvatting

De technologie van de geïntegreerde cicuits (IC) vormt het hart van de huidige
digitale wereld. De immense hoeveelheid rekenkracht die gepaard ging met het ver-
kleinen van de circuits heeft het mogelijk gemaakt om bijna overal snellere en kleinere
chips te plaatsen. Echter, met de eisen van vandaag kan zelfs een fout van één na-
nometer op die chips de prestaties van de chip drastisch veranderen. Daarom is het
handhaven van de productkwaliteit een kuitdaging, en zijn nauwkeuriger technieken
nodig om toekomstige generaties chips te vervaardigen.

Van technieken op basis van elektronenbundels is bekend dat zij zowel bij de pro-
ductie als bij het testen van deze chips een zeer hoge resolutie kunnen opleveren. De
huidige trend vormt echter ook een uitdaging voor de gevestigde elektronenbundel
technologieën.

Twee gangbare problemen in zowel beeldvorming als lithografie worden in het
proefschrift behandeld. Eén daarvan is het opkomende belang van de derde dimensie
(3D) in beeldvorming en lithografie. De andere is het beruchte oplaadeffect wanneer
de betrokken preparaten, zoals poortoxiden (gate-oxides), niet voldoende elektrisch
geleidend zijn. De experimentele “trial and error” aanpak om deze problemen te be-
grijpen en op te lossen is te tijdrovend en kan ook zeer duur zijn. Daarom is er behoefte
aan hulpmiddelen zoals Monte Carlo simulaties die helpen om een beter fundamen-
teel begrip van deze problemen te krijgen. De ontwikkeling van een simulator die kan
helpen bij het vinden van oplossingen voor bovenstaande problemen is een van de
hoofddoelen van dit proefschrift.

Eerder heb ik als masterstudent een elektrisch veld oplosmethod ontwikkeld op ba-
sis van een multigrid methode om de rekentijden van ladingsimulaties in virtualSEM,
een Monte Carlo simulator ontwikkeld door GenISys-GmbH op basis van benaderende
lage energie elektronenverstrooiingsmodellen, ter verminderen. Bij MInT (voorma-
lig DO) is een GPU (graphical processing unit) versneld Monte Carlo programma (e-
Scatter) ontwikkeld met de best mogelijke laagenergetische elektron-materiaal ver-
strooiingsmodellen, maar geen elektrisch veld oplosmethod en model voor oplading.
Daarom is het zinvol om e-Scatter, met zijn fundamentele verstrooiingsmodellen, en
virtualSEM, met zijn elektrisch veld oplosmethod, te combineren om een betere simu-
lator te verkrijgen, inclusief oplading. Bovendien wilden wij dynamische recombina-
tiemodellen toevoegen. Wij hebben ons tot taak gesteld deze gecombineerde Monte
Carlo simulator te ontwikkelen en te gebruiken voor toepassingen op het gebied van
metrologie en lithografie.

De eerste stap was het testen en ontwikkelen van e-Scatter en vervolgens te be-
studeren hoe gevoelig gesimuleerde emissie-eigenschappen en SEM-beelden zijn voor
de verschillende modelbestanddelen die in de simulator zijn geïmplementeerd. De vol-
gende stap was het inbouwen van fundamentele en fysisch meer verfijnde verstrooi-
ingsmodellen in virtualSEM, dat reeds een geavanceerde elektrisch veld oplosmethod
bevatte en materiaal oplading mogelijk maakte. Op deze wijze werd een programma
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verkregen met nauwkeurige fysische modellen en opladingsmogelijkheden. Tenslotte
werden de ontwikkelde simulatoren gebruikt voor de ontwikkeling van door de industrie
aangedragen toepassingen waarbij complexe geometrieën (3D) en opladingseffecten
in microscopie en lithografie een rol spelen. Deze toepassingen dienen een drieledig
doel. Ze leiden tot nieuwe technieken voor nanofabricage en -inspectie, ze dienen als
zeer mooie testcases van de simulatiemodellen, en ze dienen als intuïtieve demon-
straties van hoe Monte Carlo simulaties gebruikt kunnen worden om problemen in de
halfgeleiderindustrie op te lossen.

De simulatieresultaten worden vergeleken met verschillende experimentele gege-
vens zoals elektronenopbrengst, hoek en energieverdeling van uitgezonden elektro-
nen. In het algemeneenis overeenkomst tussen gesimuleerde en experimentele ge-
gevens veelbelovend. Hoewel de simulator een hogere absolute secundaire elektro-
nenopbrengst voorspelt dan de experimentele gegevens (in het algemeen), wordt de
trend van de opbrengstcurven correct voorspeld. De gesimuleerde hoek- en energie-
verdelingen van de secundaire elektronenemissie (van koper) komen goed overeen
met de experimentele data. Ook de opbrengst van de teruggestrooide elektronen als
functie van de energie (in het algemeen) en de invalshoek (voor silicium) komt goed
overeen met de experimentele gegevens. De overeenkomst tussen de gesimuleerde
en experimentele opbrengst als functie van de invalshoek geeft meer vertrouwen in de
elektronenverdeling in het materiaal en een nauwkeuriger dimensionele metrologie.

Het is vermeldenswaard dat het moeilijk is betrouwbare experimentele gegevens
te vinden. Zelfs gegevens gemeten onder ultrahoog vacuüm vertonen aanzienlijke
spreiding. Voor toekomstige experimentele werkzaamheden wordt het belang van
goed opgezette experimenten besproken.

Een gedetailleerde gevoeligheidsanalyse van modelbestanddelen op gesimuleerde
resultaten wordt uitgevoerd, waaruit blijkt hoe belangrijk het is te begrijpen hoe de
verschillende fysische modellen de resultaten beïnvloeden. 2D-metingen van de kriti-
sche dimensie (CD) zijn niet gevoelig voor de modelbestanddelen. Linescangegevens
worden echter op niet-lineaire wijze beïnvloed door modellen zoals de kwantummecha-
nische grensvlak transmissiecoëfficiënt en de elektron-akoestische fononverstrooiing.
Uit deze analyse worden de modellen met de meest significante invloed op de dimen-
sionele metrologie geïdentificeerd.

De lessen die uit de gevoeligheidsanalyse zijn getrokken, worden gebruikt bij het
verbeteren van de elektronenverstrooiingsmodellen in virtualSEM om realistischer gesi-
muleerde ladingsverdelingsprofielen te verkrijgen. Ook ladingsherverdelingsmodellen
worden geïntroduceerd, en de elektrisch veld oplosmethode en ray-tracing worden
verbeterd.

Het opladingseffect in elektronenbundellithografie wordt bestudeerd met een groot
aantal experimenten om de dynamica van de oplading te begrijpen. Enerzijds geven
de simulaties inzicht in het complexe opladingsgedrag, en anderzijds helpen de ex-
perimenten om de simulatiemodellen te verifiëren. Als resultaat wordt een slimme
scan-strategie gevonden die patroon-vervormingen ,veroorzaakt door het opladen, mi-
nimaliseert.

Simulaties worden ook gebruikt om een complex 3D probleem te onderzoeken bij
nanofabricage op gekromde oppervlakken (3D). Proof-of-principle experimenten tonen
aan dat 3D-eigenschappen van de point spread function gebruikt moeten worden om
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een nauwkeurige correctie van het nabijheidseffect te bereiken. Wat 3D-beeldvorming
betreft, wordt een nieuwe techniek geïntroduceerd om 3D-informatie, d.w.z. stap-
hoogtes, te extraheren uit 2D SEM-beelden door gebruik te maken van simulaties. De
resultaten worden geverifieerd met drie verschillende reeksen experimenten.

In een notendop, de voorspellende kracht van de Monte Carlo simulatoren is toege-
nomen. De resultaten tonen aan dat deze simulaties niet alleen goede elektronenemissie-
eigenschappen opleveren (rendementen, energie en hoekspectra, enz.), maar ook
kunnen worden gebruikt in veel complexere lithografie- en beeldvormingstoepassin-
gen, met inbegrip van 3D- en ladingseffecten.
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1.1. Introduction
Do you remember the Jetsons? This cartoon series depicted a utopic portrayal

of the future. Smartwatches, robot workers, video-conferences via TV were ordinary
things in the Jetsons’ daily life. However, these were very extraordinary ideas when
the cartoon series was first broadcasted in the mid-‘60s.

Today, such innovations have become part of the ordinary. For most of us, it is hard
to imagine a day without smartphones. Robots are already cleaning our houses and
soon self-driving cars will be ready to bring us back home from the office. Furthermore,
many other innovations such as ultra-fast internet with 5G platforms, medical diagnosis
with artificial intelligence (AI), and the internet of things (IoT) are just around the
corner.

How did this come true? Integrated circuit (IC) technology is the technology that
lies at the heart of all these applications. Miniaturization of electronic circuits, gov-
erned by the celebrated Moore’s law [1], enabled us to place more transistors (i.e.,
functionality) in the same area, allowing us to have more computer chips in smaller
sizes since the beginning of the silicon age. For example, in 2019, the semiconduc-
tor industry has commercialized the so-called 7 nanometer (nm) process node [2] in
smartphones and computers. This node is roughly 100 times smaller in one dimension
than the one [3] in 1987. The reader may notice that reducing the transistor size
by half (1/2) quadruples (4) the number of transistors (the density) on the chip area.
That means computational power increased by four orders of magnitude in this period.
Yet to come, in the mid-20s, is a 3 nm process node [4] where even a one nanometer
error in the chip size can drastically change the electronic performance of the chip.
Maintaining product quality is more challenging from both a technical and economic
perspective with such kind of requirements. Therefore, we need very accurate, yet
affordable, techniques for the manufacturing of chips. Thus, in this dissertation, I will
focus on simulation work that helps us to understand the phenomena for two essen-
tial steps in the semiconductor manufacturing process: lithography and inspection.
However, the understanding of the underlying electron-matter interaction phenomena
is also essential in many other fields, such as the power losses in satellites [5], and
radiation damage to DNA [6].

1.2. Semiconductor manufacturing process: lithogra-
phy & inspection

The fabrication of a chip requires sophisticated and costly cleanroom processes.
Fig. 1.1 shows a typical production workflow. In this workflow, one of the essential
steps is lithography, where the designed pattern is transferred to the silicon wafer with
high accuracy.

For consumer chips, the patterning is done by photo-lithography where deep (or
extreme) ultraviolet light shines through (or is reflected by) a mask and falls on a
wafer coated with photoresist. To create the mask, however, requires another high-
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Figure 1.1: Overview of the beginning of a semiconductor manufacturing process. Inspection and metrology
occurs in between many of the process steps. CD measurement refers to critical dimension measurement.

resolution and maskless technique. Electron beam lithography (EBL) is such a maskless
(direct-write) technology which is often used for mask-making. Compared to light, the
wavelength of an electron is ≈1000 times smaller at the same energy. For those not
very familiar with the subject, the wavelength can be compared with the size of the
brush of an artist who wants to draw fine details. Thus, EBL is suitable for very high
resolution (< 10 nm) patterning. Besides, because of its flexibility, it is available in
many research centers for prototyping. It is also used for low volume manufacturing
of niche devices in aerospace, defense, and secure holograms for anti-counterfeiting.
EBL is one of the application areas that I will focus on in this thesis.

During the production process, chips are inspected several times for particle con-
tamination and defects. Furthermore, critical parameters (length, thickness, overlay)
are tightly controlled (see Fig. 1.1). This is like the artist who wants to see what he is
drawing. Electrons are being used for inspection, where very high resolution is needed
to detect nanometer-size defects and deviations on the wafer.

The Scanning Electron Microscope (SEM) is a standard instrument for nanometer
resolution imaging in many labs. It provides higher resolution than optical measure-
ment methods. It is much faster compared to the Atomic Force Microscope (AFM). Fur-
thermore, one does not need to slice the sample as in Transmission Electron Microscopy
(TEM). Therefore, it is a good compromise of three crucial traits: high-resolution, mod-
erate speed, and non-destructive imaging [7]. A dedicated version of the tool is the
Critical Dimension (CD-)SEM, the workhorse in many fabs with which metrology tasks
are performed on a massive scale. SEM is the second application area that I will
address in this thesis.
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1.3. Challenges in electron microscopy and lithogra-
phy

SEMs do provide very high resolution, but are not easy-to-use. Even an expert
SEM operator can spend tens of minutes on finding the best imaging conditions before
actually recording an image, which may only take a few tens of seconds. The best con-
ditions provide an image quality sufficient for accurate measurements; nevertheless,
the precise system parameters and operating conditions will always influence the SEM
image quality (observer effect). The question then is how this affects measurements
taken from these images?

An emerging need in metrology is three dimensional (3D) imaging. SEM views
the sample from a top-down (2D) perspective, and the signal amplitude (strength)
does not directly correspond to the topography of the sample (see Fig. 1.2). This
was never an important limitation, as long as the structure height was much smaller
than its width. However, the height is becoming a more critical parameter since it has
become comparable to the width of the structures. Therefore, new approaches are
required, and I am going to propose one in this thesis.

Another major challenge in very high-resolution imaging is beam-induced sample
charging occurring in samples which are not sufficiently electrically conductive. In
such samples electrons and holes get trapped when exposed to an electron beam.
These trapped charges in the material may influence the trajectories of the primary
beam electrons as well as the electrons emitted from the sample. These are commonly
observed effects of charging. As a consequence, the measurements taken from SEM
images of such samples are affected by charging. A typical situation is depicted in Fig.
1.3 where the result obtained is different from the reality because the beam landing
position has shifted because of the charging.

Similarly, EBL processes can be affected by sample charging. Charge induced in the
sample will influence the electron beam trajectory and alter the lithography pattern.
Fig. 1.4 clearly shows the distortion of a pattern due to charging. The charging effect,
both in SEM imaging and in EBL, will be studied in more detail in this thesis.

To realize a cost-effective production, the problems mentioned above need to be
addressed. Otherwise, the next generation electronics, required for novel applications,
may not be as affordable as it is today or not even be technically feasible for many
applications. Understanding and solving the charging problem experimentally is too
time-consuming and also expensive. Therefore, tools such as simulations are needed
that aid in getting a better fundamental understanding of these issues. The develop-
ment of a simulator that can help to find solutions for the aforementioned problems is
one of the primary objectives of this research work.

1.4. Simulations as part of the solution
Simulations are useful tools to predict real-world phenomena efficiently and risk-

free. A real-life scenario can be predicted by simulations without the need to build
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Figure 1.2: a) Typical SEM line scan signal over a line. b) The cross-sectional view of the line. c) Real
top-down SEM image of the line. The signal increases near the top of an edge and decreases near the
bottom. The surface topography can be measured as the width of the line with nanometer accuracy, e.g.,
between the peak maxima. However, the essential height information of the sample is hidden in compact
grayscale images which are the result of a combination of electron-matter interaction, collection efficiency,
detector response, and signal processing.

something or to do several test experiments. For instance, car-crash simulations help
manufacturers to save on budgets for safety tests. For mask-makers, where the loss
due to a defect on the mask can be as significant as the loss of a luxury car, the
situation is similar.

Simulations can provide in-depth insights into the details of a process in a way
that is often not possible in real life, because the models that describe the process
can be easily changed. This allows one to investigate the effects of a phenomenon
independently, and in much more detail.

Last but not least, it is an essential educational tool from which students and
trainees can learn a lot. For example, airplane pilots have hundreds of hours of simu-
lation training before they fly with real planes.

Semiconductor manufacturers also make use of various simulation tools. For exam-
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Figure 1.3: When a sample is charged, the detector in an SEM collects the data from the deflected position
(red arrow), but assigns it to the intended location.

Figure 1.4: The charging effect has distorted a pattern defined by electron beam lithography. Optical images
are shown of wafers with a) resist on insulator, and b) as a) but with an additional coating with a conductive
polymer (espacer) [8]. The pattern fidelity clearly decreases without the conductive layer.

ple, computational lithography techniques such as e-beam proximity effect correction
(PEC) or optical proximity correction (OPC) are already in use for more than a few
decades.

In PEC, the effect of neighboring structures is calculated before the exposure is
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being done, such that the measured CD’s are the same as in the design, without costly
experimental efforts. For instance, the spread of the electron beam in the material is an
important parameter in these calculations, which can be obtained by using Monte Carlo
simulation. Similar to this example, I will use Monte Carlo simulations to understand
the 3D and charging effects in metrology and lithography, assuring that the simulators
are accurate and fast, and that their limitations are well characterized.

1.5. Monte Carlo simulations
The first version of a Monte Carlo simulation was developed by Ulam et al. to

investigate neutron scattering in materials as part of the Manhattan Project [9, 10].
The method is based on a statistical sampling of an event using random numbers, see
Fig. 1.5. This is why it is called after a neighborhood in Monaco, well-known for its
casinos.

Since then, several experimental, theoretical, and computational studies have con-
tributed to the development of Monte Carlo simulations. I will continue with a brief
coverage of the most prominent and relevant contributions.

Figure 1.5: A generic flow diagram of a Monte Carlo process for electron – matter scattering. RND (random)
indicates that the process involves random sampling.. The right-hand side cartoon visualizes what happens
to an electron, which follows events in order of A, B, and A.

Monte Carlo simulations of electron-matter scattering require models such as elastic
and inelastic scattering and boundary-crossing models. For instance, elastic scattering
cross-sections have been calculated accurately by Mott [11] down to electron energies
of a few hundred electronvolts (eV). Jablonski [12] compiled a database for elastic
and transport cross-sections. However, Salvat developed a program (ELSEPA) [13],
in which different atomic models can be chosen to calculate these cross-sections. In
chapter 2 and chapter 3 of this thesis, we will see the effects of these options on
backscattered electron (> 50 eV) emission and dimensional measurements.

Bethe’s stopping power (SP) equation [14] is one of the most commonly used
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expressions to model the inelastic phenomena. However, the model breaks down at
very low energies, which is essential for us to simulate secondary electrons (< 50 eV).
Rao-Sahib [15] and Joy [16] have modified the equation for those energies. While
their CSDA-model (continuous slowing down approximation) is describing the energy
loss per path length, it does not specify the inelastic channels, i.e., how the primary
electron loses its energy. Lin[17] models and calibrates the electron generation based
on empirical electron emission data. The advantage of this method and the pitfalls will
be discussed in chapter 3 and chapter 4, respectively.

Differently, Gryzinski [18] described the inelastic atomic collisions in a discrete way.
This approach can be used to model the inner-shell ionization[19] and can be in-
tegrated into the CSDA-model to simulate backscattering electrons more accurately
[20]. A similar hybrid approach that also distinguishes fast secondary electrons, which
is based on Moller cross-sections for light materials like resist, was proposed by Murata
[21].

A more elaborate way of calculating inelastic scattering, especially for low energy
electrons, is using the dielectric response of the material to an external perturba-
tion. In this method, the primary electron’s momentum and energy transfer to the
medium have to be known. For example, Penn [22] calculated the inelastic scatter-
ing cross-sections based on the Lindhard dielectric function. Ashley [23] suggested
a single-pole approximation to the calculation-heavy Penn model to connect the non-
zero momentum energy loss function to the optical limit. However, the approximation
is questionable for free-electron-gas-like materials at the energies comparable to the
plasmon excitation energy [24]. However, the Lindhard-type dielectric function is it-
self questionable since it does not incorporate the finite lifetime of plasmons [25, 26].
This shortcoming is treated in the Mermin-type dielectric function [27]. Da proposed
an extension to the Mermin theory with a better fit to the energy loss function by
using an infinite number of positive and negative oscillators [28]. For most of the
materials, optical constants and energy loss function can be found in Palik’s book [29].
Alternatively, these can be calculated ab initio as performed by Sorini [30] and Werner
[31].

Apart from the scattering models, surface effects are also very important since they
directly influence the emission yield and energy spectrum. For instance, Kaneko [32]
showed the effect of different transmission models (classical and quantum mechani-
cal) on the emission spectra. And Cazaux [33] studied the effect of the work function
on the secondary electron emission. The study highlights the impact of the surface
condition in experiments, which are used to verify the Monte Carlo simulators. The
emission data from ultra-high vacuum (UHV) experiments and the different surface
treatments by Bronstein [34], Gineste [35], Hu [36], Walker [37], El Gomati [38], and
Baglin [39] demonstrate the variation in yield values as reported in Joy’s database [40].
In chapter 2 of the thesis, the value of good (well-described) experiments will be dis-
cussed. Another phenomenon that may affect electron emission is surface plasmons.
These excitations mainly show up as another energy loss process in the energy spectra
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of emitted electrons. Werner has studied the effect of bulk and surface plasmons on
the energy spectra by REELS [31, 41] (reflective electron energy loss spectroscopy)
and coincidence experiments [42, 43]. Gong has performed a Monte Carlo simulation
study to show the effect of surface plasmons on the energy spectra for Silver [44]. In
a recent simulation study by van Kessel [45] it is reported that the effect of surface
plasmons may not be observable in the emission yield. In other words, a surface plas-
mon model is needed to simulate the energy spectra accurately, but to simulate an
SEM image, the model is not essential. That tells us that the significance of the effect
that details of a model, or even an entire model, have on a simulation result, depends
on the particular application. This will be discussed throughout the thesis.

Powell [46], Tanuma [47], and Gergely [48, 49] reported valuable comparisons
between calculated and experimental scattering cross-sections. A common conclusion
is that, especially inelastic scattering cross-sections obtained from different theoretical
and experimental works differ from each other at low energies. This variation causes
an uncertainty in secondary electron emission. This will be discussed in chapter 2.

There are also full Monte Carlo studies done that analyse the effects of the various
models on simulation results. For example, Dapor [50] studied the effect of assump-
tions for the instantaneous momentum of the secondary electron in the binary collision
model. The effect of the same model assumption is studied on 3D structures in chap-
ter 3 of this thesis. Dapor also compared the effects of single and multiple scattering
inelastic models [51, 52]. Hovington developed the Monte Carlo program CASINO
[53], which is one of the most commonly used ones. Demers [54] has extended the
program to 3D. In chapter 3, in a model sensitivity analysis, this program is used to
compare our own results too.

Furthermore, Salvat developed Penelope [55], which has first principle models for
electron and photon transport, but secondary electron models are not included. Kuhr
has developed a program based on first principle models that can trace the electrons
till the vacuum level. Kuhr, Fitting, and Schreiber used Fröhlich theory to calculate
[56–58] phonon scattering cross-sections for the quasi-elastic scattering of very low
energy electrons. Kieft [59] developed a Monte Carlo program by combining several
first principle models. For instance, he used Fitting’s phonon scattering model, and
Mott cross-sections as obtained by using ELSEPA. For inelastic scattering, he used Ash-
ley’s inelastic scattering cross-sections, which is physically superior to the continuous
slowing down model [51]. In addition, they introduced refinements of their low energy
electron scattering models in order to simulate secondary electron yields accurately.

Dapor [60] performed a Monte Carlo study on the secondary electron emission of
resist lines, including a trapping cross-section [20]. However, neither his work nor the
other works mentioned above do include a dynamic charging model, which is essential
for insulators.

One of the most common approaches to explain charging is the so-called total yield
approach [61]. In this approach, charging is positive if the emission yield is bigger
than unity, otherwise negative. However, this approach falls short of explaining the
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dynamics at a deeper level in the material, which makes it hard to predict experiments.
Cazaux, in an early study [62], improved the total yield approach by including the effect
of electrons interacting with traps, the irradiation time and a specimen bias. However,
in a later study [63], he mentioned the simplicity of the total yield approach, realizing
that one also needs to consider parameters such as sample geometry and the detector.

Another approach, dynamic double-layer (DDL), was used by Melchinger [64]. This
approach assumes that there are separate positive and negative poles in a deeper
region of the sample and time-dependent relaxation in these regions. However, the
applicability of this 1D model is limited to a defocused beam and simple geometries.
Besides, the availability of separate poles is questionable when the landing energy of
electrons is very small. Davidson [65] questioned the validity of the DDL approach
due to the weak conductivity between these regions. He assumes that the material’s
conductivity increases a lot due to beam-induced effects neutralizing the charging
region deeper in the material. Therefore, he neglected the electrostatic fields inside
the materials. However, this is quite an extreme assumption, considering that the
induced conductivity should be dependent on dose and time [66, 67].

Some authors developed 3D simulations for charging. For instance, Grella [68]
developed his simulation models in 3D based on a single scattering model without
secondary electron generation. A similar study based on single scattering was also
made by Kotera [67]. However, in this study, charging is limited to negative scenarios
since there is no secondary electron model. A year later, Kotera [69] extended the
scattering models allowing secondary electron generation, including the full cascade of
electrons at energies below 100 eV. However, these extended models did not have any
charging models. For charging, a more extensive Monte Carlo model was developed
by Ko [70] based on a single scattering model, including secondary electrons, induced
conductivity, and a double layer model for dimensional metrology of resist lines.

In addition, there are also some Monte Carlo studies of charging based on more
elaborate first principle models. For instance, JMONSEL [71] discretely calculates elas-
tic and inelastic scattering based on accurate Mott cross-sections and the Penn algo-
rithm. Currently, it is the only publicly available program that can simulate charging
based on the Finite Element Method (FEM). It has an empirical dielectric breakdown
model, but it does not include a model for the induced conductivity.

From a computational perspective, unfortunately, Villarrubia states that JMONSEL
is “much slower” [72] when charging models are enabled due to limited parallelization.
But, İlgünsatiroglu [73] developed a massively parallelized charging simulator based
on first principle models. However, these models do not include a charge redistribution
model such as dielectric breakdown, induced conductivity, or a diffusion model.

As a master student, in a collaboration with GenISys-GmbH, I already developed
an electric field solver based on a multigrid method [74] to boost the calculation
times of charging simulations in virtualSEM [75] (a Monte Carlo simulator developed
by GenISys-GmbH) based on empirical scattering models. At the same time, at TU
Delft, Verduin [76] developed a graphical processing unit (GPU) accelerated Monte
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Carlo program (e-scatter) based on Kieft’s model [59] with the best possible electron-
matter scattering models, but no electric field solver and charging model. Both simula-
tors have different strong points both physics-wise and computation-wise. Therefore
it makes sense to combine e-scatter, with its first principle scattering models, and
virtualSEM, with its electric field solver, to obtain a better simulator which includes
charging. As the charging phenomenon still remains very complex, there is still a lot
of room for improvement, for instance in the dynamic recombination models. In a
collaboration between TU Delft, GenISys GmbH, and RAITH B.V. we set ourselves the
task to develop this combined Monte Carlo simulator and use it for applications in the
fields of metrology and lithography.

1.6. Scope of the thesis
The first step was to further develop e-scatter [77], to fix bugs, and to study

how sensitive simulated emission properties and SEM images are to the various model
ingredients implemented in the simulator. The next step was to build the first principle
and physically more sophisticated scattering models into virtualSEM, which already
contained an advanced electric field solver and allowed for material charging. This
way, a tool was obtained with accurate physics models and charging capability. Finally,
the simulators developed were used to develop industry-driven applications involving
complex geometries (3D) and charging effects in microscopy and lithography. These
applications serve a three-fold purpose. They are leading to novel techniques for
nanofabrication and inspection, they serve as very nice test cases of the simulation
models and they serve as intuitive demonstrations of how Monte Carlo simulations can
be used to solve semiconductor industry problems .

The thesis is organized in nine chapters, including this Introduction chapter 1.
In chapter 2, the physics background of electron transport and charging is treated.

Following that, the models in the simulators are introduced, such that the reader
will understand the model assumptions and their effects on the simulation results.
To validate the simulation results they need to be compared with experimental data.
However, it turns out to be hard to find trustworthy experimental data. Therefore, I
will discuss the design of a well-defined experiment that can be used as a reference
for Monte Carlo simulation work.

In chapter 3, a detailed sensitivity analysis is performed to understand the effects
that different physics model ingredients have on critical dimension (CD) measurements
of complex geometrical shapes in the semiconductor industry. This identifies the mod-
els with the most significant impact on dimensional metrology. Furthermore, the effect
of the models on the calculation times has been studied with the purpose in mind of
building an accurate and fast simulator.

The lessons learned in chapter 3 are used in chapter 4, to improve the electron-
scattering models in virtualSEM, to obtain more realistic simulated charge distribution
profiles. In addition, charge redistribution models are introduced and the electric
field solver and the ray tracing are improved. The effects of the improvements are
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demonstrated in three different realistic applications.
The charging effect in electron beam lithography is studied in chapter 5. A large set

of experiments to understand the charge dynamics is conducted. On the one hand the
simulations give insight in the complex charging behaviour, and on the other hand the
experiments help to verify the simulation models. As a result, a smart scan-strategy
is found out to minimize pattern distortions caused by charging.

In chapter 6 simulations are used to investigate a complex 3D problem in lithogra-
phy. We show that, in nanofabrication on curved surfaces, a recalculation of the point
spread function is required to achieve accurate proximity effect correction.

In chapter 7, by using simulations, a novel and practical technique is obtained to
extract 3D information from 2D SEM images. Three different sets of experiments are
used to verify the simulation models. In addition, this demonstrates how complex the
quantification of signal amplitudes in SEM images really is.

In chapter 8 we will discuss the impact of the results in academia and industry, and
the thesis will end with a chapter 9.
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2.1. Introduction
In simulation work, a fundamental question is to what extent simulation results

can be trusted. This question is valid for the Monte Carlo simulations used in this
thesis and understanding the models that describe the underlying physics will help to
answer it. These models, however, can be very complicated depending on the level of
detail. The goal of this chapter is to describe the physics of the models in the Monte
Carlo simulators used in this study, e-Scatter and virtualSEM, in sufficient detail to
understand the following chapters. In the first part, ”Electron Scattering”, we discuss
what happens to the electrons inside and outside of the material from a physics point
of view. In the next part, ”Physics Models in Simulators”, we discuss which models
are used in the simulators to cover the phenomena mentioned in the previous chapter.
We also discuss improvements made to these models and the models missing in the
simulators. The improvements to the models required for virtualSEM are listed here
but will be further explained in chapter 4. Subsequently, we address the important
features of ”good” experiments reported in the literature, to which the simulation
results can be compared. Ultimately, we are going to verify how well the simulations
can reproduce the electron emission and spatial extent of electrons in the material by
comparing them with experiments. These properties were chosen specifically, as they
can have a severe impact on electron image-formation and e-beam lithography.

2.2. Electron scattering
During electron exposure, high energy electrons are injected into the material. Let

us try to understand what happens to them during the transport inside the material.
Electrons are charged particles, and they interact with the potential of the positive

nucleus of the atom by the Coulomb force. This interaction mostly results in a trajectory
change with no or a negligible amount of energy transferred to the nucleus, i.e. elastic
scattering.

These electrons can also interact with the bound orbital electrons, which mostly
results in a significant amount of momentum and energy being transferred to the
bound electron, i.e. inelastic scattering.

In more detail, the bound electrons can be excited or, if the transferred energy
is high enough, ionization can occur by the impact. In the impact-ionization process,
one can distinguish inner-shell and outer-shell ionization events by the electron’s bind-
ing energy. The binding energies of the inner-shell electrons are higher than the
outer-shell electrons. Therefore, the inner-shell ionization events take place at higher
incident energies, typically a high amount of energy is transferred in these events.
Following an inner-shell ionization process, an electron from a higher orbital can fill
the inner-shell vacancy and release the energy in the form of a photon, X-ray, or give
rise to an Auger electron. On the other hand, if the energy transfer is lower, the loss
process can be an impact ionization event of outer-shell electrons or, as we will later
discuss, a collective perturbation of the electron gas.
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As we have just mentioned, there are also collective phenomena with which the
electrons may interact: the phonons, oscillations of the lattice and the plasmons,
oscillations of the free electron gas created by the insertion of the electron.

In electron-phonon interaction, the electron can emit (lose energy to) or absorb
(gain energy from) a phonon. The typical energy transfer is in the tens of milli-
electronvolt (meV) range [1], much lower than the energy loss of an ionization event,
such that we consider the interaction as quasi-elastic scattering.

In plasmon scattering processes, a free-electron polarizes the electron gas of the
atoms, and these polarized electrons collectively oscillate. The oscillation damps with
a finite lifetime [2] and mostly ends up with ionization of an electron from the valence
band. This is an in-elastic scattering process and leads to the generation of the majority
of secondary electrons.

So far, we have discussed the scattering and electron generation processes. How-
ever, when an ionization event occurs, not only is an electron promoted to the con-
duction band, but a hole is created where the electron was bound, i.e., electron-hole
pair generation.

In metals, the hole will be filled by another freely moving electron since the con-
duction and valence bands overlap. In semiconductors and insulators, valence band
electrons move to the conduction band during the ionization, generating a hole in
the valence band and an electron in the conduction band which are separated by the
band gap, see Fig. 2.1. The reverse process is the recombination process where
the charge carriers annihilate each other. Some of the charge carriers get trapped in
defect states in the band gap (vacancies, impurities, dislocations). The mobility of a
trapped electron is dramatically reduced.

Figure 2.1: Charging in Insulators, band diagram perspective. CB: conduction band, VB: valence band, EG:
band gap

The polarization of the medium can also reduce electron mobility. The induced
polarization, together with these electrons with reduced mobility, are denoted as po-
larons. Similar to defects, polarons also lead to charge carriers staying in localized
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states within the band gap.
These trapped charges create a strong electrostatic field in the surrounding media,

i.e., charging. This field will influence the trajectories of scattering electrons. Under-
standing this effect is essential to interpret the, mostly undesired, effects on image
formation, and lithography.

Not only the trajectories of the electrons drift due to the electric fields in the sample.
Charge carriers, especially low energetic ones, move also due to the concentration
differences induced by local electric fields. It is practical to explain this transport
process by diffusion.

In some extreme cases, where the potential differences are very high, the bandgap
does not function as before [3], and the conductivity increases dramatically until the
potential differences normalize again by charge redistribution. This phenomenon is
also known as dielectric breakdown, or breakdown for short, and governs the maxi-
mum allowed local potential difference in the material.

As in dielectric breakdown, the conductivity in semiconductors and insulators can
increase in several ways such as thermal effects, field effects, and doping. The higher
conductivity leads to more recombination events, in which electrons re-occupy valence
band states. This leads to a de-charging process.

Similarly, under the electron irradiation of the sample free charge carriers are cre-
ated. These carriers can move and recombine again. The increasing number of free
charge carriers also increases the rate of recombination. This is explained by Rose
as follows: the electron irradiation floods the shallow trapping sites in the bandgap
and increases the recombination rate of free charge carriers in the deep trapping sites
which are considered as recombination centers [4]. Macroscopically, this is another
de-charging process.

When an electron reaches the physical boundaries of the medium, it interacts with
the interface. The interface typically has a lot of trap states due to the abrupt termi-
nation of the lattice. As these trap sites can be a source of the charging process, they
can increase the conduction, the trap-assisted conduction.

Lastly, the electrons that interact with the surface can be transmitted across the
interface or be reflected depending on the electron’s energy and incidence angle, and
also the material’s inner potential at both sides of the interface.

The general picture of electron-matter interaction is demonstrated in Fig. 2.2. In
here, a high energy electron interacts with an atom elastically and changes its trajec-
tory without losing energy. After that, it undergoes an inelastic scattering event and
loses energy. As a result of the inelastic scattering, an electron-hole pair is generated.
The low energy electron experiences quasi-elastic phonon scattering and loses energy
gradually until it gets trapped in a trap site.

2.3. Physics models in simulators
After having sketched the general picture of electron-matter scattering, we now

will describe the models used in the simulators e-Scatter [5] and virtualSEM [6].
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Figure 2.2: Electron-matter interaction. In this view, first, the high energy electron scatters elastically from
the nucleus; then, scatters in-elastically with orbital electrons; creates charge carriers, a low energy electron
and a hole; the low energy electron scatters quasi-elastically and suffers from a gradual energy loss and
eventually gets trapped by the material. The high energy electron continues its path with reduced energy.

2.3.1. e-Scatter
This is our main simulator, which was developed in our research group by Verduin,

based on the work of Kieft et al. [7]. The models in e-Scatter are described in detail
in chapter 3 of Verduin’s dissertation [8]. Here, we are only going to highlight some
important points, describe bug fixes, and model changes, subdivided in the following
sections: inelastic scattering, elastic scattering, and boundary-crossing models.

Inelastic scattering
The electron loses a considerable amount of energy when it undergoes inelastic

scattering. e-Scatter uses dielectric function theory to calculate the inverse of the
inelastic mean free path:

𝜆−1𝑖 = 1
𝜋𝐸 ∫𝑑𝜔∫

𝑑𝑞
𝑞 Im(− 1

𝜖{𝑞, 𝜔}) (2.1)

where 𝐸 is the kinetic energy of the electron, 𝜖(𝑞, 𝜔) is the dielectric function, and
Im[−1/(𝜖(𝑞, 𝜔))] is the energy loss function (ELF). The parameters 𝜔 and 𝑞 represent
the energy and momentum transfer of the electron to the medium.

The ELF can be obtained from optical reflection and transmission data 𝜖(0, 𝜔). The
connection of the (zero-momentum) photons to (finite-momentum) electrons is made
through Ashley’s model using the Lindhard dielectric function [9]. This model is an
approximation to the model described by Penn [10]. In these two models, the finite
life time of the plasmons is not considered.

Verduin explains Ashley’s model in detail in his thesis, between equation 3.59 and
3.80 [8], and obtains the final equation:

𝜆−1𝑖 = 1
2𝜋𝐸 ∫

𝐸/2

0
Im[− 1

𝜖(0, 𝜔′) ]𝐿(𝐸, 𝜔
′)𝑑𝜔′

(2.2)
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where 𝜔′ is the zero-momentum energy transfer and

𝐿(𝐸, 𝜔′) = 𝜔′ ∫
𝜔𝑚𝑎𝑥

𝜔𝑚𝑖𝑛

1
𝜔(𝜔 − 𝜔′)𝑑𝜔 (2.3)

The kinematically allowed region of energy transfer is:

𝜔𝑚𝑖𝑛 < 𝜔 < 𝜔𝑚𝑎𝑥 (2.4)

where

𝜔𝑚𝑖𝑛 =
1
2(𝐸 + 𝜔

′ − 𝐸√1 − 2𝜔
′

𝐸 ) (2.5)

and

𝜔𝑚𝑎𝑥 =
1
2(𝐸 + 𝜔

′) (2.6)

Kieft [7] made the following refinements on Ashley’s model:

• Restricting the energy loss to 𝜔𝑚𝑎𝑥 −𝐸𝐹/2, such that the primary electron does
not end up below the Fermi level, where 𝐸𝐹 is the Fermi energy.

• A distinction between inner-shell ionization and outer-shell ionization, including
plasmon excitation.

• Neglecting exchange correction for plasmon excitation since the primary electron
is distinguishable from the plasmon.

• Using a fudge factor (1.5) to match the mean free path with the literature data.

• Using an empirical expression 𝐿 for 𝜔′
>50 eV that allows an additional region

of energy transfer that is normally forbidden by rules of energy and momentum
conservation.

These refinements led to 𝐿(𝐸, 𝜔′) into its final analytical form (see Verduin [8]
equation 3.80).

However, in the implementation of e-Scatter a bug was discovered. The integral
in Eq. 2.3 uses the upper limit of the integral in Eq. 2.2 (𝐸/2). A sub-section of this
region should have been ruled out due to the upper limit (𝜔𝑚𝑎𝑥) of the kinematically
allowed region. This extra sub-region abruptly decreases the mean free path around
50 eV, as shown in Fig. 2.3.

The bug created an artefact in the energy spectrum of the secondary electron
emission, shown in Fig. 2.4. This artefact appears as a double-peak. The simulation
with the corrected integration limit produces a single prominent peak similar to the
experiment. Note that for the figure below and the graphs for electron yield, the
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Figure 2.3: The effect of the wrong integration limit on the inelastic mean free path of silicon. The energy
reference is the bottom of the band.

energy reference is the sample’s vacuum level unless stated differently for particular
figures or data.

Figure 2.4: The effect of the wrong integration limit on secondary electron emission energy spectra of
silicon and a primary electron energy of 1 keV. The spectrum is produced using 106 primary electrons and
the result is binned in 1 eV intervals. The experimental data is obtained from Joy [11].

This bug also produces a secondary electron yield which nicely matched the exper-
imental data as in Fig 4.8a in Verduin’s thesis [8]. However, the corrected implemen-
tation leads to a much higher SE yield, see Fig. 2.5. Otherwise, the trends and the
position of the maximum yield are the same.
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Figure 2.5: The effect of the wrong integration limit on SE Yield of Silicon.

The reader may notice from this comparison the sensitivity of the SE yield to the
mean free path at very low energies, where a small difference in the MFP leads ap-
proximately to a factor of 2 difference in the SE yield.

Besides this correction, there are further model improvements made, which are
discussed in Theulings’ thesis [12]. There, it is explained that Kieft assumed that the
exchange-correction can be neglected for plasmon events. However, they used the
wrong equation from Ashley. Theulings [12] used equation 20 of Ashley [9] for the
non-exchange corrected version with the integration boundaries as given below:

𝜔𝑚𝑖𝑛 =
1
2(𝐸 + 𝜔

′ − 𝐸√1 − 2𝜔
′

𝐸 ) (2.7)

and

𝜔𝑚𝑎𝑥 =
1
2(𝐸 + 𝜔

′ + 𝐸√1 − 2𝜔
′

𝐸 ) (2.8)

We adopted this modification in the latest version of inelastic mean free path cal-
culations. All together these models are called ”Improved Models” further in the text.
After this modification, the fudge factor (1.5) in Kieft’s model is no longer needed (and
is therefore omitted) since the mean free path compares well with experiments at high
energies.

In Fig. 2.6, inelastic mean free paths from experimental and theoretical sources
are compared. The experimental data match well with each other at energies down
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to ≈100 eV. The values calculated with the ”Improved Models” match with the exper-
imental data at those energies as well. However, at lower energies, it is seen that the
agreement among the data is poor including the experiments (e.g. Khalid [13] and
Kane as reported in Pierron [14]). In the measurements, different techniques are used
such as measuring the coincidence of secondary electrons and backscattered electrons
[13], or measurement of phenomenological properties (energy distribution, position,
intensity, etc.) of the elastic reflection peak in inelastic peak electron spectroscopy
(EPES) [15–17]. However, these techniques deduce the mean free paths instead of
directly measuring it. Furthermore, they are significantly influenced by experimental
conditions such as e.g. the surface condition of the sample [18] which complicates
the determination of the inelastic mean free path at low energies (< 100 eV).

Figure 2.6: Comparison of the inelastic mean free paths (MFP) of silicon from various sources. The experi-
mental data from Kane, Lesiak, and Gobeli (reported in Pierron 2017 [14]), Khalid 2013 [13], and Akkerman
2009 [19] are plotted with markers. The curves are calculated data used in the simulators. These data are
calculated using the models by Ashley [9] and Penn [10]. The zero of energy is the Fermi energy (𝐸𝐹).

As in the previous figure, the inelastic mean free paths of copper from various
sources are compared in Fig. 2.7. The ”Improved Models” agrees well with the others
down to 100 eV. The mean free paths at lower energies are overestimated compared
to all others sources. At very low energies (≈1 eV), the general agreement between
experimental sources is better than for silicon at these energies except for the X-ray
absorption fine structure spectroscopy (XAFS) results by Bourke et. al., reported in
Ridzel’s dissertation [20]. The other experimental methods reported in this figure are
angle-resolved photoemission spectroscopy (ARPES), and time-resolved two-photon
photoemission spectroscopy (TR-2PPE).

Worth mentioning, the ab-initio calculation at low energies by Campillo et al. [21]
agrees well with experimental data at energies below 10 eV. Besides that, the calcu-
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lations of Ridzel using Mermin’s model, where the finite life time of the plasmons is
considered show a good qualitative agreement with experiment over all energies [20].

Figure 2.7: Comparison of the inelastic mean free paths of copper from various sources. The experimental
data are plotted with markers. The curves are calculated data from various sources. The data are obtained
from De Vera 2019 [22], Nguyen-Troung 2016 [23], Ridzel 2019 [20]]. See text for further description. The
zero of energy is the Fermi energy (𝐸𝐹).

There is another issue in Verduin’s model [8] related to the electron-ionization
cross-sections. This is not mentioned in Theulings’ thesis, where the photo-ionization
cross-sections were used, as Kieft did [7]. In Verduin’s code, the cross-sections were
multiplied by shell occupancies. For the inner-shells of the silicon atom, these values
are 2, 2, 2, and 4 for K, L1, L2, and L3 shells, respectively. However, these cross-
sections were already given for the entire shell in the Lawrence Livermore National
Lab evaluated electron data library [24]. Therefore, we fixed this issue and used the
inner-shell cross-section, as shown in Fig. 2.8.

For the outer-shell, when the energy transfer is smaller than 100 eV, an empirical
model (as follows Kieft and Verduin’s code) is used. In this model, the electron binding
energy is chosen as the maximum binding energy value which is smaller than the
energy transfer in the material data file in Kieft’s code (e.g. in the df_Si.dat file).

For light atoms such as silicon, the effect of this modification on electron emission
yields is negligible because the ratio of the cross-sections (probability of the shell
ionization is determined after normalization) does not change a lot, since the inner
shell occupancy numbers are mostly the same value.

In the database, the x-axis is the kinetic energy of the electron. However, Verduin
treats the x-axis as zero-momentum energy transfer. That would be a valid assumption
if the projectile would be a photon, however, it is an electron. This decision is not
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Figure 2.8: Electron ionization cross sections for a free silicon atom from the Lawrence Livermore National
Lab (LLNL) evaluated electron data library[24].

discussed explicitly in Verduin’s thesis [8].
Another assumption for the determination of binding energy (as the x-axis), in the

other extreme, can be using the electron kinetic energy, since the x-axis is defined
as the kinetic energy of the electron. However, this assumption is also flawed since
it does not check the energy transfer in the event. Therefore, it overestimates the
ionization probability of inner-shells.

Fig. 2.9 demonstrates the sensitivity of SE and BSE yields for silicon to these two
assumptions. The SE yield drops slightly after the edge energy of the first inner-shell
around 100 eV and the gap gets bigger as the other inner-shells get involved at higher
energies. However, the effect on the SE yield is less than 10 % since the outer-shell
ionization is the dominant process in both approaches. It is also negligible on the BSE
yield since the dominant scattering events are elastically scattered ones. Nevertheless,
we proceed with Verduin’s model but without the wrong occupancy multiplication. Ide-
ally, using the electron energy loss function instead of the optical energy loss function
with electro-ionization cross-section would be the proper model for the determination
of binding energies.

The dielectric function theory uses the ELF to calculate the inelastic mean free
path (Eq. 2.1). The inelastic events are observable on the ELF, which describes the
probabilities of the material’s energy absorption (see Fig. 2.10). The maximum, ap-
proximately at 20 eV, is the bulk plasmon peak which is the most dominant energy
loss mechanism. The sudden jumps on the ELF show that L- and K-shell electron ion-
ization channels are enabled by energy transfers higher than 100 eV and 1800 eV,
respectively. However, some features such as surface plasmons do not exist on the
optical ELF in Fig. 2.10, because photons at those energies do not couple to surface
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Figure 2.9: The effect of ionization models on SE and BSE yields as a function of transferred energy or
incident electron kinetic energy.

plasmons, but electrons do.

Figure 2.10: Optical Energy Loss Function for silicon [8]. The energy reference is the sample’s vacuum
level.

Verduin has calculated the ELF for surface plasmon losses using a simple model
through Kramers-Kronig analysis [8]. The model assumes a fixed depth for surface
plasmons coupling. Recently, van Kessel included surface plasmons with a more so-
phisticated model [25]. In this model, the coupling depth to surface plasmons is a
function of energy instead of a fixed depth. The latter study has shown that surface
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plasmons are important when simulating electron emission energy spectra, but their
effect on the SE yield can be neglected. Therefore, we are not going to include it here
since the model is computationally expensive.

Elastic scattering
An overview of the elastic scattering models used in the simulators is depicted in

Fig. 2.11.

Figure 2.11: Schematic overview of elastic scattering models.

At energies higher than 200 eV, the accurate way of calculating the elastic mean
free path is solving the Dirac equation [26] including the screening effects of the orbital
electrons and relativistic effects [27]. The solution leads to Mott cross-sections [28]
where the mean free path can be calculated from Eq. 9:

𝜆 = 1
𝜎 ⋅

𝑀
𝜌𝑚𝑁𝐴

(2.9)

where 𝜎 is the scattering cross-section, 𝑀 is the molar mass, 𝜌𝑚 is the mass density
and 𝑁𝐴 is Avogadro’s number.

The Mott cross-sections are calculated and tabulated previously by different authors
for various atomic potentials [29–31]. The state of the art way of calculating these
cross-sections is available in a program called ELSEPA [32].

In ELSEPA different electron density models are employed: Thomas-Fermi-Molière
(TFM), Thomas-Fermi-Dirac (TFD), Dirac-Hartree-Fock-Slater (DHFS), and numerical
Dirac-Fock (DF). The latter is claimed to be the most accurate model for the free atom
model in the program [32]. However, we are interested in the solid-state form of
materials. To include the solid-state effects, a muffin-tin model is used. The muffin-
tin radius has to be provided as input. The radius is readily available in the program
for elements that can be found in elemental form in nature. For elements such as
Nitrogen and Oxygen one needs to provide the radius. In our calculations, we have
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adapted the values from silicon (11.75x1e-11 m).
A comparison of the elastic MFP in silicon for the various electron density models is

given for the free atom and muffin-tin potentials in Fig. 2.12. The deviation between
the models is smaller for the muffin-tin potential than for the free atom potential. We
think that this is due to the shielding effect of the muffin-tin model. Since the effect
is very small, we assume that the choice between these densities would not have a
significant impact on the emission results. Therefore, we proceed with the Dirac-Fock
densities for the muffin-tin model.

Figure 2.12: Comparison of the elastic mean free path of silicon for various electron density models in
ELSEPA, and two potential models. The energy reference is the sample’s vacuum level.

The difference between the mean free paths calculated using the free atom and
the muffin-tin potentials is more than a factor of 1.5. ELSEPA also offers several
options for refinement of the atomic potential such as exchange correction, correlation
polarization potential, and the absorption coefficient. The effect of these refinements
on the elastic mean free path is very limited compared to the effect of the atomic
potential for energies higher than 100 eV but significant at very low energies (≈10 eV)
as seen in Fig. 2.13.

The mean free paths used in virtualSEM (2016) are based on work by Czyzewski
[30]. These results agree well with the ELSEPA calculations for the free atom potential
(see Fig. 2.13). Another calculation done by Kuhr [33] agrees with the muffin-tin
potential one only above 100 eV.

The mean free path difference between the free atom and muffin-tin potential
models is a factor of ≈1.5 (see Fig. 2.13 above) for energies above 100 eV. However,
the transport length (the mean displacement of a particle after so many elastic scatter-
ing events) is similar for these two potentials, for energies above 100 eV (Fig. 2.14).
ELSEPA calculates it as reported in [32] (equation 10 in the reference). Although the
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Figure 2.13: Sensitivity of the elastic mean free path of silicon to several model refinements. VirtualSEM
(2016) uses the mean free path calculations based on Czyzewski [30]. The energy reference is the sample’s
vacuum level.

free atom potential results in a shorter mean free path than the muffin-tin potential,
the average displacement of the electron is the same for both potentials.

None of the model refinements significantly impacts the elastic mean free path for
energies above 200 eV. However, the absorption potential (referred to as ”absorption”
in Fig. 2.13 and 2.14) results in a slightly different transport length than the other
models do (2.5 nm larger at 300 eV). It indicates that this refinement changes the
scattering angles towards the forward direction. The electron yield sensitivity to these
models will be given later in this section (Fig. 2.17). First, the electron-phonon scat-
tering model will be introduced as the electron-phonon cross-sections will substitute
the Mott cross-sections at energies below 200 eV with a smooth transition.

Fundamentally, the Mott cross-sections describe the elastic scattering of a projec-
tile, i.e. electron, with a single atomic target. At low energies, however, the electron
couples stronger with the lattice interactions since its wavelength becomes compara-
ble to the interatomic distances. Therefore, we will follow the approach by Kieft [7],
and later by Verduin [8] to use the Mott cross-sections for energies above 200 eV,
electron – acoustic (AC) phonon cross-sections [2, 21] for energies below 100 eV and
a linear interpolation between these two cross-sections for energies between 100 and
200 eV, as was schematically summarized in Fig. 2.11.

We calculate the electron-phonon mean free path with the model developed by
Verduin for three acoustic phonon modes [8]. However, as the source of parameters
used in these models was not properly referenced, we replaced the values with differ-
ent values which are reported in reliable sources. These parameters are reported in
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Figure 2.14: Effect of different ELSEPA options on the Transport Length. The energy reference is the
sample’s vacuum level.

chapter 4 (Table 4.1).

The effect of these new parameters on the mean free path compared to those
reported in Verduin’s thesis [8] is demonstrated in Fig. 2.15. The mean free path
has two limits at low (red) and high (blue) energy. The high-energy part will not be
affected since Mott theory is used in that regime. At low energy, the mean free path
is lower than before which increases the frequency of elastic events.

Figure 2.15: Change in the AC phonon MFP due to the new phonon parameters. The black dashed line
is the final elastic MFP merging the two limiting cases. The MFP below 200 eV is clearly affected by the
parameter update. The energy reference is the bottom of the band.
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The effect of the parameter changes on the SE and BSE yields is presented in Fig.
2.16. The smaller mean free path at low energies increases the emission for both the
SE and BSE yield at low energies. At higher energies the BSE yield is not affected
but the SE yield decreases. This can be explained considering the creation depth of
the electrons. At low primary energies, the SEs near the surface are subject to more
elastic scattering than inelastic scattering due to the shorter electron-phonon mean
free path. Therefore, their escape probability is larger. At high primary energies,
the beam penetrates deeper in the material subject to Mott scattering, thus the SEs
are created deeper in the material and suffer more energy losses due to the shorter
electron-phonon mean free path before they come to the surface. As a consequence,
the SE yield drops. A similar effect occurs for the low energy part of the BSE yield and
the yield increases, but the high energy part of the yield curve is not affected since
the electrons are still scattered by Mott scattering.

Figure 2.16: The effect of new phonon parameters on the SE and BSE yield.

Now, we compare the impact of the model refinements of the elastic MFP on the SE
and BSE yields. Since the Mott cross-sections are substituted with the electron-phonon
scattering cross-sections at low energies, the effect of model refinements below 100
eV are not present in this comparison.

The sensitivity of the secondary and backscattered electron emission to the various
elastic MFP model choices is demonstrated in Fig. 2.17. The difference is negligible,
although the mean free paths are different.

The results demonstrated that SE and BSE yields are not sensitive to the changes
in mean free paths for energies > 200 eV, but they are sensitive to mean free path
changes at energies lower than 200 eV (Fig. 2.16), which makes the electron-phonon
mean free paths important. For these low energy quasi-elastic scattering events, we
are going to use the model developed by Kuhr [33], Fitting [34], and Schreiber [35]
as implemented in Verduin [8] with updated material parameters for silicon, copper,
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Figure 2.17: Sensitivity of SE and BSE yields to Mott Cross - Section Options

and silicon dioxide (chapter 4 - Table 4.1).

Boundary crossing
Classically, when an electron interacts with a boundary, it can be transmitted to the

other medium or be reflected. If the perpendicular component (to the surface) of the
electron’s kinetic energy K is larger than the surface barrier ΔU, it is transmitted. After
the transmission, the electrons new energy K’ is equal to K-ΔU. The barrier height is:

Δ𝑈 = 𝐵𝑎𝑟𝑟𝑖𝑒𝑟@𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛 − 𝐵𝑎𝑟𝑟𝑖𝑒𝑟@𝐷𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 (2.10)

where Barrier (to reach the vacuum level) is the sum of the Fermi Energy and the
Work Function for metals, and the sum of the Electron Affinity, Fermi Level, and half
the Band Gap for semiconductors and insulators [12]. This equation is valid for both
sample-sample, and sample-vacuum interfaces. In case, one side of the interface is
vacuum, then the term for the vacuum equals to 0, and ΔU equals to a single term.

If the electron is not perpendicularly incident on the surface, the electron direc-
tion will change upon transmission due to the change in energy, which is known as
refraction.

The refraction angle 𝜃′ can be calculated by conservation of momentum in the
direction parallel to the surface. The final equation [8] is given below:

𝑠𝑖𝑛𝜃′ = √
1

1 + Δ𝑈
𝐾

⋅ 𝑠𝑖𝑛𝜃 (2.11)

where θ is the incidence angle.
Quantum mechanically, part of the amplitude of the electron wave can still be
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Figure 2.18: The sketch for the refraction when an electron is crossing an interface. The horizontal solid
line is the material interface; the orthogonal dashed line is the surface normal. The electron depicted with
the solid red lines is approaching the interface with an incidence angle of ϑ, and refracts in the direction of
ϑ’ after the interface. The take-off angle is the angle between the emitted electron and the interface.

reflected even though it is transmitted. The probability of transmission, T is given in
Eq. 2.12:

𝑇 =
4√1 + Δ𝑈

𝐾𝑐𝑜𝑠2𝜃

(1 + √1 + Δ𝑈
𝐾𝑐𝑜𝑠2𝜃 )

(2.12)

The quantum mechanical model decreases the low energy electron emission since
the denominator gets bigger than the numerator as the electron’s energy decreases.
The sensitivity of critical dimension measurements to the quantum mechanical inter-
face transmission model is going to be discussed in chapter 3.

2.3.2. virtualSEM
The models used in virtualSEM (version February-2016) were previously published

in Arat et al. [6]. For convenience, we describe the models and highlight the differ-
ences from the ideal picture given in the beginning of this chapter.

Inelastic scattering
For inelastic scattering losses, the continuous slowing down approximation (CSDA)

was employed [36, 37]. In contrast to discrete energy loss channels, as employed in
e-scatter CSDA assumes an average energy loss of all inelastic channels per distance
traveled.

Remember that the dielectric function model provides the energy and momentum
transfer for an inelastic event. CSDA does not specify those for a particular event,
and the secondary electron generation is poorly defined within this model. Therefore,
another model is needed to define SE generation and its properties.
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For fast (> 50 eV) secondary electron generation, virtualSEM uses Møller cross-
sections as proposed by Murata [38]. This is a hybrid CSDA model.

In this model, the inner-shell ionization is defined discretely up to a cut-off energy,
and the stopping power of the inner-shell ionization models is subtracted from the to-
tal stopping power. For slow (< 50 eV) secondary electrons virtualSEM uses a model
proposed by Lin et al. [37]. In the model, the energy loss between two elastic scatter-
ing events is assigned to the secondary electrons based on the (remaining) stopping
power:

− 𝑑𝐸𝑑𝑠 (2.13)

where dE is energy change and ds is traveling distance.
The stopping power (SP) used in virtualSEM is a modified version [36] of Bethe’s

equation since the original equation results in negative values at low energies (Fig.
2.19). The cut-off energy for the fast SE is approximately at 1 keV. Below this energy,
fast SEs are not produced (red line in Fig. 2.19). The modified version is comparable
with the other SP (Denton and Nguyen-Truong [39]), which are calculated with the
full Penn algorithm.

Figure 2.19: Stopping power (SP) comparison for silicon: the dashed blue line is the SP of the CSDA model by
modified Bethe, which has only elastic scattering. The impact-ionization mechanism is the explicit inelastic
scattering mechanism named as fast SE model, which is drawn by the solid red line. The remaining SP from
the modified Bethe model is given by the solid green curve. This is the SP used for slow SE generation.
The Bethe [36], Denton (in [39]) and Nguyen-Truong [39] are benchmarks from the literature. The zero of
energy is the Fermi energy (𝐸𝐹).

However, as we mentioned earlier, an additional model is required to convert the
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energy lost to SEs. The SE generation rate, n(z,E) is defined by using the stopping
power as follows:

𝑛(𝑧, 𝐸) = −1𝜀
𝑑𝐸
𝑑𝑠 (2.14)

where ε is effective energy to generate a SE. However, ε is an unknown.
The emission probability of the generated SE, p(z) is given by:

𝑝(𝑧) = 1
2𝑒

− 𝑧𝜆 (2.15)

λ is an effective escape depth, and z is the depth. The fraction (0.5) corresponds to
the half of the electrons which are generated towards the surface.

SE yields can be found by taking the integral of n(z,E) times p(z) over the depth
[37]:

𝛿(𝐸𝑝𝑟𝑖𝑚𝑎𝑟𝑦) = ∫𝑛(𝑧, 𝐸) ⋅ 𝑝(𝑧)𝑑𝑧 (2.16)

Following a reverse approach, i.e. fitting the simulated yield to experimental SE yield
data, ε and λ can be found.

From the relation of the stopping power (Eq. 14) and ε, the number of generated
SEs between two elastic events is calculated. The energies of slow SEs are determined
at their generation by inverse distribution of number of generated electrons 𝑆(𝐸′)
where 𝐸′ is the generation energy. The function is based on the Streitwolf’s equation
reported in equation 4.28 in Reimer [27] and given below:

𝑆(𝐸′) = 𝐶 ⋅ 1
(𝐸′ − 𝐸𝐹)2

(2.17)

where 𝐸𝐹 is the Fermi energy. The pre-factor, 𝐶 is determined such that we can draw
a random energy (between Fermi level + work function and 50 eV + work function)
from that distribution function where the integral from the lower bound (the smallest
energy such that SE can escape) to the upper bound (50 eV + work function, i.e., such
that the highest energy after surface crossing is 50 eV) gives exactly 1.

From the relation of the stopping power (Eq. 2.14) and 𝜀, the number of generated
SEs between two elastic events is calculated. The energies of slow SEs are determined
at their generation based on the calculations of Streitwolf and the analytical distribu-
tion function (Eq. 4.30 given in Reimer [27]). However, as Reimer explained, this
model does not consider the events excitation of core & conduction electrons, elastic
& inelastic scattering, and the interface effects discretely. Therefore, it may fall short
of reproducing the emission spectrum if not calibrated.

The scattering angles of slow SEs at generation are randomly decided from a uni-
form (isotropic) distribution. Our own tests and the literature [40] demonstrated that
this is a suitable approximation since the low energy electrons lose the initial scattering
angle information after multiple scattering. In other words, they are memoryless in
terms of scattering angles.
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The electron scattering is stopped at 100 eV or below since the stopping power
below 100 eV has considerable uncertainty. In addition, it is assumed that these low
energy electrons do not travel a big distance. The residual energy is converted to SEs
with the same two-parameter (𝜆, 𝜀) model and distributed throughout the material
with the mean free path of λ. They are either emitted from the surface or absorbed by
the material at this final location. The model described here has particular advantages
such as producing the desired SE yield. However, it overlooks the electron scattering
cloud and the energy distribution of electrons since there is no low energy scattering
model.

Elastic scattering
For elastic scattering, the Mott cross-sections are used from Czyzewski’s calculation

[30] for a free atom model down to 100 eV (see Fig. 2.13) instead of a muffin-
tin model. In e-Scatter, this limit was set to 200 eV, replaced with electron-phonon
scattering cross-sections below 100 eV, and from 100 eV to 200 eV these two cross-
sections are interpolated.

Stopping the electron scattering at 100 eV is a very crude assumption that can
impact the electrons’ spatial distribution in the material. VirtualSEM results in 50 % of
the emission current being within a radius of 1 nm around the point of incidence for a
0-nm diameter beam. This value is 4.5 nm for e-Scatter.

Fig. 2.20 compares the normalized SE emission current of virtualSEM and e-Scatter
for silicon with 0-diameter spots. The emission is defined as (equation 3.10 in Silvis-
Cividjian [41]):

𝑁∑(𝑟) =
𝑟

∑
0
𝑁(𝑟′) (2.18)

where 𝑁(𝑟′) is the number of secondary electrons emitted in a ring between [𝑟′,
𝑟’ + 𝑑𝑟′].

The sensitivity of the emission and critical dimension measurements to the elastic
cross-sections will be described in chapter 3.

Boundary crossing
In virtualSEM, electrons cross the boundary based on the classical refraction effect,

and quantum mechanical treatment is not performed. Fig. 2.21 compares the angular
emission properties of virtualSEM and e-Scatter, where the quantum mechanical model
is used only in the latter. Assuming the electrons’ angular distribution is the same in
the material for both models, let’s try to understand the curves more in detail. The
emission angle is the angle between the surface and the electron emission direction,
which we call the take-off angle (see Fig. 2.18). The incidence angle is the angle
between the surface normal and the electron.

For vacuum-sample interfaces, an emitted electron’s take-off angle can be 90° only
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Figure 2.20: Normalized SE emission from a disk of radius, r for silicon.

if its incidence angle to the surface is 0°. Otherwise, it will be refracted towards the
surface when it is transmitted to the vacuum. At those high emission angles, the
solid angle is tiny. Therefore, the probability distribution function (PDF) is small. At
the lower take-off angles the solid angle increases, therefore the PDF increases (45°).
Although the solid angle increases at even smaller take-off angles (< 45°), the emission
decreases because the perpendicular component of the electron energy becomes too
small to overcome the surface barrier. Therefore, the small emission angles ( 0°) are
expected to be less present in the angular spectrum. So far, this explains the behavior
of the orange curve in Fig. 2.21 (virtualSEM), but not the asymmetry in the blue
curve (e-Scatter). The quantum mechanical probability of reflection increases when
the incidence angle increases. This additional effect decreases the presence of the low
take-off angles ( 0°). This is the explanation of the suppression at low angles and the
asymmetry of the blue curve.

The effect of this difference on SEM imaging and critical dimension (CD) measure-
ment will be investigated in a sensitivity analysis in chapter 3.

Charging model
Previously, a multigrid based electrostatic field solver was implemented into virtu-

alSEM [6]. This allows virtualSEM to calculate the induced fields and trace the electron
trajectories within these fields.

The Monte Carlo kernel (scattering models) calculates the electron distribution
within the material. Once the distribution is known, the Poisson solver calculates the
electrostatic potential for a non-uniform quadrilateral mesh. When the field is known
for the entire domain, the Monte Carlo kernel is able to calculate another batch of
electron trajectories in the electric field. The electron scattering and the electric field
update follow each other in a dynamic feedback loop.

The charging model in virtualSEM (2016) allows for the electron-hole recombination
during the Monte Carlo part, i.e. the scattering. However, it does not include any
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Figure 2.21: Distribution of angular emission of SE electrons. Probability density function (PDF) versus
emission angle. The emission angle is the take-off angle, which is the angle from the sample surface to the
electron direction.

dynamic redistribution model, as mentioned in the introduction.
As explained, virtualSEM has some crude approximations and some missing models

for both the electron scattering and charging parts. But, the accuracy of the charge
carrier generation and their distribution is essential to simulate charging. We will
investigate the model details in chapter 3 and chapter 4, and explain the model im-
provements to simulate charging in chapter 4.

2.4. Description of a ”good” experimental reference
To verify the SEM simulators, the results should be compared with real experiments.

What happens if the results agree well with particular experiments? Should they be
trusted fully? If the results do not compare favourably, does this mean the simulation
is completely untrustworthy? What happens if both the experiment and simulation are
flawed and they both look similar but don’t show the reality? For these reasons, it
is essential to have ”trustworthy” references for the verification of simulations. In a
trustworthy experiment, insight has to be given in all parameters that may affect the
measured data.

Ideally, we would like to know as many details as possible from the ”good” ex-
perimental data to set up the simulation properly. On the other hand, controlling and
reporting all the details of the experiment is a demanding task. And papers in literature
often fail from this perspective.

For instance, literature reports secondary electron (SE) yields but falls short of re-
porting sample properties, surface treatments, and vacuum conditions. One should be
aware of the effects that several parameters have on the detected signal to reproduce
the published results by simulation.
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Here, we will analyse the experimental factors that may influence electron emission
yield measurements. As a result, we can evaluate the reliability of data to serve as a
reference for simulations and assess the sources of possible mismatches in compar-
isons.

Below, we describe the most critical parameters for electron emission yield and en-
ergy spectra measurements. In each item, first we discuss static experimental setups
where time-dependent (dynamic) effects such as charging effects are not observed.
Then we extend the discussion of these items to cover the charging effect.

In the checklist of 2.1, the required information is listed that ideally is included in
every study reporting electron emission yields. The right-hand side contains informa-
tion that is required for charging samples, in addition to the information required for
non-charging samples on the left-hand side.

2.4.1. Literature examples for yield measurements with charging
Reproducing experimental SE yields is one of the most frequently used test meth-

ods for simulations. However, there is a considerable spread in the experimentally
reported results [55], which increases the uncertainty. The spread is due to the dif-
ferent experimental conditions and parameters covered in the section above. Ideally,
we would like to know all the parameters that can affect the results. The simulation
can still represent the setup properly if the essential parameters are reported. Hence,
we should look at the description of the experiment, whether it gives enough detail.
As an example, we evaluated two papers from this perspective.

Dionne reports the SE yield of SiO2 [56]. This data is also reported in the widely
used database of electron-solid interactions compiled by Joy [53]. The reported in-
formation in the original study contains external fields, the description of the method,
the detection mechanism, the surface state after cleaning (argon-sputter etching),
and the beam energy. However, details about the sample such as the type of ox-
ide, and the crystal structure are missing. In addition, the properties of the probe
(current/dose/dwell time) are not reported and the vacuum condition is not reported.

Another example of SE yield data is reported for Al2O3 by Belhaj [52]. In this study,
the reported information is: the type of material (polycrystalline Al2O3), the exact
geometry (the thickness and the size), the vacuum condition, the temperature, the
detailed information about the experimental tools (pump types, the electron gun and
detectors), the probe features (the diameter, current/charges per pulse), the detection
sensitivity, the evolution of the surface potential, the cleaning of the charged region,
the number of incident charges, the pulse duration, and the external field. Although,
the contamination analysis of the surface was not reported, this study provides great
detail. This example also shows that it is not as straightforward to report the SE
yield of insulators as it is for conductors since the yield significantly depends on many
additional parameters.
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Parameter Description
Sample: The electron emission properties significantly depend on the type

and condition of the inspected sample.

The surface condition of the sample is one of the most critical
parameters that affect the SE emission. For instance, the effects of
a native oxide [42], water vapor [43, 44], hydrocarbons [42, 45],
physisorbed [46] or induced carbon deposition during the measure-
ment [47] have been demonstrated experimentally. On the other
hand, the effect on the BSE yield measurements is minor.

It is essential to compare simulation results and data from clean
samples to determine the ideal electron yield of the material. It is
important to use data from ultra-high vacuum (UHV) setups and
cleaned samples. However, it should also be noted that surface
treatments such as ion sputter cleaning alters the surface rough-
ness, which also changes the SE yield [48]. This is one of the most
overlooked parameters in yield measurements.

In case the measurand is an insulator, the details of the mate-
rial properties are very important. For example, the number of
trapping sites often differ considerably for different crystal structures
[49].

Detector: The detector and detection method can have a significant effect on
both SE and BSE signals [50]. The details of the detector design
and collection efficiency are often missing. For example, the sensi-
tivity of the measurements to the grid transparency in hemispherical
collectors is not known [51].

Beam: Yield measurements are mostly reported as normalized data. There-
fore, it is important to determine the probe current accurately since
it will determine the yield. It is usually measured by a Faraday cup
with good accuracy, but at very low energies, it can be a source of
error [52].

When measurements on insulating materials are performed,
the details of the probe become more important. The incident
charge, pulse duration, dynamically changing beam energy, become
very important parameters since they affect the SE yield significantly
[53, 54].
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Table 2.1: Required information for a ”good” experimental determination of electron emission yield for
non-charging and charging samples. For the charging samples the information for non-charging samples is
required too.

Non-Charging Samples Charging Samples
Vacuum condition Trap densities
Sample (purity, crystal structure) External fields
Sample thickness (if not bulk) Dwell time
Surface roughness Probe pulse duration (if applicable)
Detector collection efficiency Probe diameter
Surface contamination analysis
(before and after the measurement)

Cleaning of the charged region in terms
of charged contamination

Probe current
Error analysis

2.5. Emission properties
In this section, we compare our own basic simulation outputs with various experi-

mental data and other simulated data. The data contain: SE yield, BSE yield, angular
emission distribution, energy spectra, and penetration depth.

2.5.1. SE yield
We start with comparing SE yields for silicon and copper with various experimental

and simulation data. As emphasized in the previous section, we paid attention to
“good” experimental data. The data markers of more reliable experiments (in UHV,
surface treatment) are exaggerated in Fig. 2.22 and Fig. 2.24.

Fig. 2.22 shows the simulated SE yield curve by e-Scatter and compares it with
various experimental data. Among these experiments, the data from Walker [55] and
Bronstein [56] are reliable because a UHV setup is used and the sample is cleaned. The
original source of Bronstein [56] is hard to find, (in Russian), but the data is reported
in several sources such as the database of Joy [53] (ref. 106), Walker [55], Demers
[57], and Pierron [14].

The data for as inserted and cleaned samples from Walker [55] shows the effect of
the sample surface condition. The data from Joy’s database [53] are also plotted here
since they are frequently used as a source. However, these data (except ref. 106 in the
database) are either poorly explained or not obtained in a UHV setup. For example,
the data from ref. 2 in this database are obtained under SEM conditions where the
sample surface is generally dirty (contaminants, oxide, and carbon). Similarly, ref. 25
(in this database) does not use a UHV setup for the measurements [54]. Additionally,
ref. 17 does not mention about silicon in the paper at all [58]. Therefore, these data
are not recommended to use.

The calculated yield value by e-Scatter is approximately a factor of two larger than
the experimental values. The energy where the yield reaches its maximum does agree
well with the experimental values. This high yield is less of a problem when doing
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relative comparisons, and SEM images are scaled anyway during acquisition.

Figure 2.22: SE yield comparison of experiments and e-Scatter simulations for Si. The data is from Walker
[55], Bronstein [56] (at low energies), and Bronstein [53] (at high energies). The data from Joy’s database
[53] is tagged as it is cited.

Fig. 2.23 shows a compilation of simulated SE yield curves from several sources
[6, 14, 33, 57, 59–64]. The purpose of this comparison is to give a general idea of
other simulation work in literature.

In general, the simulations that are based on or involve Penn’s algorithm (Ding
2011 [55], Renschler 2011 [59], Pierron 2017 [14], Li 2013 [60]: Full Penn, JMONSEL,
Nebula) produce a yield where its maximum yield occurs at lower energy than for yields
produced by other models. For example, the data based on the Mermin dielectric
function by Kuhr [33] reaches its peak at a slightly higher energy, and data based on
Ashley’s model (Li 2013 [60]: Single Pole, and e-Scatter) peaks at even higher energy
(up to 150 eV). Lastly, the yields from the simulations (CASINO, virtualSEM 2016)
based on the CSDA model follow a very different trend.

In Fig. 2.24 several experimental sources [42, 48, 50, 53, 63, 64, 66, 67] are
compared for copper. Here, we exaggerated the markers from reliable sources which
use clean samples and UHV systems. These data still show a considerable spread in
yield, but the maximum yield occurs at the same energy. Although the simulated yield
value is approximately a factor of two higher than the experimental values, the energy
of the peak position matches well.

Also, there are data from as inserted (dirty) samples or measurements under poor
vacuum conditions. The measurements (Ref. 2 and Ref. 3 in Joy’s database [53]) in
SEM conditions are examples. These data show a bigger spread than the mean of the
other experiments and their maximum yields occur at lower beam energies.

In this comparison, there is an uncommon rise at very low energies (4.65 eV). This
is due to the author’s definition of energy reference. They used the Fermi level as the
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Figure 2.23: The SE yield comparison of different simulations and e-Scatter for Si. The simulated data is
from Ding 2011 [55], Renschler [59], Demers 2011 [57], Pierron 2017 [14], Ciappa 2012 [65], Li 2013 [60],
Kuhr 1999 [33], JMONSEL [61], Nebula [62], and Arat [6].

zero of energy instead of the vacuum level. Therefore, they can measure the sample’s
work function. The smooth drop is due to the energy spread of the electron source.
For a one-to-one comparison with other data, these should be shifted to the left by
the work function (4.65 eV).

Figure 2.24: The SE yield comparison of experiments and e-Scatter for Cu. The data is from Walker 2008
[55], Cimino 2014 [63], Cimino 2015 [50], Koshikawa 1973 [68], Gonzalez 2017 [66], Bojko 2000 [42],
Baglin 2000 [67], Hu 2016 [48]. The data from Joy’s database [53] no data tagged as it is referred at there.
The zero of energy is the vacuum level except for Gonzalez [66] and Cimino [50, 63]. For those, it is the
fermi level (vacuum level – work function, 4.65 eV).
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In Fig. 2.25, simulated SE yields of Cu are compared with e-Scatter. The data
from [49, 64, 69–71] are based on the Full Penn algorithm, except ”Mao 2008 – SPA”
which is based on the Single Pole Approximation of the Penn Algorithm [71]. Ashley’s
model used in e-Scatter is close to this approximation, in terms of inelastic scattering
model, but still there is a considerable difference due to Kieft’s refinements and the
electron-phonon models which influence the SE yield.

In most of these simulations (Ding 2001 [69], Villarrubia 2009 [64], Ding 2004
[70], Mao 2008-FPA [71]), the Full Pen algorithm is used. This algorithm describes the
transferred energy in an inelastic scattering event but not the initial kinetic energy of
the SE. If it is an inner shell ionization event, the SE’s energy is the transferred energy
after subtracting the binding energy. Otherwise, different assumptions were used as
noted in the legend of Fig. 2.25. ”Fermi Level” refers to the simulation assumption
that the initial kinetic energy of the SE is equal to the Fermi Energy. ”Fermi Sea”
refers to the case that this initial energy is determined from the Fermi sea where
the probability distribution function is proportional to the density of states of the free
electron gas [70]. ”Distinction” refers to the situation when ionization is distinguished
for plasmon decay and impact ionization of valence band electrons. In e-Scatter, the
electron energy for outer-shell ionization is determined from the ”Fermi Sea” model.

The SE yield can differ significantly depending on how one determines the initial
energy of the SEs. However, the beam energy where the yield reaches its maximum
is approximately the same for all Penn models. The maximum energy value is slightly
lower than for e-Scatter.

Figure 2.25: The SE yield comparison of different simulations and e-Scatter for Cu. The data is from Ding
2001 [49], Villarrubia 2009 [64], Ding 2004 [70], and Mao 2008 [71].

Let’s wrap up what we have demonstrated so far. The absolute value of the SE
yields from e-Scatter simulations for silicon and copper is roughly 2 to 3 times higher
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than the experimental yields. For the analysis of SEM images, this may not have a
significant effect when the detection signal is scaled, such that e-Scatter can reproduce
qualitatively well the features of experimental SEM images.

We have seen the effect of experimental conditions too. Surface contamination has
a significant effect on the SE yield. For instance, the data from UHV setups and cleaned
samples is more consistent than the ones from HV conditions. For clean samples, the
SE yield difference is within a factor of 2, where it is up to a factor of 4 for uncleaned
samples. If the sample is cleaned with a bakeout and/or a sputtering process, the
experimental data agree better (within 80 %).

Sample cleaning also influences the peak position of the yield curves. The exper-
imental curves peak at ≈300 eV for uncleaned copper samples. After the cleaning
process, the yields peak at ≈650 eV. This is the same value as simulated by e-Scatter.

Regarding the comparison of e-Scatter with other simulators, generally, other sim-
ulators produce lower yields which are closer to the experimental values. However,
their peak positions are at a few hundred eV lower than e-Scatter and the experimental
data, noticeably the ones using the Full Penn algorithm.

2.5.2. BSE yield
Here, we compare BSE yields of silicon and copper samples with several experi-

mental and simulation data. In contrast to the SE yield, the BSE yield should not be
as sensitive to surface contamination because high energy electrons are not very sen-
sitive to surface contamination. Therefore, the difference between HV (high vacuum)
and UHV experiments is not expected to be significant. Nevertheless, UHV setups are
represented with bigger markers [49, 53] in Fig. 2.26 and Fig. 2.28.

El Gomati [49] published BSE yields measured in a UHV tool for a silicon sample
before and after (sputter) cleaning. In Fig. 2.26, this data is marked as ”As Inserted”
and ”Cleaned”. The comparison shows that the number of high energy electrons, i.e.
the BSE yield is not affected by the surface condition. There is still some variation in
the data from different sources. This can be ascribed to different material properties
such as crystal structure. For instance, the data from El Gomati [49] is for a single
crystal sample and the data from Ref. 86 in Joy [53] is for an amorphous sample.
Overall, the simulated data agree well with the experiments for energies higher than
500 eV.

Simulated BSE yields from literature [39, 49, 57, 59] are compared with e-Scatter
in Fig. 2.27. At low energies (200 eV – 500 eV), our data agrees well with most of
the simulated data. At high energies, e-Scatter yields deviate from all other simulated
data. This shows that simulated data underestimate the BSE yield compared to e-
Scatter and the experiments shown in Fig. 2.26.

Similar to the comparison for silicon, the BSE yield of copper simulated using e-
Scatter is compared with experiments (Fig. 2.28) and with other simulations (Fig.
2.29) from literature.

The spread of experimental data is bigger for copper than for silicon, where the
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Figure 2.26: The BSE yield of silicon from e-Scatter simulations compared to experimental data: El Gomati
[49] and Joy [53].

Figure 2.27: The BSE yield of silicon from e-Scatter simulations compared with other MC simulation results
[39, 49].

variation of sample properties plays an important role. For silicon, samples are mostly
single crystal wafers. However, for copper, samples are mainly polycrystalline or tech-
nical materials. Therefore, the properties and also the yields show bigger differences.

In addition, El Gomati’s experiments [49] show that the sample cleaning does affect
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the BSE yield significantly. For copper, the BSE yield from ”As inserted” samples is very
different after the ion sputter cleaning at low energies (≈500 eV). At high energies
(> 10 keV), we see that the data from different experiments converge irrespective of
whether they were performed in UHV setups [49, 72] or under SEM conditions [73, 74].
Overall, the yield produced by e-Scatter agrees well with the experiments, especially
with the data from Koshikawa et al.[68].

Figure 2.28: The BSE yield of copper from e-Scatter simulations compared to experimental results in
literature[48, 49, 68, 70, 72, 74, 75]. Ultra-high vacuum (UHV) setups are indicated in the legend.

The spread in simulated data is also bigger for copper than for silicon at low en-
ergies and converges to the same value at high energies. Perhaps, this is related to
the sample’s purity. Otherwise, we do not expect that small changes in surface work
function change the BSE yield significantly.

Simulations have very similar elastic and inelastic mean free paths at high energies.
However, the mean free paths differ significantly at lower energies depending on the
models used and this changes the BSE yield significantly at low energies as seen in
Fig. 2.29.
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Figure 2.29: The BSE yield of Cu from e-Scatter simulations compared with other Monte Carlo simulation
results [49, 71, 75].

2.5.3. BSE yield vs. incidence angle

To obtain some idea about the scattering volume of electrons in the sample, we
compare the BSE yield as a function of the incidence angle. This method allows us
to get more information about the scattering volume since different portions of the
volume will contribute to the emission at different incidence angles.

In Fig. 2.30, the BSE yield from e-Scatter is compared to experimental and simu-
lated data from the literature for silicon [59].

The incidence angle is defined as the angle between the beam and the surface
normal. At low incidence angles (< 40°), e-Scatter and the experimental data quanti-
tatively match well. At higher angles, both simulation data only slightly overestimate
the experimental emission data.

In general, the measurements at grazing angles are more complicated. The elec-
tron probe lands at a larger area on the sample. A tail of the Gaussian probe can
interact with the sample holder. In addition, the electron scattering volume intersec-
tion with the sample surface is larger. The measurement could be more prone to
surface conditions such as roughness and contamination. Since the sample is rotated,
the crystal orientation of the sample is not the same anymore. In the Monte Carlo
simulation, this effect is not included. Last but not least, the detection efficiency can
be different for a tilted sample. Considering that all these factors may contribute to
the observed difference, the agreement is still remarkably good.
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Figure 2.30: The BSE yield for silicon, from experiments and e-Scatter simulations, versus incidence angle
θ. The beam energy is 25 keV.

2.5.4. Angular emission
The angular spectra of the simulated SE data are compared to experiments [76]

in Fig. 2.31. The sample is copper. The beam energy is 800 eV and the incidence
angle is 0°, which is indicated by an arrow. The emission is compared in four different
energy ranges. The simulated data are corrected for the solid-angle (1/sin(ϕ)) and
scaled such that the maximum of the 0.5 eV - 5.5 eV signal matches the experimental
value. The same scaling constant is applied for the other ranges too.

Figure 2.31: Comparison of the angular spectrum of the secondary electrons from a Cu sample. The primary
energy is 800 eV. The experimental data is from Appelt et. al.[76]. The radial values are the intensity of
the signal.

The experimental data is not available below 15° due to the column opening for
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the beam. At angles lower than 30° in the first region (0.5 eV – 5.5 eV), it shows a
sharp drop due to the design of the tool. At high angles in this region, the match is
relatively poor compared to the second (7.5 eV to 12.5 eV) and the third region (15
eV to 25 eV). At the fourth region (45 eV to 55 eV), the match is qualitatively even
better, however, the yield of the simulated signal is much lower than the experimental
data.

2.5.5. Energy spectra
In Fig. 2.32, the energy spectra of emitted electrons are given for copper[63]. The

primary electron energy is 112 eV. The simulated data are scaled such that its low
energy peak matches with the experiment’s low energy peak. The curves match very
well over the entire spectrum. The peak positions and the slope of the exponential
decay are matching well. The simulation gives a sharp peak at the primary energy
which is caused by low-loss electrons. On the other hand, the experimental peak is
relatively broad. This is due to the energy spread in the primary electron beam which
is not included in the simulation.

Figure 2.32: The energy spectrum of the emitted electrons from a Cu sample for a 112 eV beam, compared
to the experimental energy spectrum obtained by Cimino et al.[63]

2.6. Conclusions
In this chapter, we discussed the physics of electron-matter interaction. The mod-

els used, the issues to be repaired, and the improvements made in e-Scatter were
explained. The results were compared with experimental and simulated data from
literature.

It was discovered that e-Scatter produces as an artefact a double-peak in the en-
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ergy spectrum of the emitted SEs. This was fixed by correcting a bug in the calculation
of the low energy part (< 50 eV) of the inelastic mean free path. As a result, the SE
yield also changed and increased approximately by a factor of 2 for conductors and
semiconductors such as gold and silicon, respectively. This change shows that the SE
yield is very sensitive to the inelastic mean free path.

Another correction made to the inelastic scattering model was using Ashley’s non-
exchange corrected version instead of Ashley’s exchange corrected version since it is
possible to distinguish primary and secondary electron in the plasmon decay events.
The inelastic mean free path increased approximately by a factor of 1.5 at energies
above 50 eV.

After these modifications, the inelastic mean free path was also compared with the
literature data (experimental and from simulations). The agreement at energies above
1 keV is within 5 %. This is the same for some experimental data down to energies
of 50 eV, and for some other experimental data is within a factor of 2. Below 50
eV, the variation among the compared data (both experimental and from simulations)
can be a few orders of magnitude. This can result in a significant difference in SE
yields. Although the inelastic scattering models are now more accurate in e-Scatter,
the absolute value of the SE yield is approximately 2 times higher than the experimental
yield values. However, this absolute difference may still do not have any impact on
the analysis of SEM images, where the signal is always scaled, such that e-Scatter can
reproduce the features of experimental SEM images qualitatively well.

We have also investigated various model choices for the elastic scattering model.
In ELSEPA, there are several model choices for Mott cross-sections. For example, the
elastic mean free path is 1.5 times higher if the muffin-tin model is used instead of the
free atom model. This difference can be as high as 3 times due to the different electron
distribution models. However, we have shown that these don’t have a significant effect
on SE and BSE yields when using these models for energies above 100 eV.

For energies below 100 eV, an electron-phonon scattering model is used. We have
demonstrated that both the absolute value and the shape of the SE yield curve are
sensitive to the phonon model parameters. For instance, the curve’s peak position
has shifted to 300 eV from 500 eV for silicon when the parameters are updated with
the ones from more reliable sources. This peak is at 300 eV in experimental SE yield
curves. This leads to a qualitatively and quantitatively better agreement between e-
Scatter and experiments.

To verify the models in e-Scatter, we have compared simulation results with exper-
imental data for silicon and copper. These comparisons contain SE yields, BSE yields,
the BSE yield as a function of incidence angle, the emission energy spectrum, and
the angular spectrum of the SE emission. However, the experimental data has a big
spread. For instance, the spread in SE yield from different sources can be as big as a
factor of 4. Part of this due to experimental conditions such as surface contamination
in HV or SEM conditions. We recognized that the data from UHV setups and cleaned
samples is more consistent than the ones taken under HV conditions. The variation is
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smaller (within a factor 2). A similar effect is seen for copper too. The SE yield data
for as received copper samples (even in UHV setups) vary within a factor of 3. If the
sample is cleaned with a bakeout and/or a sputtering process, the variation is within
80 %. This difference is related to parameters such as the sample itself and the effect
of the cleaning process, such as induced surface roughness during sputtering. Also,
we found that e-Scatter can reproduce trends well. The experimental SE yield curves
peak at around 300 eV for as received copper samples. After the cleaning process,
the data from multiple sources peak at about 650 eV. This is the same value for the
simulated data by e-Scatter.

The experimental data is more consistent for BSE yields than for SE yields. The
variation is less than 20 % for silicon. The effects of sample cleaning and the vacuum
condition are negligible, and the simulated data by e-Scatter represent the average
values of the experimental data. However, for copper, we have observed a deviation
between two groups of data (group-1: cleaned and UHV setups; group-2: as received
and HV setups). This deviation is as large as a factor of 2. In addition, as received
samples do not have a peak value, where the data from clean samples peak at energies
between 400 eV to 1 keV. This value is at 650 eV for the data simulated by e-Scatter,
corresponding to the mean value of the experimental data. The amplitude of the signal
also agrees well. It is within 20 % of all data from cleaned samples and 5 % of the
data published by Koshikawa 1973 [68] (also a cleaned sample). The BSE yield as a
function of tilt angle has a good agreement with the experimental data (within 10 %).
After the model changes, we found that the energy spectrum of the simulated data
has a very good agreement with experimental data for copper.

These comparisons have shown that the experimental data from UHV setups and
cleaned samples have better agreement with each other and with simulated data by
e-Scatter than those obtained in SEM or HV conditions. We have promoted the first
category in our comparisons. However, the experimental uncertainties should be min-
imized for yield measurements. We have further discussed the ideal features of an
experiment, such as sample preparation and signal detection. In other words, delicate
experimental procedures and detailed reporting for these experiments are required for
simulator developers, who are depending on the details of these data. We also gave a
recipe for a “good” experimental yield determination. This recipe summarises essential
parameters to be given by researchers who publish electron yield measurements.

We have also compared the yield curves from other simulators to the ones from
e-Scatter. In general, other simulators produce lower yields. For SEs, these results
are closer to the experimental values. However, their qualitative shapes, i.e., the peak
position of the curves, are a few 100 eV lower than e-Scatter and the experimental
data, notably those using the Full Penn algorithm. For BSE yields, the agreement is
better than for the SEs. This is within 10 % for silicon and 30 % for copper.

In addition, we have explained the models in virtualSEM and highlighted issues
such as the electron scattering volume in the sample and the emission due to the
assumptions in inelastic, elastic, and models used for elastic scattering. Moreover, the
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interface transmission model is compared to the one in e-Scatter. The result of that will
be presented in chapter 3 when we further investigate the sensitivity of the yields and
critical dimension measurements to the model ingredients. The models are going to
be further tested in chapters 3-7 with 3D and charging applications. The comparisons
shown here are already giving confidence in a qualitative agreement between simu-
lated and experimental results for those tests, and an expected quantitative agreement
within a factor of 2-3.
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3
Model Sensitivity Analysis of

Monte Carlo Based SEM
Simulations

The sensitivity of simulated scanning electron microscopy (SEM) images to the
various physical model ingredients is studied using an accurate, but slow simu-
lator, to identify the most important ingredients to include in a reliable and fast
SEM image simulator. The quantum mechanical transmission probability (QT)
model and the electron-acoustical phonon scatteringmodel are found to have the
most significant effect on simulated 2D and 3D metrology results. The linewidth
measurement error caused by not including these models in the simulation is
less than 2 nm. Specifically, it was found from a comparison to experimental
data that the QT model is essential in accurately predicting particular signal
features in line scans such as “shadowing”. The simulator is compared with
two other publicly available simulators, JMONSEL and CASINO, where the first
one is also based on first-principle physics models and the latter one is using
phenomenological models. CASINO is the fastest simulator on CPU, but Nebula
on GPU is two orders of magnitude faster compared to a single threaded CPU
simulation. Only up to 6% speed increase has been achieved by different model
choices.
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3.1. Introduction
As semiconductor devices shrink in size, it becomes crucial to inspect with opti-

mized system parameters to minimize measurement errors [1, 2]. For example, for
high-end transistors accurate edge positioning [3–5] becomes essential when structure
sizes approach a few nanometers. In addition, the dramatically changing height/width
(aspect) ratio of lines [6] requires full 3D metrology [7–9]. Synthetic scanning elec-
tron microscope (SEM) images produced by Monte Carlo simulations can be a great
aid in analyzing such complex metrology tasks [10–12]. But, the resulting images will
depend on the physical models included in the simulator. Therefore, it is essential to
know what their influence is on the results.

Typically, Monte Carlo simulators contain models for electron generation (inelastic
scattering), electron transport (elastic and inelastic events) and boundary-crossing
events. Simulators based on phenomenological models can provide fast solutions,
but their accuracy is not guaranteed unless they are carefully calibrated for particular
purposes. On the contrary, simulators based on first principle physics models should
lead to accurate results without any calibration, but they can be impractically slow. The
question is whether all model ingredients in such accurate, but slow, simulators have
a noticeable influence on the results. Some of them may well be left out, or can be
approximated, to speed up the simulations. This way, a fast simulator can be obtained
which may still be quite accurate. The goal of this study is to study how sensitive the
results are to the various model ingredients and identify those which are essential to
keep in a fast and accurate simulator of SEM images for 2D and 3D metrology.

Previously, Villarrubia et al. have reported a detailed sensitivity analysis of the ef-
fects of inelastic scattering models and surface potential barrier models on 2D linewidth
measurements [13]. They considered inelastic scattering models such as continuous
slowing down approximation (CSDA), a phenomenological model, and the dielectric
function theory (DFT), a first-principle physics model, and concluded that the edge
positioning error due to the model differences is at most 3 nm.

Verduin et al. have done a model sensitivity analysis by artificially changing the
elastic and inelastic scattering cross-sections in line edge roughness (LER) simulations
[14]. They concluded that the cross- sections do have an impact on SEM image con-
trast, but not on the determination of LER.

To obtain 3D information from top-down SEM images, Arat et al. developed a
method to deduce step heights from signal contrast in SEM images [15]. They used
simulations to show that part of the secondary electron signal, when scanning over a
step edge, is determined by the step height rather than the geometry of the step edge
(see Fig. 3.1). In the figure, 𝑓𝑠(𝑥) is the line scan signal where x is the beam position,
𝑓𝑏 is the baseline level determined by the SE yield at the particular beam energy and the
brightness level setting of the SEM, 𝑎1 and 𝑎2 are the integration boundaries between
which the signal is most sensitive to height as discussed in [15]. The integrated area is
used to quantify the height. They also demonstrated this experimentally. To accurately
predict step heights from simulations, it is important to identify those models that
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influence the signal contrast most (the green area in Fig. 3.1).

Figure 3.1: Line scan over a step height. The green area is sensitive to the step height.

This study will focus on the simulation of line scans over a Si line of rectangular
cross-section, and the influence of the various first principle physics models of the
simulator on the line scan secondary electron (SE) signals. The primary energy de-
pendence of the line scans will be studied, and visualized such that one can easily
judge the importance of each model ingredient for the prediction of a certain prop-
erty such as linewidth, or LER or step height. Furthermore, the calculation times will
be taken into consideration, and the results will be compared with results from two
well-known other simulators, JMONSEL [10] and CASINO [16]. The essential models
for an accurate and fast simulator will be identified and the possibility to speed-up the
simulator without changing the accuracy will be discussed. In the next section the
various model ingredients will be introduced and briefly discussed.

3.2. Models
Primary electrons incident on a material sample interact with the material and will

be scattered (Fig. 3.2). The scattering events in which the energy loss is negligible
are termed elastic scattering events. In these events, electrons mostly experience
trajectory changes. On the other hand, the events in which there is a considerable
energy loss are termed inelastic scattering events. In those events, electrons transfer
energy to other electrons and experience both energy loss and trajectory change, or
they can be trapped. The event in which an electron is incident on an interface, e.g.
between sample and vacuum, requires a boundary-crossing model to determine the
probability for transmission or reflection.
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Figure 3.2: An 800 eV primary electron interacts with a silicon line (cross-sectional view). The scattering
events (elastic and inelastic) are depicted as well as the boundary crossing when an electron leaves the
wire.

3.2.1. Elastic scattering models
The sensitivity of simulated SE signals to the elastic scattering models has not been

investigated in the literature as much as the sensitivity to inelastic scattering models.
Elastic scattering occurs when an electron is deflected by the nuclear potential

of a specimen atom without any exchange of kinetic energy. The frequency of the
events and the probability distribution of deflection angles can be modeled by the
Mott cross-sections, which are obtained using a computer program ELSEPA based on
relativistic partial-wave calculations of elastic scattering of electrons by atoms [17].
The program also allows us to include solid-state effects, using a muffin-tin potential
as a representation of the potential well in a densely packed crystal lattice, which
influences the total cross-section.

At low energies the electron couples stronger with the lattice as its wavelength
becomes comparable to the lattice distance. Therefore, modeling the electron–phonon
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interaction is essential for the completeness of the physical picture at low energies. The
elastic scattering approach by [18] and [19] is followed, using the Mott cross-section
model for energies above 200 eV, quasi-elastic acoustic (AC) phonon [20] scattering
cross-sections below 100 eV and an interpolation between the two cross-sections for
energies in between 100 and 200 eV.

In Fig. 3.3, the effect of different elastic scattering model choices on the mean
free path (MFP) is shown for silicon (Si). The best model choice, from a physics point
of view, is Mott cross-sections with muffin–tin potential, including AC phonons for low
energies (shown by the red line with crosses). The default model in ELSEPA is Mott
cross-sections for free atoms, i.e. not taking the muffin-tin potential into account.
Combining this with AC phonon scattering cross sections results in the dashed blue
line in Fig. 3.3. The MFP is roughly 1.5 times smaller at high energies. For example,
the MFP of a 10 keV electron is 10 nm (free atom) instead of 15 nm (muffin-tin).
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Figure 3.3: The elastic mean free path for silicon and different scattering models as indicated in the legend.
The vertical lines indicate, from left to right: the vacuum barrier energy (12.44 eV), electrons below the
barrier energy can be discarded; in between the lines at 100 eV and 200 eV the MFP is interpolated (see
text). The energy axis denotes the kinetic energy of the electron in the material with respect to the bottom
of the valence band.

Mott cross-sections with the muffin-tin potential, but excluding the AC phonon
scattering, leads to the MFP depicted by the black solid line in Fig. 3.3, at very low
energies a factor of 2 lower than the AC cross-sections.

It is worth noting that the energy scale adopted in the simulations refers to the
kinetic energy of an electron in the material taken with respect to the bottom of the
valence band. This means that the kinetic energy of an electron should at least be
equal to the barrier energy (12.44 eV for Si) to escape from the material to the vacuum.
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Therefore, the simulator stops tracing electrons with energy below the barrier energy.
These electrons are trapped, which has no consequences for conducting materials, but
it may have for insulators leading to charging effects. The latter are not considered in
this study.

3.2.2. Inelastic scattering models

In contrast to elastic events, an electron loses energy and momentum in an inelastic
event. These events play a significant role in SE generation. Energy loss processes
include interaction with outer-shell electrons and plasmons, inner-shell electrons, and
longitudinal optical (LO) phonons. The energy loss of an electron can be modeled
discretely for each event, or as an average energy loss per distance traveled, i.e. using
the stopping power. The two conventional approaches to model inelastic scattering are
dielectric function theory (a first-principle physics model) and continuous slowing down
approximation (a phenomenological model).

Villarrubia et al. studied the sensitivity of CD measurements to eight different
inelastic scattering models, such as variants of the dielectric function theory (based on
the Penn [21] algorithm) and phenomenological models based on fitting experimental
SE yield versus energy curves [13]. In the third variant of the dielectric function
model, DFT3 in their notation, they followed the approach of Mao et al. [22] and
separated electron–electron and electron-plasmon types based on momentum transfer.
In case the momentum is conserved, it is assumed that the event is electron–electron
scattering and the initial momentum of the SE is randomly sampled from the Fermi
Sphere. Otherwise, it is an electron-plasmon event and the SE energy is randomly
sampled from the Fermi sea electrons based on the free electron density of states.

The inelastic model used here is similar to DFT3. We use the full Penn algorithm
(FPA) as described by Shinotsuka [23]. However, we restrict the energy transfer such
that the primary electron cannot end up with energy below the Fermi level. For the
outer-shell electron excitation, we follow the approach described by Mao et al. [22]
as in the DFT3 model. In the electron-plasmon event, the instantaneous (non-zero)
momentum of the secondary electron is randomly chosen in an isotropic direction, as
in DFT3. This has also been suggested by Dapor [24].

For the inner-shell electron excitation, the model is followed as described by Kieft
et al. [18], where the energy transfer is larger than 100 eV. For energy transfers lower
than the bandgap energy, again the approach by Kieft et al. [18] is followed, treating
them as LO phonons [25]. These losses are about 100 meV [25].

In an elastic event, it is assumed that there is no energy loss. However, when an
electron is deflected by the nucleus it does lose some energy due to the conservation
of momentum [26]. Although these losses are very small (<1 eV) for light materials
and low beam energies, they will still be modeled as “atomic recoil losses”.
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3.2.3. Boundary crossing models
When an electron is incident on an interface between two materials, e.g. the

specimen-vacuum interface, it can either be reflected or transmitted. When it is trans-
mitted the electron energy changes as a result of the different potential energy on
both sides of the interface, and due to conservation of momentum its direction also
changes, i.e. the electron is refracted. Quantum mechanically, part of the incident
electron wave can be transmitted, and part of it can be reflected. This quantum
mechanical transmission probability with a single barrier height model [19] has been
implemented in the present simulator Nebula, which is available on Github [27].

3.3. Methods
The simulation code has been written such that individual parts of the physics

models can be included or ignored; in other words, “knobs” were implemented, which
can switch model parts on and off. To judge the model effects on topographic features,
a silicon line of 32 nm × 32 nm cross-section was chosen as the specimen, shown
schematically in Fig. 3.4a. An incident electron beam, of 0.1 nm (FW50) Gaussian
beamwidth, is scanning an area of 64 nm × 8 nm with 500 electrons per 0.5 nm pixel.
Each scanline is taken at a different energy, 16 energies in total. All electrons emitted
from the specimen per pixel are collected by a detector above the specimen, and those
with energy less than 50 eV (the SE’s) are taken as the signal. The 16 scanlines are
shown in Fig. 3.4b, stretched in width for visualization purposes, and stitched together
for increasing energy ordered from top to bottom, basically a multi-energy SEM image.
The detected signal is normalized to the number of primary electrons per pixel and
shown on a color scale.
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Figure 3.4: (a) Multi-energy SEM image for a silicon line. (b) Scanlines, stretched in width for visibility, taken
at increasing energy from top to bottom. The scanwidth is 64 nm and the SE detector is located above the
line.
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The physics models to be switched on and off in the simulator are summarized in
Table 3.1. The first column lists all models which are assumed to describe the physics
of the problem in the best possible way, the first-principle models. By default they are
all switched on, i.e. they are included in the simulator. The second column describes
the model status of the simulator when the first-principle model of the first column is
switched off, i.e. not implemented.

The effects that these models are expected to have on the simulated images will
be discussed first.

Disabling the muffin-tin model means that the simulator uses a free-atom model,
resulting in a corresponding decrease of the elastic MFP. This causes high energy
electrons to scatter and change direction more frequently. The effect of this is not
expected to be significant for the SE emission since the cross-sections at low energies
are not affected.

Switching from AC phonon cross-sections to Mott cross-sections decreases the
mean free path at low energies by a factor of ≈2. As a direct result, the total mean
free path decreases and the first expectation is a smaller scattering volume. However,
the scattering probabilities of different types of events (inelastic & trapping) change
as well. It is therefore not straightforward to estimate the scattering volume without
running the Monte Carlo process.

When acoustic phonon energy losses are switched off the scattering becomes
purely elastic. This may lead to an increased emission. Because there are not many
energy loss channels for low energy electrons deep in the material, their scattering life-
time will be long before they get trapped. Therefore, the simulation time is expected
to be higher.

The effect of the LO phonon losses is similar to that of the AC phonon losses.
However, the energy loss functions (ELFs) show that these events are less frequent
than the AC phonon losses. Therefore, the effect should be small. Similarly, atomic
recoil events [26] should have not an important effect for typical CD-SEM energies of
300–500 eV since the loss is a few orders of magnitude lower than the energy of the
electron. For instance, the loss is about 100 meV for a 300 eV electron.

When the instantaneous momentum of the SE’s is switched off, electrons are mod-
eled as being stationary before the collision. Although this physically does not make
sense, the electron will lose its initial momentum any way after several collisions.
Therefore, it is expected to have no effect on the results. Switching off this model
should speed-up the simulator.

In the default model momentum is conserved after collision with an inner-shell
electron. However, the initial momentum of the inner-shell electron is not known. The
model assumes it is zero. The other extreme would be that the primary electron does
not change direction after inelastic scattering. Although this is not a valid assumption,
it will provide insight into how these two extremes influence the SE image.

Similarly, switching off momentum conservation during boundary crossing, i.e. re-
fraction, is not physically correct. But its effect will show the sensitivity of the results
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to emission angles. It is expected that the SE signal will change, especially at the
shadow regions next to the sidewalls of the line.

Finally, switching off the quantum mechanical transmission probability will lower
the emission yield because electrons then have a higher probability to be reflected
from the interface. It is expected that the effect is stronger in the shadow regions
next to the line because there will be a lower detection probability for the electrons
which escape from the surface and then scatter from the sidewall and finally hit the
detector.

How to analyze the effect of switching off a model component is best illustrated
with an example. Fig. 3.5a shows the multi-energy image of the silicon line when all
models are switched on. This way of visualization provides a nice overview of what
a top-down SEM image of a rectangular line will look like at various energies. Fig.
3.5b shows the line scan results when the quantum mechanical transmission model
is switched off, and Fig. 3.5c shows the difference, i.e. Fig. 3.5b subtracted from
Fig. 3.5a. The shape of the line appears in Fig. 3.5c especially at low energies, which
indicates that the topographic features are sensitive to the disabled model.

Table 3.1: Overview of the simulation models

1st Principle Models (”knobs”) The simulator status, excluding the model on the left
• Muffin-Tin Model • Free Atom Model
• Acoustic Phonon Model • Replaced by Mott cross-sections (Muffin-Tin model)
• Acoustic Phonon Energy Loss • Low energy (<200 eV) elastic scattering becomes purely elastic
• Optical Phonon Energy Loss • Energy losses lower than the band-gap energy are neglected
• Atomic Recoil Loss • High energy (>200 eV) elastic scattering becomes purely elastic
• Instantaneous Momentum of SE • SEs are treated as stationary before the collision

• Momentum Conservation of
Inner Shell Scattering • Primary electrons undergo forward scattering

when creating a fast SE electron
• Interface Effect - Refraction • Electron pass boundaries without changing their direction
• Quantum Mechanical Transmission Probability • Electrons interact with the boundaries only classically

3.4. Results
A sensitivity analysis was performed with the nine different models listed in Table

3.1 using the aforementioned method. The resulting difference images are shown in
Fig. 3.6. It is seen that the line profiles are influenced most by the exclusion of the
acoustic phonon model, refraction, and the quantum mechanical transmission of an
electron through interfaces (Fig. 3.6b, h and i, resp.).

3.4.1. Consequences for 2D measurements
To quantify the impact of excluding these models on 2D metrology, linewidths were

measured. The measurement method employed turns out to be crucial. The 50 %
threshold method is chosen here because of its accuracy and simplicity [28, 29]. Al-
though it is a relatively simple method, the exact definition should still be clarified. Two
different definitions of the threshold method were found in the literature. The first one
assumes that the edge position is where the signal is halfway between the global max-
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Figure 3.5: Illustration of the analysis method. a) the multi-energy SE image with all models switched on,
b) switching off quantum mechanical transmission probability, and c) the difference, b) subtracted from a).
It is observed that the switched-off model has a significant impact on the SE signal at low beam energies.
The contrast clearly reveals the line shape.

imum and the global minimum of the edge profile, as implemented by Shishido et al.
[28]. The second one estimates the edge position where the signal is halfway between
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Figure 3.6: The sensitivity analysis at a glance. The difference images are shown between all models
included and one of the following models excluded (a) muffin-tin potential, (b) electron acoustic phonon
scattering, (c) energy loss at electron acoustic phonon scattering, (d) energy loss at electron-optical phonon
scattering, (e) energy loss due to atomic recoil effect, (f) instantaneous momentum of secondary electrons,
(g) momentum conservation for inner-shell ionization, (h) refraction, (i) quantum mechanical transmission
probability.

the global maximum of the edge profile and the signal baseline, as used by Villarrubia
et al. [30]. The former is easy to apply to signals where the global minimum of the
signal is easily identified. The latter technique can be more robust for signals where
the shadowing effect is not that apparent, as in high energy or noisy experiments.

For this study, at higher energies (>2 keV), the uncertainty in the determination
of the signal minimum increases (as large as 4 nm) and measurements using the first
method show variations up to 10 nm. The second method predicts the linewidth with
a much better overall performance (error <2 nm) at all energies. The measurement
quality could be improved by fitting the signal to a more complex function such as a
sigmoidal [31, 32] or a double-Gaussian function [14, 33].

The comparison here is focused on the energy range between 100 eV and 1 keV
which is relevant for CD-SEMs. Fig. 3.7 shows that the CD deviation from its nominal
value is least when all models are switched on and larger when quantum mechanical
transmission probability or electron-acoustic phonons cross-sections are switched-off,
although almost all measurements are within pixel uncertainty (±0.5 nm). The same
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comparison is given for the second method in Fig. 3.8. These measurements are
slightly less accurate but qualitatively very similar.

Figure 3.7: CD measurement and the effect of switching off different model ingredients. The nominal CD is
32 nm. The threshold (50 %) method was applied between global maximum and minimum.

Figure 3.8: CD measurement as in Fig. 3.7, but the threshold (50 %) method was applied between the
global maximum and the baseline.

From this comparison, it is concluded that the AC phonon model has a bigger ef-
fect on the CD than any other model and the measurement bias is less than 2 nm.
The conclusion is that switching off the model ingredients shown to be relevant in
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the SE images does not have a significant effect on 2D measurements such as the
critical dimension, in agreement with what has been observed before by Villarrubia
[34] and Verduin [14]. Furthermore, at CD-SEM energies, the measurement method
based on global maximum and minimum leads to slightly more precise results. How-
ever, this difference is within the uncertainty of discretization. Therefore, the effect is
insignificant.

3.4.2. Consequences for 3D measurements
As an example of 3D measurements determination of step height is chosen. In Fig.

3.1 it was argued that step height can be estimated from a top-down SEM image using
the scanline profile [15]. To evaluate the impact of model ingredients on 3D metrology
applications the attention has to be on contrast changes in signals. For instance, the
effect on a line scan profile at 300 eV of switching off acoustic phonon cross-sections
is plotted in Fig. 3.9. The baseline signal has not changed in the intervals −32 to −16
nm and 16 to 32 nm. But the signal from the top of the line is significantly altered since
the Mott MFP’s (replaced model) are much smaller than the electron-acoustic phonon
MFP’s. In the low energy regime, electrons undergo more elastic scattering before they
are trapped and spread over a larger area in the material. When the electron beam
scans over the line, this leads to more SEs escaping from the sidewalls of the line.
The magnitude of the signal has increased as well as the slope of the “edge blooming”
part of the signal. Both are important changes that seriously influence model-based
3D measurements such as step heights [15].

Figure 3.9: Effect of the electron-acoustic phonon scattering model on a line scan over the Si line at 300
eV. Line scans with model on and off are drawn.
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Similarly to the AC phonon model, the quantum mechanical transmission (QT)
model has an essential impact on the signal profile (Fig. 3.10). Switching off the
QT model results in more electron emission from both the line and the substrate, be it
with different ratios. In this case, electrons which would usually be reflected are now
allowed to cross the interface. It is observed that the SE signal increases more on
top of the line (from 0.7 to 0.85) than at the substrate level (from 0.6 to 0.65). The
reason for this is the topography, allowing electrons to escape from both sidewalls of
the line as well. For the same reason, the substrate signal increase is more, further
away from the line. Although at each position next to the line the same number of
electrons escapes from the substrate, the ones emitted close to the line end up in the
line again and are not detected.

Figure 3.10: Effect of the quantum mechanical transmission probability model on a line scan over a Si line
at 300 eV. Line scans with model on and off are drawn.

The conclusion is that the implementation of the QT model is important for the
correct simulation of signal contrast.

3.5. Comparison with CASINO and JMONSEL
To put the results, obtained with Nebula and presented here, in perspective a

comparison is done with two other widely used Monte Carlo simulators: JMONSEL [10]
and CASINO (version 3.2.0.4). These packages include different scattering models or
model assumptions. It is assumed that the default options provide the most accurate
results to a basic user. Understanding and comparing the effects of model assumptions
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in these packages is beyond the context of this study. The present goal is to obtain
results from these packages, as used with the default physics models they come with,
and compare them to results obtained with Nebula such that we can understand the
overall effect of the different models.

The CASINO simulations are used with the “MONSEL Defaults”, a default user option
in the program [16]. That means Mott cross-sections by Browning [35] for elastic
scattering and inelastic scattering based on the stopping power as modeled by Joy and
Luo [36], and modified by Lowney [37]. It is not stated in any of the publications on
CASINO whether the quantum mechanical transmission probability has been included
in the models. Therefore, it is assumed that it is not included.

The default version (the example script “LinesOnLayers.py”) of JMONSEL makes
use of the Mott cross-sections for elastic scattering, the full Penn algorithm for inelastic
scattering and classical boundary transmission based on momentum conservation. In
more detail, for elastic scattering the Browning empirical cross-sections were used
for E < 50 eV, tabulated Mott cross-sections for 50 eV < E < 20 keV, and Screened
Rutherford cross-sections for E > 20 keV, where E is the energy of the electron. The
elastic scattering model is very similar to the one in CASINO. For inelastic scattering,
there are two options: electron–electron scattering and electron-plasmon scattering.
Electron-electron scattering has been modeled as described by Mao et al. [22]. In an
electron-plasmon event, if the energy loss of the primary electron ΔE is larger than
the binding energy (Eb) of an inner-shell, then the energy of the SE is ΔE - Eb [38].
Otherwise, it is determined probabilistically based on electron densities between Ef -
ΔE and Ef where Ef is the Fermi energy [39]. The inelastic scattering model is similar
to the model in Nebula.

The silicon line of Fig. 3.4a is used for the comparison. The signal profiles of a
line scan at 300 eV are compared in Fig. 3.11. The signals are normalized to the
number of primary electrons (80,000 for CASINO, 10,240 for JMONSEL, and 20,000
for Nebula). The electron beam, a Gaussian beam with 0.1 nm diameter (full width 50
– FW50), was scanned over 64 nm with a step size of 0.5 nm.

As seen from Fig. 3.11a the simulators give very different values for the SE yield
at 300 eV. When the SE signals are normalized to the signal value from Nebula in the
middle of the line, the results from CASINO and JMONSEL agree surprisingly well (Fig.
3.11b), at the edge-blooming region and especially at the shadowing region, although
very different inelastic scattering models were used. In contrast to the Nebula result,
the signals obtained from the two other simulators, continue to rise between 20 nm
and 32 nm although they should have reached their nominal emission value already.
Fig. 3.12 now also shows the comparison to Nebula excluding the QT model, revealing
the same signal rise as observed from CASINO and JMONSEL in Fig. 3.11.

The final results are very similar although the exact scattering cross-sections are
different. Apparently the different scattering models converge to similar results after
several scattering events. But, based on this comparison, we conclude that including
the QT-model makes a significant difference. So, perhaps there is no need to improve
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Figure 3.11: Three simulators compared on a Si line line scan at 300 eV. a) absolute SE signal, b) normalized
SE signal.

Figure 3.12: Effect of excluding the quantummechanical transmission probability (QT) model from e-Nebula,
compared to the signals shown in Figure 3.11b.

the accuracy of the cross-sections and phenomenological models work just as well for
2D and 3D metrology purposes. However, a QT-model should be included.



3

95

3.6. Comparison with experiments
For a final verification, the model effects were also compared with an experiment.

Results were used from RM8820 [40], an industry-level calibration sample for metrol-
ogy tools. The data were obtained from Fig. 3.2 in Postek et al. [41]. An integrated
line scan of the middle poly-silicon line is plotted in Fig. 3.13.
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Figure 3.13: a) Experiment vs. simulation of a line scan over benchmark sample RM8820. The simulation
either included all models or had quantum mechanical transmission probability switched off. b) zoom-in of
the rectangular area in a).

Many details about the inspection are given in the paper. For example, the sample
geometry is described well and line cross-sections are also given. However, performing
a quantitative comparison between experiment and simulation is an extremely chal-
lenging task. Many other parameters should also be known, such as beam spot size, or
whether the region is imaged for the first time [42]. Besides, there are also details that
are very hard to know such as detector collection efficiency and the surface condition
of the sample. Last but not least, lack of knowledge of the detection settings such
as brightness (voltage offset) and contrast (voltage gain) makes it very complicated
to compare experimental data to simulated data quantitatively. Therefore, the best
attempt to a qualitative comparison is performed here, to give an idea of the model
effect on the signal trends.
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The following parameters were used. The top and bottom CDs are modeled as
228 nm and 240 nm, respectively. The beam energy is 2 keV and 10,000 electrons
are scanned over 430 nm with 1 nm pixel size. The spot size is 12 nm, which seems
overestimated, but leads to a better match. Offset (brightness) and gain (contrast)
have been arranged such that simulated signals match in the middle of the line and
at the substrate baseline. As before, a comparison was done to a simulation with all
models included and one with the QT model excluded. From Fig. 3.13 it is clearly
seen that the quantum mechanical transmission probability has a significant impact
on the signal. Only with the QT model included the experimental signal trend can be
reproduced, especially in the shadowing area.

3.7. Model-affected simulation time
In literature, it is very hard to find explicit information on Monte Carlo simulation

times. That is understandable because the computer system used, and the program-
ming techniques, and such kind of non-model related issues, influence the results.
To have a rough idea of how long a typical calculation can take with the packages
used in this work, a timing benchmark was performed. For this comparison, doing
any user-level optimization was deliberately avoided, such as e.g. switching-off trac-
ing secondary electrons which are far from the surface. Therefore, the results can be
regarded as upper bounds to the calculation times.

A line scan of the same silicon line as above, of 128 pixels scan length, is simulated
with 10,240 electrons/pixel for JMONSEL, and 80,000 electrons/pixel for CASINO and
Nebula. It is worth mentioning that JMONSEL is a single-threaded program, whereas
CASINO can utilize CPU parallelism, and Nebula can use both CPU and GPU parallelism.
The CPU versions were run on a Windows 7 platform with Intel Xeon CPU E5-1620 v3
@3.5 GHz (8 threads), and the GPU version of Nebula was run on NVIDIA GeForce GTX
1080 with 8 GB memory. The CPU timings are normalized to the number of CPU cores
for the comparison in Fig. 3.14. The Nebula GPU version timing was reported without
any normalization to the number of threads because the number of active threads is
changing during the runtime.

The comparison shows that CASINO is the fastest program running on a CPU. As-
suming all the simulators were coded at a similar level of expertise, the phenomeno-
logical model leads to faster simulation times. However, Nebula has a very comparable
speed and includes first-principle inelastic models. The GPU version of Nebula is almost
two orders of magnitude faster than the CPU version and CASINO.

In Fig. 3.6, the effect that the model ingredients have on the line scans was shown.
To speed-up the simulator, one could switch-off model ingredients that were shown
to have no influence on the line scans. For instance, one could switch off acoustic
phonon loss (Fig. 3.6c), optical phonon loss (Fig. 3.6d), atomic recoil losses (Fig.
3.6e), and instantaneous momentum of SEs (Fig. 3.6f). The GPU version of Nebula
then becomes slower by 3% at 0.3 keV, 1 keV, and 20 keV, instead of becoming faster.
In fact, switching off various loss mechanisms causes low energy electrons to scatter
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Figure 3.14: Timing comparison between JMONSEL, CASINO, and Nebula (CPU and GPU versions).

without losing much energy, such that they exist for long times at the expense of an
increased computational load. Instead of completely switching off low energy electron
loss mechanisms, approximating their net effect by a single energy loss value (50 meV
in Fig. 3.15) in the AC phonon energy loss model, can speed up the simulations by 2%
for 0.3 keV, 5% for 1 keV and 6% for 20 keV without significantly affecting the signal.
The conclusion is that one has to be careful with switching off model components that
do not seem relevant. It may even slow down the simulations, in which case it would
be better to keep the models and optimize the simulation time in different ways.

Figure 3.15: Effect of two fixed energy loss values in the electron-acoustic phonon scattering model on a
line scan at 300 eV. The line scan signals are hardly affected by this.
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3.8. Discussion
The results have shown that the scattering models have an impact on 2D and 3D

metrology tasks. For instance, the linewidth measurement error due to the model
variations presented here is less than 2 nm for a 32 nm line. This might still be
acceptable but today, the semiconductor industry already targets sub-10 nm features
[7, 43]. In that size range a 2 nm error would not be acceptable as it would have
a serious influence on the physical properties of devices, for instance on the thermal
conductivity [44, 45], or on the optical and electronic properties such as the dielectric
function [7] or band-gap [46].

One may wonder whether phenomenological models can be used for dimensional
metrology. So far, phenomenological inelastic scattering models were calibrated using
experimental SE emission yields from semi-spherical surfaces [47]. But then still, a
correct value of the SE yield does not necessarily mean that the electron scattering
volume in the material is calculated properly. The scattering cloud of these models
can be very misleading, as pointed out in literature [48]. Re-calibration, using more
complex procedures, would then be required to make the simulation tool suitable for
dimensional metrology tasks. In any case, as demonstrated in this work, the phe-
nomenological simulation tools do need to include a quantum mechanical transmission
probability model.

Dynamic effects were not investigated in this study. For example, if the mate-
rial is not sufficiently conductive, the accumulated charge will lead to different signal
contrast and critical dimension measurements. In that case, the impact of the model
ingredients can be different. This should be investigated separately in a future study.

3.9. Conclusion
We studied the sensitivity of simulated SEM images to various first-principle physics

models. For this purpose multi-energy SEM images were introduced, a very powerful
visualization technique that allows a quick analysis over a broad energy range. The
quantum mechanical transmission probability model (QT) was found to have an es-
sential impact on images at low energies (up to 1 keV). It is also found that this model
is essential in reproducing the “shadowing” features of the signal.

Including acoustic phonon (AC) cross-sections instead of Mott cross-sections at
low energies, yields significantly different results. A smaller (AC phonon) elastic mean
free path leads to a smaller scattering volume for silicon. It affects the linewidth
measurement error by less than 2 nm. We found that the difference between the two
CD measurement methods based on 50% threshold is insignificant for beam energies
up to 1 keV.

Both AC phonon and QT models are found to change the emission in a topography
dependent way. This will affect 3D measurements based on signal intensities, such as
height measurements from top-down SEM images.

Concerning simulation times, different model choices did not lead to a significant
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speed-up. For the effect of inelastic scattering model on CD, we compared two dif-
ferent simulators, JMONSEL and CASINO. The comparison between these simulators
shows that phenomenological inelastic scattering models are the fastest, but they of-
ten lead to different results. In a future study, it would be more accurate to implement
these different models into the same simulator to analyze their effect on simulation
times.

Comparing CASINO and JMONSEL to Nebula only led to similar results when the
QT model was excluded. However, good agreement was found between experimental
results and Nebula simulations with the QT model included. This demonstrates the
relevance of the QT model and, assuming that no QT model has been included yet in
CASINO or JMONSEL, if it would be included, both simulators would do much better
in reproducing results from simulators based on first-principle physics models.
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4
Model Improvements to

Simulate Charging

Charging of insulators is a complex phenomenon to simulate since the accuracy
of the simulations is very sensitive to the interaction of electrons with matter
and electric fields. Aim: In this study, we report model improvements for a pre-
viously developed Monte-Carlo simulator to more accurately simulate samples
that charge. The improvements include both modeling of low energy electron
scattering by first-principle approaches and charging of insulators by the redis-
tribution of the charge carriers in the material with an electron beam-induced
conductivity and a dielectric breakdown model. The first-principle scattering
models provide a more realistic charge distribution cloud in the material and a
better match between non-charging simulations and experimental results. The
improvements on the charging models, which mainly focus on the redistribu-
tion of the charge carriers, lead to a smoother distribution of the charges and
better experimental agreement of charging simulations. Combined with a more
accurate tracing of low energy electrons in the electric field, we managed to re-
produce the dynamically changing charging contrast due to an induced positive
surface potential.

This chapter is published as a journal paper:
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4.1. Introduction
Electron beam-based inspection techniques have become a standard, where nanome-

ter resolution imaging is required for state of the art semiconductor devices. However,
when nonconductive materials are involved, charging occurs and issues are reported,
such as image distortion due to primary beam deflection [1–5] and image contrast
changes due to the changing secondary electron (SE) emission [6–8]. As a conse-
quence, measurements of critical dimensions will be less accurate [9–11]. Therefore,
a better understanding of the charging effects on electron imaging becomes crucial
for metrology.

Several Monte Carlo studies were reported that included charging effects, but they
rather focused on simulations for simplified geometries, such as semi-infinite surfaces
[12–14]. Besides that, some Monte Carlo simulators were developed to simulate full
3D geometries and charging models were also incorporated [15–19]. However, the
long calculation times of these simulators render them quite impractical for realistic
scenarios.

In an earlier study, we reported a Monte Carlo simulator that included charging
effects, making use of a multigrid-based electric field solver to decrease the electric
field computation time [20]. Combining the electric field solver with a semi-empirical
electron-matter interaction model, we were able to simulate a scanning electron mi-
croscope (SEM) image of an area of ≈1.5 µm2 of grating couplers, as shown in Fig.
4.1a, in about 1 h [20]. However, the shadowing phenomenon (bright-to-dark tran-
sition) on the oxide pads, seen in Fig. 4.1, could not be reproduced in the simulation
Fig. 4.1c. Including the charging model only led to a blur of the edges due to beam
deflection, see Fig. 4.1b and 4.1c.

Figure 4.1: (a) Experimental SEM image of a grating coupler [20] compared with (b) the simulated image
without charging, and (c) the simulated image with charging taken into account. Simulated areas [in panels
(b) and (c)] are 1.2 × 1.2 µm2.

To properly include the charging effects, it is important to accurately model the
electron-matter interaction, especially for low energetic electrons, which are very sen-
sitive to the local electric fields. Therefore, improvements are needed for both the
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electron scattering models and the charging models. In this work, we report our at-
tempts to improve both.

First, we improved the electron scattering models by incorporating discrete scatter-
ing of electrons instead of the continuous slowing down approximation (CSDA). Inelas-
tic scattering is modeled using the dielectric function. Also, electron-phonon scattering
and quantum mechanical transmission through boundaries are implemented. More-
over, solid-state effects on the atomic potential are taken into account in modeling
the elastic scattering. All electrons are traced until their energy is below the surface
barrier of ≈10 eV, measured with respect to the bottom of the band.

Second, we addressed issues exclusively relevant for insulators, namely charge
redistribution to include effects, such as electron beam-induced conductivity (EBIC).
The most straightforward approach would be to completely ignore charge redistribution
in insulators, as was done in our previous study [20], or only consider catastrophic
effects like dielectric breakdown. The other extreme would be modeling from first
principles, including effects like electron-hole recombination and trapping. We chose a
midway and modeled the charge redistribution effects using phenomenological models
with a limited number of calibration parameters [21].

After that, the effect of charging on the electron emission from a bulk oxide sample
during a line scan, for different doses, is demonstrated. Subsequently, a top-down
view of the grating couplers is simulated where the charging (bright-to-dark) contrast
is present. Finally, the impact of the charge redistribution model is shown on a test
sample with four metal contact pads embedded in a thin silicon dioxide (SiO2) layer
on top of a silicon (Si) wafer. Three pads are electrically floating (no contact with the
underlying Si wafer), and the fourth one is connected to the underlying Si wafer. The
effect on the simulated SEM images is shown when the charging and/or EBIC model is
switched on. The models lead to more realistic images and can reproduce phenomena
that were not possible to reproduce with the previous models.

4.2. Scattering model
We will now first describe the scattering model improvements and assume that the

scattering cross-sections do not change due to charging. The electron trajectories are
influenced by the charge clouds in the materials, which are formed by electrons getting
trapped (negative charge) or electrons generating new electrons (both negative and
positive charge). Hence, accurate modeling of electron generation, transport, and
boundary-crossing is essential to understand the charge distribution in the material
and the electron emission.

In our previous study [20], the semi-empirical scattering models were designed to
get an accurate value of the SE yield for a semi-infinite surface. However, an accurate
SE yield does not guarantee a realistic scattering cloud inside the material, as shown
in Fig. 4.2a. The very different scattering cloud will not only affect charge distribu-
tion but also the detected signal from topographical structures. It is still possible to
generate a more realistic scattering cloud using CSDA, similar to Fig. 4.2b, by allow-
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ing the generation and scattering of electrons in deeper regions of the material, but
any inaccuracy due to the approximate model will lead to a deviation of the charging
phenomenon. Therefore, we preferred to use first principle modeling to determine the
charge distribution.

Figure 4.2: Scattering cloud of SEs: the generic shape of the cloud obtained with (a) the approximate
(former) models and (b) first principle (current) models. In panel (a), only SEs that can escape are generated
and in (b), all SEs are generated and traced.

4.2.1. Improvements on elastic scattering cross-sections
In our earlier work, Mott cross-sections were used to calculate the elastic scatter-

ing mean free paths and the scattering angles. However, the calculations were done
for a “free atom” potential, which is not quite appropriate for our application because
solid-state effects are not included. Instead, a “muffin-tin” potential is more realistic.
Furthermore, the indistinguishability of the incident electron from the bound electrons,
“exchange-correction,” and the polarization of the target atom due to incident elec-
trons, “correlation-polarization” are also included. All these options are offered by the
ELSEPA package [22]. For Si, the “muffin-tin” potential results in ≈1.5 times larger
mean free paths, as shown in Fig. 4.3. At low energies, below a few hundred electron
volts (eV), the Mott cross-sections turn out to become very sensitive to the atomic
potential [23]. Because at these low energies (the quasi-elastic), electron-phonon in-
teraction becomes dominant, we followed the approach suggested by Verduin [24] and
use the electron-phonon scattering model for low energies. Therefore, in the present
study, the elastic scattering cross-section consists of

• Mott cross-section (muffin-tin + “exchange correction” + “correlation-polarization”)
for energy > 200 eV

• Acoustic phonon scattering cross-section for energy < 100 eV.

For energies between 100 and 200 eV, the cross-section is interpolated between
the two.

Material parameters, especially related to acoustic phonons, are not easy to find.
To serve the interested reader, we list the parameters used in this work in Table 4.1.

Density 𝜌m, Fermi energy EF, W, electron affinity 𝜒, bandgap Eg at 300 K, density
of state mass mdos, effective mass of electron meff, screening parameter Aac, speed
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Figure 4.3: Elastic mean free path versus
energy for Si: it consists of an interpola-
tion between the Mott cross-section (en-
ergy > 200 eV) and phonon cross-sections
(energy < 100 eV). The Mott cross-sections
were calculated by ELSEPA [22], assum-
ing the muffin-tin approximation, exchange
correction, and correlation-polarization ef-
fects.

Table 4.1: Material parameters for Si, Cu, and SiO2

Si Cu SiO2

𝜌m 2.329[25] 8.96[26] 2.648[27]

EF 7.83 7.0[28] -
W or 𝜒 4.05 4.65[28] 0.9[29]

Eg 1.12 - 9.0[29]

mdos 1.08[30] 1.0[24] 1.0+

meff 0.26[30] 1.01[28] 1.0+

Aac 5+ 5+ 7[31]

EPh 14* 12.6* 6.8*

Longitudinal 9130[32] 4760[28] 3560[31]
us Transversal 5842[32] 2325[28] 3560+

Longitudinal 9.2[33] 4.76* 3.4[31]𝜀𝑎𝑐 Transversal 5.0[33] 3.72* 3.4+

of sound in solid us, and acoustic deformation potential 𝜀ac are given in Table 4.1. [*]
are calculated values and [+] are assumed values. The net-average energy loss in the
phonon scattering, EPh, is calculated by Eq. 3.116 in Verduin [24].

4.2.2. Improvements on inelastic scattering cross-sections
In the previous study [20], an algorithm based on CSDA was used to model the

energy transfer of the primary electrons [34]. Although CSDA is a good approximation
to estimate stopping power (SP) at high energies, it overestimates the SP at very
low energies. Furthermore, it does not describe the SE generation. Therefore, we
have employed the first principle modeling to simulate the low energetic electrons as
accurately as possible. In this study, energy and momentum transfer of an electron to
the material is modeled by the dielectric function formalism using optical data [35]. It
allows the calculation of inelastic events discretely, as depicted in Fig. 4.4.

To calculate inelastic cross-sections, we take Ashley’s (simple) model [35] and
adopted the refinements suggested by Kieft and Bosch [23], i.e., no exchange cor-
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Figure 4.4: Inelastic scattering: (a) a semiempirical model is used in the previous study, which is based
on the CSDA. It estimates the number of (slow) SEs and their energies for a path length (ST) from the
stopping power; (b) first principle modeling is used in the current study, which is based on dielectric function
formalism. It estimates the inelastic mean free path, energy and momentum transfer for each inelastic event
(P1, P2, P4, and P6) based on the energy loss function.

rection for energies < 50 eV, and restrict energy losses, such that electrons cannot
end up with an energy lower than the Fermi level. We have used the density per atom
for elements, such as Si and copper (Cu), and the density per molecule for molecules
and compounds, such as SiO2, when calculating the mean free paths.

The SP from the previous study is compared to the powers, as obtained from the
refined Ashley model for Si in Fig. 4.5a. It is seen to be identical for energies above 1
keV but deviates at lower energies. The elastic and inelastic mean free paths are also
given in Fig. 4.5b.
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Figure 4.5: Modelling inelastic scattering: (a) stopping power and (b) comparison of mean free paths of Si
in the current study.

We obtain the energy transfer using the dielectric function formalism. This, how-
ever, does not provide the initial (binding) energy of the SE prior to a scattering event.
We model that following the approach suggested by Kieft and Bosch [23].

For insulators like SiO2, electron trapping due to polaronic effects has been reported
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by several authors [12, 36, 37], but none of them is based on a first principle physics
model. In this study, the nominal SE emission is unrealistically high (7 at its maximum)
without explicit implementation of trapping cross-sections (Fig. 4.6). Therefore, we
also implemented an empirical model [12] for trapping cross-sections for SiO2 to not
neglect the trapping phenomenon in insulators and to lower the nominal (theoretical)
SE yield to values in agreement with those reported by Schreiber and Fitting [31]
and Ohya et al. [36]. We have used 𝑆𝑡𝑟𝑎𝑝 = 0.2(1/𝑛𝑚) and 𝛾𝑡𝑟𝑎𝑝 = 0.2(1/𝑒𝑉)
when calculating the trapping cross-sections from Eq. 13 of Ref. [12]. The SE and
backscattered electron (BSE) yields of SiO2 with and without trapping cross-sections
are given in Fig. 4.6. The inclusion of the trapping cross-sections hardly affects the
BSE yield because trapping only has an effect on very slow electrons.

Figure 4.6: Comparison of emission yields with (w/) and with (w/o) trapping cross-sections.

4.2.3. Improvements on boundary cross-sections
The lower the electron energy, the more its path is affected when it interacts with

a boundary and as a result, it can be reflected or transmitted. Modeling the boundary-
crossing correctly is crucial for SE emission. In the previous study, the probability of
crossing the surface barrier was modeled using momentum conservation only. That
is, if the electron approaches the surface under an angle bigger than the critical angle
(𝛼c, see Fig. 4.7), then it will be reflected (total internal reflection).

In this study, the probability of transmission is determined quantum mechanically
[38]. When the electron is considered as a wave, there is a probability that part of the
wave is transmitted through the boundary and part of it is reflected.

𝑃(𝛼′) =
4√1 + −Δ𝑈

𝐸 cos2 𝛼′

(1 + √1 + −Δ𝑈
𝐸 cos2 𝛼′ )

2
(4.1)

where Δ𝑈 is the net change in kinetic energy, 𝐸 is the kinetic energy of the electron,
and 𝛼′ is the angle of incidence.
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Figure 4.7: Transmission of an electron from the surface.

4.3. Charging Model
The basic principle of the Monte Carlo simulation of the interaction of individual

electrons and the continuously changing electric fields and accompanying charging
effects is simple: a certain number of PEs is simulated, and then, the field solver up-
dates the field and redistributes the charge as needed. This procedure is repeated
many times, typically at least once per simulated pixel. Updating multiple times for
a single pixel is not unreasonable either, say after every 200 PEs. The detailed-level
interaction between the field solver, the Monte Carlo simulation, and the charge re-
distribution models is more complicated. The numerical discontinuities of the electric
field solution must be handled by the Monte Carlo simulation, and the charge redis-
tribution models tend to make the solution of the field equation more difficult and
time-consuming.

4.3.1. Electric field solver
The electric field solver uses the Poisson equation:

− ∇ ⋅ [𝜖𝑟(𝑟)∇𝑉(𝑟)] =
𝜌(𝑟)
𝜖0

, (4.2)

in which 𝜌(𝑟) is the charge distribution, 𝑉(𝑟) is the potential, 𝜖(𝑟) is the dielectric
constant of the material, and 𝜖0 is the permittivity in a vacuum. It is used with the
constitutive material equation (Eq. (4.3)):

𝐽 = −𝜎∇𝑉, (4.3)

and the continuity equation (Eq. (4.4)):

𝜕𝜌
𝜕𝑡 + ∇ ⋅ 𝐽 = 0, (4.4)

in which 𝐽 is the current density and 𝜎(𝑟) is the conductivity. This equation (Eq. (4.4))
is solved by an implicit Euler scheme:

𝜌𝑛 − 𝜌𝑛−1
Δ𝑡 = ∇ ⋅ (𝜎∇𝑉𝑛), (4.5)
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where 𝑉𝑛 is determined by

𝜌𝑛
𝜖0
= −∇ ⋅ (𝜖𝑟∇𝑉𝑛) =

𝜌𝑛−1
𝜖0

+ Δ𝑡𝜖0
∇ ⋅ (𝜎∇𝑉𝑛), (4.6)

giving a Poisson equation with modified material parameters:

− ∇[(𝜖𝑟(𝑟) +
Δ𝑡
𝜖0
𝜎(𝑟, 𝑡))∇𝑉𝑛] =

𝜌𝑛−1
𝜖0

, (4.7)

The charges deposited during the time step by the Monte Carlo simulation are
added to 𝜌𝑛 − 1 before this equation (Eq. (4.7)) is solved, which works if we only make
a single-time step between Monte Carlo simulations.

The conductivity 𝜎(𝑟, 𝑡) in this equation depends on space by an induced conduc-
tivity model. The conductivity also depends on the electric field strength because we
include a dielectric breakdown model. However, this dependency is suppressed here
because the main numerical effort for the solution of the equation is as if the con-
ductivity would be a fixed known function of space and time. (A more physical model
would include the dependency of the conductivity on the electron and hole concen-
trations, but this dependency cannot be suppressed and the numerical solution of the
resulting equations would be challenging.

The modified equation is harder to solve than the original equation since 𝜎(𝑟, 𝑡)
normally changes quickly in both space and time. We previously had the option to
use a direct solver as a slow but robust and accurate reference solver. This is no
longer possible since the expensive initial factorization must be repeated for each time
step. Therefore, we integrated a modern algebraic multigrid solver, namely Daniel
A. Spielman’s modified implementation of Kyng and Sachdeva [39]. It was initially
more than a factor 3 slower than the existing multigrid solver, but a C++ port and
tighter integration reduced that factor to 1.5. It was later used to enable more flexible
meshing, which turned out to save a factor 2 to 3 (and possibly more) for certain use
cases. The C++ port has been parallelized, but parallel scaling is limited. The best
speedup is achieved with four threads, but it is only slightly above a factor 2. The
existing multigrid solver has also been parallelized. The best speedup is still achieved
with four threads, but the scaling is better. This solver is used when explicit simulation
times are reported.

The modified equation also affects the geometric multigrid solver. It becomes less
robust because the material parameters are changing quickly on a very small spatial
scale. We improved robustness by using a preconditioned conjugate gradient method,
where the multigrid solver acts as a preconditioner. We also tried (and failed) to use
another Krylov method, namely replacing the W-cycle by the K- cycle introduced by
Notay and Vassilevski [40] for algebraic multigrid methods (AMG). However, what really
improved the robustness significantly was to use locally either the continuity equation
or the Poisson equation as they occur in Eq. (4.5) to update the charge distribution,
depending on which is locally less affected by inaccuracies in the potential.
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4.3.2. Tracing electrons
The electrons both in the sample and in vacuum are traced subject to the influence

of the current electric field. The numerically solved electric field is discontinuous at
cell boundaries since the finite-element method is used for discretization of the field
equations. At material interfaces, the normal component of the electric field is dis-
continuous even for the exact solution. This severely limits the choice of reasonable
integration methods. The velocity Verlet scheme is used because it leads to (piecewise)
parabolic trajectories, for which it is easy to exactly compute the intersections with the
mesh of the field solver (or the geometry). The velocity Verlet scheme approximates
the equation:

�̈�(𝑡) = 𝑎[𝑥(𝑡)], (4.8)

as

𝑥(𝑡 + Δ𝑡) = 𝑥(𝑡) + 𝑣(𝑡)Δ𝑡 + 12𝑎Δ𝑡
2, (4.9)

𝑣(𝑡 + Δ𝑡) = 𝑣(𝑡) + 𝑎(𝑡) + 𝑎(𝑡 + Δ𝑡)2 Δ𝑡, (4.10)

This scheme is applied with respect to time, but the simulation needs the trajectory
for a given distance. If the distance along the trajectory to the next intersection with
an interface is shorter than the given distance, then the corresponding time step Δ𝑡
can be determined exactly. If not, then Δ𝑡 is determined from a given distance Δ𝑠
via Δ𝑡 = Δ𝑠

|𝑣| In theory, this inaccurate value for the time step seems to reduce the
accuracy of the method. However, in practice, either the electron is inside a material
and Δ𝑠 is very small, or the electron is in vacuum and Δ𝑠 is big but irrelevant.

4.3.3. Modeling of sample charging
The basis for sample charging is that the creation of a SE deposits a positive charge

and stopping an electron deposits a negative charge. At room temperature, both
positive holes and negative electrons would continue to move and also drift in local
electric fields, but modeling the movements of individual holes and electrons with
thermal energy is not practical. We implemented macroscopic models for induced
conductivity, dielectric breakdown, and charge diffusion. We will ignore the charge
diffusion model since we did not use it for the simulations presented later and do not
have sufficient intuition of how to set its model parameters. The motivation, modeling,
and implementation of the other two models are described in the following sections.

4.3.4. Induced conductivity
Slow electrons returning from the vacuum back to the sample tend to accumulate

very close to the sample surface. The surface then tends to charge negatively and
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develop a dipole layer, at least in the simulation. It is not clear whether there are
physical effects, which could neutralize that dipole layer completely within a short
time. One main charge redistribution effect is that the beam generates free holes and
electrons, which locally turn insulators into conductors. This also counters dipole layer
formation, so it would be nice if this charge redistribution effect could be included in
the simulation.

To avoid the complicated physics of electron and hole transport, recombination and
trapping, as a first step, an established empirical quasi-static electron beam-induced
conductivity model is attractive. Induced conductivity, in general, occurs due to the
local ionization of the material as long as free electrons or holes are locally present,
i.e., the material is locally conductive. This will allow some surface conductivity as long
as there is a charge imbalance due to recollected slow electrons by a positive surface
potential. More specifically, the implemented model expresses the conductivity using
the deposited energy (in Gray) per kilogram per time Δ(𝑟, 𝑡) as follows:

𝜎(𝑟, 𝑡) = 𝑘 ⋅ 𝐷(𝑟, 𝑡)Δ, (4.11)

where we used 𝑘 = 10-14𝑆/𝑚(𝐺𝑦/𝑠)-14 (EBIC constant) and Δ = 1.0 (EBIC expo-
nent) for SiO2 in the simulation. This model assumes a slowly changing (quasi-static)
deposited energy per time. However, we use it (incorrectly) for the quick scanning
and a finely resolved grid with very few electrons. Still, it allows studying the impact of
this sort of charge redistribution effect and how it reduces the undesired dipole layer
near the sample surface. Here, the deposited energy includes the energy lost in a
scattering event and energy of trapped electrons.

In Ref. [21], this model is used correctly for a defocused (quasi-static) beam with
𝑘 = 7.7 × 10−18𝑠Δ/(Ω ⋅ 𝑐𝑚 ⋅ 𝑟𝑎𝑑Δ) and Δ = 0.89 for a red polymethyl methacrylate
(PMMA), as given by Tanaka et al. [41]. To convert this to SI units, one has to multiply
by 100 × 100Δ, giving 𝑘 = 4.6 × 10−14𝑆/𝑚(𝐺𝑦/𝑠)Δ.

4.3.5. Dielectric breakdown
Even with an empirical EBIC model, as described in the previous section, one can

still sometimes observe unphysically huge electric field strengths. So, it makes sense
to include a dielectric breakdown model as a fallback for those cases, where the electric
field strength grows huge. That can be caused by simulation artifacts like a missing
physical effect, or it can be a real physical effect, for example, if two conductors are
separated by a very thin insulating layer.

Instead of modeling the detailed generation of electron-hole pairs in an avalanche
breakdown event, it is assumed that an isolated material will become perfectly con-
ducting locally at the places, where the field strength exceeds the dielectric strength
of the material. During a breakdown event, the region where an insulator becomes
conducting can travel (or grow) through space, as long as the underlying charge dis-
tribution is not sufficiently neutralized.
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The model is implemented by setting the cells where the field strength currently
exceeds a given threshold to perfectly conducting. Next, the field is computed again,
the charges are redistributed accordingly, and then further perfectly conducting cells
are added, where the new field exceeds the threshold. This procedure is repeated until
either the field no longer exceeds the threshold anywhere, or after the procedure was
repeated a predefined number of times. The perfectly conducting region grows during
the simulation of the breakdown event, but after it is finished, the previous material
properties are used again, as if the breakdown would not have harmed the isolator at
all. Hence, it makes sense to remember any cell that temporarily got affected by break-
down (and the maximal field strength by which it got affected) for later inspection.

Although not based on first-principle physics, having a robust breakdown model, as
described above, is important to prevent simulations from failing due to huge electric
field strengths. It is unclear to what extent other simulators also rely on that. Grella et
al. [42] wrote: “Breakdown effects are taken into account by limiting the field in the
sample” and Shadman and De [43] say about the same simulator: “Still, the amount of
charge that these currents deposit can potentially raise the electric field in a dielectric
to induce a current. Makeshift conductivity models have been implemented to address
the resulting redistribution of the embedded charge.” Even the Java source code of
JMONSEL includes a breakdown model, which was the initial motivation to investigate
this sort of model.

4.4. Results
4.4.1. Effect of new scattering models - no charge up scenarios

In Fig. 4.2, the scattering clouds of the electrons were shown. The different forms
of clouds will not only make a difference in the charge distribution profile in the material
but also on the emission, especially for topographic structures. Therefore, we first test
the effect of the improvements independent of the charging models on a topographic
surface.

We simulated 200-nm pitch patterns from RM 8820 samples, which were introduced
by NIST as a test and calibration standard for scanning probe microscopy [44, 45].
They consist of amorphous silicon lines deposited on top of a silicon substrate. In Fig.
4.8, the cross-section view of the simulated lines is given.

The experimental results are obtained from a publication [46]. Fig. 4.9 shows
a comparison of an experimental line scan with line scans simulated using the phe-
nomenological models from the previous study and using the first principle models
introduced in this study. It is assumed that the detection efficiency is best at the top
of the silicon line. Hence, the signals were aligned such that the intensities there coin-
cide. The agreement between the experiment and the first principle model simulation
used in this study is better than the simulation of the previous study.
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Figure 4.8: The cross-section view of an RM 8820 sample used to simulate. The line width is 240 nm and
the height is 100 nm. The spacing is 200 nm.

Figure 4.9: SE signal from a sil-
icon line on top of a silicon sur-
face, and an experimental line
scan, a line scan simulated using
our previous phenomenological
models, and a line scan simu-
lated with the present first prin-
ciple models.

4.4.2. Effect of model improvements on SE emission
In theory, when the primary energy is in between the cross- over energies 𝐸1 and

𝐸2, as shown in Fig. 4.10, the total electron emission from the sample surface is more
than the incident primary current (𝐼/𝐼𝑝 > 1). Therefore, it is expected that a dielectric
material gets positively charged. However, it is reported that the positive charging
process is self-regulatory [3, 7, 47] due to the recollection of the electrons by the
sample. Therefore, the total yield (SE + BSE) becomes ≈1.

The “nominal” SE yield, i.e., the yield ignoring all charging, from SiO2 is ≈7 at 1 keV.
In a more realistic scenario, when scanning the primary beam across the sample, the
expectation is that the SE yield drops along the scan line due to the positive surface
potential, i.e., a drop in the signal is observed. Therefore, we tested whether the
simulator produces the described phenomenon.

The first two steps of a line scan on bulk material are shown in Fig. 4.11. The scan
area is 100 nm and the pixel size is 2.5 nm. The beam energy and spot size are 1
keV and 3 nm (full width half maximum), respectively. The dose is 250 µC/cm2 (100
electrons/pixel) and the electric field is updated for every pixel with the AMG solver.
The beam current is 100 pA. The breakdown module is enabled with a threshold value
of 50 MV/m [48].
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Figure 4.10: The surface potential of insulators during the charging process.
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Figure 4.11: Charging simulation of a line scan: the initial two steps are depicted. At the beginning (a)
big view, there is no field. Hence, the trajectories (red for high energy; blue for low energy electrons) are
straight. After the scattering is completed, the electric field is calculated with the distributed charges in
the material [the inset in (a), note that the scale is different from the big view image]. The simulator uses
the computed e-field to trace the electrons at the next beam position. (b) Isolines indicate the presence of
fields in big view. Similarly, the electric field is computed for the next beam in the line scan. As the SEs are
recollected by the positive surface potential [the inset in (b)], the SE signal decreases. Scale bars are 100
nm, which indicate the scan area.

Until the first computation of the electric field, the SiO2 sample stays neutral and all
of the emitted electrons reach the detector above the sample (Fig. 4.11a). After the
field is computed from the charge distribution obtained from the previous scattering
events (inset Fig. 4.11a), electrons start to experience the positive potential at the
surface and the electrons with energy less than the surface potential return to the
sample (Fig. 4.11b), the inset shows the field and the returning electron trajectories].
It is observed that the (maximum) potential increases, 0 V, 3.47 V, 5.6 V, etc., for the
first couple of pixels and then saturates around ≈11 V. The effect of the charging on
the emission is shown in Fig. 4.12a.As expected, the total emission is high for the first
couple of pixels, then decreases and saturates after ≈25 nm (10 pixels). Note that
the frequency of the field update has an impact on the emission especially for the first
couple of pixels. The sensitivity of the results will be discussed in Sec. 5. The stable
BSE emission indicates that the surface potential stays rather small, affecting only the
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low energetic SEs.

Figure 4.12: The effect of dose on electron emission: (a, c) the dose is 250 µC/cm2; (b, d) the dose is 25
µC/cm2. For (a) and (b), trapping cross-sections are not used; and for (c) and (d), trapping cross-sections
are used. Beam energy is 1 keV.

When the dose is decreased to 25 µC/cm2 (10 electrons/pixel), the number of
created charge carriers per voxel is less. Therefore, the magnitude of the local field
becomes smaller than at a higher dose and more electrons will reach the detector. In
Fig. 4.12b, the corresponding signal drop saturates after about 100 nm, which causes
a larger bright-to-dark transition area on the SEM image. The increased noise in the
signal is due to shot noise, being larger for a lower amount of electrons in the probe.
Similar behavior, but with smaller slopes, is observed when the trapping cross-sections
are enabled. Fig. 4.12c and 4.12d show that in case the emission is not very high, the
charging effect can be subtle.

The results show that the simulations are sensitive to parameters affecting the
charge carrier density, such as the dose. This can lead to different results in measure-
ments with dielectrics, where contrast is playing a role.

4.4.3. Effect of model improvements on the grating coupler sim-
ulations

In the previous study [20], the grating coupler is described in detail. In Fig. 4.13a,
a top-down view of the device is shown. Fig. 4.13b shows a zoomed-in image of the
second trench, and Fig. 4.13c shows the intensity profile across the middle of that
trench. Note that the scan direction is from left-to- right (fast-scan axis) and top-
to-bottom (slow-scan axis). The topographic contrast is visible on the surrounding
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silicon structures and also on the oxide inside the trenches. In addition, there is an
extra contrast in the trenches along the fast-scan direction, which is asymmetric in the
intensity profile.
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Figure 4.13: Experimental SEM image of a grating coupler is taken at 4 keV. (a) Top-down view of the
vertical lines (scale bar: 300 nm), (b) zoomed-in view of the second trench (scale bar: 100 nm), and (c)
SE signal profile of the middle image, integrated over 10 pixels along the y axis.

That is, the peak intensity along the x axis is positioned left from the center of the
trench. This can be explained as follows. The electron probe visits the left side of
the oxide in the trench first and creates a positive surface potential. As it visits the
next pixels of the scanline, the surface potential slightly accumulates and causes a
decreasing SE signal at those pixels. The phenomenon qualitatively agrees with the
theory described in Sec. 4.2.

When simulating these trenches, including charging, a similar bright-to-dark con-
trast, as discussed above, is observed (see Fig. 4.14). It does show the asymmetry
in the contrast across the trench, which could not be achieved in our previous work,
but the asymmetry is much larger than observed in Fig. 4.13. We also clearly see the
effect of EBIC in Fig. 4.14, the signal increasing toward the edges of the trenches. We
then included trapping cross-sections, which leads to a lower nominal yield and thus
a smaller positive surface potential. The results are shown in Fig. 4.15. When charg-
ing and trapping models are included, the asymmetry in contrast across the trench is
clearly seen (the red dotted curve), compared to the case with trapping but without
charging (the black solid curve). The positive surface potential due to the charging
suppresses the emission from the middle of the trench toward the edge, where the
EBIC effect comes into play. To quantify the asymmetric contrast in the simulated
trench, the displacement of the maximum contrast in the trench from the middle of
the trench is determined as 15 nm. This compares to the experimentally determined
dis- placement, from Fig. 4.13c of 17 nm. And comparing the ratio of the areas under
the SE signal profile left and right of the middle of the trench, in the experiment, a ratio
of 1.17 is found, in the simulation with charging a value of 1.187, and in the simulation
without charging a value of 1.05. The deviation from 1.00 is due to the noise. The
areas were deter- mined with respect to the baseline connecting the lowest intensity
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points at the edges of the trench. The agreement between experiment and simula-
tion supports our reasoning above that the positive surface potential slowly builds up
when scanning over a trench and it indicates that the experimental emission yield is
slightly higher than unity at 4 keV, as was assumed in the simulations with scattering
models and trapping. We have noticed that, close to the edges of the trench, there
is no strong charging effect because of the EBIC effect, and this also agrees well with
the experimental observations. The trapping cross-sections allowed us to tune the
nominal yield such that it is more comparable to the one reported in Fig. 4.13 (page
36) by Schreiber and Fitting [31].
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Figure 4.14: Trenches of the grating coupler simulated with first principle scattering models. (a) Image
simulated without charging models; (b) image simulated with charging models; (c) SE signal profile of the
panels (a) and (b) was integrated and averaged over 50 pixels along the y axis (between the dashed lines in
a and b). The right y axis is for the surface potential value at the incident pixel after the interaction. Scale
bars are 100 nm.
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Figure 4.15: Simulated trenches of the grating couplers with first principle scattering models and a trapping
model included. (a) Image simulated without charging models but with trapping; (b) image simulated with
charging and trapping models; (c) SE signal profile of the figures (a) and (b), integrated and averaged over
50 pixels along the y axis [between the dashed lines in (a) and (b)]. The right y axis is for the surface
potential value at the incident pixel after the interaction. Note the asymmetric signal (the red dashed curve)
in the central trench and the signal suppression in the right half of the trench. Scale bars are 100 nm.

In this simulation, the region of interest is about ≈1.5 µC/cm2 (1.1 µC/cm2 ×
1.5 µC/cm2). The pixel size is 5 nm, and the charging dose is 25 µC/cm2 (40 elec-
trons/pixel). The simulation without charging took 30 min and 44 s on a 64-core work-
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station. When the trapping cross-section is enabled, the simulation takes 13 min and
50 s. The simulations with charging took 5 h and 19 min and 4 h 20 min on a 32-core
workstation without and with trapping, respectively, with Monte Carlo parallelization
(32 threads) and parallelization of the field solver (4 threads).

4.4.4. Effect of the EBIC model
We now show the impact of the charge redistribution model on Cu pads embedded

in a thin SiO2 layer on top of a Si wafer. The pads 1, 2, and 4 are electrically floating (no
contact to the underlying Si wafer), and pad number 3 is connected to the underlying
Si wafer (see Fig. 4.16).

a) b)
Scan Area

50 nm 50 nm 50 nm 50 nm

1 2 3 4

50 nm 50 nm 50 nm
Cu Cu Cu Cu10

0 
nm

SiO

10
0 

nm

90
 n

m

50
 n

m

80
 n

m1 2 3 4

Vacuum

Si

2

SiO2

Figure 4.16: Sketch of the geometry of the four copper pads: (a) a topdown and (b) a cross-section view.
The green lines correspond to the imaging area.

In Fig. 4.17, the effect on the simulated SEM images is shown when the charging
model and/or EBIC model is switched on. When the charging model and the EBIC
model are switched-off, the copper contacts appear darker in Fig. 4.1b due to their
lower SE yield compared to SiO2 at 0.75 keV (with 128 µC/cm2 charging dose - 800
electrons per 10 nm × 10 nm pixel). Furthermore, the conductive pad (3) is indistin-
guishable from the others. When the charging model is switched on, but the EBIC and
breakdown models are off, the emission of the oxide gets lower due to the positive,
surface potential and the SE yield becomes comparable to that of the copper contacts
(Fig. 4.17c). Note that the conductive pad appears different compared to the other
pads because conductivity allows it to conduct charge carriers to ground. Switch-
ing on the EBIC model, however, leads to more realistic images of the contact pads
and the surrounding insulating areas. When the EBIC and the breakdown models are
switched-on, the oxide region surrounding the conductive pad experiences induced
conductivity and charge carriers are conducted to ground and no charging occurs (Fig.
4.17d). As a result, the oxide shows the nominal SE yield and becomes brighter than
other features.

Fig. 4.17e shows the line scan signals across the copper pads. The results in the
main graph are simulated with trapping cross-sections and those in the inset without.
In contrast to Sec. 4.3, the trapping has a minor influence on the results obtained
with the charging models included. The reason is that the high dose that was applied
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Figure 4.17: SEM image simulation of the buried copper pads in Fig. 16. (a) The schematic overview of the
pads, (b) charging, EBIC, and breakdown models are switched-off; (c) charging is switched-on but EBIC
and breakdown models are off, (d) charging, EBIC, and breakdown models are switched on. The intensity
profiles in (e) are obtained at the position of the scale bars (25 nm) in the images (b), (c), and (d). The
inset shows the same profiles but without trapping cross-sections. At 0.75 keV, positive charges on the
surface retract secondary electrons and the signal intensity decreases. However, the electrically connected
copper pad stays neutral, the surrounding area of the pad shows conduction due to EBIC, and the SE yield
does not decrease that much (the red and black curves even partly overlap).

causes the positive surface potential to increase rapidly, right after the starting point
of the exposure. This quickly lowers the SE yield to values below one, as is seen by
the steep drop of the red and green curves on the left-hand side of Fig. 4.17e. For
the remainder of the scan, the charge remains more or less in equilibrium.

Fig. 4.18 shows the surface potential of the sample for pixels, where the SE yields
are given in Fig. 4.17e. The results are given with the same color code (see color
online version). For the simulations where EBIC and breakdown models are off, the
surface potential is mostly negative except at the copper pad number 3, because it is
grounded.

Figure 4.18: Surface potential at the pix-
els after the exposure, where the displayed
yields in Fig. 17 are taken. The solid lines
are without trapping cross-sections and
the dotted lines are with trapping cross-
sections.
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4.5. Discussion
The frequency of the electric field update is a model parameter. Typically, these

fields are updated after a particular number of primaries have completed their inter-
action with the sample, assuming that the charge accumulation is not significant. In
some cases where the emission is very high, like in Fig. 4.12, the sample can stay
uncharged for an unrealistically long time, which can cause an artifact on the emission
yield in the first few pixels. However, once the e-field is updated as the simulation
proceeds, the emission will be affected by the surrounding field, and the contribution
of the current pixel decreases. Therefore, the approximation error will be only in the
first few pixels, and the emission con- verges to its “true” value eventually.

The deposited energy per time was implemented as the energy deposited by the
electrons during a single-time step of the implicit Euler scheme used to update the
electric field and the charge distribution, divided by the duration of that time step.
This works fine if there are sufficiently many electrons per time step (say > 100).
However, Fig. 4.19 investigates the impact of the electric field update frequency and
uses only 10 electrons per time step. For that investigation, we defined a timescale
𝜏 = Δ𝑡/3 based on the time step Δ𝑡 of the simulation with 100 electrons per time step.
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Figure 4.19: The effect of
electric field update frequency
on the results in Fig. 4.12c.
The solid black line with circles
shows when the electric field is
updated per 100 electrons (=
1 time/pixel); the dashed green
line with dots shows when the
electric field is updated per 10
electrons (= 10 times/pixel).

The deposited energy Δ(𝑟, 𝑡𝑛−1) for a given time step is then computed as follows:

𝐷(𝑟, 𝑡𝑛) = (1 − 𝐶) ∗ 𝐴(𝑟, 𝑡𝑛) + 𝐶 ∗ 𝐷(𝑟, 𝑡𝑛−1), (4.12)

where the deposited energy from the previous time step is describes the energy
deposited by the electrons during that added damped by the factor 𝐶 = 𝑒𝑥𝑝(−Δ𝑡/𝜏)
and 𝐴(𝑟, 𝑡𝑛) describes the energy deposited by the electrons during that time step. We
have 𝐶 = 𝑒𝑥𝑝(−3) = 0.05 for the simulations with 100 electrons, and 𝐶 = 𝑒𝑥𝑝(−0.3) =
0.74 for the simulation with 10 electrons.

Fig. 4.19 compares the SE emission of Fig. 4.12c to the case when the electric
field is updated with 10 times the frequency. In the first few pixels, the SE yield is
generally slightly lower, but the signal drop is still present.

The electron-matter scattering models, i.e., elastic and inelastic scattering, used in
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this study are first principle models. Although they are based on established models,
there are still model assumptions, especially at very low energies, which can lead to er-
rors in SE emission. In addition, trapping and detrapping in insulators are well-known
phenomena. Electrons and holes are trapped in defects, impurities, and dislocations.
Electric fields and material heating can release the trapped electrons (detrapping) in
case the added energy is greater than the trapping energy. Such kind of conduc-
tion mechanism is also known as Poole-Frenkel conduction [49]. To take that into
account, many very low energy electrons should be traced to lower energies, even
below the vacuum barrier height. The discrete modeling of these very low energy
events would add a significant computational load since there is an excessive amount
of electrons in this energy range. Furthermore, it is experimentally very hard to ver-
ify the cross-sections at very low energies. Although the first principle physics-based
trapping/detrapping models will lead to a more accurate model, it is a very challeng-
ing task from many perspectives: physics, characterization of material at hand, and
computationally.

As mentioned in Sec. 1, in our previous simulation work [20], we were not able
to reproduce the smooth intensity drop seen in the experiments. There are two rea-
sons for this: the lack of some essential model components and misinterpreting the
experimental data. The latter was due to the tilt of the sample. The sharp signal
drop on the oxide in Fig. 4.1a was first interpreted as a strong charging effect. How-
ever, we realized that the contrast change is mostly due to the sample tilt, the image
being a combination of a complex topography and an asymmetric scattering cloud in
the sample [50]. This sharp drop is not present in a common top-down image, as
demonstrated in Figs. 4.13a and Fig. 4.13b. In this case, the charging effect appears
subtly, which could be most dangerous, according to Postek et al. [3] because it could
be easily overlooked by a microscopist. After adding the missing model components,
this phenomenon was reproduced, as demonstrated in Sec. 4.3. The line scans over
an insulator in Sec. 4.2 are preliminary tests of the signal drop, which qualitatively
agree with the (spot mode simulation) results in Fig. 4.4 of Ohya et al. [36]., and
Fig. 4.4 of Ref. [10]. However, experimental evidence is still missing for this case. An
experimental dataset, as explained in Sec. 4.2, can be very useful to judge the effects
of the models. This experiment can even be simplified to spot mode acquisition. An-
other related issue is the SE yield (curve) of SiO2, which is dependent on current and
time. Previously, Belhaj et al. [51]. have conducted yield measurements on alumina
(Al2O3). A similar study for SiO2 is required to verify SE yields and the models.

In Sec. 4.4, the effect of the models was demonstrated in a setup, typical for
voltage contrast imaging in electron beam testing technology. In the simulations, the
effect of the EBIC model is observed as brightening of electrically conductive parts
and its surrounding oxide (Fig. 4.17d). Thong reported in Fig. 2.74 the brightening
of passivation and oxide layers when the beam reaches a base-collector junction at
higher energies [52]. Similarly, Leamy reported in Fig. 23 that the imaged surface
brightens due to the EBIC effect, revealing the location of a buried junction [53].
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Besides, conducting a similar experiment can reveal the extent of EBIC effect more
quantitatively.

Moreover, the beam deflection due to induced-charging has been studied [54] at 50
keV with the models explained in this work. Simulation results agree with experimental
results qualitatively for most of the experiments, quantitatively in some cases.

In the simulations, Monte-Carlo calculations are fully scalable, meaning that using
more cores would make the calculations faster. At present, the electric field calculations
are parallelized on four CPU cores. In principle, the field solution can be parallelized
with a higher number of cores, but, in practice, we did not achieve a higher gain
because of the increasing communication cost. In a benchmarking test, we found that
the open-source multigrid solvers in PETSc (i.e., BoomerAMG and GAMG) are scalable
up to 16 threads and giving a factor of 2 to 3 speed-up for our test matrices [55].

Using a more efficient grid (e.g., a triangular mesh) can speed up the calculations
extra because the problem size will be much smaller (factor of 10). However, the
speed-up is expected to be only a factor of 2 to 3 due to the increasing complexity of
the solution in the multigrid regime.

4.6. Conclusions
Model improvements for Monte Carlo simulations were presented. These improve-

ments include both low energy electron scattering models and the charging of di-
electrics. First of all, we have included first principle scattering models to simulate
electron-matter interactions in order to predict charge distributions in the material
more precisely. The latter involves models that couple dynamically with the charge
distribution, such as calculation of local fields, tracing of the electrons in the field, and
redistribution of the charges in the materials. For instance, the redistribution mod-
els, EBIC and dielectric breakdown, help to include induced conductivity in dielectric
materials.

We have shown that including first principle scattering models, especially electron-
phonon scattering leads to a more realistic charge distribution inside the material.
Although the generation and tracing of every electron in the field increase the compu-
tation time significantly, we tried to avoid simplifications/optimization of the scattering
models. However, for the fine adjustment of the yield, we have used empirically mod-
eled trapping cross-sections.

In an earlier study, the charge mobility was not allowed in the dielectrics. This
was causing accumulation of unrealistically big potentials, causing beam deflections.
Introducing redistribution of the charges helped to solve these artifacts. The models
incorporate tracing of all the electrons with a higher accuracy in the electric field,
enabling us to reproduce contrast changes due to the surface potential. This results
in better yields and more realistic energy analysis of the emitted electrons.

In addition, the EBIC model allowed simulation of induced conductivity effects,
where the presence of the beam increases the conductivity of the dielectric material,
creating a conductive channel to neighboring conductive materials at ground potential.
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Future steps will include a more effective meshing technique to reduce the problem
size to speed up the simulations. Improvements in the modeling can be considered by
including surface plasmons and a physics-motived trapping and detrapping model. To
quantify the effects and error bars, a proper parameter and model sensitivity analysis
as well as good experimental results is needed.
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5
Charge-Induced Pattern
Displacement in E-Beam

Lithography

Electron beam lithography (EBL) requires conducting substrates to ensure pat-
tern fidelity. However, there is an increasing interest in performing EBL on
less well-conducting surfaces or even insulators, usually resulting in seriously
distorted pattern formation. To understand the underlying charging phenom-
ena, the authors use Monte Carlo simulations that include models for substrate
charging, electron beam-induced current, and electric breakdown. Simulations
of electron beam exposure of glass wafers are presented, exposing regular pat-
terns which become distorted due to charge-induced beam deflection. The re-
sulting displacements within the patterns are mapped and compared to experi-
mental displacement maps obtained from patterns in PMMA resist on glass sub-
strates. Displacements up to several hundreds of nanometers were observed
at a primary beam energy of 50 keV. Also, various scan strategies were used
to write the patterns, in the simulations as well as the experiments, revealing
their strong effect on pattern distortion, in shape and in magnitude. A qualita-
tive, in some cases even quantitative, good agreement was found between the
simulations and the experiments, providing enough confidence in Monte Carlo
simulations to predict charge-induced pattern displacement and shape distor-
tion and to find smart scan strategies to minimize the effects of charging.

This chapter is published as a journal paper:
Kerim T. Arat, Thomas Klimpel, Aernout C. Zonnevylle, Wilhelmus S. M. M. Ketelaars, Carel Th. H.
Heerkens, Cornelis W. Hagen: Charge-induced pattern displacement in E-beam lithography. Journal of
Vacuum Science & Technology B 09/2019; 37(5):051603, DOI:10.1116/1.5120631
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5.1. Introduction
Electron beam lithography (EBL) is used for the production of a wide range of ap-

plications such as the production of superconducting nanowires [1] and quantum dots
[2] because it combines very high resolution and flexible patterning capabilities [3–5].
However, when the sample is not sufficiently conducting, charging-related differences
occur on the designed pattern [6]. One of these differences is due to the unintended
deflection of the primary beam, which causes pattern distortion [7]. The literature
discusses a few techniques to solve this problem: adding a charge dissipation layer
[8, 9], using a conductive polymer [10, 11], using variable pressure conditions [12],
or utilizing the critical energy [13]. So far, these techniques were not well adopted
by the semiconductor industry, except the first one because of its practicality and low
cost. However, using a coating layer introduces extra process complexity [14], a loss
of resolution due to the increased electron scattering volume, and it does not solve
the issue entirely, especially for thick resists [15].

In addition to the methods mentioned above, some authors investigated the ef-
fect of the scan (writing) strategy [16] on the charging effect. However, this is quite
demanding experimental work because finding the right strategy is based on a trial
and error method and restricted to the specific application. In the literature, modeling
studies using Monte Carlo simulations are reported, which are aimed at providing a
general solution for a given layout prior to the experimental fabrication [17–20]. How-
ever, these studies are either based on empirical electron-matter scattering models
or do not take charge redistribution into account. The goal of this work is to use a
Monte Carlo simulator that simulates charging by including first principle scattering
models, electric fields, and charge redistribution models [21]. Specific test patterns
were defined in PMMA resist on glass wafers. The same patterns were also obtained
simulating electron beam exposure of a glass wafer and then compared to the exper-
imentally obtained patterns. Furthermore, the influence of different writing strategies
on the patterns was investigated.

5.2. Modeling
5.2.1. Monte Carlo simulator

In this study, we have used a Monte Carlo simulator, virtualSEM, to simulate the
charge-induced effects on the primary electron beam. The first version of the simulator
[22] included semiempirical scattering models and electric fields. Later, first principle
scattering models and charge redistribution models were included in the simulator
[21].

For modeling of the inelastic scattering, there are two choices in the simulation:
(i) the dielectric function theory (DFT) which is a first principle model [23, 24] and (ii)
the continuous slowing down approximation (CSDA) which is a semiempirical model
[22, 25]. Although the first principle modeling is a rigorous approach, it comes at a
price when considering the simulation speed. In this work, initially, we used the DFT
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model for some of the simulated patterns studied to understand the effects of the
charging. Later, we preferred to use the CSDA model for all simulations to reduce the
simulation time. We will address the validity of this approach in subsection 5.2.3.

Figure 5.1: Test pattern. (a) A schematic drawing of the exposed dot array (5 × 5) is shown in a top-down
view. The light gray dots (red dots in the color version) are the intended points of exposure. (b) The
intended and deflected trajectory of the primary electron beam is presented. On the right-hand side, a
top-down view of the dot displacement is shown.

5.2.2. Test pattern: Dot matrix
Here, we focus on the deflection of the primary electrons in vacuum due to sub-

strate charging [7, 26] in high energy EBL. The test pattern we chose consists of a
square array of dots such that the effect of the deflection can be easily determined
by measuring the displacement of the dots with respect to their position in the design
(see Fig. 5.1). Here, each dot represents the result of a single point exposure of the
glass wafer by a high energy electron beam.

The array of dots can be written using various writing orders. To investigate the ef-
fect of scan strategy on the charge patterns, we have applied four different strategies,
as shown in Fig. 5.2.

The pattern dimensions are 4.5 × 4.5 µm2 (in x and y directions), which corre-
sponds to the subfield size of the e-beam tool used in the experiments. Furthermore,
all patterns were written for two different pitches, or dot spacings: 500 nm (9 × 9
dots) and 250 nm (17 × 17 dots).

5.2.3. Simulations
To obtain experimentally measurable displacements, we have used a 50 keV elec-

tron beam instead of 100 keV, as the 50 keV beam is more sensitive to electrostatic
fields (E-fields). A range of exposure doses was simulated up to 250 µC/cm2. To ex-
aggerate the effect of the charging, we used exposure doses higher than usual [16].
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Figure 5.2: Four scan strategies (a) Meander, (b) TV (Raster), (c) Inward Spiral, and (d) Outward Spiral are
shown from left to right. The dots are exposed in the order indicated by the blue arrows starting from the
bottom left and ending top right except for the Outward Spiral mode, which starts in the middle and ends
at the bottom left.

As a sample for the simulations, we chose to use glass, i.e., SiO2, without a resist
layer. At 50 keV, the penetration depth of the beam electrons is in the order of mi-
crometers [27], which means that most of them end up in the substrate. Therefore,
we assumed that most of the displacement is due to the substrate charging [7, 28],
neglecting charging of a resist layer.

In Fig. 5.3, the displacement map is shown for the Meander mode, at 128 µC/cm2

and at 250 nm pitch (17 × 17 dots). The design layout of exposure points is shown
as a regular grid of circles (the blue circles in the color version) and the actual landing
positions as a nonregular grid of circles (the red circles in the color version). The
arrows indicate the displacement direction, and their size and color correspond to
the magnitude of the displacement. The background color has a similar function for
better visualization. The writing starts from the bottom left in the Meander mode
(see Fig. 5.2). The displacement is very low in the beginning since the number of
trapped charges is still low enough to not influence the beam trajectory. The size of
the displacement increases as the beam continues to charge the sample toward the
top of the array. The displacement is maximum at the top corners because the amount
of deposited charge on the outside of the corners is much smaller than on the inside
of the corners, creating stronger E-fields in the diagonal directions.

Figure 5.3: Displacement map
of the Meandermode. The max-
imum displacement is 93 nm at
128 µC/cm2 and at a pitch of 250
nm (17 × 17 dots).
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The displacement maps of all four scanning modes are compared in Fig. 5.4. The
maximum displacement is 93 nm for Meander, 93 nm for TV, 105 nm for Outward
Spiral, and 40 nm for Inward Spiral. In Fig. 5.4, below the maps, cartoons are drawn
indicating the deformation of the square arrays due to charging. Depending on the
application, it can be crucial where the main displacements occur within the pattern.
For instance, if a square structure is desired, then the Inward Spiral mode provides
the best match because all displacements occur inside the pattern as depicted by Fig.
5.4, leaving the edges of the pattern unaltered.

Figure 5.4 shows that the scan mode has a significant impact on the landing po-
sitions. In the Meander and TV modes, the bottom of the pattern was exposed first,
and the trapped charges repel the beam, away from the exposed area, such that the
displacement vectors point in the direction away from the center of the already writ-
ten area. In Outward Spiral mode, the charges are trapped mostly in the center of
the pattern from the beginning of the exposure. This repels the beam away from the
center in all directions, depending on the location of the point of exposure.

Figure 5.4: Displacement effect on the borders of the patterns.

In Inward Spiral mode, the beam exposes the borders first starting at the bottom
left corner. During this first pass, the amount of trapped charge is not enough to
significantly deflect the beam. The amount of trapped charge increases when the beam
exposes a new spot, but it exposes another point soon after that, on the opposite side
of the pattern, minimizing the lateral component of the electrostatic field. For example,
there are undisplaced exposures in the middle of the pattern since the electrostatic
fields around these points cancel each other in the x and y directions.

As the charge accumulates, the resulting field will not only deflect the electron
beam in x and y directions but also influence the electrons in the z direction, in other
words, affect the landing energy of the beam. In Fig. 5.5, the simulated surface
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Figure 5.5: Surface potential at the
end of the array exposure, in Mean-
der mode for 128 µC/cm2 and a pitch
of 500 nm (9 × 9 dots). The color bar
shows the maximum (-14636 V) and
minimum (-16408 V) values of the po-
tential at the surface. The field of
view is 10 × 10 µm2, and the dashed
square (4.5 × 4.5 µm2) indicates the
exposure area.

potential at the end of the array exposure is shown. The potential takes values as
high as -16 kV, and the surface potential acts as a deceleration field. That means
the landing energy of the 50 keV beam drops to 34 keV toward the end of the array
exposure, thereby enlarging the deflection of the beam in the x and y directions, as
slower electrons are deflected more.

Figure 5.6: Sensitivity of the displacement maps to the choice of inelastic scattering model at 128 µC/cm2
for the Meander mode: (a) CSDA vs (b) DFT.

This decrease in landing energy has another important effect on the exposure. At
lower energy, the primary beam shows more beam broadening [29, 30]. Further-
more, the electrons penetrate less, so their scattering volume is closer to the surface,
resulting in a larger intersection of the scattering volume and the substrate surface.
As a result of this, we see that the center of the negative potential area in Fig. 5.5
is located above the center of the exposure area. Also, it is expected that the dots in
the upper rows of the array have a larger size than those in the lower rows. We will
verify this experimentally.
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Figure 5.7: Sensitivity of the displace-
ment to the choice of the inelastic
scattering model. The maximum dis-
placement vs exposure dose in Mean-
der mode shows a factor of two dif-
ference for 9 × 9 arrays.

As promised above, we now address how the simulation results shown are influ-
enced by the particular choice of an inelastic model used in the simulator: model (1)
the CSDA and model (2) the DFT.

The two different models resulted in qualitatively very similar displacement maps
independent of dose, except for the magnitude of the displacement, which does de-
pend on the dose (see Fig. 5.6). The effect of statistical (shot) noise was also observed
in Fig. 5.6b, which leads a slightly different symmetry between Figs. 5.6a and 5.6b.
Figure 5.7 shows that the CSDA model results in a displacement twice as big as that
of the DFT model for Meander mode.

It is worth noting that the displacement map is independent of the dose in the
simulations unless dielectric breakdown occurs. The exposure dose changes the mag-
nitude only.

5.3. Experiment
To experimentally verify the simulation results, glass wafers were (i) coated with

resist, (ii) exposed, (iii) developed, and (iv) inspected.

5.3.1. Fabrication of the patterns
A 200 µm (±20µm) thick insulating SiO2 wafer (2 × 2 cm2) was spin-coated with

950k-PMMA resist. The expected resist thickness is 200 nm. After spin-coating, the
sample was baked at 175 °C for 30 min. Also, a conducting reference sample was
produced using a standard (525 ± 20 µm thick) silicon wafer (2 × 2 cm2). The samples
were exposed with a RAITH EPBG-5200 tool. The beam energy was 50 keV, and
the beam current was 0.5 nA. The location of each dot array was reached by stage
movement, to be able to write the array in the center of the so-called main field,
thereby minimizing the aberrations of the main field deflectors.

After the exposure, the samples were developed in a 1:3 methyl-isobutyl ketone:iso-
propanol (MIBK:IPA) for 60 s, rinsed in IPA for 60 s and dried with dry nitrogen gas.
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After development, the samples were sputter coated with molybdenum (Mo) for 8 s,
corresponding to a layer thickness of ∼4 nm. The conductive coating serves to elimi-
nate possible charging effects during the subsequent inspection by scanning electron
microscopy (SEM).

Figure 5.8: Layout of a main block
consisting of dot arrays (indicated
by the black squares) and a central
marker. The arrays in the left four
columns contain dots at a 500 nm
pitch and in the right four columns at
a 250 nm pitch. Moving upward along
the rows, the dose increases by a fac-
tor of 1.2. The writing order of the ar-
rays is indicated by the red numbers
below the arrays.

5.3.2. Exposure layout
The sample layout consists of four main blocks, one for each scan strategy. Each

main block, shown in Fig. 5.8, consists of 44 arrays of 9 × 9 dots, 44 arrays of 17 ×
17 dots, markers, and labels.

In a main block, the arrays of 9 × 9 dots, with the dots at a 500 nm pitch, were
written first. The exposure starts from the bottom left array. The writing order is
indicated by the red numbers below the arrays in Fig. 5.8. In each horizontal row,
four arrays are written, at a 400 µm pitch, with exactly the same dose. These patterns
should be nominally the same. After that, above the first row, four arrays are written
at the same pitch but with a 1.2 times larger exposure dose. In this way, 11 rows are
written at increasing dose. After that, 44 arrays (11 rows and 4 columns) of 17 × 17
dots, with dots at a 250 nm pitch, were written at an 800 µm distance to the right of
the first 44 arrays. The dose increase along the rows will provide information on the
dose dependence of the charging effects. The four columns will give information on
eventual long-range proximity effects on the charging. The latter effects will not be
discussed in this work. After all arrays were written, large markers (200 × 200 µm2)
were written in Meander mode at 350 µC/cm2 to facilitate optical inspection of the
patterns after development. Also, 200 × 200 µm2 markers were written 400 µm away
at the leftmost and the rightmost side of each main block for navigation during SEM
inspection. These are not shown in the layout of Fig. 5.8.

The arrays at the bottom row were written at a dose of 50 µC/cm2. The dose was
updated by a factor of 1.2 for each pattern above, up to a dose of 310 µC/cm2 for
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Figure 5.9: Entire layout of exposed
patterns on the 2 × 2 cm2 wafer. The
horizontal pitch of the main blocks is
1.4 mm, and the vertical pitch is 1.4
mm. The different scan modes in
each main block are indicated by two
letter labels: TV, ME, IN, OU (in green
in the color version). The main block
writing order was TV > ME > IN > OU
indicated by numbers below the scan
mode (in red in the color version).

the uppermost row. The dose was increased by increasing the dwell time for each dot
exposure. The dwell time is given by

𝐷𝑤𝑒𝑙𝑙𝑇𝑖𝑚𝑒 = 10 × 𝐵𝑒𝑎𝑚𝑆𝑡𝑒𝑝𝑆𝑖𝑧𝑒2 × 𝐷𝑜𝑠𝑒
𝐶𝑢𝑟𝑟𝑒𝑛𝑡 (5.1)

where Beam Step Size is the pitch of the dots in µm, Dose is the exposure dose in
µC/cm², Current is the beam current in nA, and Dwell Time is the time spent per dot in
microsecond. The entire layout of all exposed patterns written in all four scan modes
is shown in Fig. 5.9. The main blocks are labeled according to the scan strategy within
the arrays (the text with big fonts in the middle of main blocks, the green text in the
color version) and the writing order of the main blocks (the numbers just below the
scan strategy label, the red numbers in the color version).

5.3.3. Inspection
The patterns were inspected in a Raith “eLINE Plus” system equipped with an in-

terferometric stage which allows automated inspection. At first, the operator needs
to locate the positions of three markers on the sample to be able to determine the
absolute position of patterns on the sample. During the setting up procedure, the
operator calibrates the beam focus on the markers. Once the setup is done, the tool
automatically moves to predetermined coordinates of patterns, automatically focuses
the beam, and takes images of the patterns. Each structure was inspected only once
(unless stated otherwise) to prevent beam-induced damage [31–33] during SEM in-
spection (Fig. 5.10).

All inspections were done with an 8 keV beam and a 15 µm aperture and at a
working distance of 6.4 mm. The field of view was 12 µm. The brightness and contrast
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Figure 5.10: Example of dot detection. The scale bars are 500 nm. (a) An SEM micrograph of a 9 × 9
dot pattern written in Meander mode at 124 µC/cm2; (b) the detected dots, marked by (red - in the color
version) circles; (c) the image of (b) overlaid with the intended dot pattern marked by (yellow - in the color
version) dots. The charge-induced displacements are clearly seen.

values were 50.1% and 31.4%, respectively, and the InLens detector of the GEMINI
column was used.

5.3.4. Image processing
We have processed the images with a MATLAB script which can be found in the

supplementary material*. The script covers the following image processing steps: (i)
noise filtering based on a median filter (with a 9 × 9 square window) to preserve the
feature edges and a sophisticated contrast adjustment based on adaptive histogram
equalization [34], (ii) dot pattern recognition by using a disk shape structural element,
(iii) determination of the center of mass for each dot, and (iv) comparison of the
detected dot pattern with the designed dot pattern.

Once the dot positions are detected, the pattern is compared with the predeter-
mined pattern, using the first exposed dot as a reference point. We assume that
this dot is not affected by any beam-induced effect because there has not been any
electron exposure nearby.

5.4. Results
The simulation shows that the charging can deflect the beam by more than a few

hundred nanometers at 50 keV, and the displacement of the exposed dots increases
when the exposure dose increases (see Fig. 5.7). The simulations also demonstrate
that the impact of the scan strategy is significant (see Fig. 5.4). For the Meander and
TV modes, the simulations and experiments show very similar trends, and even the
magnitudes of the maximum displacement agree very well, as demonstrated in Fig.
5.11.

Simulations and experiments were also compared at different doses to demonstrate

*See supplementary material at doi.org/10.1116/1.5120631 for a file that contains a MATLAB script for
analysis of SEM micro-graphs of the study

https://doi.org/10.1116/1.5120631
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the effect of the exposure dose. For example, at lower doses, such as ∼60 µC/cm2,
the quantitative match is less good, but qualitatively they still match, as seen in Fig.
5.12.

Figure 5.11: Comparison between (a) simulation at 128 µC/cm2 and (b) experiment at 124 µC/cm2 for the
Meander mode for a 500 nm dot pitch at 128 µC/cm2.

Figure 5.12: Comparison between (a) simulation at 64 µC/cm2 and (b) experiment at 60 µC/cm2 for the
Meander mode for a 500 nm dot pitch.

For the Outward Spiral and Inward Spiral modes, we observe more significant dif-
ferences between the simulations and the experiments. In Fig. 5.13, the simulation
result for the Outward Spiral mode, at a dose of 128 µC/cm2, is compared with exper-
iments at two different doses. In the simulation, the magnitude of the displacement
increases when more and more charge is deposited, taking its largest value at the
bottom leftmost dot. The experimental result at 124 µC/cm2 shows both a qualita-
tive and quantitative mismatch to the simulation. Specifically, the displacement at the
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top border is negligible and directed downwards. However, the experimental result at
150 µC/cm2 matches qualitatively and quantitatively better with the simulation even
though it is exposed at a higher dose: the displacement at all borders is larger than
in the central area, and the maximum displacement in the experiment (98 nm) is very
similar to the simulated one (125 nm).

Figure 5.13: Comparison between (a) simulation at 128 µC/cm2, (b) experiment at 124 µC/cm2, and (c)
experiment at 150 µC/cm2 for the Outward Spiral mode for a 500 nm dot pitch.

Figure 5.14 compares the simulation and experiment written in Inward Spiralmode.
As discussed in Sec. 1.2.3. Simulations, the displacement at the borders is limited in
this writing mode as the charging is not strong enough to deflect the beam noticeably.
However, the displacement maps do not match well at all. A similar mismatch also
shows at other doses, although the experimental maximum displacement is somewhat
closer, by a factor of ≈2, to the simulation result.

Figure 5.14: Comparison between (a) simulation at 128 µC/cm2 and (b) experiment at 124 µC/cm2 for the
Inward Spiral mode for a 500 nm dot pitch.

Figure 5.15 compares the simulation and the experiment, also for the Inward Spi-
ral scan mode, but at a smaller dot pitch (250 nm). At this pitch, a much better
match is observed between experiment and simulation. Furthermore, the amount of
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displacement also matches quite well.

Finally, we verified the expected influence of the charging on the dot size, origi-
nating from the increasing beam deceleration toward the last written dots. This effect
should be more prominent at a higher dose than at a lower dose. In Fig. 5.16, the
diameters of the dots in the top and bottom rows of a 9 × 9 array of dots, written
in Meander mode, are compared for a dose of 50 and 258 µC/cm2. At a dose of 50
µC/cm2, the mean diameters of dots in the top and bottom rows are almost equal
(80.7 vs 80.6 nm). At a dose of 258 µC/cm2, the phenomenon is distinguishable. The
mean diameter of the top row dots is 103.1 nm where the bottom row dots have a
mean diameter of 98.7 nm. This demonstrates the effect of charging on feature sizes.

Figure 5.15: Comparison between (a) simulation at 128 µC/cm2 and (b) experiment at 124 µC/cm2 for the
Inward Spiral mode for a 250 nm dot pitch.

Figure 5.16: Effect of charging on dot
diameters. The mean diameters of
the top and bottom row dots are com-
pared for a low (50 µC/cm2) and a
high (258 µC/cm2) exposure dose for
a 9 × 9 dot array written in Meander
mode.
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5.5. Conclusions
From the simulations, we predicted significant charging effects during EBL on glass

wafers at 50 keV. These were also experimentally verified. Beam displacements as
large as a few hundred nanometers, depending on the exposure dose, were observed,
as well as charge-induced feature size changes. These, especially the beam displace-
ment, pose a serious problem for accurate patterning of high-end structures and call
for ways to minimize these effects.

From simulations, we concluded that the scan strategy influences pattern shapes.
We tested four different scan strategies and found that a smart strategy, such as
the Inward Spiral mode, can minimize the deformation of square patterns showing the
power of simulations to identify the right strategy for a certain pattern shape. Although
some experimental cases (like Fig. 5.14) deviate, the possibility of minimizing the
deformations by a smart scan strategy was supported by most of the experiments.

We have also observed unexpected deviations between experiments and simula-
tions such as shown in Fig. 5.13. These deviations decreased when increasing the
exposure dose, resulting in a better qualitative match and less displacement. This
is not understood yet but perhaps arises from possible errors in the entire process
(exposure, inspection, and postprocessing). There is no reasonable physical explana-
tion of why all the displacement arrows at the top of the middle image of Fig. 5.12
point downwards. The simulations did not show such dose-dependent, unexpected,
changes in the displacement maps. The fact that such effects were observed in the
experiments prevents us from drawing definite conclusions on the influence of the scan
strategy and these should be investigated in further study. However, the qualitative
agreement, and even sometimes the quantitative agreement, between the experi-
ments and the simulations is remarkable. CSDA model was used for all simulations
in the experimental comparisons to reduce the simulation time. It is noted here that
there is an influence of the inelastic scattering model used on the magnitude of the
displacements, which can amount up to a factor of 2. However, the relatively good
agreement between the simulations and experiments is encouraging to make use of
Monte Carlo simulations to predict the influence of charging in EBL, but also in SEM
imaging.

The beam displacement phenomenon in EBL, leading to observable displacements
of exposed dot patterns, is a valuable test case for the simulation of charging. It allows
collecting data on charging phenomena in a much more controlled way than analysis
of SEM images of charging samples, and it also avoids complexities caused by surface
topography.
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6
E-Beam Lithography on

Curved or Tilted Surfaces:
Simulations and Experiments

There is a growing interest for patterning on curved or tilted surfaces using elec-
tron beam lithography. Computational proximity correction techniques are well
established for flat surfaces and perpendicular exposure, but for curved and
tilted surfaces adjustments are needed as the dose distribution is no longer
cylindrically symmetric with respect to the surface normal. A graphical process-
ing unit accelerated 3D Monte Carlo simulation, based on first-principle scatter-
ing models, is used to simulate the asymmetric dose distribution. Based on
that, an approximate adjustment is made to an existing high-performance prox-
imity effect correction (PEC) algorithm aimed at the correct exposure of a pattern
of nanowires on a 17° tilted surface. It was experimentally verified that using
the adjusted PEC indeed leads to a more uniform exposure on tilted surfaces.

This chapter is published as a journal paper:
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6.1. Introduction
In electron beam lithography (EBL), patterns are written in an electron sensitive

material (resist) using a focused electron beam. During the exposure, the interaction of
the electrons and the resist-substrate stack changes the resist’s solubility. Depending
on the tone of the resist, usually consisting of polymers, the change in the solubility
occurs by breaking bonds in the polymer network or creating a stronger network by
cross-linking the monomers to neighboring monomers. For instance, in a positive
resist, when enough bonds are broken in a certain area, this area becomes soluble to
a developer and the patterned feature shows up as a recessed shape in the resist. To
control the size of the pattern, it requires control over the distribution of broken bonds,
which is related to the electron dose distribution. As the electrons scatter in the resist-
substrate stack they spread laterally, influencing the exposure of neighboring areas.
This so-called proximity effect can be corrected if this lateral spread, often indicated
as the point spread function (PSF), is known. The correction of this effect by adjusting
the number of incident beam electrons (dose) is known as proximity effect correction
(PEC), which has become standard in EBL [1–3]. When the electron beam is incident
perpendicularly to a flat surface Fig. 6.1a, the PSF is cylindrically symmetric around
the surface normal, a property that is often used for PSF calculations [4–10]. Once
the PSF is known, the electron dose can be calculated for patterns in a given layout.

Figure 6.1: Exposure at different angles: the incident beam (arrow) (a) is perpendicular to the resist surface
and (b) has a 45° angle with the surface normal (dashed line).

Recently, there is a growing interest to pattern tilted surfaces by EBL [11–15]. In
this case, the beam has a non-zero angle with the surface normal Fig. 6.1b. For such
applications, where the cylindrical symmetry no longer exists, the standardly used PSF
calculation techniques are no longer suitable, and the PEC techniques [1, 2, 16] need to
be adjusted accordingly. In this study, first the PSFs are simulated for a perpendicular
surface and tilted surface using a 3D Monte Carlo simulator [17] and the asymmetry
in the tilted case is verified experimentally. Then, an approximate method is used
to adapt an existing high-performance PEC algorithm to the asymmetric PSF, and the
resulting exposure of a tilted resist-substrate stack is compared to an exposure using
the regular PEC, based on the symmetric PSF. In the discussion, the pitfalls of using the
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regular PEC based on the cylindrically symmetric PSF, when exposing tilted surfaces,
will be addressed.

6.2. Monte Carlo simulator
A common way to determine the PSF is using Monte Carlo simulations. It is crucial

to use reliable electron-matter interaction models in the simulator, especially for low
energy electron scattering since the bond-breaking rate is highest at low energies
[18]. We have used the e-scatter Monte Carlo simulator [17], which contains first-
principle elastic and inelastic scattering models and runs on a graphical processing
unit to benefit from parallel processing.

In e-scatter, the elastic scattering cross sections are based on the relativistic Mott
cross sections including solid-state effects using a “muffin-tin” approximation for the
potential. These cross sections are calculated by ELSEPA [19] and used for energies
above 200 eV. At very low energies, the electrons dominantly interact with the lattice
rather than the atomic potential. Therefore, the interaction of electrons with acoustic
phonons is taken into account [17, 20] at energies below 100 eV, where the Mott
description is no longer applicable [21]. For energies between 100 and 200 eV, an
interpolation between the cross sections for the two processes is used [17]. The
inelastic scattering is modeled by using the dielectric function [21]. In addition, an
electron trapping model [22] is used for the resist. The details of the models are
explained in chapter 3 of the thesis of Verduin [17]. Fig. 6.2 shows the elastic and
inelastic mean free paths of the materials used in this study, i.e., a silicon (Si) substrate
and polymethyl methacrylate (PMMA) as resist.

Figure 6.2: Elastic (dashed lines) and inelastic (solid lines) mean free paths of the materials used in this
study; (a) silicon and (b) PMMA. The vertical dashed lines serve to distinguish the electron-phonon scattering
regime (low energies) and the Mott scattering regime (high energies).

As the simulator models individual inelastic events, it would, in principle, allow for
the determination of the number of bond-breaking events if the probability for bond-
breaking was known. However, the cross sections for bond breaking are not well
known. From the literature [18], it is known that the status of the carbon-carbon
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backbone of the resist molecule plays an important role in the determination of its
solubility. Wu and Neureuther [23] reported that the bondbreaking cross section van-
ishes at energies below 4.9 eV. In other words, electrons with energy lower than 4.9
eV cannot break a bond. Although the zero of energy is not defined by the authors
[23], it is assumed here that it is the bottom of the valence band. Due to the lack
of known bond-breaking cross sections, a common approach is to store the energy
lost in an inelastic event or a trapping event, in the volume element (voxel) of re-
sist where the event occurred [7, 8, 24], provided that more energy than a threshold
value, assumed here as 4.9 eV, is lost. The number of broken bonds is then assumed
to be proportional to the deposited energy per voxel, and the distribution of energy
deposited in the resist is associated with the PSF.

6.3. Point exposure of resist on a curved surface
The Monte Carlo simulator is used to calculate the PSF for the electron exposure

of an Si-substrate/100 nm PMMA stack in two cases: (i) exposure perpendicular to
the stack and (ii) exposure under 45° with the surface normal of the stack. The beam
energy is 50 keV, and a zero-diameter beam is assumed. The voxels in which the
deposited energy is stored have a lateral size of 25 × 25 nm2 and 100 nm perpendicular
to the substrate (equal to the resist thickness). Fig. 6.3 shows the top-down views, i.e.,
viewing along the surface normal, of the PSFs in the resist, obtained in the two cases.
In Fig. 6.3a, the PSF for perpendicular exposure is observed to be nicely cylindrically
symmetric, both near the very center (inset) and further from the point of incidence.
In contrast, the PSF for tilted exposure, as shown in Fig. 6.3b, is asymmetric and
shifted compared to the perpendicular exposure case.

Figure 6.3: Top-down representation of simulated energy deposition profiles (PSF). The incident beam is
(a) perpendicular to the resist surface and (b) under an angle of 45° with the surface normal. The insets
(in micrometer) magnify the center of the exposure. The color map (logarithmic scale in energy/volume)
qualitatively represents the energy deposition.

To experimentally verify the simulation results, a spherical glass lens was coated
with a 4 µm thick layer of PECVD (plasma enhanced chemical vapor deposition) a-Si,



6

151

and spin coated with an ≈100 nm thick layer of 495 k PMMA in 3% Anisole. It was
soft-baked for 10 min at 180 °C. The exposure was done at an electron beam energy
of 50 keV, a beam current of 10 nA, and the exposure time was 2 s. The sample was
exposed at two different locations. The sample geometry is depicted in Fig. 6.4. The
first location was exposed along the surface normal, and the second at a 45° tilt with
respect to the surface normal.

Figure 6.4: Exposure of a curved
surface: the sample stack con-
sists of 4 µm of PECVD a-Si on
top of a spherical glass lens (ra-
dius = 25.7 mm) and an ≈100
nm layer of PMMA spin-coated
on top. (a) Location of perpen-
dicular exposure and (b) loca-
tion of exposure under 45° tilt
with the surface normal.

After development in methyl isobutyl ketone (MIBK) in 60 s, rinsed for 60 s with
isopropanol (IPA) and dried with dry nitrogen gas. The exposed locations were imaged
along the surface normal using an optical microscope. A similar approach to visualize
the interaction volume is described by [10].

The results, shown in Fig. 6.5, qualitatively agree with the profiles obtained from
the simulation. The asymmetric profile obtained for exposure of tilted substrates is so
distinctly different from the symmetric one for perpendicular exposure that standard
PEC techniques, based on cylindrically symmetric PSFs, are not suitable for exposures
of tilted or curved samples.

Figure 6.5: Optical microscopy images of point exposures of a 100 nm thick PMMA layer on a glass sphere,
coated with a-Si, after development. (a) The exposure is perpendicular to the substrate. (b) The exposure
is at a 45° (±2°) tilt from the surface normal. The electron beam energy was 50 keV, the beam current was
10 nA, and the exposure time was 2 s. Horizontal field view is ≈120 µm.
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6.4. Proximity effect corrected patterning of tilted sur-
faces

In contrast to other applications [24] where 3D PEC is required, we here address
how to optimize the exposure of a pattern on a tilted substrate. First, a test pattern
was designed, suitable to clearly show the difference when an asymmetric PSF in the
proximity effect correction is used instead of the usual symmetrical one. The pattern
is written at 50 keV beam energy on a 17° tilted Si substrate with a 150 nm thick
layer of PMMA resist, as shown schematically in Fig. 6.6. On this substrate, the same
pattern was written twice with two different PSFs used for the PEC. The PEC of the
first exposure was done with the symmetrical PSF for perpendicular exposure, and the
PEC of the second exposure was done by taking into account the asymmetrical PSF
for tilted exposure.

Figure 6.6: Cross-sectional view of
exposure on a 17° tilted substrate.
Note that structures on the right-hand
side are positioned higher along the
vertical coordinate than structures on
the left-hand side.

The test pattern consists of a large square (50 × 50 µm2) embraced at the upper
right side and the lower left side by lines and spaces, as shown in Fig. 6.7. The lines
are equal in width at both sides. The nominal linewidth is 0.1 µm, and the pitch is 0.3
µm. The size of the square was chosen such that a significant amount of background
dose contributes to the exposure of the pattern of lines and spaces. It is noted that
PMMA is a positive resist, and the exposed lines in the pattern will appear as trenches
on the sample after development.

Figure 6.7: Test pattern consisting of
a 50 × 50 µm2 square, embraced by
two patterns of lines (0.1 µm wide)
and spaces (0.2 µm wide) on the left-
and righthand sides of the square. (a)
Overview and (b) zoomed-in drawing
of the left-hand side of the pattern.
The right-hand side (not shown as a
zoomed-in drawing) is the mirror im-
age of the left-hand side.

On a flat substrate, the proximity effect of exposing the middle square would be the
same for both left- and right-hand patterns of lines and spaces, using the symmetrical
PSF in the PEC. However, in the tilted substrate case, the effect of the middle square
exposure will contribute more to the exposure of the lines on the left than to the
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exposure of the lines on the right of the square due to the asymmetrical PSF. This
will cause the lines on the left to develop differently from the lines on the right unless
the exposure dose is corrected using the proper PSF, i.e., the asymmetrical PSF for
exposure of tilted surfaces.

The PSFs needed for the PEC are obtained using Monte Carlo simulation. Fig. 6.8
shows the two simulation geometries: perpendicular beam exposure (Fig. 6.8a) and
17° tilted beam exposure (Fig. 6.8b).

The simulation volume is discretized in cylindrical coordinates for computational
efficiency. The radial axis is divided into 76 points, logarithmically increasing from 1
nm to 50 µm. The azimuthal plane is divided into 60 segments of 6° each. The resist
is discretized in 10 layers along the surface normal, each 15 nm thick, to enable an
analysis of the asymmetry in 3D. In the simulation, a zero-diameter beam is used with
107 electrons.

Figure 6.8: Simulation geometries to obtain the PSFs: 50 keV exposure of 150 nm PMMA resist on top of a
100 µm thick silicon substrate with the beam (a) perpendicular to the substrate and (b) at 17° tilted from
the surface normal. A zero-diameter beam is used containing 107 electrons. The color code of the beams,
blue solid line represents the perpendicular beam and red dashed line the tilted beam, is maintained in the
following figures in the color online version.

The simulated PSFs in the topmost 15 nm thick layer, for both the perpendicular and
tilted beam geometry, are shown in Fig. 6.9. The deposited energy density is plotted
vs the x-coordinate, that is, the direction perpendicular to both the perpendicular and
the tilted beam. As expected, the PSF is symmetric for the perpendicular beam (0°)
and asymmetric for the tilted (17°) beam. In the latter case, more energy is deposited
at the left-hand side (lhs), and the entire profile is shifted to the left (note the log-
scale). The discontinuity at the center of the PSFs is due to the discretization and
the logarithmic scale. When the tilted zero-diameter beam enters the resist, it travels
mostly through the left-hand voxels with a height of 15 nm.

In Fig. 6.10, both PSFs are shown, along the x-axis, in the bottom layer of the
resist, in contact with the substrate. As in the upper layers, the deposited energy
profile is shifted to the left for the tilted beam. Also, a peak in the PSF is visible, which
migrates to the left when the beam intersects deeper layers, amounting to a shift of
40 nm at a depth of 150 nm. This peak already appears in the first layer, seen as a
plateau in Fig. 6.9 due to the logarithmic scale.
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Figure 6.9: PSF comparison for the perpendicular and the tilted beam in the top-most surface layer (15 nm
thick), plotted along the x-axis (the in-plane horizontal direction in the inset). The symmetrical solid blue
curve is obtained for the perpendicular beam; the dashed red curve is obtained for the 17° tilted beam.

Figure 6.10: PSF comparison for the perpendicular and tilted beam in the bottom layer (15 nm thick).

The logarithmic plots of Figs. 6.9 and 6.10 are convenient to visualize the short-
range effects, i.e., close to the point of incidence, but the long-range effect is less well
visible. The latter is better visualized when plotted on a linear scale, such as in Fig.
6.11. Here, it is seen clearly that the tilted exposure profile is shifted to the left by
≈2.1 µm.

Figure 6.11: Comparison of the PSFs on a linear scale to show the asymmetry along the x-axis, i.e., the long-
range shift: (a) in the top-most layer (vacuum interface) and (b) in the bottom layer (substrate interface).

In Fig. 6.12, the PSFs are plotted along the y-axis (x = 0) for both perpendicular
and tilted substrates. There is no asymmetry observed in this case because there is no
beam tilt with respect to this axis. However, the peak in the deposited energy drops
dramatically in the bottom layer of the resist for the tilted beam, see Fig. 6.12b. This
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is because the beam intersection with that layer has shifted from the point of incidence
(x,y) = (0,0).

Figure 6.12: Comparison of the PSFs on a linear scale along the y-axis, to show the symmetry: (a) in the
top-most layer (vacuum interface) and (b) in the bottom layer (substrate interface).

To summarize the results of the PSF simulations, the long-range shift of the PSF
due to tilted exposure is in the order of micrometers which should be corrected for
with PEC to minimize its influence on the exposure of neighboring features. The short-
range effects, which are the beam shift (at maximum ≈40 nm here), beam diameter,
and beam straggling, are smaller than the feature size (100 nm). Therefore, we do
not expect that the short-range effects will significantly influence the linewidth, but
the line shape may be affected. We will address this later.

Now we turn to the question of how to adapt the PEC for the tilted exposure PSF.
The best result would be obtained by using the full 3D PSF in the PEC algorithm, but
that would be computationally very time consuming, and we consider the design of an
entirely new algorithm beyond the context of this work. Instead, we chose to use the
PEC function of a commercially available e-beam software package (BEAMER) [25] for
the proximity correction in 2D and modify the symmetric PSF. We start with separating
the untilted exposure PSF, in the resist layer between 75 and 90 nm depth, into two
functions: a short-range function fsr that best matches the PSF up to ≈20 nm and a
long range function flr that best matches the PSF above ≈1 µm. Both functions are
rotationally symmetric around the beam axis and they are shown in Fig. 6.13.

Figure 6.13: Comparison of simu-
lated PSF, which was calculated by
Monte Carlo simulator and approx-
imated PSF is used in PEC.

For the exposure of tilted surfaces we found that the long-range shift of the energy
distribution, originating from the backscattered electrons, is much larger than the shift
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of the short-range distribution. For simplicity, we will ignore the latter shift, i.e., the
same fsr is used for tilted and untilted exposures. The effect of the tilted exposure is
solely approximated by shifting the function flr over 2.1 µm. Note that we are shifting
the entire rotationally symmetric distribution flr in one direction over 2.1 µm, ignoring
the fact that the real distribution is not rotationally symmetric at all. Exposing the
test pattern of Fig. 6.7 and adding up the dose received by the resist, using the
approximated long-range PSF, flr in Fig. 6.13, one arrives at the long-range dose
distributions of the tilted and nontilted exposures shown in Fig. 6.14.

Figure 6.14: Long-range dose distribution: (a) nontilted beam and (b) 17° tilted beam. The color map
represents the amount of dose received by the resist. To obtain the distribution for the 17° tilted beam
exposure, the distribution for the nontilted beam exposure is shifted left by 2.1 µm. The dense narrow lines
on the right are part of the geometry shown in Fig. 7, and the leftmost isolated line indicates the boundary
between areas of constant dose.

To find the total dose distribution, the long-range and short-range effects are
summed (see Fig. 6.15) where the long-range distribution is the shifted distribution
for the 17° tilted beam exposure and the short-range distribution is assumed to be the
one for the nontilted beam exposure.

Once the dose calculation is done, the PEC algorithm optimizes the exposure doses
iteratively by calculating the normalized local exposure by convolving the PSF with the
corresponding 2D coverage matrix of the layout. For the final dose assignment, the
original pattern is divided into fragments required to assure optimal transcription into
the exposure format. In Fig. 6.16, the dose-corrected exposure layouts, with and
without accounting for the tilt, are shown. The color map shows the variation of dose
(red-high, blue-low regions in the color online version) over the pattern. The image of
the tilt-corrected Fig. 6.16b shows the exposure asymmetry required to compensate
for the asymmetric PSF. The lines on the right require more dose than the lines on
the left due to the left shift of the long-range distribution. In Fig. 6.16c, the PEC
distributes equal amounts of dose to both the left- and right-hand side (rhs) lines
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Figure 6.15: Total dose distribution. The dashed narrow vertical lines denote the lines of the test pattern.
(a) The normalized long-range dose distribution; (b) the normalized short-range dose distribution; and (c)
the total dose distribution for the 17° tilted beam exposure.

without considering the tilt of the sample, as the PSF is symmetric.

Figure 6.16: PEC (a) shows the experimental setup, (b) the dose map calculated when tilt is considered in
PEC, and (c) the dose map calculated using the standard PEC. The color maps show the variation of dose
over the pattern. Red (corners) and blue (in color online version) correspond to 1.58 and 0.70 relative base
dose.

6.5. Experiments
The exposure was performed with a Raith EPBG 5200 tool, equipped with a z-stage

for vertical stage control for a proper field correction. A series of different base doses
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were done to find the correct dose. The beam energy was 50 keV, and the probe
current was 6 nA using a 300 µm aperture. The Si sample was spin-coated with a 150
nm thick resist layer of 495 PMMA in 3% Anisole. It was soft-baked for 10min at 180
°C. After the exposure, at 0° and 17° tilt, it was developed for 60 s in MIBK, rinsed
for 60 s with IPA and dried with dry nitrogen gas. After development inspection was
done in a Thermo Fisher Scientific Helios G4 CX DualBeam™ SEM. The detector used
was the through the lens detector in secondary electron mode with beam deceleration
(-50V stage bias).

Figure 6.17 shows an SEM image of the exposed areas after development. The dark
(black) tones represent PMMA resist and the bright (white) ones the silicon substrate.
The upper block was exposed by taking the tilt correction into account; the lower block
was not corrected for tilt but had the standard PEC applied.

Figure 6.17: Two identical patterns were written on PMMA resist. A PEC algorithm which uses a PSF
corrected for the tilt was applied for the top block, and a PEC algorithm with a standard PSF is applied for
the bottom block.

It is observed that the lines (five on each side) were exposed and developed prop-
erly at both the left- and the right-hand sides of the squares. In Figs. 6.18 and
6.19, the lhs structures and the rhs structures are magnified to allow measurement of
the linewidths, or critical dimension (CD). Note that the bright structures are in fact
trenches, but we call them lines for convenience.

To measure the linewidths from these images, the intensity profiles across the top
and bottom lines, integrated over 100 pixels, are plotted in Fig. 6.20. The signals do
not look like the typical top-down inspection image signals of Manhattan structures
[26]. They reveal multiple features such as peaks, dips, and glitches. These features
arise from the fact that the tilted exposure also results in lines with tilted sidewalls after
development, as schematically shown in Fig. 6.21. Here, the cross-sectional and top-
down views are shown for line shapes resulting from tilted and nontilted exposures.
The tilted exposure leads to the rhombuslike cross section of the lines, originating from
the left-shift of the short-range peak visible in Figs. 6.9 and 6.10. Therefore, measur-
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Figure 6.18: Lines at the left-hand side imaged at a
higher magnification. The lines of the upper block
were exposed with tilt correction. The lines of the
lower block were exposed without tilt correction.

Figure 6.19: Lines at the right-hand side imaged at
a higher magnification. The lines of the upper block
were exposed with tilt correction. The lines of the
lower block were exposed without tilt correction

ing the linewidths of these rhombuslike lines is less straight-forward than measuring
the widths of the lines exposed without tilt, for which the standard CD measurement
protocols [27] can be used.

Figure 6.20: Integrated linescan profiles: (a) upper lines of Fig. 6.18, (b) lower lines of Fig. 6.18, (c) upper
lines of Fig. 6.19, and (d) lower lines of Fig. 6.19. The pixel size is equal to 6.5 nm. The red circles indicate
the edges depicted by solid dots (green in the online color version) in Fig. 6.22.

We adopted a simple CD measurement protocol, based on the cartoon of Fig. 6.22,
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Figure 6.21: Shape of the resist lines. The yellow region represents the substrate; dark blue regions are
the resist lines. (a) The images show the cross-sectional and top-down views of lines exposed without tilt.
(b) The images show the cross-sectional and top-down views of the lines exposed with tilt. The dashed red
lines are guides to the eye to judge the linewidth from the cross sectional view. The dotted green line on
the right shows the linewidth as judged from the top-down view.

where the exposed regions are shown as trenches. The left and right peaks in the SEM
linescan signal (the red circles in Fig. 6.22 in the color online version) are identified as
the edge positions on the top surface of the resist (the green dots on resist corners in
Fig. 6.22 in the color online version). The CD is then taken as the distance between
these peaks. The red circles are also indicated in Fig. 6.20, from which the CDs are
determined. The values are collected in Fig. 6.23 together with the CDs of the lines
resulting from the nontilted exposures.

Figure 6.22: CD measurement protocol for the tilted
lines. Exposure was done on a tilted sample along
the tilted (blue) dashed line producing a trench with
a nominal width of 100 nm (between the green solid
dots). The inspection was done without a tilt such
that the electron probe scans along the (red) horizon-
tal dashed line. The nominal value of the measured
width is 105 nm due to the uncorrected projection.
The resulting SEM line scan signal is depicted above
the geometry. The peaks (red empty circles) in the
SEM signal correspond to the edges indicated by the
(green) filled dots. Colors are visible on the online
version.

Figure 6.23a shows the linewidths (of the trenches) for exposure without tilt cor-
rection and Fig. 6.23b shows the linewidths for exposure with tilt correction. The lines
1 to 5 are ordered from left to right. Notice that, the first line on the lhs and the fifth
line on the rhs are the outermost structures.

In Fig. 6.23a, it is seen that the lines left of the big square are wider than those to
the right of the square. Since the deposited doses are the same (see the dose map in
Fig. 6.16c), the observed difference indicates the asymmetry in the dose distribution.
The following explanations can be made on this structure to describe the phenomenon
in details:

• The lhs lines received a larger long-range dose contribution than the rhs lines,
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considering that the long-range PSF is left-shifted by 2.1 µm.

• On the rhs, the linewidth of the third line is larger than that of the fourth and fifth
lines, even though the short-range dose contribution is lower (see Fig. 6.16c).
This could be explained by the larger long-range dose contribution to the third
line exposure when exposing the fourth and fifth lines, the total (short + long
range) contribution reaching a maximum at the third line.

• The linewidth of the first and the second lines is smaller than the others on the
rhs. This is because both short range and long-range contributions decrease
when the e-beam moves to the left.

• On the lhs, the first line is the widest. This is mainly due to the strong short-
range dose contribution. Secondly, the long-range contribution to the first line
when exposing the lines to the right of the first line (still at the lhs) increases,
the dose increasing gradually going left toward to first line.

• On the lhs, the fourth and the fifth lines are slightly wider than the third line.
Although the short-range dose contribution decreases going right (Fig. 6.16c)
the long-range dose contribution when exposing the high-density square pattern
to the right of the fifth line contributes strongly to the exposure of the fourth
and fifth lines. For the third line, the short-range dose contribution is larger than
for the fourth and the fifth lines, but the long-range dose contribution, when
exposing the patterns to the right of the third line, decreases more than the
short-range dose contribution can compensate for.

When comparing Figs. 6.23a and 6.23b:

• The rhs lines are wider when correcting for the tilt, as expected, because the
base dose is increased to compensate for the asymmetric PSF.

• For the same reason, the lhs lines received less dose in the tilt corrected case,
and therefore they are narrower than in the noncorrected case.

Looking at Fig. 6.23b, the widths of the rhs lines are slightly larger (≈11 nm) than
the lhs lines, although they are expected to be the same when taking the tilt correctly
into account in the PEC. We think that this might be due to an overcorrection caused
by the approximate PSF. In Fig. 6.13, it is seen that in the mid-range between 10 nm
and 1 µm the approximate PSF used in the PEC is lower than the simulated PSF. This
may enhance the short-range, and indirectly, the long-range dose effects during the
PEC. It causes a directional effect in the tilt (-x) direction, in each block (rhs or lhs), a
line located at the left always receives a larger total dose than any other lines in that
block.
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Figure 6.23: Comparison of CDs: (a) PEC without tilt correction, (b) PEC with tilt correction.

6.6. Discussion
We have shown that the PSF for exposure of a tilted surface is different than for

perpendicular exposure. From the proof of principle experiments presented here, it
is clear that standard PEC algorithms have to be adapted for the different PSF when
exposing curved or tilted surfaces. It will improve the accuracy in the fabrication of
nanostructures on such surfaces. Its effect will even be more prominent when using
resist layers thicker than 150 nm, a beam energy lower than 50 keV, or an angle of
incidence larger than 17°.

In this study, an energy deposition model was used to determine the number of
broken bonds in the resist. However, it would be more realistic to consider individual
bond breaking events [28]. Knowledge of the bond-breaking cross sections, or how to
separate them from inelastic scattering cross sections, would help in achieving a more
reliable PSF. However, such knowledge is still limited [23, 28, 29] even for well-known
polymers such as PMMA.

In addition, in the PEC applied in this work, we have neglected the short-range
effect, arguing that we expect this to be a minor effect for structure sizes of 100 nm or
more. However, it should be considered for the fabrication of much smaller structures.

In the experiments, the big square structure in the middle is not fully bright in the
SEM images and the inner borders (smaller squares) are visible. These regions were
underexposed for the dose applied (403 µC/cm2), but the smaller structures (lines) on
the sides are overexposed at this dose. We assume that there is an imbalance between
the short- and long-range dose distributions used in the tilt-corrected version, where
the magnitude of the short-range dose is underestimated and the magnitude of the
long-range effect is overestimated. However, the CD values of the lines on each side
of the square are most relevant for this study and they are resolved well enough at
this dose to perform a quantitative analysis. The CD comparison for the uncorrected
exposure (Fig. 6.23a) demonstrates the asymmetry in the PSF. The rhs lines receive
less dose than the lhs lines.
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The adjustment made to the PEC kernel overestimates the tilt effect and leads to wider
lines on the right side than on the left side (Fig. 6.23b). However, the difference in
CD between the right and left sides is less in the corrected version compared to the
uncorrected version.

Lastly, the asymmetric 3D PSF has been simplified into 2D, for the direction of the
incident beam (-x), for ease of implementation, but a convolution kernel which uses
the full 3D PSF will improve the accuracy and will solve the issues indicated above,
especially for 3D structures such as circles or squares.

6.7. Conclusion
There is a growing interest in patterning nanostructures on curved or tilted sur-

faces using EBL. However, standardly used PSFs and PEC algorithms, developed for
perpendicular patterning on flat surfaces, are not suitable for such applications.

In this study, we have demonstrated that the PSF is not radially symmetric for
the exposure of tilted surfaces, using Monte Carlo simulations. The asymmetry is
confirmed by a proof of principle experiment for a single point exposure.

To verify the effect more quantitatively, the nonsymmetric PSF was calculated, using
simulations, and a PEC algorithm was adjusted for the exposure of a tilted substrate.
A test pattern was written with and without PEC correction for tilted surfaces. The
results show that it is possible to improve the fabrication accuracy in terms of critical
dimension by taking the asymmetric PSF into account.
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7
Estimating Step Heights from

Top-Down SEM Images

Scanning electron microscopy (SEM) is one of the most common inspection meth-
ods in the semiconductor industry and in research labs. To extract the height
of structures using SEM images, various techniques have been used, such as
tilting a sample, or modifying the SEM tool with extra sources and/or detectors.
However, none of these techniques focused on extraction of height information
directly from top-down images. In this work, using Monte Carlo simulations,
we studied the relation between step height and the emission of secondary
electrons (SEs) resulting from exposure with primary electrons at different en-
ergies. It is found that part of the SE signal, when scanning over a step edge,
is determined by the step height rather than the geometry of the step edge. We
present a way to quantify this, arriving at a method to determine the height of
structures from top-down SEM images. The method is demonstrated on three
different samples using two different SEM tools, and atomic force microscopy
is used to measure the step height of the samples. The results obtained are in
qualitative agreement with the results from the Monte Carlo simulations.

This chapter is published as a journal paper:
Kerim Tugrul Arat, Jens Bolten, Aernout Christiaan Zonnevylle, Pieter Kruit, Cornelis Wouter Ha-
gen: Estimating Step Heights from Top-Down SEM Images. Microscopy and Microanalysis, 05/2019,
DOI:10.1017/S143192761900062X https://doi.org/10.1116/1.5120631
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7.1. Introduction
Scanning electron microscopy (SEM) based systems are major inspection and metrol-

ogy tools to measure critical dimensions (CDs) in nanofabrication because they pro-
vide optimal functionality by combining high-resolution with high-speed, and non-
destructive imaging [1, 2]. However, information from 3D samples reduces to a gray-
scale value in SEM micrographs, where one cannot easily measure the structure height.

To obtain structure height, or a 3D map of the surface in general, combinations
of tools and techniques are being employed such as stereo vision, structure from
motion, or stereophotogrammetry [3–6]. In these methods, a sample is illuminated
and/or viewed at different angles by introducing extra sources, detectors, and/or tilt-
ing the sample such that feature height is measured as a lateral distance, or at least
can be calculated from the projection. However, this is not practical or even pos-
sible in many scenarios, especially in wafer-scale production [7]. Furthermore, the
accuracy of state of the art commercial software packages is disputed in the literature
[8, 9]. Although the aforementioned reconstruction methods have been in use for a
few decades, height information embedded in top-down SEM images itself is not stud-
ied well enough. Extraction of the embedded information can improve the efficiency
of available techniques and also lead to measuring the height directly from top-down
(0° tilt angle) SEM images, which are already available for CD measurements.

In this work, we studied the relation between step height and the emission of
secondary electrons (SEs) resulting from exposure with primary electrons (PEs) at
different energies. The material of choice is silicon (Si). As visualized in Fig. 7.1, the
SE emission on the sidewall of the step depends on the PE energy and the step height.
By using this phenomenon, we present a method to determine the height of structures
from top-down SEM images.

Figure 7.1: SE emission sites on the top and the sidewall of a (1 µm high) step are shown for three
acceleration voltages (10, 5, and 3 keV). The zero-diameter electron beam (with 104 electrons) lands on
top of the step, 50 nm away from the edge. The white dashed lines on the sidewall aid in judging how
many electrons can actually be emitted from a particular depth of the step.
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7.2. Theory and simulation
When a sample is exposed by using an electron probe, the size of the electron inter-

action volume inside the material is a function of material properties and beam energy.
The number of electrons emitted from the sample is proportional to the intersection
of the interaction volume and the sample surface.

Consider two step heights, formed by the sidewall of the Si step shown in Fig. 7.1,
one bounded by a horizontal plane (Si) at 200 nm depth from the top surface, and the
other bounded by a plane (Si) at 500 nm depth. The cross-sections of these steps are
illustrated in Figs. 7.2a-7.2d.

Figure 7.2: Cross-sectional view of the interaction volume with respect to step height and beam energy.
The horizontal field of view is 4 µm and a zero diameter beam is focused 50 nm left from the step edge.

At low energy (e.g., 3 keV as in Figs. 7.2a, 7.2b), electrons do not penetrate deeper
than the height of the steps. Therefore, the same number of electrons will be emitted,
even though the steps are different in height. In other words, at this beam energy the
emission is insensitive to step height.

If the beam energy is increased, the interaction volume becomes larger and effec-
tively shifts down. At a certain energy, some of the electrons penetrate deeper than
the height of the smaller step and are buried in the sample. However, those electrons
can still escape from the lower part of the sidewall of the higher step and contribute
to the detected signal, as illustrated in Figs. 7.2c and 7.2d.

The increase in the SE signal intensity when scanning over an edge is a well-known
phenomenon (topographic contrast) [10], and frequently used to measure lateral sizes
from SEM images, but its connection with the height, as described above, has not yet
been exploited in a quantitative way. To establish this connection, we use Monte Carlo
simulations.

A simulator, e-scatter [11] models the elastic scattering using Mott cross-sections
for energies higher than 200 eV, including solid-state effects using a muffin-tin poten-
tial, as calculated using ELSEPA [12]. For energies lower than 100 eV, electron-phonon
scattering is taken into account [13, 14]. For energies in between, the scattering cross-
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sections of the two mechanisms are interpolated [11]. The inelastic scattering and the
generation of SEs are based on dielectric function [15]. Boundary crossing is modeled
based on momentum conservation and extended with the quantum mechanical trans-
mission probability [16]. The simulator traces all electrons until they either reach the
flat detector at the top of the sample or end up with energy too low to escape from
the material. Moreover, the simulator runs on a graphics processing unit such that it
benefits from massive parallelism [17].

Now, we extend the analysis from single spot exposure mode, as shown in Fig. 7.2,
to line scan mode. Fig. 7.3 compares the simulated line scans, using 20,000 electrons
per 1 nm x 1 nm pixel (these are default values, unless stated otherwise) over the 200
and 500 nm steps shown in Fig. 7.2. In Fig. 7.3a the topographic contrast is clearly
seen, but the SE signal resulting from exposure with a 3 keV beam is the same for
both step heights.

Figure 7.3: SE signal when scanning a PE beam of 3 and 10 keV over two step edges of 200 and 500 nm. a:
The depth of the interaction is within the range of the step height at 3 keV and (b) more electrons intersect
with the sidewall of the 500 nm step edge, leading to a larger signal intensity at 10 keV.

At 10 keV, electrons penetrate more than 200 nm in the material, where they
intersect with a larger surface area on the sidewall of the 500 nm step (Figs. 7.1, 7.2c,
7.2d) than the 200 nm step. Therefore, the SE signal for the two step heights will
be different (Fig. 7.3b) and that difference allows for the determination of the height
difference. It is seen that the signal difference extends quite a distance away from
the edge. Close to the edge, the signal may be influenced by the actual topography
of the step edge, i.e., sidewall angle or edge rounding. To judge which portion of the
signal is rather insensitive to such influences, and can therefore be used for the height
determination, a few realistic step topographies are simulated first.

First, the effect of sidewall angle on line scans is investigated, with -5° and +5°
deviations of a 90° sidewall. Fig. 7.4a shows the 90° sidewall. Fig. 7.4b has a negative
sidewall angle and the dip at the foot of the steep signal drop disappears. Fig. 7.4c
has a positive sidewall angle, and an additional feature appears in the peak of the
signal. The comparison shows that the signal intensities in the peak and at the foot
are very sensitive to variation in the sidewall angle. Therefore, the signal around the
peak is to be avoided in the height analysis.
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Figure 7.4: Effect of sidewall angle of a
Si step edge on the SE line scan signal:
(a) 90° sidewall, the signal has a peak
and a dip at the foot; (b) -5° sidewall
angle, creating an undercut, the dip at
the foot disappears; and (c) +5° sidewall
angle, an additional feature shows up in
the peak. The scale bar is 100 nm and
the beam energy is 1 keV.

It is also expected that the beam spot size will influence the scan signal near the
step edge. Fig. 7.5 shows the simulated line scan over the 500 nm step height for
four different spot sizes. The peak and the dip at the foot of the signal are both very
sensitive to the beam spot size. However, the lateral region between -64 and -4 nm
shows the same intensity for spot sizes smaller than 3 nm (full width at half maximum;
FWHM), i.e., step height analysis in this region is insensitive to spot size variations.
The 10 nm spot, however, provides so much blur that height information and spot-size
effects will be difficult to separate.

Figure 7.5: Spot size effect: the intensity and the position of the peak and the dip of the signal change with
the incident beam diameter (FWHM).

Finally, the effect of slightly more realistic edge shapes on the line scan signals was
simulated. Two infinitely long lines of different heights are placed at a pitch of 2 µm.
Fig. 7.6 shows the cross-sectional view of these lines. The left edges of the lines have
perfectly sharp edges with a 90° sidewall. The right-hand side edges have different
curvatures.

Figure 7.6: Cross-section of lines of 500 and 200
nm in height. The top and the bottom widths of
the lines are 500 nm, resp. 550 nm. The pitch
is ≈2 µm. The left sidewalls of the structures
are sharp vertical edges. The right edges are
rounded and the side- walls follow the curvature
of the edge.
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Line scans were simulated at two different energies, 3 and 10 keV, and shown in
Fig. 7.7. The signals were aligned in order to clearly see the differences. In Fig.
7.7a, the signals are identical for the left edge, but not for the right edge. At 3 keV,
the effect of the edge shape and the sidewall angle is seen, but not the effect of the
height difference. In Fig. 7.7b, when the energy is increased to 10 keV, the signal for
the 500 nm step at the left side edge becomes different. This difference is even more
visible all the way into the valley between both edges. Although the peak (intensity and
shape) of the signal is very sensitive to the height, as well as all other imperfections
close to the edge, fortunately the region in between the edges is less sensitive to the
position of the edge and the shape of the sidewall, and still sensitive to the step height
difference.

Figure 7.7: Line scan signal sensitivity to height differences and sidewall shape differences. The line scans
are simulated for the structures in Fig. 7.6 at (a) 3 keV and (b) 10 keV, and a zero-diameter beam. In total,
104 electrons were used per pixel.

The analysis from simulations above demonstrates that there is a region in the line
scan signal that is sensitive to height but not sensitive to the electron beam size and
the actual edge shape. To make the height determination analysis more quantitative
and less sensitive to the noise level, the area below the scan signal in the height
sensitive region will be determined. Even if the noise level is high in SEM, integration
over the signal (area) is a powerful noise suppression technique and will allow us to
differentiate the step heights. This requires, first of all, the determination of the edge
position as a reference point. This problem has also been addressed in the literature
concerning CD measurements [18–22]. Although the model-based-library approach



7

173

[22] is a more accurate method, for practical reasons here the maximum intensity
method is preferred, i.e., the edge position is assumed to be at the location where the
signal attains a maximum. An example line scan signal, fs, is shown in Fig. 7.8, where
the peak indicates the edge position. The vertical dashed lines a1 and a2 indicate the
left and right boundaries, respectively, between which the area below the signal is to
be determined by integration. The right boundary a2 needs to be chosen sufficiently far
from the edge to avoid edge topography influences, as discussed above. The baseline
level, fb, determined by the SE yield at the beam energy used and by the brightness
settings of the microscope, is subtracted from the signal.

Figure 7.8: Illustration of the signal
integration method. A simulated line
scan signal of a 500 nm high step
is shown as the red dotted line; the
edge position is taken where the in-
tensity is maximum; the integration
boundaries are drawn by the two ver-
tical dashed lines at a1 (250 nm) and
a2 (50 nm) from the edge.

In brief, the height sensitive information, Ih is given by

𝐼ℎ = ∫
𝑎2

𝑎1
[𝑓𝑠(𝑥) − 𝑓𝑏]𝑑𝑥 (7.1)

Fig. 7.9 shows the integrated area, Ih for simulated scan signals over different step
heights integrated between 250 and 50 nm away from the edge and for beam energies
ranging from 100 eV to 20 keV.

Initially the integrated signal increases with energy, as the interaction volume in-
creases as well as its intersection with the sidewall of the step edge. When the in-
teraction volume reaches depths larger than the step height, the integrated signal
reaches a maximum, and decreases for even higher energies (20 keV) where less and
less electrons can escape from the sample. The overlapping curves at low energies
prevent resolving step heights at low energies. But at higher energies the curves are
well separated.

For instance, at 1 keV one cannot distinguish the height difference between a 200
and a 500 nm step, but at 8 keV one easily can. To determine the best energy to
distinguish step heights Fig. 7.10a and Fig. 7.10b show the integrated signals of Fig.
7.9 plotted versus step height for various primary energies. It is clearly seen that
energies lower than 2 keV are not useful to distinguish step heights between 10 and
500 nm.

Only at higher energies do the curves start to increase with step height. At 5 keV
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Figure 7.9: Integrated area below the line scan signals over step edges of various step heights and as a
function of incident electron energy.

Figure 7.10: Integrated signal versus step height for primary energies between 1,000 eV and 20 keV.

heights up to 300 nm can be distinguished, although the height difference between
10 and 20 nm steps is better detected at lower energy, e.g., 3 keV. Fig. 7.10b shows
that at 6 keV larger step height differences up to 500 nm can be detected, but at even
higher energies the sensitivity decreases.

From Fig. 7.9 it is clear that to distinguish steps from each other in a set of step
heights, the best energy to use is the energy where the integrated signal of the largest
step height in the set attains its maximum. Fig. 7.11 shows the step height versus
the energy, where the integrated signal is at maximum for that particular step height.
It needs to be pointed out that the simulation results shown so far are affected by
the particular choice of the integration boundaries. Fig. 7.11 also shows results for
other choices of the integration boundaries. If the integration window is narrowed
from the left (a1) the maxima of the step height curves in Fig. 7.9 are pushed to lower
energies for higher steps. If the integration window is narrowed from the right (a2)
the smaller step height curves are pushed to higher energies. But in both cases, it
remains possible to find a best energy to distinguish between step heights.
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Figure 7.11: The effect of the integra-
tion boundaries on the step height ver-
sus energy where the integrated signal
is at maximum. Crosses are for bound-
aries 250 nm to edge (50 nm); squares
indicate that the area is narrowed from
the right (boundary a2) and circles indi-
cate that the area is narrowed from the
left (boundary a1).

7.3. Experiments
To validate the technique, we have performed experiments on two available sam-

ples: (i) a grating coupler of a photonic integrated circuit (smaller step heights) and
(ii) an inverted pyramid (larger step heights).

In Fig. 7.12, a cross-sectional view along the center of the device is sketched. The
device consists, from bottom to top, of a 2 µm thick silicon dioxide SiO2 slab and a 55
nm thick Si slab. These are supported by a Si substrate (not shown). There are three
different structures: (i) the waveguide (on top of the Si slab), thickness ≈165 nm; (ii)
the grating couplers (trenches in the top surface), trench depth ≈70 nm; and (iii) the
trenches in the 55 nm thick Si slab, all the way down to the SiO2 (the bright rectangles
in Fig. 7.13), trench depth ≈55 nm. The latter one is not included in this study due to
possible charging effects around the oxide.

Figure 7.12: Description of the grating coupler geometry: the step height determination was performed for
the 165 and 70 nm steps only.

Several SEM images of the grating coupler were acquired, at the AMO cleanroom
facility, at energies ranging from 0.5 to 20 keV, using a Zeiss Supra 60 VP SEM
(Oberkochen, BW, Germany) with an in-lens detector. The beam was manually re-
focused for each acceleration voltage. All other parameters were kept constant (pixel
size = 2.9 nm, working distance = 3.0 mm, contrast = 35.6%, brightness = 49.9%).

In Fig. 7.14, the line scan signals are aligned by their peak positions and plotted
on top of each other for demonstration purposes. As the beam energy is increased,
the signals start to differ from each other. This very first comparison qualitatively
illustrates that the step heights are different and it shows which step is the larger one
of the two.

Next, the signal integration method is applied with the same integration boundaries
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Figure 7.13: Top-down SEM image of the
grating coupler at 2 keV. HFW: 2.969
µm. Regions are indicated where the
line scans are made. Line scans are av-
eraged over the yellow frames along the
corresponding arrows. The arrows point
from a higher to a lower position.

as used in the simulations, and the result is shown in Fig. 7.15. The integrated signal
for the lower step (70 nm) reaches its maximum at 5.6 keV. Using the simulation
results in Fig. 7.11 this maximum energy corresponds to a step height of ≈251 nm.
Similarly, the integrated signal for the higher step (165 nm) reaches its maximum at
6.48 keV, which corresponds to a simulated step height of ≈393 nm. Both values are
overestimated. However, 50 nm as the upper integration boundary a2 is a large value
for a small step height (70 nm). If a2 is lowered to 10 nm, the method estimates the
70 nm step height as 189 nm. As expected, this change does not influence the larger
step (398 nm). The ratio of the estimated heights becomes 2.10 (398 nm /189 nm),
compared with the actual ratio of 2.35 (165 nm /70 nm).

The second sample is a staircase-like sample with a cross-section that looks like
an inverted pyramid (see Fig. 7.16). The structures were fabricated using optical
lithography and dry etching. A regular pattern of lines and spaces was first defined
on the sample and then etched ≈500 nm deep into the silicon. Next, the sample was
cleaned and, using the same mask, shifted by 700 nm, and with an identical etching
process a second etch depth was realized. The same cycle was repeated three more
times to create an inverted step pyramid with five steps, each step ≈500 nm deep and
700 nm wide.

Atomic force microscopy (AFM) measurements were performed to measure the
step heights at two different locations on the same set of lines. The line scans shown
in Fig. 7.17 show the same step height but the step heights deviate from the nominal
value (500 nm) and are also different from each other. The maximum difference is
135 nm and the minimum difference is 26 nm.

A top-down SEM image is shown in Fig. 7.18. The SEM images were acquired at
the AMO cleanroom facility with the same instrument in which the grating coupler was
imaged. Images were taken at 42 different energies between 0.5 and 20 keV. For
each acceleration voltage the beam was manually refocused. Moreover, inspection
was performed at a new region along the same line in order to minimize potential
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Figure 7.14: Experimental step height comparison for the grating coupler sample. Two different step heights
are compared at different beam energies. The vertical dashed lines indicate the region where the signal is
less sensitive to geometric imperfections. The green curve “2x Difference” indicates the difference signal,
i.e., “70 nm Step” subtracted from “165 nm Step” and then multiplied by 2.

contamination from the previous acquisition. The entire acquisition process took ap-
proximately 30 min. All other parameters were kept constant 8horizontal field width,
HFW = 10.035 µm, pixel size = 9.8 nm, working distance = 2.8 mm, contrast = 32.4%,
brightness = 50.6%).

In the analysis the right-hand side stairs in Fig. 7.18 are not included because
of the irregularities seen in the fourth and fifth edges from the right. Also, it should
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Figure 7.15: Integrated signal analysis for the grating couplers. The signals reach a maximum at 5,600 eV
(70 nm) and 6,480 eV (165 nm), which are marked by diamonds (DIAMOND)

Figure 7.16: Cross-section of the inverted pyramid Si sample: from top to bottom five steps are present at
each side. Nominally, each step height is 500 nm and the step width is 700 nm. Top and bottom widths are
2.2 µm.

be noted that the left most (the first) step is geometrically not quite identical to the
others. All other steps have an obstacle (another step) to their left-hand side, which
may prevent emitted electrons from reaching the detector. Therefore, the first step
cannot be compared well with the other steps and is excluded from the analysis. The
line scan plots can be found in the supplementary document. The integrated signals
are plotted versus energy for all steps in Fig. 7.19.

There is some general agreement between the experiments and the simulations:
the integrated signals coincide at low energies and at higher energies the higher step
gives a larger signal. Only at very high energies (≈20 keV) deviation is observed: the
526 nm step gives a larger signal than the 552 nm step.

To learn how the result of this analysis depends on the specific imaging tool used
and the experimental conditions, a sister sample from the same wafer was imaged
using a Raith eLINE Plus system (Dortmund, NRW, Germany). At Raith’s cleanroom
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Figure 7.17: AFM measurements of the step heights in the inverted pyramid sample.

Figure 7.18: Top-down SEM micrograph of the inverted pyramid at 4 keV.

facility the same procedure was followed as used at AMO and subsequently plasma
cleaning was applied for 15 min before inspection to minimize carbon deposition. For
all energies the following parameters were kept constant: Field of view (FoV) = 6.0
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Figure 7.19: Integrated signal analysis of the inverted pyramid for the images acquired with a Zeiss Supra
SEM (a1 = 250 nm and a2 = 50 nm).

µm, pixel size = 2.0 nm, working distance = 6.6 mm, contrast = 25.1%, and brightness
= 49.3%. Fig. 7.20 shows an SEM image of the left stairs of the sample at 4 keV.

Figure 7.20: Top-down SEM image of the steps (only left-side) at 4 keV. FoV = 8.0 µm, taken with the RAITH
eLINE Plus SEM.

The integrated signals of the line scans over these steps are shown in Fig. 7.21. At
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higher energies (20 keV), the results are in conflict with the AMO results of Fig. 7.19,
but agree with the simulation results. However, at lower energy (<10 keV), deviations
from the simulations are observed: the signal of the 450 nm step is larger than the
signal of the 526 nm step.

Figure 7.21: Integrated signal analysis of the inverted pyramid using images acquired with the Raith eLine
plus SEM (a1 = 250 nm and a2 = 50 nm).

Similarly, as was done with the simulation results, in Fig. 7.21 the height of each
step, analyzed in the AMO and Raith experiments, is plotted versus the energy where
the integrated signal of the line scan over that step is maximum. The simulation data
are also replotted.

The experimental results show a similar trend to the simulation results, i.e., for
larger step heights the peak of the integrated signal versus energy curve shifts to
higher energy. The simulated integrated signals peak at energies about 1.5 keV lower
than the experimental signals, which all seem to lie close to a universal curve.

7.4. Discussion
The results show that by using the proposed method, height differences in step-like

structures can be easily distinguished from top-down SEM images. This gives metrol-
ogists a quick impression of height differences in structures in a very early stage of the
inspection. But the quantification of the actual step heights still leaves something to be
desired. The simulation results being shifted to lower energies than the experimental
data in Fig. 7.22 is something that needs an explanation. Possible causes could be:
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Figure 7.22: Simulations and experiments compared: step height versus energy where the integrated signal
attains its maximum (a1 = 250 nm and a2 = 50 nm). The shift shown between the dashed lines is 1.5 keV.

1. The scattering models in the simulator do not sufficiently well describe the reality
yet.

2. The sample that is being simulated is likely to be an idealized version of the real
sample, which is probably covered with surface oxides, contamination layers,
layers of water, etc. Specifically in the case of the grating coupler, at higher
energies (3 keV) electrons will penetrate into the underlying silica layer, thereby
influencing the size of the interaction volume, where in the simulation the sample
consisted of Si only. And the results of the staircase-shaped-inverted pyramid
sample may very well be influenced by extra emission or absorption, that is not
present in the simulated isolated step edge.

3. Operation and tool effects [23] such as the detection efficiency, which is not
taken into account yet in the simulation. It is interesting to see that, although
the trends in the experimental results qualitatively agree with each other, the
two different AMO experiments are located at lower energies (Fig. 7.22), but
the Raith experiments are shifted toward higher energies. Furthermore, having
automated acquisition systems such as an automated focusing function would
decrease possible operator influence on the results. However, brightness and
contrast values should be fixed.

The method was demonstrated using step edges, but is not limited to step edges
only. It can also be applied to narrow lines. This could even give a better contrast
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because the emission difference will originate from two sidewalls instead of one. How-
ever, one needs to consider the region omitted from the signal in the analysis. In this
study 50 nm near the peak in the scan signal was omitted, which can clearly not be
done for lines narrower than 50 nm. In that case a smaller region needs to be omitted,
meaning that a better knowledge of the edge geometry is required.

Unfortunately, the method presented cannot be used in CD-SEMs as it is, which
are mostly operated at low voltages 300-800 eV [2]. Fig. 7.9 and Fig. 7.10 show that
300 eV cannot resolve height information above 10 nm.

The method explained here, to find the energy that gives the maximum integrated
signal, can be laborious in case there is no auto-focus function of the tool. In that case,
it would suffice to take images at three different energies and apply a Gaussian-type
fit to find the maximum.

7.5. Experiments
In this study step heights were determined from top-down SEM images, using

Monte Carlo simulations and experiments. It was shown that the SE signal, when
scanning over an edge, is very sensitive to various factors such as the actual edge
shape, sidewall angle, beam spot size, but also the height of the structure. Using
Monte Carlo simulations it was discovered that part of the scan line signal is sensitive
to height but not sensitive to the other parameters stated above. This enables the
use of standard top-down SEM images for the height measurement of step-like fea-
tures. A practical method has been introduced to quantify the heights from top-down
images. The method has been applied on three different samples that were imaged
in two different SEMs. The step heights of samples were measured using AFM. The
method consists of acquiring a series of top-down SEM images at a range of PE en-
ergies. The integrated scan line signals, when scanning over a step edge, show a
maximum for a specific energy (Emax). The step heights, as determined from the AFM
measurements, are found to lie close to a universal curve when plotted versus the
experimentally determined Emax. Furthermore, this curve is in qualitative agreement
with the simulation results. More data, on various samples, and in various tools, may
provide more confidence in the method proposed, and will aid in making the method
more quantitative.

Finally, this work is a nice example of how Monte-Carlo simulations can be used to
analyze a complex scenario. Without the insight obtained by the simulations it would
be very difficult to deduce such knowledge from experiments.

Supplementary material
The supplementary material for this article can be found at https://doi.org/

10.1017/S143192761900062X.

https://doi.org/10.1017/S143192761900062X.
https://doi.org/10.1017/S143192761900062X.
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Valorization

The scaling down of features in each process node poses various technical chal-
lenges to the semiconductor industry. Significant research activity is required to im-
prove fundamental understanding, develop new methods, and standardize them. The
research is a wide-scale and an expensive process. It has been suggested the in-
dustry to collaborate with universities [1]. The collaboration provides the industry
cost-effective access to the ecosystem for early-stage research activities [2].

On the other side, universities seek funds for their research activities. In addition,
the expectations to contribute to the economic growth [2] and development of the
society [3] lead universities to team-up with industry to apply their knowledge to state
of the art challenges.

This research is a very good example of a university-industry-collaboration. The
parties actively shared their expertise for a real understanding of a range of problems.
The university contributed with its fundamental knowledge within the ecosystem, but
also the tools and facilities such as microscopes and a cleanroom. Besides funding,
the industrial partners provided access to their software and programming support
(GenISys-GmbH) and access to lithography and metrology tools in their cleanrooms
(RAITH B.V.). Besides, the industrial partners provided interesting fundamental prob-
lems that the semiconductor industry faces. As a result, first of all, we have de-
veloped comprehensive knowledge of electron-matter scattering and charging. The
applications introduced in chapters 4-7, providing solutions for 3D and charging re-
lated problems in imaging and lithography, were brought in by our industrial partners.
The models and implementation of e-Scatter have been improved. And also the scat-
tering and charging models in virtualSEM were advanced considerably. An example
is the spiral scanning mode, which is implemented in RAITH’s EBPG and in GenISys’
lithography software BEAMER during this period [4].

As a contribution to scientific knowledge, beside this dissertation, 5 scientific jour-
nal papers were published. Furthermore, the results were disseminated at 12 differ-
ent international conferences on 3 continents, and presented in numerous meetings
within the university. Moreover, some of the results became part of the course mate-

187



8

188

rials in ”High Resolution Imaging”, 1st year M.Sc. course for Nanobiology and elective
for biomedical engineering, applied physics, and life science & technology. 5 bache-
lor students in Applied Physics participated in the research and completed their final
projects.

In a nutshell, we believe that the university, industry and society benefited di-
rectly and indirectly from this collaboration. Its impact will continue with the further
exploitation of the tools and applications in the future.
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Conclusion

The goal of the thesis was to develop a Monte Carlo simulator that can simulate 3D
effects and charging effects such that it can be used for industry-driven applications.
We achieved these goals by improving the electron scattering and charging models in
the available simulators, performing a sensitivity analysis on the models, and devel-
oping metrology and lithography use cases from the semiconductor industry.

The following conclusions, grouped into three subcategories, can be drawn from
the thesis.

9.1. Monte Carlo simulator, SEM signal, and the CD
measurement

The simulation models were verified by comparison to experimental and calculated
data for silicon and copper. This data contains SE/BSE yields, energy spectra, angular
emission distributions, and the yield versus angle of incidence. Our simulated SE yield
curves are a factor of two higher than the literature data, but the relative trends match
well. This allows studying SEM images where the signal intensity is a relative value of
emitted electrons.

Different choices of atomic potentials (free atom, muffin-tin, etc.) for the calcula-
tion of the Mott cross-sections do not affect the yields or line scan signal of a Manhattan
feature significantly, if the cross-sections are used for energies > 200 eV. On the other
hand, SE yields are shown to be sensitive to model and parameter changes for energies
< 200 eV.

Novel multi-energy SEM images are introduced for a sensitivity analysis of simulated
CD to model ingredients over a broad energy range.

We found that the quantum mechanical interface transmission model (QT) is an
essential model for reproducing the shadowing feature in the line scan signal of Man-
hattan structures.

Sensitivity analysis showed that the AC-phonon scattering model and QT model
significantly impact the signal intensities for energies up to 1 keV.
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Both AC phonon and QT models change the emission in a topography dependent
way; this will affect height measurements based on signal intensities.

Two different CD measurement methods based on 50 % of the threshold were used
to measure CDs at different energies. The two methods differ in the choice of the signal
minimum. One uses the absolute minimum signal, and the other uses an average
value for the minimum. However, the effect of this difference on the CD measurement
is insignificant for energies up to 1 keV. Above 1 keV, the shadowing effect on the
line scan signal disappears. This increases the uncertainty in the determination of
the signal minimum, and as a result, leads to a difference in the CD measurements
resulting from the two methods.

Using AC phonon-scattering cross-sections instead of Mott cross-sections affects
the linewidth measurement error of 32 nm lines by less than 2 nm.

9.2. 3D effects
We have shown that Monte Carlo simulations can be very useful for developing

applications for 3D SEM metrology and e-beam lithography. This is very important
since the 3D effects become prominent as structures get smaller, the sample is tilted,
or non-flat surfaces are used.

We have introduced a technique to estimate the height of step-like structures from
top-down SEM images. With this technique, the signal and beam energy versus struc-
ture height relationship for top-down images is demonstrated and quantified for the
first time. The phenomenon was verified by experiments. The simulation and experi-
mental results were within approximately a factor of two.

We have shown that the method cannot be used to resolve height information
above 10 nm at typical CD-SEM energies (≈300 eV).

In 2D lithography applications, a radially symmetric point spread function (PSF)
is often employed in the proximity effect correction (PEC) process. However, for 3D
applications, it is important to take the 3D electron-matter interaction volume into
account. We have shown that using a non-radially symmetric PSF and an adapted PEC
algorithm improves the e-beam patterning accuracy on tilted and curved surfaces.

9.3. Charging
A state of the art Monte Carlo simulator has been developed to simulate charging

effects. This simulator contains sophisticated electron-matter interaction models and
charge redistribution models. This version is superior to its earlier version, with more
accurate low-energy electron scattering models and more elaborate models for charg-
ing dynamics. This is important because it allows studying the charging effect in SEM
metrology and e-beam lithography using more reliable simulations.

A charge mobility model is required in the simulators to simulate charging. Other-
wise, unrealistically big potentials occur. Introducing redistribution models helped to
solve this problem.
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We succeeded to simulate charging contrast versus dose in SEM images. In addi-
tion, the simulator can simulate induced-conductivity on insulators. This is an impor-
tant electron-beam testing technology for inspecting active components of electronic
circuits.

We found that, at 50 keV, the charging effect is significant during EBL on glass
wafers. Both simulations and experiments prove this.

Smart writing strategies can help to reduce charge-induced beam displacement
during e-beam writing. We showed the effect of four different scan strategies. We
predicted displacement patterns by simulations and verified them by experiments. The
agreement was qualitatively good and quantitatively within a factor of 2.

EBL experiments prove that not only the pattern fidelity but also the feature size
can be affected dynamically as the charge accumulates in the sample.

With these results, we have fulfilled the research goals, which is the development
of Monte Carlo simulations and providing computational solutions for the issues related
to charging and 3D effects in metrology and lithography.
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