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Abstract (100-150 words) 

The counterflow diffusion flames of methanol hydrothermal combustion are investigated to 

improve the understanding of hydrothermal flames. It is indicated that the thermodynamic 

properties by Peng-Robinson equation of state and the polynomial fitted viscosity and thermal 

conductivity can reduce the flame temperature by about 500K. The Takahashi correlation for 

mass diffusivity is found to be appropriate through comparison with the experimental data of 

Wellig et al. (J. Supercrit. Fluids, 2009, 49, 1). By comparing with the Kolmogorov length 

scale in the practical combustor, the thickness of the calculated counterflow flame is ten times 

larger, which means that the flame is affected by the turbulence intensively. The flame stable 

range is also reproduced well by the developed hydrothermal counterflow flame model. In the 

end, an Flamelet Generated Manifold (FGM) table is generated, promising to provide good 

closure of the non-equilibrium chemical source term in further turbulent flame simulations. 
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1 Introduction		

Hydrothermal combustion denotes the combustion process occurring in supercritical water, 

where the pressure is higher than the critical pressure of water (22.1MPa) [1]. The first 

hydrothermal flame was produced by Frank et al.[2] in 1988. Then this special type of 

combustion has been investigated mainly in the field of SCWO (supercritical water oxidation) 

[3-5], which is a wet waste treatment technology. Supercritical water provides a favourable 

environment for the oxidation of organic waste. Most organics and nonpolar molecules can be 

dissolved well in supercritical water, which eliminates the transport barrier at the phase 

interface. Hydrothermal flames can provide an internal heat source in the SCWO reactor, 

which is favourable for the process in many ways, for example, the lower preheat 

temperatures, the less corrosion/plug problems and the higher energy output [6-8]. On the 

other hand, if the hydrothermal flame is generated by an auxiliary fuel, abundant free radicals 

in the flame can promote the oxidation of the refractory organic wastes [9]. 

The ignition and extinction limits are always the main concerns in the hydrothermal 

combustion research [10-14]. Developing a numerical method, which can predict the ignition 

and extinction, is of importance for the design and optimization of practical reactors. 

Narayanan et al. [15] have modelled the ETH (Swiss Federal Institute of Technology) 

hydrothermal burner [12] with the eddy-dissipation (ED) model. The position of the flame 

was well reproduced, while the temperature rise was over-predicted by 15-18%. Sierra-

Pallares et al. [16] have used the multiple-time-scale (ED-MTS) turbulent mixing model [17], 

which use the scalar dissipation time scale instead of the fluid dynamic dissipation time scale, 



to account for the large Schmidt number and longer mixing time occurred in hydrothermal 

flames. It is showed that the ED-MTS model can decrease the average deviation between the 

ETH experimental temperature and the predicted value to 5-10%. These models are able to 

simulate the fast chemistry conditions where reaction rate is limited by the turbulent mixing, 

but they fail to simulate the ignition and extinction conditions where chemical kinetics plays 

an important role. Queiroz et al. [18] have used a one-step finite rate reaction model to 

simulate the premixed hydrothermal flames in their vessel reactors. In our previous research 

[19], the finite-rate/eddy-dissipation model was applied to the ETH burner, by which the 

ignition and extinction limits were addressed. However, the extinction temperature was under-

predicted by 250K, which is mainly due to the inaccurate turbulence-chemistry interaction 

model. 

Study of counterflow flames with detailed chemistry can provide detailed information about 

the laminar flame structure, and on the other hand, can generate flamelet-based manifold 

which is promising to provide better closure of the mean chemical source term in turbulent 

flame simulation [20-25]. The counterflow flame at hydrothermal condition is seldomly 

studied. The closest branch in the combustion field is the supercritical combustion in rocket 

engines [26-28]. Ribert et al. [29] have investigated the counterflow diffusion flame of 

hydrogen for subcritical and supercritical pressure, which showed that the flame thickness and 

heat release rate are inversely correlated with the product of pressure and strain rate while the 

extinction strain rate increases with the pressure. Lacaze and Oefelein [30] have found that the 

presence of water in the supercritical hydrogen/oxygen flame significantly increases the 

critical pressure of the mixture. One difference between the hydrothermal combustion with 

the supercritical hydrogen combustion is just that the mass fraction of supercritical water in 

hydrothermal flames is always more than 50%. Very recently, Gao et al. [31] conducted a 

priori and a posteriori tests on the flamelet library generated by real-fluid steady flamelet 



equations with the unity Lewis number assumption at hydrothermal conditions. It was shown 

that the flamelet library can properly reproduce the laminar hydrothermal flames calculated 

by a 2-D simulation with detailed chemistry. More analysis of the hydrothermal counterflow 

flames needs to be conducted, for example the effect of real-fluid mass diffusivity, the 

comparison with experiments and the evaluation of the turbulence-chemistry interactions. 

In this work, a comprehensive study is conducted on the methanol counterflow flame at 

hydrothermal conditions. Firstly, the effect of the real-fluid thermodynamic and transport 

properties on the flame structure are illustrated separately. The sensitivity of the flame to the 

mass diffusion coefficients is also investigated to come to a proper choice of the mass 

diffusion model. Secondly, the calculated results are compared with the ETH experimental 

data, including flame temperature and the extinction limits. The turbulence scale of the ETH 

combustor is also analysed by comparison with the laminar counterflow flame thickness, to 

assess the intensity of the turbulence and chemistry interaction. Finally, an FGM (Flamelet 

Generated Manifold) table is generated from the combination of steady and unsteady 

counterflow flames calculations, which will provide the thermochemistry database for further 

simulation of turbulent hydrothermal flames. 

2 Model	and	Method	

2.1 Governing	equations	



 

Fig. 1 Sketch of the counterflow diffusion flame 

In the counterflow diffusion flame fuel and oxidizer come from opposite ducts and mix by 

mass diffusion (see Fig. 1). Let u and v denote velocity components in x and y direction 

(indicated in Fig. 1). By defining the stretch term as , the transport equations 

governing the flow can be written as the following set of one-dimensional equations [32]: 

   (1) 

in which t, Yi, and h denote the time, mass fraction of species i and the enthalpy. , Dim, , 

, Cp and  denote the density, the mixture mass diffusion coefficient, the reaction rate, the 

thermal conductivity, the heat capacity and the viscosity. and  is the applied strain rate 

and the density at the oxidizer side. The methods to calculate the thermodynamic and 

transport properties are well-established for the case of an ideal gas and implemented in many 

1-D flame codes, for example the CHEM1D code [33] which is used in this work. However, 

at hydrothermal conditions, all these methods should be modified to be suitable for 
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supercritical fluids. In the following part, real-fluid modifications on the thermodynamic and 

transport properties will be evaluated. The ideal gas values plotted for comparisons are 

obtained by the method described in reference [34]. 

2.2 Equation	of	state	and	thermodynamic	properties	

The ideal gas equation of state is replaced by Peng-Robinson equation of state (EOS) [35] to 

account for the real-fluid thermodynamic properties at hydrothermal conditions. It takes the 

form:  

       (2) 

where R is the universal gas constant, and b are parameters as function of the properties 

of the mixture: 

                       (3) 

in which Tc, Pc,  denote the critical temperature, the critical pressure and the acentric factor 

respectively. The method to calculate these properties of the mixture is adopted from 

Evlampiev’s work [] as: 

                      (4) 

where Xi is the mole fraction of the species i, Tc,i, Pc,i and  are the critical temperature, the 

critical pressure and the acentric factor of species i. 

The enthalpy of each species is modified as a sum of the ideal gas value and a residue term 

which can be deduced from the Peng-Robinson EOS: 
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        (5) 

   (6) 

Accordingly, the real-fluid heat capacity is calculated from the derivative of enthalpy: 

       (7) 

   (8) 

2.3 Transport	properties	

The value of transport properties can have large influence on the diffusion flame structure. In 

this work, viscosity and thermal conductivity of the mixture are evaluated for the main species 

including water, methanol, carbon dioxide and oxygen. Because the sum of the mass fraction 

of these four species is always larger than 90%, we suppose that the viscosity and thermal 

conductivity of the mixture are not affected too much by other species. However, the mass 

diffusivity controls supply of reactants locally in the flame and in order to be accurate should 

be specified individually for each species also minor species. Hence, a comprehensive 

evaluation will be conducted for mass diffusivities to find a proper model applied for every 

species.  

2.3.1 Viscosity	and	thermal	conductivity	
The viscosity and thermal conductivity of four main species calculated by ideal gas model and 

looked up from a NIST database [36] are both plotted in Fig. 2, as function of temperature at 

pressure of 25MPa. It shows that the ideal gas model would largely under-predict the 

viscosity and thermal conductivity at the temperature range near and below the critical 
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temperature. For reference, the critical pressure and temperature for main species are listed in 

Table 1 Critical properties of main species. 

In this work we have refitted the viscosities and thermal conductivities over the whole 

temperature range, to replace the old polynomial coefficients for ideal gas in the CHEM1D 

input file [34]. For the thermal conductivity of water and methanol, piecewise polynomial 

fitting is conducted to get better agreement. The results from the new polynomial fittings are 

also plotted in Fig. 2, with the average absolute value of the relative deviation labelled for 

each polynomial fitting. 

The viscosity and thermal conductivity of the mixture is calculated by the mixing law： 

                        (9) 

                                                    (10) 

where ,  and Mi are the viscosity, the thermal conductivity and the molar mass of species 

i. The relative deviation between the value only considering the real-fluid modification on the 

four main species and the value considering all species is lower than 3%. 

Table 1 Critical properties of main species 
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Fig. 2 Viscosity and thermal conductivity of main species predicted by different models at pressure of 25MPa. 

2.3.2 Mass	diffusivity	
Kraft and Vogel [37] reviewed the existing formulas for mass diffusivity in supercritical 

water, and the calculated values were compared with either experimental or molecular 

simulation results. They concluded that the Wilke-Chang formula is more suitable for 

conditions near the critical point (647K, 22.1MPa), while the Stokes-Einstein equation is 

suggested for conditions above the critical point (673K and 773K, 30.0MPa). For combustion 

calculations values are needed at higher temperature. The mass diffusivity of oxygen in 

supercritical water predicted by these two equations at 25 MPa over a wide temperature range 

is shown in Fig. 3. It can be seen that the Stokes-Einstein and Wilke-Chang formulas predict 

diffusivity values that are around ten times lower than the ideal gas value. The ideal gas value 

and 1/10 of the ideal gas value are also plotted as a reference. 



 

Fig. 3 Mass diffusivity of oxygen in water at 25MPa calculated by different formulas 

On the other hand, in the research of supercritical hydrogen combustion [29, 38], the 

corresponding-state method developed by Takahashi [39] is normally used for predicting the 

deviation from the ideal gas values. It is based on curve fitting of experimental mass diffusion 

coefficients of carbohydrate species. The relative product of diffusivity and pressure (DP)R is 

represented as function of the reduced temperature: 

                                        (11) 

(DP)0 is the product of diffusivity and pressure at 1 atm. (DP)R,l, A, B, C and E are constants 

given in [39]. The reduced temperature Tr denotes the temperature T divide the critical 

temperature of the base gas. In the flame calculation, the critical temperature of the mixture is 

used to calculate Tr.  Here the diffusivities of oxygen in water (as base gas) calculated by 

Takahashi formula are plotted in Fig. 3. The plot of the Takahashi model crosses the Wilke-

Chang and Stokes-Einstein results at temperature lower than the critical temperature and 

reaches the ideal gas value at the higher temperatures. It is however observed that the 

calculated diffusivity is negative in the range of 0.83<Tr<0.91 and the diffusivity increases 

abnormally when Tr<0.83. This can be explained by the fact that most of the data employed 
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to produce the fitting formula are at supercritical temperature. Therefore, in this work to 

suppress this unphysical behaviour the diffusivity predicted by the Takahashi correlation is 

not used when Tr <0.93 but replaced by 0.1Dideal. In this way a continues function is 

obtained since the Takahashi line and the 0.1Dideal line cross at Tr=0.93. 

Fig. 3 shows that at temperatures higher than 700K, there is a difference of about a factor 10 

between the Takahashi model and the Wilke-Chang and Stokes-Einstein models. To the 

authors’ knowledge there is no data available to directly judge the diffusivity prediction at this 

pressure and temperature range. Therefore, in Section 3 we shall study the sensitivity of 

predicted flame structure on the choice of mass diffusion coefficients and investigate whether 

the comparison of the predicted and measured flame temperature can be used to select a best 

diffusivity model. 

2.4 Chemical	mechanism	

The chemical mechanism used here is a 23-species mechanism which was developed in our 

previous work [40] including some hydrothermal modifications upon the methanol oxidation 

mechanism proposed by Li et al. [41]. 

2.5 Numerical	method	

All the above mentioned hydrothermal-specific models are implemented into the 1D flame 

solver CHEM1D which was developed at the Eindhoven University of Technology [33]. An 

exponential finite-volume discretization in space is used and the resulting system is solved 

using a fully implicit, modified Newton technique. Adaptive gridding is implemented to 

increase the resolution around the flame front. 

3 Results	and	discussion	

3.1 Effect	of	thermodynamic	and	transport	properties	



The effect of thermodynamic and transport properties on the modeling results are investigated 

by implementing the modifications step by step starting from the ideal gas model. Firstly, the 

Peng-Robinson equation of state (PR-EOS) and the modification of enthalpy and heat 

capacity are implemented, which is denoted as ‘Moditherm’ in the following discussion. 

Secondly, the viscosity and thermal conductivity modifications are introduced while the mass 

diffusion model is kept unchanged as ideal gas (denoted as ‘Moditherm&vc’). Finally, 

different scalings are applied on the ideal gas diffusivity to assess the sensitivity of modeling 

results to the diffusion model.  

Fig. 4 shows the steady solutions calculated by the Ideal, Moditherm and Moditherm&vc 

models in the mixture fraction space, at the condition of 24wt% methanol-water mixture as 

fuel, pure oxygen as oxidizer, 500K inlet temperature, and 100 s-1 strain rate. It is to be 

pointed out that all the simulations conducted in this work are at the pressure of 25MPa, as 

default in the following. It shows that the maximum temperature after taking the PR-EOS into 

account decreases 294K and by the viscosity and thermal conductivity modification decreases 

another 106K. For density, it is observed that large difference exists at the fuel side, while at 

the oxidizer side the profiles almost overlap each other. It is because the critical points of fuel 

compositions are closer to the inlet condition than that of the oxidizer (see Table 1), and then 

the real-fluid effect is more prevailing at the fuel side. This regime also applies for the 

specific heat and thermal conductivity. When the fluid state crosses the pseudo-critical 

temperature, a peak value of the heat capacity appears and substantial heat is consumed. This 

is the main reason that the predicted temperature is 294K lower by the Moditherm model. 

Furthermore, the real-fluid thermal conductivity is rather large at the near-critical range, 

which will enhance the heat transfer from the flame zone to the colder zone. Therefore, the 

maximum temperature decreases 106K further by Moditherm&vc model. 



 

Fig. 4 Variables profiles in the mixture fraction space by different models with 24wt% methanol-water mixture as fuel 
and pure oxygen as oxidizer, 100 s-1 strain rate and 500K inlet temperature. (top left: temperature; top right: density; 
bottom left: heat capacity; bottom right: thermal conductivity. Ideal: ideal gas model; Moditherm: density, enthalpy 

and Cp are modified by PR-EOS; Moditherm&vc: viscosity and thermal conductivity are modified additionally). 

Based on the Moditherm&vc model, different scalings (0.1, 0.2, 0.5 and Takahashi) are 

applied to the ideal mass diffusion model. The smallest scaling is chosen as 0.1 because the 

diffusivity predicted by the Stokes-Einstein and the Wilke-Change model is in the magnitude 

of the 1/10 of the ideal gas diffusivity. The calculated temperature profiles are plotted in  

Temperature profiles calculated by different scalings on the mass diffusivity based on the 

Moditherm&vc model. (24wt% methanol-water mixture as fuel and pure oxygen as oxidizer, 

strain rate:100 s-1, inlet temperature: 700K)as well as the results from the unity Lewis number 

model ( ). When the inlet temperature is 700K (see Fig. 5), it shows that the 

calculated temperature decreases step by step with the reduction of mass diffusivity (scaled by 

0.5, 0.2, 0.1). The maximum temperature calculated by the 0.1 scaling, which represents the 

Stokes-Einstein model and Wilke-Chang model, is almost 1000K lower than that by the ideal 

1
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gas model. Whereas for the Takahashi scaling, it results in nearly the same temperature 

profile as the ideal gas model. When the inlet temperature is 500K (see Fig. 6), the maximum 

temperature from Takahashi model becomes 169K lower than that from the ideal gas model. 

The 0.5Dideal scaling still gives around 400K lower maximum temperature, but no converged 

solutions are obtained for the 0.2Dideal and 0.1Dideal model. This indicates that stable flames 

cannot be sustained at the inlet temperature of 500K, when using the 0.1Dideal and 0.2Dideal 

model.  

Three points will be discussed regarding these results: 1, the mechanism how the diffusion 

models affect the temperature profiles; 2, the reason why the performance of Takahashi model 

varies with inlet temperatures; 3, the final choice of the mass diffusion model, which will be 

given in the next section after the comparison with experimental flame temperatures. 

 

Fig. 5 Temperature profiles calculated by different scalings on the mass diffusivity based on the Moditherm&vc 
model. (24wt% methanol-water mixture as fuel and pure oxygen as oxidizer, strain rate:100 s-1, inlet temperature: 

700K) 



 

Fig. 6 Temperature profiles calculated by different scalings on the mass diffusivity based on the Moditherm&vc 
model. (24wt% methanol-water mixture as fuel and pure oxygen as oxidizer, strain rate:100 s-1, inlet temperature: 

500K) 

In the steady stretched counterflow flames, the total enthalpy equation is balanced by the 

convection term, the enthalpy diffusion term, the preferential diffusion term and the stretch 

source term (see Equation (1)). Fig. 7 illustrates the four terms of the enthalpy equation 

resulted from different diffusion models, plotted in the physical space where positive side is 

oxidizer and the negative side is fuel. For the unity Lewis number case, the mass diffusion of 

each species is as fast as the heat transfer, so the preferential term is zero. When the ideal gas 

diffusion model is applied, the preferential term is nonzero because the different diffusion 

velocities of different species and heat. In the 0.1Dideal case, the diffusion of species becomes 

ten times slower while the thermal conductivity is kept unchanged. As shown in Fig. 7 the 

preferential term increases one order and becomes a crucial factor in the flame zone. A more 

comprehensive illustration is presented in Fig. 8. It shows that the spatial spreading of 

temperature and main species are the same in the Dideal case, while in the 0.1Dideal case, the 

high-temperature zone is wider than the reaction zone. Because the heat diffusion is faster 

than the mass diffusion, the released heat spreads further outwards from the narrow reaction 

zone (also the mass mixing zone) to the outer unreacted zone. In the outer region, the stretch 

source term dominates the enthalpy balance and accounts for the main heat loss. This is the 

main reason that the calculated maximum temperature decreases with the mass diffusivity. 



 

Fig. 7 The convection, enthalpy diffusion, preferential diffusion and stretch source terms in the enthalpy equation 
resulted from different diffusion models plotted in the physical space where fuel comes from the negative side of x 
axis. (24wt% methanol-water mixture as fuel and pure oxygen as oxidizer, strain rate:100 s-1, inlet temperature: 

700K) 

 

Fig. 8 Species and temperature profiles plotted in the physical space where fuel comes from the negative side of x axis, 
resulted from two diffusion models, left: the ideal gas diffusion model; right: 0.1 scaling on the ideal gas diffusivity 
(24wt% methanol-water mixture as fuel and pure oxygen as oxidizer, strain rate:100 s-1, inlet temperature: 700K). 

Contrasting with this, the Takahashi diffusion model only shows a limited effect on the 

calculated temperature profiles (as shown in Fig 5 and Fig 6). This is because the Takahashi 

scaling is temperature-dependent rather than a constant. As shown in Fig. 3, it is nearly the 

same as the ideal gas model when temperature is higher than 1000K, and it decreases to 



0.1Dideal at about 600K, where Tr=0.93 as discussed in section 2.3.2 Mass diffusivity. 

Therefore, the higher the inlet temperature is, the closer the results are to the ideal gas model 

results. In the main flame zone where temperature is higher than 1000K, the Takahashi 

diffusion scaling does not have any effect on the results. 

3.2 Comparisons	with	the	ETH	hydrothermal	flame	experiments	

3.2.1 Flame	temperature	
Wellig et al.[12] have realised methanol hydrothermal flames in a co-flow combustor and 

measured the flame temperature using thermocouple at different fuel concentrations and inlet 

temperatures. According to the flamelet theory, the local structures of co-flow diffusion flame 

can be presented by laminar counterflow flames which share the same inlet conditions. By 

solving the transport equation of mixture fraction in the real flow field, the local temperature 

can be determined as function of the local mixture fraction and flow condition (strain 

rate/scalar dissipation rate). To evaluate the developed models, especially to find the most 

suitable mass diffusion model, we conducted two cases with the same inlet conditions as the 

experiments of Wellig et al.  The calculated flame temperatures by different models and the 

experimental value are listed in Table 2. 

Firstly, models that do not predict existence of a flame for a condition where a flame exists in 

experiment must be discarded. This is the case for the 0.1Dideal model and the 0.2Dideal model. 

As shown in Table 2, the 0.1Dideal model and the 0.2Dideal model cannot predict a stable 

flame at the inlet temperature of 510K for fuel and 584K for oxidizer, while experimentally a 

stable flame exists with temperature 1241K at the same inlet condition. Then based on the 

analysis in Section 2.3.2 also the Wilke-Chang and Stokes-Einstein models are not 

appropriate to simulating the hydrothermal flame. 



Secondly, when presence of a flame is predicted in agreement with experiment, the question 

arises which temperature in a counterflow flame is the best choice for the comparison with the 

experimental data. Three choices can be made corresponding to three typical mixture 

fractions: the maximum temperature position Zmax, the stoichiometric position Zsto (0.735 for 

24wt% methanol) and the mixture fraction when the experimental fuel and oxidizer stream 

(stoichiometric oxygen excess is 1.2 [12]) are perfectly mixed (Zout=0.698). As shown in 

Table 2, the calculated temperature at Zout is mostly larger than that at Zsto except for the 

results by the unity Lewis model. This is because that the diffusion is faster in the oxidizer 

side than the fuel side and hence the flame position is closer to the oxidizer side. According to 

Wellig et al.[12], the flame temperature is detected by a thermocouple which is located 12mm 

below the end of the combustion chamber. The combustion chamber is 50mm long below the 

nozzle, which may be long enough for the development of the flame. On the other hand, the 

diameter of the thermocouple is 1mm which may be larger than the flame thickness and result 

to an average temperature of the flame front. Therefore, it is an acceptable choice to use the 

temperature at Zout as the reference value to be compared with the experimental flame 

temperature.  

Lastly, there are some factors that will cause the calculated temperature higher than the 

experimental flame temperature: the heat loss through the cooling wall is not considered in 

the adiabatic calculation of counterflow flames; the thermocouple may be not located in the 

fully developed flame zone; the turbulent fluctuation of the local mixture fraction and strain 

rate will lead the turbulent flame temperature lower than the laminar flame temperature. The 

strain rate applied for the calculations in Table 2 is 100 s-1. In the practical combustor, the 

local strain rate is affected by the local turbulent fluctuation and the strain rate itself is also 

fluctuated. Fig. 9 shows the calculated temperature profiles at different strain rates. The 

differences in maximum temperature due to strain rate change are about 100K at inlet 



temperature of 500K and 400K at inlet temperature of 700K. Hence it is expectable that the 

turbulent fluctuation may cause the experimental flame temperature approximately 100K 

lower than the calculated counterflow flame temperature. 

According to the above discussion, the 0.5Dideal model is also eliminated because its predicted 

flame temperature at Zout for case 2 (shown in Table 2) is about 100 K lower than the 

experimental value. The Takahashi model is proved to be an appropriate model for the 

hydrothermal flames, by which the predicted flame temperature is approximately 300-500K 

higher than the experimental flame temperature, in a reasonable range considering all the 

factors discussed in the previous paragraph.  

Table 2 Comparison of calculated counterflow flame temperatures and the experimental flame temperatures. 
(24wt%methanol/water as fuel, pure oxygen as oxidizer and the strain rate is 100 s-1). 

Case 1 Fuel: 24wt% methanol-water, 694K;   Oxidizer: pure oxygen, 635K 

  Dideal unitLewis DTaka 0.5Dideal 0.2Dideal 0.1Dideal Exp* 

Flame 

Temperature**(K) 

at Zmax 2113 2166 2121 1792 1410 1178 

1497 at Zsto 2038 2149 2042 1448 1101 947 

at Zout 2113 2142 2113 1597 1166 988 

Case 2 Fuel: 24wt% methanol-water, 510K;   Oxidizer: pure oxygen,584K 

  Dideal unitLewis DTaka 0.5Dideal 0.2Dideal 0.1Dideal Exp 

Flame 

Temperature(K) 

at Zmax 

at Zsto 

at Zout 

1734 1694 1588 1287 

N*** N 1261 1575 1656 1561 1026 

1727 1691 1587 1171 

*Exp: Experimental data obtained from Table 6 (T1 for flame temperature; Tbn for inlet temperature of fuel; Tan1 for 
inlet temperature of oxygen) in Ref. [12], which is detected by a thermocouple located on axis 12 mm below the 
combustion chamber. The deviation of T1 is ±25oC obtained from Fig. 10 in [12]. 

**Flame temperature by calculation is presented at three different mixture fraction positions: Zmax, Zsto, Zout (details 
see the text). 

***N: no flame can be sustained at this condition. 



 
Fig. 9 Temperature profiles at different strain rates (from 10s-1 to the extinction strain rate), 24wt% methanol/water 

as fuel, pure oxygen as oxidizer, inlet temperature: 700K (left); 500K (right). 

3.2.2 Length	scale	of	the	hydrothermal	flame	
The turbulence intensity will determine the local fluctuation and hence affect the flame 

structure. In the following part, the length scale of the laminar counterflow flame will be 

compared with the turbulence length scale in the ETH hydrothermal flame reactor to judge the 

practical turbulence intensity. 

For the ETH hydrothermal flame setup, the turbulent dissipation rate	𝜀 at the flame front is 

about 20 m2/s3 which can be calculated by our preliminary 2-D model [19]. Then the 

Kolmogorov Length Scale 𝑙$ can be estimated as 0.01 mm with the formula 𝑙$ = ('
(

)
)+/-, 

where ν is the kinetic viscosity (≈6E-7 m2/s). However, the calculated flame thickness of the 

laminar counterflow flame is 0.13mm by OH and 0.42mm by temperature (see Fig. 10). The 

chemical length scale is ten times larger than the smallest turbulence length scale, indicating 

that the turbulence would affect the flame intensively. 

At such intensive turbulence condition, the turbulent transport will weaken the differential 

diffusion effects. This has been observed previously in gaseous flames at atmospheric 

pressure. Ramaekers et al. [21] had conducted a priori test of different FGM tables on the 

Sandia Flames [42], showing that the unity Lewis number model can predict more accurate 

mass fraction of species than the multi-component diffusion model, especially at high 



turbulence intensity. Similar results were also observed by Barlow [42]. Therefore, the 

differential diffusion of mass and heat, which leads to the decrease in the flame temperature 

as discussed in section 3.1, could play a smaller role in the turbulent flow reactor than in the 

laminar counterflow diffusion flame. This should be explored further in turbulent combustion 

simulations. 

 

Fig. 10 Mass fraction of radicals as well as the temperature profiles in the physical space where fuel comes from the 
negative side of x axis (24wt%methanol-water as fuel, inlet temperature 500K). 

3.2.3 Flame	stability	
The flame stability is always a key issue in hydrothermal combustion. Wellig et al. [12] have 

tested the extinction temperature of methanol hydrothermal flames for different methanol 

concentration. Using the developed hydrothermal counterflow flame model, the maximum 

temperatures calculated at different methanol concentration, inlet temperature and strain rate 

are plotted in Fig. 11. It shows that the maximum temperature decreases with the decrease in 

methanol concentration and inlet temperature. This trend agrees well with the experimental 

results [12]. If the calculated maximum temperature is the same as the inlet temperature, it 

means that the steady hydrothermal flame cannot be sustained at this condition. 

At specific methanol concentration and inlet temperature, there exists an extinction strain rate. 

The smallest strain rate calculated in this work is 10 s-1. If the flame cannot be sustained at 10 

s-1, we conclude that a steady flame cannot exist at this specific methanol concentration and 



inlet temperature condition. In this way, a stable flame zone is obtained as visualized in Fig. 

11. It is validated that the calculated stable flame zone can cover the experimental extinction 

conditions, which are 693K, 563K and 456K inlet temperature at 8wt%, 16wt% and 24wt% 

methanol concentration respectively [12]. Besides, the calculated stable flame zone extends to 

lower inlet temperatures. This is reasonable because the experimental flow condition 

determined the local strain rate and lower extinction temperature can only be achieved at 

lower strain rate. According to the calculated stable flame zone, the corresponding extinction 

strain rate at experimental extinction conditions are 50-100 s-1 varying with inlet 

temperatures. 

 

Fig. 11 The maximum temperature in the counterflow hydrothermal methanol flames as function of methanol 
concentration, inlet temperature and strain rate. 

3.3 Generation	of	the	FGM	table	

One important aim of a counterflow flame study is to generate flamelet or FGM (Flamelet 

Generated Manifold) table, which can be used in the multi-dimensional turbulent flame 

simulations. Flamelet or FGM table includes flame structure based on detailed chemistry and 

transport. The unclosed chemical source terms appearing in turbulence modelling approaches 

can be closed by the probability-weighted average of the dependent variable obtained from 



the table. The main difference between the classic flamelet tabulation and the FGM tabulation 

is how they account for the non-equilibrium effects. In the classic flamelet model, the non-

equilibrium state is considered due to the flame stretch only. Whereas in the FGM model, the 

non-equilibrium states during the ignition or extinction process are tabulated together with the 

steady stretched flamelets to account for the highly non-equilibrium effects. Considering the 

intensive turbulence-chemistry interaction indicated above and the interested ignition and 

extinction conditions, the FGM tabulation method is chose in this work. 

To establish the FGM table, unsteady counterflow flames are calculated to account for the 

highly non-equilibrium conditions, besides the steady cases. As an example, we consider the 

case of 24wt% methanol as fuel with 530K inlet temperature and pure oxygen as oxidizer 

with 590K inlet temperature. Firstly, steady calculations are conducted from the strain rate of 

10 s-1 until the extinction strain rate, which is resulted to be 940 s-1. Then unsteady 

counterflow flames are calculated at strain rate of 950 s-1 with the results at 940 s-1 as the 

initial solution. Fig. 12 shows the calculated temperature profiles at both steady and unsteady 

conditions. It indicates that the combination of the steady and unsteady counterflow flame 

results can cover the full thermochemical states from unburned to quasi-equilibrium. 

 

Fig. 12 Temperature profiles of steady and unsteady counterflow flames (fuel inlet: 530K, 24wt% methanol/water; 
oxidizer inlet: 590K, pure oxygen; strain rate: 10-950 s-1). 



The FGM table uses a progress variable as the second independent variable, while mixture 

fraction is the first one. The progress variable is usually defined as a linear combination of a 

set of species mass fraction, which can be conveniently solved in a transport equation during 

multi-dimensional simulation. Following this definition, the un-normalized progress variable 

Yc and normalized progress variable c is formulated as: 

𝑌1 = ∑𝛼4𝑌4                                                                     (12) 

𝑐 = 67867,:;<
67,:=>867,:;<

                                                          (13) 

in which 𝛼4 is the weighting coefficient for species i, Yi is the mass fraction of species i and 

𝑌1,?@A ，𝑌1,?4B are the maximum and minimum 𝑌1 at fixed mixture fraction respectively. 

Ramaekers et al. [21] suggested that 𝛼4 equal to the inverse of the molar mass of species i 

(𝛼4=1/𝜔4) ensures a monotonous increasing 𝑌1 for all flamelets used, which is adopted in this 

work. The selection of the species set from which the progress variable is constructed will 

influence the model performance, in the sense of uniquely characterizing each point in the 

thermochemical state space [43]. Hence we tested the un-normalized progress variables based 

on different sets of species. As shown in Fig. 13, when adding CO, H2, H2O into the species 

set, crossings of the progress variable curves occur, especially at the oxidizer side, which will 

lead to inaccuracy in determining the thermochemical state. This is caused by large difference 

in rate of change of the different species in different regions of the mixture fraction space. 

Fig. 14 illustrates the species mass fraction as function of mixture fraction. It shows that the 

mass fraction of CO is only observably nonzero when mixture fraction is larger than 0.7. On 

the other hand, the mass fraction of water is nearly unchanged at the fuel side, because it is a 

main component of the fuel. Therefore, to generate a correct and useful FGM table for the 

studied hydrothermal flames, we only use CO2 to define the un-normalized progress variable. 



 

Fig. 13 Performance of progress variables defined by different species set (fuel inlet: 530K, 24wt% methanol/water; 
oxidizer inlet: 590K, pure oxygen; from 80 steady counterflow flames and 83 unsteady counterflow flames). 

 

Fig. 14 Species and temperature profiles in the mixture fraction space (fuel inlet: 530K, 24wt% methanol/water; 
oxidizer inlet: 590K, pure oxygen; strain rate: 100 s-1). 

In this way, from 80 steady counterflow flames and a set of 83 states of an unsteady 

counterflow flame, an FGM table is generated, which is partially visualized in Fig. 15. All 

species mass fraction and thermodynamic properties are tabulated in the mixture fraction and 



normalized progress variable space, as well as the source term of the progress variable. The 

constructed FGM can be implemented into a multi-dimensional turbulent flame simulation 

case, providing the detailed flame information. An assumed or calculated probability density 

function (PDF) of the independent variables will be introduced to account for the turbulent 

fluctuation. Such method however does not directly include the disturbance of the flame 

structure by the Kolmogorov scale eddies. Whether or not this would have strong impact on 

mean flame temperature is a topic of further investigation. 

 

Fig. 15 Visualization of the FGM table (left: temperature; right: source term of progress variable; fuel inlet: 530K, 
24wt% methanol/water; oxidizer inlet: 590K, pure oxygen; from 80 steady counterflow flames and 83 unsteady 

counterflow flames) 

4 Conclusion	

A hydrothermal flame is characterized by a relatively low flame temperature due to the 

special thermodynamic and transport properties of the supercritical fluid. The density, heat 

capacity and thermal conductivity all increase dramatically near the pseudo-critical 

temperature. Each of these properties leads to flame temperature being lower than the values 

calculated by the ideal gas assumption. The sum of the discrepancies is up to 400K in the 

maximum flame temperature for the case of 24wt% methanol-water as fuel, pure oxygen as 

oxidizer and inlet temperature of 500K. The flame temperature is also sensitive to the mass 



diffusion coefficients. The decrease in mass diffusivity will decrease the flame temperature 

because of the preferential diffusion of heat over species. Based on comparison with the ETH 

experimental thermocouple measurements of flame temperature the corrected Takahashi 

diffusion model is found to describe this effect. The calculated flame temperature reasonably 

agrees with the experimental data, considering the uncertainty on possible heat loss and 

impact of  turbulent fluctuations and the limited spatial resolution of a thermocouple. The 

model predictions of the dependence of the flame stability on methanol concentration and 

inlet temperature can  also be validated. The calculated stable combustion zone covers the 

ETH experimental extinction conditions and presents the possibility of achieving the lower 

extinction temperatures by adjusting the flow field to the strain rate lower than 50 s-1. 

The effect of turbulence can be estimated on the basis of comparison of length scales. The 

thickness of the laminar counterflow flame is found to be ten times larger than the 

Kolmogorov length scale of the practical flow field in the ETH combustor, which means that 

the turbulence affects the flame structure. It means that the sensitivity of the flame to the mass 

diffusion model would be damped by the presence of the turbulent transport.  

An FGM table is generated from 80 steady counterflow flames and a series of 83 states of an 

unsteady counterflow flame. By including the transient results during the extinction process, 

this FGM table can cover the whole range of thermochemistry states, from the unburned state 

to the least stretched state. Using only CO2 to construct the progress variable without adding 

other species is shown to be a good choice for this hydrothermal flame. The source term of 

the progress variable as well as all the thermochemistry variables are tabulated. This 

hydrothermal FGM table will be used to simulate the turbulent hydrothermal flames in our 

forthcoming work. 
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