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Summary

Over the past decades the steep increase in the number of space-debris objects have sparked
many studies into active space-debris removal. Past collisions have shown that space debris is
a very real threat to operational satellites and active debris removal is necessary to stabilize
the situation. ESA has, therefore, performed multiple studies on the removal of the no longer
operational satellite ENVISAT from orbit. Since ENVISAT lost functionality, it has acquired
a tumbling motion, which poses many challenges for a removal mission. A scenario was
proposed in which a chaser spacecraft performs a rendezvous with ENVISAT, to actively de-
orbit the satellite. To increase the robustness to unexpected events and reduce operational
costs it is highly desirable that these operations can be performed autonomously.

In this research an autonomous guidance and orbit control system was developed that enables
the final phase of the rendezvous with ENVISAT. An approach strategy was adopted that aims
to maintain alignment with the spin axis of ENVISAT throughout the approach. The designed
algorithms use convex guidance to ensure globally-optimal solutions, while at the same time
constraining the trajectory. The guidance algorithm minimizes a weighed combination of the
thrust and the state error. Furthermore, the concept of model predictive control is applied to
allow for an unconstrained time-to-go. Two guidance and control strategies were examined in
this research, one that is solely based on model predictive control and another that employs
an additional LQR-controller. The functional simulations were complemented by hardware-
in-the-loop simulations using the DLR flat-floor test facility, TEAMS. These real-time tests
also include the docking phase.

Both the functional and hardware-in-the-loop simulation results show that the baseline model
predictive control method can successfully perform the operations with an accuracy well above
the requirement. It was found that implementing an extra LQR controller resulted in a similar
accuracy, but an increase in �V of 21%. The functional simulation results also revealed
that the required �V, compared to the baseline, could be decreased further by 18%, while
maintaining the baseline accuracy. This is achieved by optimizing the weight parameters
used in the convex optimization. It does, however, lead to an increased mission duration.
The designed algorithms were successfully implemented on TEAMS, where it was shown that
the addition of an LQR controller again leads to a higher use of propellant and on top of that
it results in a longer operation time.
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Chapter 1

Introduction

1-1 Motivation

Since the beginning of space flight the collision hazard has increased substantially due to the
large growth of artificial objects in space. Even if no future launches would be executed there
would be a net increase in the overall satellite population due to collisions that will inevitably
occur (Rodriguez and Liou, 2008). As it is highly unlikely that there will be no more space
launches in the near future, passive and active debris removal is the subject of many studies
that aim to limit the increase of orbital debris. The policy adapted by most space agencies
is to implement methods to limit the growth of space debris. These practices are intended to
prevent runaway growth in what is known as the Kessler syndrome: a case in which collisions
between orbiting objects create a cascade of debris particles and further collisions, e↵ectively
rendering an orbital belt unusable (Kessler et al., 2010). The di↵erence between passive and
active debris removal is that passive systems are often mounted onto a spacecraft in advance
and are used after the mission is complete, whereas with active debris removal a dedicated
spacecraft will de-orbit debris objects or put them in a graveyard orbit. A study by Liou et al.
(2010) shows that the Low Earth Orbit (LEO) environment could be stabilized if at least five
objects with the highest probability of collision and mass product are actively removed each
year. Wormnes et al. (2013) even states that the number of objects that should be removed,
to achieve this, is in the order of 10 each year. In the current economical, social, and political
environment, it is essential that this happens in a reliable, safe, and cost-e↵ective manner.

Numerous technical concepts have been or are being developed to support Active Debris
Removal (ADR). Many technical, legal, and financial challenges have been identified over the
past decades. Wormnes et al. (2013) established that it might be financially more attractive
to de-orbit multiple targets during one mission, but such a mission is significantly more
challenging from a technical point of view. Even for a mission that attempts to remove only
a single target it is likely that the removal spacecraft has to rendezvous with, and control,
the target debris object. Docking to well-known and cooperative objects in space has only
been accomplished by few space-faring nations. It becomes even more challenging when the
characteristics of the target object are not fully known and the target itself is no longer able



2 Introduction

to cooperate. To perform such operations autonomously allows for a higher chance of mission
success when failures occur or when communication time with ground stations is limited.
Performing an active debris removal mission autonomously will thus increase the robustness
to unexpected events and reduce operational costs by eliminating the need for ground-based
orbit control.

Anomalies encountered during previous missions, such as DART (NASA, 2006) and Orbital
Express (Friend, 2008), have shown that to achieve this, current satellite capabilities have to
be enhanced. One of the key technologies that is required to successfully realize such systems
is robust and optimal guidance and control. The guidance and control system should ensure
that an active debris removal mission is executed in a safe manner, preferably using a mini-
mum amount of propellant. The computational power of on-board computers has increased
significantly over recent years. Together with the steps made in optimization theory this has
led to new guidance algorithms for rendezvous that are rooted in numerical optimization.
See, for example, Gerth (2014) and Betts (1998), and the references therein. Convex guid-
ance, that is based on convex optimization theory (Boyd and Vandenberghe, 2009) is such a
technique and has shown promising results in research into planetary landers and formation
flying (Acikmese and Ploen, 2007), (Blackmore et al., 2010), (Tillerson et al., 2002). It is also
becoming a topic of interest in satellite rendezvous research (Lu and Liu, 2013), (Gao et al.,
2009). Convex optimization is capable of delivering globally-optimal solutions, while at the
same time constraining the trajectory. The main advantages of guidance based on convex
optimization are that 1) convex optimization theory proofs that a well-posed convex problem
is guaranteed to converge, 2) the obtained solution will be the global optimum, 3) there are
a number of di↵erent, very e�cient solvers for this kind of problem, and 4) constraints and
penalties can be imposed.

A key ingredient of the guidance and control system development is the capability to test and
evaluate the designed algorithms. A first step in the testing sequence is to evaluate the algo-
rithms in a functional simulation environment. These simulations can then be complemented
by Hardware-In-the-Loop (HIL) simulations to evaluate the interaction of the guidance and
control system with hardware elements, such as sensors and actuators and the corresponding
real-time delays. There are multiple methods that exist for HIL testing of guidance and con-
trol algorithms. To reproduce the six Degree(s) of Freedom (DoF)s kinematics and vehicle
dynamics of a spacecraft in a micro-gravity environment to a high degree, neutral buoyancy
facilities can be used (Romano et al., 2007). These provide an adequate representation of the
frictionless environment in orbit (Carignan and Akin, 2000). The kinematics of the six DoFs of
the relative motion of two spacecraft, can be reproduced by using robotic simulators or cranes
(Benningho↵ et al., 2012). The three DoFs attitude kinematics and torque-free motion can
be reproduced by suspending the spacecraft simulator on a hemispherical air bearing, where
the center of mass coincides with the center of rotation of the bearing (Schwartz et al., 2003).
Another option is a flat-floor test facility that enables the reproduction of the kinematics and
vehicle dynamics for three DoFs (one rotational and two translational).
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1-2 Research Question and Scope

The thesis research will aim to answer the following research question:

How can a satellite perform the final phase of a rendezvous mission autonomously with an un-
cooperative and tumbling target satellite in a low-Earth orbit in a safe, reliable, and propellant-
e�cient manner?

The research limits itself to the development of the guidance and orbit control of a chaser
satellite to execute these operations. The design of a navigation system is omitted from this
thesis work, though it will certainly be an important step in the next design phase, together
with an assessment of the lighting and communication conditions. The target satellite in
this research is ENVISAT, which is an ESA owned object that is no longer operational
(ESA, 2012). ENVISAT su↵ered a major anomaly on 8 April 2012, resulting in a loss of
communication links. It is a large satellite in a near-polar, near-circular orbit at an altitude
of approximately 770 km, which makes it a high-profile target for ADR. A challenging aspect
of a rendezvous and docking mission with ENVISAT is the tumbling motion it has acquired
since the loss of communication. An approach strategy will be designed in this research that
aims to handle this characteristic under the constraints posed by the research question. The
tumbling motion of the target puts the most stringent requirements on the guidance and
control system during the final phase of the rendezvous and docking operations and this stage
will therefore be the focus of this research.

1-3 Research Methodology

To answer the proposed research question, within the defined scope, the following research
methodology is adopted. A detailed reference scenario is defined, for which di↵erent guid-
ance and control strategies are developed. The developed guidance and control algorithms
should enable operations with su�cient accuracy to perform a successful rendezvous opera-
tion up to the point where the docking mechanism can be deployed. To test the guidance
and control system a functional simulator is developed. The functional simulations results are
validated with HIL simulations. The Test Environment for Applications of Multiple Space-
craft (TEAMS) facility of the Deutsches Zentrum für Luft- und Raumfahrt (DLR), a flat-floor
test facility, is used in this research. It enables the reproduction of the kinematics and vehicle
dynamics for three DoFs (one rotational and two translational). TEAMS emulates the force
and momentum-free dynamics of satellites in orbit, i.e., it reproduces the weightlessness and
frictionless environment (Schlotterer and Theil, 2010). The experiments are performed using
two free-floating, air-cushion vehicles that move over a highly smooth surface. Limitations
are, that the vehicle dynamics are reduced from three-dimensional orbit dynamics in the func-
tional simulator to a basic double integrator on TEAMS and that to represent the ENVISAT
reference scenario on TEAMS it has to be adapted to a 2D scenario. A large advantage,
however, that is obtained by tests performed with TEAMS, is that it captures the interaction
of the Guidance Navigation and Control (GNC) system with actual sensors and actuators
and the real-time delays of such an environment.

A test campaign is designed, for both the functional simulations and the HIL simulations,
to assess the performance of the di↵erent guidance and control strategies. Based on the
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development challenges of the simulators and the results obtained in these test campaigns,
conclusions and recommendation can then be formulated.

1-4 Thesis Roadmap

The remainder of this report has adapted the following structure: Chapter 2 will discuss
other research and missions that provide a contextual framework for the reference scenario,
which will also be presented in this chapter. The mathematical models used to describe the
absolute and relative motion of the target and chaser satellite will be treated in Chapter
3. The functions and tasks of a guidance and control system will be covered in Chapter
4. This chapter will provide a brief introduction to GNC as a whole before delving deeper
into the workings of guidance and control algorithms and covering the implemented guidance
and control strategies. The theory behind and the construction of the convex guidance al-
gorithms are presented in Chapter 5. The development, implementation, and verification of
the functional simulator is discussed in Chapter 6. An introduction to the TEAMS facility
is given in Chapter 7. This chapter will also discuss the necessary adaptations to assess the
developed guidance and control algorithms on TEAMS. The developed software for TEAMS
will be examined in Chapter 8. The test campaigns and corresponding results for both the
functional simulations and HIL simulations are covered in Chapter 9. The conclusions that
are drawn based on this thesis research are presented in Chapter 10, which will also give a
number of recommendations for future work.



Chapter 2

Mission Heritage and Reference
Scenario

Many technical concepts have been or are being developed to support ADR using autnomous
rendezvous and docking. The mission heritage of these two topics will be treated in Section
2-1. This section provides a contextual framework for the reference scenario, which will be
presented in Section 2-2.

2-1 Mission Heritage

ADR has been the focus of many studies and missions over the past years. This section
will first discuss the target selection in Section 2-1-1. The aim of this thesis research is
to design a guidance and control system that enables autonomous rendezvous and docking
operations. Past missions have shown that this kind of operations poses many challenges. A
brief overview, from the early rendezvous and docking missions to the more recent missions
that performed autonomous rendezvous and docking operations, will therefore be provided in
Section 2-1-2.

2-1-1 Active Debris Removal

The clear need for ADR was already established in Chapter 1. This chapter stated that it is
necessary to remove 5-10 objects with the highest probability of collision and mass product to
stabilize the LEO environment (Liou et al., 2010), (Wormnes et al., 2013). Note that the Post
Mission Disposal (PMD) regulation for LEO, which states that a spacecraft has to de-orbit
in less than 25 years (IADC, 2013), is already taken into account in this case and thus only
su�cient ADR measures might mediate the situation. In ESA (2012), it was determined that
in terms of number of collisions prevented per object removed the best strategy is to select
targets based on the following principles:
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• The selected objects should have a high mass (they have the largest environmental
impact in case of collisions).

• The objects should have high collision probabilities (they should be in densely populated
areas).

• The objects should be at high altitudes (where the orbital lifetime of resulting fragments
is long).

In LEO the majority of these objects is at altitudes between 800 and 1000 km, in near-
circular, highly inclined orbits. This orbital belt is therefore often the focus of ADR studies.
Several technical concepts have been or are being developed at this time to support ADR.
Many challenges have been identified over the past decades, technically, legally and financially.
From a financial point of view it might be more attractive to de-orbit multiple targets during
one mission, but this will increase the technical challenges of such a mission (Wormnes et al.,
2013). Even for just a single target it is likely that the removal spacecraft has to rendezvous
with, and control, the target debris object. Another challenging aspect could be uncertain
mass and attitude properties of the target satellite. Depending on the strategy and the
corresponding removal mechanism the removal spacecraft might have to perform a docking
operation. Successfully docking with an uncooperative target has never been achieved without
involving human astronauts. Another challenge lies in the fact that there may not be a
convenient place to grab the object, dock with it, or attach a de-orbitation device to it
(Jakhu, 2012). Wormnes et al. (2013) identified that approaching a target, flying around it and
connecting to it, puts stringent requirement on the rotational and translational capabilities
of the chaser spacecraft. This will most likely require more complex propulsion and GNC
systems than the systems usually installed in LEO.

2-1-2 Rendezvous and Docking

Several of these ADR methods under investigation require docking with the target debris
by making use of, for example, a robot arm or clamping device. Docking to well-known
and cooperative objects in space has only been accomplished by few spacefaring nations. To
increase the robustness to unexpected events it is therefore desirable to have the capability
to perform the rendezvous and docking operations autonomously. This section will explore
past developments related to (autonomous) rendezvous and docking.

Early Rendezvous and Docking

The first rendezvous and docking missions performed by the United States relied heavily
on human control in the final approach phase. The very first rendezvous and docking was
achieved as part of the Gemini program, where the Gemini 8 capsule docked with the modified
Agena booster second stage target. The astronaut crew manually manoeuvred their spacecraft
during the last tens of meters. This reliance on manual control required a unique scenario for
each mission, which is rather expensive and labour intensive (Polites, 1999). The experience
gained by the United States during the Gemini program was later used in the Apollo program,
which performed rendezvous and docking operations in a lunar orbit. The lunar excursion
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Figure 2-1: An early Soviet stamp illustrating the first automatic docking performed by Kosmos-186 and
Kosmos-188 (Matsievsky, 2006).

module docked with the command/service module after ascending from the lunar surface. The
crew on-board the lunar excursion module performed a multitude of manual tasks throughout
these operations. More recent, the developed rendezvous and docking approach was applied to
rendezvous and docking tasks of the Space Shuttle Orbiter. An important di↵erence between
the Space Shuttle and the Gemini and Apollo programs is that next to regular docking
operations the Space Shuttle, made use of a robotic arm to retrieve and berth satellites
(Goodman, 2006). Although the complexity of the Space Shuttle missions was much larger
than for Gemini and Apollo, a substantial part of the operations were still performed manually
by the crew (Polites, 1999).

The Russian space program, on the other hand, incorporated automated and standardized
rendezvous and docking manoeuvres from early on. The first automated docking manoeu-
vre was performed in 1967, when the Soviet experimental unmanned spacecraft Cosmos-186
docked with Cosmos-188 (Legostaev and Raushenbach, 1969). It is important to consider
that they had to use very simple control algorithms due to the limited available computa-
tional abilities. The Soyuz program furthermore accomplished the first docking of two piloted
vehicles and transferred crew from one spacecraft to another in orbit for the first time. The
spacecraft in the Soyuz program were designed primarily for automated orbital rendezvous
with piloted capabilities generally reserved for contingency operations (Wo�nden and Geller,
2007). This led to a longer development time but improved the e�ciency and reliability of
the vehicles.

Engineering Test Satellite VII

Throughout the last two decades a considerable number of missions have flown that demon-
strated di↵erent levels of autonomous rendezvous and docking capabilities. Just before the
turn of the millennium the Japanese launched the Engineering Test Satellite VII, which con-
sisted of both a chaser and a target satellite, illustrated in Figure 2-2. The chaser satellite
was equipped with robot arms and had the objective to perform two rendezvous and docking
experiments. The first experiment involved the separation of the chaser, which then moved
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Figure 2-2: The chaser and target modules of the Engineering Test Satellite VII (JAXA, 2003).

to a hold point at a distance of two meters where it remained for 15 minutes with close to
zero relative velocity. After receiving an approach command it successfully docked a couple
of minutes later to the target satellite. During the second approach phase experiment, the
chaser encountered a contingency after which it autonomously activated an abort command
and flew to a retreat point. After failure of two more approach attempts ground investigation
established that there was a thruster valve malfunctioning, but after system reconfiguration
the second rendezvous and docking experiment was also successful (Ohkami and Kawano,
2003). Even though the cause had to be established by ground investigation, the sophisti-
cated rendezvous software autonomously detected a failure, triggered an abort command and
safely performed Collision Avoidance Manoeuvres (CAM).

XSS-10 and XSS-11

In 2003 the Experimental Satellite System series conducted by the US Air Force demon-
strated capabilities necessary to perform autonomous rendezvous and docking in orbit using
micro-satellites. The first satellite, the XSS-10, had the objective to demonstrate autonomous
navigation, proximity operations, and inspection of a resident space object. A problem oc-
curred at the fourth inspection point where it planned to, and apparently did, perform an
approach manoeuvre to decrease its distance to the resident space object to 50 meters. A
telemetry drop-out occurred and the ground station lost the signal, therefore it cannot be
verified how close the satellite was to the object (Davis and Melanson, 2004). It achieved all
its other objectives without running into major di�culties. Two years later the successor of
the XSS-10 was launched, the XSS-11. Its objective was to further demonstrate capabilities
for performing autonomous proximity operations with the upper stage of its launch vehicle
(AFRL, 2005). It successfully executed rendezvous and 75 natural motion circumnavigations.
The XSS-11 also performed rendezvous operations with a number of US-owned decommis-
sioned satellites, however, these results are not readily available to the public (Munoz, 2011).
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Figure 2-3: An artist impression of the DART spacecraft as it approaches the target satellite in orbit
(Malik, T., 2006).

DART

Around the same time as the XSS-11 mission the National Aeronautics and Space Administra-
tion (NASA) launched the Demonstration of Autonomous Rendezvous Technology (DART)
spacecraft, which was designed to demonstrate, in orbit, the hardware and software neces-
sary for autonomous rendezvous to a separation distance of 5 meters. As stated in NASA
(2006), the navigation system already malfunctioned slightly during the first phases of the ren-
dezvous but operations could be carried out as planned. During the last part of the approach
the navigation system bias error resulted in wrong thruster commands and excessive use of
propellant. DART also failed in autonomously avoiding a collision as it eventually collided
with the target. It was suggested that these biased measurements would not have doomed
the flight had the preprogrammed gain matrix in the navigation filter been properly tuned.
The mishap investigation board further concluded that there was an insu�cient system-level
understanding of the potential e↵ects of complete or partial loss of functionality of relevant
subsystems. The lack of thorough validation of math models and testing also contributed
substantially to the mission failure.

Orbital Express

Orbital Express was a mission funded by Defense Advanced Research Projects Agency
(DARPA), that was launched in 2007. Its goal was to validate the technical feasibility of
robotic, autonomous on-orbit refuelling and reconfiguration of satellites (Friend, 2008). The
mission consisted of two spacecraft, a service satellite called ASTRO and a client satellite
named NextSat. It completed several on orbit transfers of propellant and batteries success-
fully. During another experiment ASTRO autonomously undocked from NextSat and moved
to a distance of 10 meters. It then autonomously returned down the corridor to capture
the NextSat again within two minutes of predicted time of capture. Throughout the third
scenario ASTRO experienced a failure of the primary sensor computer. It then attempted to
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Figure 2-4: In-orbit photo of the ATV (Blau, P., 2015).

reboot it twice, without success. This resulted in an autonomous abort to 120 meters and
ground control had to step in because the relative navigation state at that point had decayed
significantly. The mission included a total of nine scenarios during which six world or US
firsts in space were achieved (Friend, 2008).

ATV

From April 2008 the European Automated Transfer Vehicle (ATV) program has performed
regular deliveries to the International Space Station (ISS) up to July 2014 when it was
launched to perform its final mission. The ATV was the first European vehicle to suc-
cessfully perform automated rendezvous and docking, and the largest ever to do so in the
complex context of human spaceflight (Strandmoe et al., 2008). Furthermore, it was the first
to use relative GPS technology for autonomous far rendezvous and the first to perform a
fully automated final approach up to docking entirely based on optical sensors (Baize and
Novelli, 2010). The flight is autonomously controlled by GNC algorithms of the flight control
system. The vehicle is not fully autonomous, because the ATV Control Centre on the ground
uploads mission plans at certain stages. The ATV was required to dock to the ISS with an
accuracy of less than 10 cm, and during the first flight approximately 1.5 cm accuracy was
achieved (Baize and Novelli, 2010). Collision avoidance is performed during the rendezvous
and the departure phases through a segregated but fault tolerant safety chain with dedicated
computers and sensors. The flight control system has proved to function as required in orbit,
and no anomalies occurred onboard (Strandmoe et al., 2008).

2-2 Reference Mission Scenario

The reference mission for this research is based on the e.deorbit mission (ESA, 2012). The
e.deorbit Concurrent Design Facility (CDF) study was the first system level study on ADR by
the European Space Agency (ESA). After completion of that study, contracts were awarded
to industry and three consortia submitted proposals. At the moment of writing the mission
is in phase B.
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Table 2-1: Orbital parameters of Envisat, based on TLE of September 28, 2014 (N2YO, 2014)

Orbital elements Current value
semi-major axis [km] 7146
Eccentricity [-] 0,0001227
Inclination [deg] 98,3724
RAAN [deg] 334,5377
Argument of perigee [deg] 103,8499
True anomaly [deg] 333,8374

The e.deorbit mission objective is to safely de-orbit the target object ENVISAT, an ESA
owned object that is no longer operational (ESA, 2012). ENVISAT su↵ered a major anomaly
on 8 April 2012 resulting in a loss of communication links. It is in a near-polar, near-circular
orbit at an altitude of approximately 770 km. The mission consists of a chaser satellite that
is launched by a small or medium launcher, then performs a safe and propellant-e�cient
rendezvous and docking with the target satellite, and removes it from the LEO protected
zone. Several capture techniques are investigated in the e.deorbit assessment study. This
thesis is not concerned with the specific capturing mechanism, but it will be assumed that
a rigid connection has to be made with the target satellite. The capturing mechanism will
grasp and/or clamp ENVISAT at the Centre of Mass (CoM) on the upper side where no
instruments are situated. This is defined by ESA as the most suitable location to make a
connection.

2-2-1 Target and Chaser Satellite

This section will present aspects of ENVISAT, which are important for the development of
the guidance and control system. ENVISAT has a mass of 7828 kg and will be modelled as a
point mass with reference surfaces. The initial orbital parameters of Envisat for the scenario
are given in Table 2-1.

Figure 2-5 shows the top view and side view of ENVISAT and the relevant dimensions.
From this figure it immediately becomes clear that one of the di�culties of rendezvous and
docking with ENVISAT is the large solar array. This becomes even more challenging when
the tumbling motion of ENVISAT is considered. Radar measurements of Envisat performed
at the end of 2013 showed that the main motion of Envisat is a rotation of approximately
3.5 deg/s around its orbital angular momentum vector Bastida Virgili (2014). On top of this
rotation, ENVISAT is slightly tumbling around its other body axes. There is uncertainty on
the future evolution of ENVISAT’s motion and currently ESA is analysing the satellite to
enable better predictions (Deloo, 2015). Because of this uncertainty several assumptions are
made for this research concerning the attitude of the target:

• ENVISAT is assumed to be rotating with its spin axis under an angle of 30 deg o↵set
from its orbital angular momentum vector.

• The spin axis itself is also precessing with a rotational rate of 0.2 deg/s around the
orbital angular momentum vector.
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Figure 2-5: ENVISAT model and dimensions. Upper: side view. Lower: Top view (ESA, 2012).

The chaser satellite is also based on the chaser presented in the e.deorbit study (ESA, 2012).
A model of this satellite is shown in Figure 2-6. For this research it is important to state that
the chaser has 12 thrusters, which are fired in pairs, and are capable of delivering a thrust of
44 N along each axis of the chaser body frame.

2-2-2 Approach Overview and Requirements

The reference scenario is concerned with the final part of the rendezvous, The chaser starts
at 50 m from the target and is initially aligned with the spin axis. This distance is chosen,
because the Keep-Out-Sphere (KOS) defined by ESA has a radius of 50 m (Deloo, 2015).
During the approach the alignment with the spin axis shall be maintained. The scenario ends
at 3 m from the target’s CoM. It is assumed that the clamping/grasping mechanism will be
deployed at this point. The reference scenario ends at 3 m from the target, where a stable
motion with respect to the target should be kept. It is assumed that the clamping/grasping
will be deployed at this point.

To ensure that the chaser satellite will not collide during the approach with any part of
ENVISAT a safety cone constraint is formulated. This constraint defines a cone in which the
chaser can move throughout the approach. The cone is fixed with respect to the spin axis,
i.e., it moves along with the movement of the spin axis. To clarify this a side view orientation
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Figure 2-6: Chaser model and dimensions. Upper: side view. Lower: Top view (ESA, 2012).

Figure 2-7: 2D view of the safe approach area of the chaser, which is indicated by the area inside the
triangle. It is a cone with a half-angle of 30 degrees, that moves along with the spin axis
movement. (Adapted from ESA (2012).)

of this cone is shown in Figure 2-7. The area inside the triangle portrays the area in which
the chaser is allowed to move. The exact implementation of this constraint in the guidance
algorithm is discussed in Section 5-2-2.

Based on Fehse (2003), it is assumed that the control error, at the stage where the chaser is
at 3 m relative distance from the target and has obtained a stable circular in-plane motion
with respect to the target, is required to be in the order of a few centimetres or less for the
position and no larger than 1 cm/s for the velocity.

2-3 HIL-Simulation Environment

On-the-ground experimentation is a low-risk, relatively low-cost, and potentially high-return
method for validating guidance and control systems (Romano et al., 2007). There are a
number of di↵erent types of HIL-simulation environments like flat floor testbeds, blimp units
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(lighter-than-air vehicles), underwater vehicles, and robotic facilities (Nolet, 2007). A brief
introduction to the di↵erent HIL-simulation environments was already provided in Chapter
1. Each of these testbeds have their own inherent advantages and drawbacks.

The reference scenario described in Section 2-2 shows that the main requirement to test this
scenario is that the testbed should be able to represent a chaser vehicle that can approach, and
preferably dock with, a rotating target. Next to this, it should allow for easy implementation
of the designed guidance and control system in the HIL-simulation environment. An attractive
low-cost solution is a flat-floor testbed. Such a testbed usually consist of a table with a highly
smoothed surface with areas ranging from approximately 15 m2 up to about 200 m2. A number
of physical satellite model vehicles float on air bearings in a near-frictionless environment to
practice di↵erent aspects of spacecraft missions. Such a test facility provides at least three
DoF, two translational and one rotational. Extra degrees of freedom can be obtained by
enhancing the satellite vehicles with for example attitude platforms and vertical actuators.
Flat-floor testing facilities are often an intermediate step in the testing process, it allows
for long duration testing and validating of GNC algorithms before tests on more expensive
facilities are performed (Romano et al., 2007). The use of a flat floor test bed provide a
good platform to test several critical aspects of actual autonomous rendezvous and docking
manoeuvres.

The TEAMS flat-floor test facility of DLR is therefore used in this research. The main
adaptation to the reference scenario is the reduction of the 3D rotational motion of the target
to a 2D rotation. It is also equipped with docking adapters which allow for the testing of the
docking phase. A detailed description of the TEAMS facility is provided in Chapter 7.

2-3-1 Examples of Flat-floor Testbeds

Several examples of flat-floor test facilities will be described in this section to provide a
contextual framework for the TEAMS facility of DLR that will be used in this thesis research.
This is by no means a full overview of the existing flat-floor test facilities, but this section
will give a good indication of the di↵erent specifications and capabilities of such facilities.

Flight Robotics Laboratory of NASA

The Flight Robotics Laboratory at the Marshall Space Flight Center has one of the largest
flat floor facilities in the United States with an impressive area of 360 m2 (Wiegmann et al.,
2012). The facility compromises two air-bearing spacecraft simulators capable of carrying
180 kg payload each, and a target simulator on a crane capable of carrying a 200 kg payload,
shown in 2-8. The Spacraft Simulators provide 3 DoF and the target vehicle is mounted on
an overhead gantry providing 6 DoF. The spacecraft simulators are closed-loop computer
controlled for sensor/docking testing. The facility has been used for testing of a.o. systems
of the DART mission and the Orbital Express program (Roe et al., 2004).

Space Systems Laboratory of MIT

The Massachusetts Institute of Technology (MIT) Space Systems Laboratory has a flat floor
test facility that is mainly used for testing the Synchronized Position Hold, Engage, Reorient
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Figure 2-8: The spacecraft (right) and target (left) simulators at the Flight Robotics Laboratory (NASA,
1985).

Experimental Satellites (SPHERES) system (Miller et al., 2000). It has a smoothed glass
surface with an area of 25 m2 and 3 DoF. Next to this, the lab frame rotates once over every
day with respect to the inertial frame. The vehicles are kept afloat by expelling compressed
gas (CO

2

) downward onto the surface of the testbed. The facility has been used to successfully
demonstrate maneuvering and docking of the SPHERES system using a flexible beam in a
2D-environment.

Spacecraft Robotics Laboratory of NRL

The Spacecraft Robotics Laboratory of the Naval Postgraduate School has a flat floor facility
constituting an epoxy floor surface of 20 m2, a spacecraft simulator, and a target simulator,
shown in 2-9 (Romano et al., 2007). The chaser spacecraft simulator can independently control
its translational movements through the use of eight cold-gas thrusters and it controls its
attitude with a reaction wheel. The use of the reaction wheel results in significant propellant
conservation and extends the time endurance of single experimental runs. The spacecraft
simulators are capable of autonomously performing operations during the experimental tests.
In particular, the chaser spacecraft simulator only uses three light emitting diodes mounted
on the target vehicle simulator external reference for its navigation.
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Figure 2-9: The autonomous docking flat floor test facility at the Spacecraft Robotics Laboratory of the
Naval Postgraduate School (Romano et al., 2007)



Chapter 3

Orbital Mechanics

This chapter will cover the important elements of constructing models for the absolute and
relative motion of the chaser and target satellite. Section 3-1 will cover the reference frames
that are important for the construction of both models and the conversion between them.
State representations that can express the absolute and relative motion are treated in Section
3-2. The equations of motion needed to model the absolute and relative motion are derived
in Section 3-3. The perturbations that need to be included in the absolute motion models,
because they have a significant impact on the relative dynamics of the chaser and target
satellite, are discussed in Section 3-4.

3-1 Reference Frames

Absolute and relative motion models can be used to describe the absolute and relative trajec-
tories of the chaser and target spacecraft. The reference frames used to describe these models
are discussed in this section. A reference frame is a coordinate system in which di↵erent
properties of an object, such as position, velocity, and orientation, can be determined. A
reference frame is generally specified by its origin O and a set of three orthogonal vectors.
All reference frames that are used in this report are right-handed. For the mission under
consideration two types of reference frames are of interest, the Earth-Centred Inertial (ECI)
frame and the rotating Hill frame. The former is used to describe the orientation of the orbit
in an inertial frame and to describe the motion of a spacecraft in an orbit. The latter will be
used to describe the motion of the chaser relative to the target.

Furthermore, note that only translational motion is considered for the reference scenario, and
thus the three rotational degrees of freedom are ignored. This is a common assumption in the
development of guidance laws, mainly caused by the fact that the rotational dynamics are
much faster (Acikmese and Ploen, 2007). This allows for the decoupling of the translational
and rotational dynamics. This assumption basically translates into the concept of ”perfect
attitude control”, because it is assumed that the required attitude is realized instantaneously.
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Figure 3-1: Definition of Earth-Centred Intertial reference frame (Sauceda, 2001).

3-1-1 ECI Frame

The ECI reference frame will be used to describe the absolute motion models of the target
and chaser spacecraft. The ECI frame has its origin at the CoM of the Earth and the +X-axis
is directed towards the J2000 vernal equinox. The +Z-axis is collinear with the rotation axis,
neglecting nutation and precession, of the Earth and the +Y-axis completes the right-handed
system. The OXY plane lies in the equatorial plane of the Earth. The ECI frame is depicted
in Figure 3-1.

3-1-2 Rotating Hill Frame

To describe the relative motion the rotating Hill frame is used, which is depicted in Figure 3-2.
The origin is fixed to the CoM of the target spacecraft. The +X-axis (R-bar) is aligned with
the radius vector of the target, in the direction away from the Earth. The +Y-axis (V-bar)
lies in the orbital plane, in the direction of the velocity and the +Z-axis (H-bar) completes
the right-handed system and lies in the direction of the orbital angular momentum.

3-1-3 Transformation between ECI and Rotating Hill Frame

The absolute motion models of the target and chaser spacecraft are both described in the
ECI frame. To enable the description of the state of the chaser in the rotating Hill frame a
transformation between the two reference frames is required. This can be achieved using a
transformation matrix. For this particular case the tranformation matrix is formed by the
unit vectors of the target in the rotating Hill frame. The unit vectors in radial, normal, and
tangential direction are obtained from the target’s inertial position and velocity by:
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Figure 3-2: Definition of the rotating Hill frame.

The transformation matrix is then given by:

Th = [ê
r
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n

ê
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]T (3-2)

The position and velocity of the chaser spacecraft in the rotating Hill frame are then obtained
using Equations (3-3) and (3-4), where n is the mean motion of the target in the inertial frame
(De Bruijn et al., 2011).
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The transformation matrix used to convert the state from the rotating Hill frame back to the
ECI frame is simply the transpose of Th.

3-2 State Representations

A state vector can be used to mathematically describe the state of an object. For instance, let
r and ṙ represent the position and velocity of an object, respectively. In Cartesian coordinates
this would be:

r = [x y z]T ṙ = [ẋ ẏ ż]T (3-5)

and a possible state vector could be chosen as:

X = [rT ṙT ]T (3-6)
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There are many coordinate systems used in spacecraft and mission design. The two coordinate
systems that are used in this thesis research will be discussed in more detail in the remainder
of this section.

3-2-1 Cartesian Coordinates

Coordinate systems provide means to describe vectors with respect to some set of axes defined
by a reference frame. A widely used system in orbital mechanics is the Cartesian coordinate
system, where the position of any point in three-dimensional space is specified by three
Cartesian coordinates. The three corresponding vectors are described by forming scaled
linear-combinations along the unit vectors of the reference frame. This basically means that
each unit vector of the coordinate axes is multiplied with a scalar and added together to
obtain the vector that corresponds to the desired point in space.

3-2-2 Keplerian Elements

The Cartesian system can be used to describe orbital motion, but is not particularly intuitive.
More convenient alternatives exist to do this, such as the Keplerian system. A body in an
inertial reference frame can be defined in the Keplerian system by the following six parameters:

• semi-major axis, a

• eccentricity, e

• inclination, i

• argument of periapsis, !

• Right Ascension of the Ascending Node (RAAN), ⌦

• true anomaly, ✓

The Kepler system is visualized in Figure 3-3. The semi-major axis and eccentricity describe
the shape of the orbit, where the semi-major axis is defined as the distance between perigee
and apogee and the eccentricity indicates the elongation of the orbit.

The four remaining angles describe the orientation of the orbit and the position of the body in
the orbit. The inclination is defined as the angle between the orbital plane and the xy-plane
of the ECI frame, measured at the ascending node. The ascending node is the point where
the satellite crosses the xyplane, in the direction of +Z. The inclination can thus be between
0 and 180 degrees, where an inclination of 0 degrees corresponds to a prograde equatorial
obit, and an inclination of 180 corresponds to a retrograde equatorial orbit. Evidently, an
inclination of 90 degrees describes a polar orbit. The RAAN is defined as the angle between
the x-axis of the ECI frame and the ascending node. This angle can thus vary from 0 to 360
degrees. The RAAN is undefined for orbits which have an inclination of 0 degrees, because
in this case the ascending node can not be defined. The argument of periapsis is defined
as the angle in the orbital plane between the ascending node and the periapsis and can be
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Figure 3-3: Orbital elements as defined in the Keplerian system (Vivarad, 2013).

between 0 and 360 degrees. Note, though, that for zero eccentricity (no definable periapsis)
and zero inclination (no definable ascending node) this angle is undefined. The true anomaly
describes the position of the satellite in the orbital plane. The true anomaly is defined as the
angle between the periapsis and the position of the satellite, measured from the CoM of the
attracting body and can thus be between 0 and 360 degrees.

3-3 Equations of Motion

The equations to describe the orbital motion around a central body can be derived from
Kepler’s and Newton’s laws. These derivations are described in many reference books (Wertz
et al., 2011; Curtis, 2013; Prussing and Conway, 1993). The main assumptions and relations,
important to the understanding of rendezvous trajectories, will be reiterated here. First, a
short overview of the absolute equations of motion will be provided. After that the equations
to describe the relative motion between the two spacecraft are discussed.

3-3-1 Absolute Motion

As stated by Alfriend et al. (2007), the assumptions relating to the Keplerian two-body
problem are:

• There are no external or internal forces except gravity.

• The gravitating bodies are spherical and have constant density.

• There are no tidal forces.

• The mass of the orbiting body is negligible compared to the primary body’s mass.

• The gravitational force is Newtonian.

Newton’s law of gravitation and his second law, which relates force and acceleration, are
depicted in Equations (3-7) and (3-8), respectively. By combining these two equations and
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using the assumption that M >> m Equation (3-9) can be formulated, which describes the
orbital motion of a satellite with mass m at a distance r from the primary body, where µ
is equal to the gravitational constant G times the mass of the central body M (Bate et al.,
1971; Fehse, 2003).

F
g

= �GMm

r3
r (3-7)

⌃F = mr̈ (3-8)

r̈ = � µ

r3
r (3-9)

A solution to Equation (3-9) is a polar equation of a conic section given by:

r =
p

1 + e cos ✓
(3-10)

where p is the semi-latus rectum. According to Wakker (2010), the type of conic section that
is described by Equation (3-10) depends on the value of the eccentricity e. The following
cases can be identified:

• 0  e < 1 : ellipse

• e = 1 : parabola

• e > 1 : hyperbola

This study will limit itself to the application of elliptical and circular orbits, which is su�cient
for applications to the test case. For an elliptical orbit the radius of apogee is given by:

r
a

= a (1 + e) (3-11)

and the radius of perigee by:

r
p

= a (1� e) (3-12)

with r
a

+ r
p

= 2a, Equation (3-10) can be rewritten into:

r =
a
�
1� e2

�

1 + e cos ✓
(3-13)

Orbital perturbations are neglected in these formulations. Since the main interest will lie in
the relative orbital perturbations, i.e., the e↵ect of perturbations on the relative orbits, these
will be discussed in more depth in section 3-4.
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3-3-2 Relative Motion

There are many existing models that describe relative motion, which can be classified ac-
cording to their nature. Models can, for example, be linear or non-linear. The relative state
variables can be, for instance, local Cartesian, or curvilinear variables. Perturbations, such as
drag and J

2

, can be taken into account and other assumptions on, for instance, eccentricity
of the reference satellite can also be made.

A linear relative motion model that is often used to describe the chaser satellite’s relative
motion in rendezvous scenarios is the Hill-Clohessy-Wiltshire (HCW) model, developed by
Clohessy and Wiltshire (Clohessy and Wiltshire, 1960). The equations of motion derived
and solved in the HCW model are similar to those used by the mathematician George Hill
in 1878 to describe the Moon’s motion relative to the Earth (Hill, 1878). The HCW model
has typically been used in the past for rendezvous missions, where the two spacecraft are
in close proximity and the mission time is relatively short. The HCW model assumes that
the chief’s orbit has zero eccentricity (and the deputy has zero or small eccentricity), and no
perturbations are taken into account, just two-body gravitational dynamics.

Since the orbit of ENVISAT is near-circular and the distance between the chaser and target
satellite is su�ciently small in the last phases of the rendezvous operations the HCW equations
fit the reference scenario well. Next to that, the guidance laws should be simple and robust
to be applied online. The simplifying assumptions of the HCW model result in an error of
about 10�5 m/s2, as can be seen in Figure 3-4, which is deemed to be su�ciently accurate to
be implemented in the guidance laws.

As given by Curtis (2013), the HCW equations are denoted:

ẍ� 2nẏ � 3n2x = 0

ÿ + 2nẋ = 0

z̈ + n2z = 0

(3-14)

where n is the mean motion of the target satellite. The equations are defined in the rotating
Hill frame. For the full derivation of these equation the author refers to Alfriend et al. (2007)
or Curtis (2013).

From these equations it can be concluded that the motion in the z-direction is a pure harmonic
oscillation that is uncoupled from the motion in the x and y directions. Straightforward, time-
explicit, closed form analytical solutions exists for these equations, given in Equation (3-15)
(Curtis, 2013). These solutions yield the trajectory of the chaser in the rotating Hill frame.
The solutions are obtained using the relative position and velocity at epoch time t

0

as initial
conditions, denoted by the subscript 0.
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Figure 3-4: Magnitude of relative accelerations for close near-circular formations as a function of the
spacecraft separation (D’amico, 2010).

3-4 Relative Perturbations

The absolute motion models should include the perturbations that have the largest impact
on the relative dynamics of the satellites. Which orbital perturbations to include is based
on an examination of perturbed satellite orbits below altitudes of 1500 km by (D’amico,
2010). The author analyzed the relative accelerations for close near-circular formations as a
function of the spacecraft separation, for which the results are presented in Figure 3-4. It is
clear from this figure that for a separation distance below 50 m the most significant relative
environmental perturbations are J

2

and atmospheric drag. Deloo (2015) showed that for this
reference scenario Solar Radiation Pressure (SRP) is also a significant relative perturbation
and SRP is therefore also included. How these perturbations are modeled and the magnitude
of e↵ects is discussed in the remainder of this section.

3-4-1 Perturbations Models

As discussed, the main perturbation for a formation in LEO stems from the J
2

gravity term,
which results from the flattening of the Earth. The absolute acceleration due to the J

2

e↵ect
is modelled according to:
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The J
2

coe�cient is assumed to be equal to 1082.63⇥10�6 (Braeunig, 2014).

The acceleration due to the atmospheric drag is dependent on the relative velocity, the ballistic
coe�cient. It is given by:

a
drag

= �1

2
⇢v

rel

✓
C
D

A

m

◆
v
rel

(3-17)

where m is the mass of the spacecraft, ⇢ is the atmospheric density, A is the average frontal
area of the spacecraft (the area normal to the relative velocity vector), and C

D

is the di-
mensionless drag coe�cient (Curtis, 2013).The relative velocity v

rel

is defined as in Equation
(3-18),

v
rel

= v � !E ⇥ r (3-18)

where !
E

is the angular velocity of the Earth, which is assumed to be equal to 7.2921150⇥10�5

m/s (Bizouard, C., 2014). The atmospheric density is based on the NRLMSISE-00 model,
which is the most recent atmosphere model, and is is based on mass spectrometer and radar
measurements of the upper atmosphere, along with additional databases from drag measure-
ments (COSPAR, 2012). A constant density of 1.94⇥10�13 is assumed which is based on an
altitude of about 770 km and high solar activity. An average frontal area of 38.14 m2 and 5.5
m2 are assumed for ENVISAT and the chaser satellite, respectively. The mass of ENVISAT
is assumed to be equal to 7828 kg and that of the chaser to 1444 kg. The drag coe�cient
is di�cult to determine at this stage and is assumed to be equal to 2.2, for both satellites.
These values are based on ESA (2012) and an analysis performed by Deloo (2015).

The acceleration due to the SRP is given by:

a
SRP

= �F
s

(1 + q)

c

A

m
s
i

(3-19)

where F
s

is the solar flux, q is the reflectance factor, c is the speed of light, A is the average
frontal area of the spacecraft, and m is its mass. The vector s

i

is the unit vector towards the
Sun in the ECI frame (Curtis, 2013). A constant solar flux of 1365 W/m2 and a reflectance
factor of 0.3 (for both satellites) are assumed. The speed of light is assumed to be equal to
2.99792458⇥108 m/s (Bizouard, C., 2014).
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Table 3-1: Order of magnitude of the relative perturbations acting on the chaser satellite in the final
rendezvous phase.

Perturbing acceleration Order of magnitude (m/s2)
Non-spherical Earth (J

2

) 10�7

Solar Radiation Pressure 10�8

Atmospheric drag 10�11

3-4-2 Magnitude of Relative Perturbations

The perturbations are included in the absolute motion models of both satellites and the rela-
tive accelerations are obtained by simply subtracting the corresponding absolute accelerations
from each other. The perturbations described in the previous section are implemented in the
chaser and target absolute motion models. The resulting order of magnitude of the relative
perturbations are summarized in Table 3-1. These values vary somewhat from the values
presented by D’amico (2010), which can be attributed to di↵erences in the altitude of the
satellites, the atmospheric and SRP models used, and the assumed satellite parameters.



Chapter 4

GNC for Rendezvous

Many satellite subsystems interact during the process of rendezvous and docking. Sensor data,
GNC information and physical docking functions have to be harmonized to accomplish the
mission. Past missions, discussed in Section 2-1-2, have shown that the current technologies
and development procedures need to be enhanced to improve the safety and mission success
of autonomous rendezvous and docking mission operations.

To enable autonomous rendezvous and docking, i.e., without the intervention of flight con-
trollers or crew, with an uncooperative and tumbling target in a safe manner poses demanding
requirements on the GNC system. There is a need for reliable and e�cient autonomous ren-
dezvous optimal path planning and control algorithms, that drive the rendezvous and docking
with the target under safety and practical constraints.

The GNC system lies at the heart of the mission planning and execution of rendezvous and
docking operations. The guidance system generates the desired state values, the navigation
system determines the actual state, and the control system generates the force and torque
commands to achieve the desired state. In simpler terms the navigation system answers the
question ”Where am I?”, the guidance system ”Where do I need to go?”, and the control
system ”How do I get there?”. These simple terms do not always directly apply, but provide
a good intuitive explanation of the GNC system.

This chapter will discuss the GNC system in relation to rendezvous and docking operations,
specifically focussing on the guidance and control system. Section 4-1 will introduce the
main tasks and functions of a general satellite GNC system. A more in-depth discussion on
the guidance and control system and the algorithms that lie at the base of these systems
are provided in Sections 4-2 and 4-3. The basic guidance problem for the reference scenario
is formulated in Section 4-4. Finally, Section 4-5 will provide an overview of the di↵erent
guidance and control strategies that are considered in this thesis.
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4-1 Tasks and Functions of the GNC System

4-1-1 Definitions

The introduction of this chapter explained the functions of the GNC system in simple terms.
Before delving deeper into the concepts and algorithms used in GNC system development, it
is useful to provide a set of exact definitions of GNC that are used throughout this report.
The following definitions are adapted from Fehse (2003) and Pfei↵er (1968).

Guidance ”has the task of calculating and executing a realizable acceleration profile which
will cause the trajectory of the space vehicle to attain desired conditions.”

Navigation ”has the task to provide the controller and the guidance function with the
necessary information on the present state of the vehicle. ”

Control ”has the task to provide the force and torque commands which will be executed by
the actuators of the spacecraft to correct the deviations of the estimated state vector from
the desired state vector.”

The attentive reader will have noticed that both the guidance and control system provide
commands to achieve the desired trajectory. The di↵erence between these commands will be
explained further in Section 4-2.

From these definitions it becomes clear that the heart of the GNC system is an onboard
computer. This computer processes the implemented guidance algorithms, control laws, and
navigation filters. The hardware that provides the necessary input information for the nav-
igation system are sensors. These can be, for example, star trackers, inertial measurement
units, or cameras. The control commands are in the end executed by, for example, thrusters
or reaction wheels.

4-1-2 Architecture and System Interaction

To execute the tasks defined in the previous sections the guidance, navigation, and control
system have to interact with each other and with other subsystems. A generic architecture
of a GNC system and the systems it interacts with is provided in Figure 4-1.

The guidance system needs the actual state/trajectory of the satellite to generate the desired
state/trajectory and corresponding acceleration profile. This input is provided by the navi-
gation system, which uses sensors and predefined theoretical models to supply the required
information. The task of the control system is to produce the force commands necessary to
eliminate the error between the desired state and the estimated state. It receives input from
the guidance system on the desired trajectory and attitude profiles, and from the navigation
system on the estimated state. Once the actuators have executed these commands the state
of the spacecraft will change. The state is not only e↵ected by the control forces and torques
on the spacecraft, but also by the environmental disturbances, such as atmospheric drag and
solar radiation pressure.

It is unavoidable that in this sequence of operations errors will arise. There will be, for
example, errors in the estimation of the state, or the thrusters will not execute the force
exactly as modelled. It is the task of the GNC system to be su�ciently robust to achieve the
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Figure 4-1: Overview of a generic GNC system interaction and architecture.

desired state within the required accuracy, as defined in Section 2-2, in the presence of such
errors.

The overarching system is the mission vehicle management system. Its primary function is
the selection of the operations mode management, i.e., it selects the GNC mode and corre-
sponding hardware according to the di↵erent requirements for di↵erent mission phases and
circumstances. It is further responsible for safe spacecraft operations through Fault Iden-
tification, Detection, and Recovery (FDIR) and thus also for the initiation of CAMs when
necessary.

4-2 Guidance and Control System

Having established a basic understanding of GNC, the guidance and control systems can now
be examined further. Figure 4-2 provides a more detailed overview of the tasks and functions
of these systems. Recall, that only translational dynamics are considered for the reference
scenario. Therefore, control in this case refers to orbit control and corresponds to the path
tracking part. The path planning part is thus essentially the guidance function.

The path planning system consists of an algorithm that provides the trajectory from the
current location to the desired location and the corresponding acceleration profile, i.e., the
feed-forward commands, using a predefined relative motion model. The algorithm solves
the optimization problem using a predefined performance index and constraints. According
to Jacobsen et al. (2002), optimization based path planning compromises three fundamental
steps. In the first step, the path is expressed in terms of parameters that describe its kinematic
shape and velocity profile along the path. The second step consists of defining a cost function
that evaluates the performance of the path for each set of parameters based on performance
metrics and applies a penalty for the violation of constraints. Finally, an optimization routine
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Figure 4-2: Overview of the guidance and control system tasks and functions.

is used to determine the values of the path parameters that result in the lowest total cost.
The trajectories can, for example, be optimized for minimal fuel consumption or safety. Other
factors that can play a role in the final approach phase are plume impingement and Line-Of-
Sight (LOS) requirements.

The reference trajectory, provided by the guidance system, and the estimated state, provided
by the navigation system, are the input for the path tracking subsystem. The path planning
system is computationally intensive and therefore updated at a frequency that will often have
the result that the feed-forward commands are insu�cient to achieve the desired state in the
presence of unmodeled perturbations and errors. The path tracking system is used to correct
for this, which is a computationally less intensive system and can therefore function at a
higher update frequency. The path tracking subsystem employs a predefined type of control
algorithm to compute the force commands required to eliminate the error between the desired
and estimated state.

4-3 Guidance and Control Algorithms

Three classes of top-level guidance algorithms can be identified: open-loop guidance, explicit
algorithms based on closed-form expressions, and algorithms rooted in numerical techniques.
Open-loop algorithms are those that do no incorporate state (or output) feedback. An exam-
ple would be a trajectory based on pre-computed guidance commands that is generated at
mission control and then uploaded to a spacecraft. This is not suitable for the final phases of
a rendezvous and docking mission, because errors in, for example, the predicted future states
of the target cannot be corrected for and re-targetings are not an option. Such a method
would overall provide very low robustness. The second class, explicit methods, make up the
most-used guidance algorithms. In these methods, simplifying assumptions are made that
yield analytical expressions for the acceleration commands. Such laws are computationally
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e�cient, as they provide closed-form expressions. A disadvantage is that they do not deliver
globally optimal solutions (Rea, 2009).

Guidance algorithms rooted in numerical optimization form the last class. As discussed in
Chapter ?? the computational power of on-board computers has increased significantly over
recent years. Together with the steps made in optimization theory this has led to new guidance
algorithms for rendezvous that are rooted in numerical optimization. Convex guidance, that is
based on convex optimization theory (Boyd and Vandenberghe, 2009) is capable of delivering
globally-optimal solutions, while at the same time constraining the trajectory. The main
advantages of guidance based on convex optimization are that 1) Convex optimization theory
proofs that a well-posed convex problem is guaranteed to converge, 2) the obtained solution
will be the global optimum, 3) there are a number of di↵erent, very e�cient solvers for this
kind of problem, and 4) constraints and penalties can be imposed.

The guidance algorithm to be developed will also be implemented on TEAMS. Successful
rendezvous and docking operations have been achieved on TEAMS using convex optimization
(private communication F. de Bruijn, 2014). Together with the evident benefits of convex
optimization, this is the reason that convex guidance has been selected as the basis for the
path planning algorithm of the guidance system. The theory and construction of the path
planning algorithm will be discussed in-depth in Chapter 5.

The path-tracking subsystem employs a control algorithm to determine how to correct for
the error between the desired state and the estimated state. The general control law in the
case of state feedback control is given by Equation (4-1), where K is the gain matrix which
can be tuned to alter the behaviour of the system. The system is mathematically depicted
by Equation (4-2), where x(t) is an n-dimensional state vector of the system, u(t) is an
m-dimensional input (or control) vector that is linear in the system state (Paraskevopoulos,
2001). The coe�cient matrices A and B represent the system and input matrices, and are
an n⇥ n and n⇥m matrix, respectively.

u(t) = �Kx(t) (4-1)

ẋ(t) = Ax(t) +Bu(t) (4-2)

Inserting the control law into this system gives the relation in Equation (4-3), for which the
eigenvalues can be determined using Equation (4-4). This equation shows that the eigenvalues
of the closed-loop system can be changed by varying the gain matrix K (Paraskevopoulos,
2001).

ẋ = (A�BK)x (4-3)

det(A�BK� �I) = 0 (4-4)

The gain matrix K can be computed in a mathematically closed form (Paraskevopoulos,
2001). An indirect method is Quadratic Optimal Control, which minimizes a mathematically
defined cost criterion. A direct method is the pole placement, this method solves for K on
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basis of the specified poles of the closed-loop system. In the case where the cost function is
described utilizing a quadratic criterion the cost function takes the form of given in Equation
(4-5).

J =

1Z

0

(xTQx+ uTRu)dt (4-5)

In this equation the term xTQx represents the weighed state error and the term uTRu the
weighed control e↵ort (Paraskevopoulos, 2001). Q is a real positive semi-definite matrix,
whereas R is a real symmetric positive definite matrix. Varying Q and R thus changes the
weights on the state error and control e↵ort, respectively. By varying each of the elements of
Q and R, each of the corresponding elements of x and u can be addressed. Q and R can be
defined using, for example, using ’Bryson’s Rule’:
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�
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with �x
imax

the maximum allowable magnitude of the i-th element of the state error, and
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(4-7)

where �u
jmax

is the maximum allowable value of the j-th control. Based on empirical results
these matrices can then be tuned further if necessary.

Using Equation (4-1), Equation (4-5) can be rewritten to Equation (4-8). The gain matrix
K is then found using Equation (4-9), in which the matrix P is positive definite and can be
solved from the Ricatti equation in (4-10).

J =

1Z

0

xT (Q+KTRK)xdt (4-8)

K = R�1BTP (4-9)

ATP+PA�PBR�1BP+Q = 0 (4-10)

The controller obtained using the preceding analysis is known as the Linear Quadratic Reg-
ulator (LQR), which is a well-understood controller applied in many applications, often to
track some desired trajectory. This type of controller is embedded in the orbit control func-
tion of the functional simulator as well as in the the orbit and attitude control functions on
TEAMS, because of its low computational needs and its easy implementation in the used
simulation environment, which will be discussed in Chapter 6.
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4-4 Guidance Problem Formulation for the Reference Scenario

The previous sections of this chapter provided a good understanding of the guidance system
and its main functions. Together with the description of the mission reference scenario in
Section 2-2 and the HCW equations in Section 3-3-2, this provides the basis for the guidance
problem formulation, as depicted below. Recall, that the mission goal is to have the chaser
satellite perform a safe, reliable, and propellant-e�cient rendezvous and docking with the

target satellite. Let X = (rT ṙT )
T

be the trajectory state of the chaser in the rotating Hill
frame, T

x

, T
y

, and T
z

the thrust of the chaser in the x, y and, z direction, respectively, T
max

the maximum thrust that can be applied in the x, y, and z direction and t
0

and t
f

the specified
initial time and final time, respectively. The basic optimization problem for this scenario is
then given by:
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(4-11)

This problem now includes constraints on the maximum thrust and specifies the initial and
final relative states. The implementation of constraints on the safety and the adaptations
needed to this basic problem formulation to implement it in the functional simulator will be
discussed further in Chapter 5.

4-5 Implemented Guidance and Control Strategies

The guidance system usually functions at a lower update frequency than the control system,
as explained in Section 4-2. In theory, if the guidance system is updated at a high enough
rate, the feed-forward commands are su�cient to achieve the desired trajectory and in that
case the the guidance system essentially includes both the guidance and control functions.
This notion forms the basis of the philosophy behind Model Predictive Control (MPC).

Figure 4-3 depicts the concept of model predictive control. A model predictive controller
uses information on the current state and the system dynamics to predict how future control
accelerations change the system state De Bruijn and Gill (2014). Using this information, a
trajectory will be planned (open-loop) for a certain specified time, i.e., the planning horizon
or prediction horizon. This planned trajectory will deviate from the actual trajectory due
to modeling errors and unmodeled perturbations. To reduce the e↵ect of these errors only
a fraction of the plan is executed. At the next guidance update step, the system state is
again obtained and the guidance function re-initiates the planning algorithm and the process
repeats itself. This process is therefore also known as receding horizon control. One of the
main advantages, which is of great importance for this research, is thus that it allows for an
unconstrained time-to-go, i.e., an unconstrained time to reach the final desired state.
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Figure 4-3: Conceptual visualization of MPC (Gorinevsky, 2005).

MPC has been applied multiple times before in spacecraft rendezvous research (Hartley et al.,
2012), (Saponara et al., 2013), (Di Cairano et al., 2012). Richards and How (2003) has shown,
for example, that employing a model predictive controller in spacecraft rendezvous results in
less use of propellant than a more traditional glideslope controller. Park et al. (2011) applied
MPC in the rendezvous with a tumbling target and showed that predicting the motion of
the docking port and the changes in the LOS constraints allows for satisfactory performance
of maneuvers initiated when the spacecraft is further away from the platform and when the
platform is rotating at a higher rate (! = 7 deg/s). The prediction also contributed to the
reduction of fuel consumption.

A main advantage that can be exploited in the reference scenario is that MPC allows for an
unconstrained time-to-go, because of the ”moving” planning horizon. Three guidance and
control strategies are are constructed to assess the performance of MPC for the reference
scenario:

1. NUM-OL + LQR: In this method the desired path is a precomputed open-loop numerical
reference trajectory including the corresponding feed-forward acceleration commands.
This trajectory is then tracked by an LQR to account for disturbances that are not
taken into account in the generation of the numerical reference.

2. MPC+LQR: This method uses the MPC method to compute the numerical reference
trajectory and corresponding acceleration profile at each guidance update step. This
trajectory is then also tracked by an LQR at a higher sampling rate than the guidance
function to account for disturbances that are not taken into account in the generation
of the numerical reference.

3. MPC: This method solely applies MPC, where the guidance and control function are
essentially combined into one. It runs at the same sampling rate as the LQR in the
MPC+LQR method and the control is thus solely based on the feedforward commands
generated by the MPC.

The first strategy does not employ MPC but computes the numerical reference trajectory in
an open-loop manner. A similar but computationally more e�cient option would be to track
an analytical reference trajectory using an LQR. The main disadvantage with this method is
that no constraints can be applied to avoid collisions with the target, and will therefore not
be considered in this thesis research. The second strategy, MPC+LQR, is computationally
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less intensive than the MPC strategy, because of the lower guidance update rate. The third
strategy, MPC, although computationally the most intensive, is expected to achieve a better
accuracy due to this higher update rate.

All the proposed strategies use the solution provided by the convex optimization solver in the
path planning algorithm to provide the feed-forward acceleration commands at each update
step.
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Chapter 5

Convex Guidance

Optimality plays an important role in spacecraft guidance, this most often means finding
optimal trajectories within a set of constraints. The quantity to be minimized is typically
the overall thrust, to decrease the required propellant mass. Constraints can be placed on,
for example, final conditions, but can also ensure safety or avoidance of plume impingement.
Section 5-1 will provide background information on convex optimization theory, which is
needed to understand the guidance algorithm to be developed. The basic formulation of the
optimization problem for the reference scenario was already provided in Section 4-4. Section
5-2 will develop this optimization problem further to address the requirements on safety and
convert it into a format that is implementable in the functional simulator.

5-1 Convex Optimization

Mathematical optimization in general is the task of finding the subset of extreme values,
either maxima or minima, in a given set. The first step in solving an optimization problem is
to formulate it correctly. The standard form of an optimization problem is given in Equation
(5-1), where x 2 IRn holds the optimization variables and the function f

0

: IRn ! IR is the
objective function.

minimize f
0

(x)

subject to g
i

(x)  0 i = 1, ...,m

h
j

(x) = 0 j = 1, ..., p

(5-1)

This formulation thus states the problem of finding a solution x that minimizes the function
f
0

(x), while satisfying the constraints listed under ”subject to”. g
i

: IRn ! IR, i = 1, ...,m are
the inequality constraint functions and h

i

: IRn ! IR, j = 1, ..., p form the equality constraint
functions. Thus, the problem is subject to n variables and m+p constraints. A maximization
problem is formulated by simply negating the objective function. All problems in this thesis
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report will be minimization problems. The vector x⇤ is defined as an optimal solution to the
optimization problem, i.e., it has the smallest objective value of all possible vectors in the set.
Mathematically this translates into, x⇤ is the optimum if for any vector z the following holds:

f
0

(z) � f
0

(x⇤) (5-2)

The types of functions that specify the objective f
0

and the constraints g
i

and h
j

determine
what kind of optimization problem it is. Di↵erent types of optimization problems come with
di↵erent solution methods for finding the minimum. If all functions and the search space D
are convex, convex optimization theory can be applied to find the solution to the optimization
problem. Even though problems cannot always be solved analytically and are often non-linear,
very e�cient and robust methods for finding solutions exist in the field of convex optimization
theory.

The purpose of this section is to provide the background information on convex optimization,
needed to understand the guidance algorithms developed in the remainder of this chapter.
Convex sets and functions, and convex optimization problems will be discussed in this section.
The concepts discussed in this section are mainly based on Boyd and Vandenberghe (2009).
For more detailed and in-depth information on convex optimization theory, the reader is
referred to this reference.

5-1-1 Convex Sets

In the case that the objective function is linear and the constrained space is also represented
by linear equalities and linear inequalities, the problem is a linear programming problem
(Luenberger and Ye, 2008). For a linear program the objective function and the constraints
thus satisfy the general condition in Equation (5-3) (Boyd and Vandenberghe, 2009).

f
i

(↵x+ �y) = ↵f
i

(x) + �f
i

(y) (5-3)

Linear programming can be considered to be a subset of convex programming. In a convex
optimization problem the objective is convex, the inequality constraints are convex and the
equality constraints are a�ne (Boyd and Vandenberghe, 2009). A set C is a�ne if the line
through any two distinct points in C lies in C. The convex condition is mathematically
depicted as:

f
i

(↵x+ �y)  ↵f
i

(x) + �f
i

(y) (5-4)

with ↵+ � = 1, ↵ � 0 and � � 0.

In general, a set C is considered to be convex if the line segment between any two points in
C lies in C, which means roughly that every point in the set can be ”seen” by every other
point in the set, along an unobstructed straight path between them (Boyd and Vandenberghe,
2009). Several examples of convex and non-convex sets are given in Figure 5-1. The hexagon
at the left of this figure, which includes its boundary, is convex. The kidney shaped set, in the
middle, is not convex, because the line segment between the two points in the set does not
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Figure 5-1: Examples of convex and nonconvex sets (Boyd and Vandenberghe, 2009).

Figure 5-2: Examples of convex cones (Boyd and Vandenberghe, 2009).

lie completely in the set. One the right, a square is depicted, which contains some boundary
points but not others, and is therefore not convex.

The most commonly known characterization of convexity is that if a function f is di↵erentiable
twice, then it is convex if the associated Hessian matrix r2f is positive semi-definite (all
entries are non-negative) on the entire domain of f . An advantageous characteristic of convex
problems is that, any locally optimal point is globally optimal.

A special type of convex sets are convex cones. A set C is defined as a convex cone if for any
x
1

,x
2

2 C and any scalars ✓
1

� 0 and ✓
2

� 0, ✓
1

x
1

+ ✓
2

x
2

2 C. The cone is thus the set
spanned by an origin and the lines going through x

1

and x
2

, as shown on the left-hand side
of Figure 5-2. From this figure it is clear that any two points in this set can be connected
without the connecting line going outside of the set, intuitively explaining the convexity of
cones. An example for a cone that is not convex is shown on the right-hand side of Figure
5-2.

A specific type of convex cone, the second-order cone, will prove to be important in the
formulation of the safety constraint for the reference mission scenario. The second-order
cone, corresponding to the Euclidean norm, is described by:

C = {(x, t)| k x k t} ✓ IRn+1

=

(
x
t

� 
x
t

�
T


I
n⇥n

0
0 �1

� 
x
t

�
 0.t � 0

)
(5-5)

The physical shape of the second-order cone and its intuitive convexity is portrayed in Figure
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Figure 5-3: Boundary of the second-order cone in IR3, the inside of the cone is also included in the convex
space (Boyd and Vandenberghe, 2009).

Figure 5-4: Graph of a convex function. The line between any two points on this graph lies above the
graph (Boyd and Vandenberghe, 2009)

5-3. Note that the cone is filled, thus the convex space includes the inside of the cone.

5-1-2 Convex Functions

Optimization problems are only convex when all functions involved are convex. But how can
it be determined if a function is convex? It is not always intuitive and therefore techniques
have been developed to assess the convexity of functions. The basic three conditions that
have to be fulfilled for a function f : IRn ! IR to be convex are: (1) the domain dom f is a
convex set; (2) all x,y 2 dom f ; and (3) 0  ✓  1. The following must then hold:

f(✓x+ (1� ✓)y)  ✓f(x) + (1� ✓)f(y). (5-6)

This inequality can be understood geometrically, as depicted in Figure 5-4. For a function to
be convex, the line that connects any two points of a function must lie above the function’s
graph.

For a function to be convex, it must also fulfil first-order and second-order necessary condi-
tions. The first-order condition states that: if f is di↵erentiable, then f is convex if dom f is
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Figure 5-5: The first-order condition for convex functions (Boyd and Vandenberghe, 2009).

convex and

f(x) � f(x
0

) +rf(x
0

)T (x� x
0

) (5-7)

holds for all x,y 2 dom f . The right-hand side of the inequality is not only an a�ne function,
but also a first-order Taylor approximation of the function f(x), this is depicted in Figure 5-5.
The inequality means that the Taylor approximation is a global underestimator if the function
is convex: the approximated line always lies below the graph of the convex function. This is
an important conclusion, seeing as it shows that from local information, global information
can be derived.

The second-order condition states that the Hessian must be positive semi-definite. If it is
assumed that f is twice di↵erentiable , i.e., the Hessian r2f exists at each point in dom f .
Then f is convex and only if dom f is convex and r2f is positive semi-definite: for all x 2
dom f

r2f ⌫ 0. (5-8)

This entails that the derivative must be non-decreasing, i.e., it must have upward curvature
at x. There are also convex functions that are not di↵erentiable, it is thus important to note
that these conditions are not requirements. An example of such a function is f(x) = |x|:
although it is not di↵erentiable at x = 0 it is still a convex function.

5-1-3 Convex Optimization Problems and Second-Order Cone Programs

Recall the general form op optimization problems, as given in Equation (5-1). In Section 5-1
it was discussed that convex optimization problems possess certain attractive properties, that
make their solution simple, e�cient, and robust.

This section will discuss the formulation of convex optimization problem and explain on a
high-level the reasons behind the benefits that come with convex optimization problems.

The standard form of convex optimization problems is given in Equation (5-9), in which f
0

and g
1

..., g
m

are all convex functions.

minimize f
0

(x)

subject to g
i

(x)  0 i = 1, ...,m

a
j

Tx = b
j

j = 1, ..., p

(5-9)
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There are three additional requirements that must be fulfilled for convex optimization prob-
lems in comparison to general optimization problems:

• The objective function f
0

must be convex;

• The inequality constraint functions must be convex; and

• The equality constraint functions h
i

(x) = a
j

Tx� b
j

must be a�ne.

The result of these requirements is that the feasible set of the problem (its domain or solution
space) is also a convex set (the intersection of convex sets is a convex set again).

A special class of convex optimization problems are in the format of a Second Order Cone
Program (SOCP). These are optimization problems, which fulfil some additional require-
ments:

• The objective function must be a�ne (linear); and

• The inequality constraints are convex cones; and

• The equality constraints are a�ne.

Mathematically this is described as:

minimize f(x)

subject to

kA
i

x+ bik  ci
Tx+ di, i = 1, ...,m

Fx = g

(5-10)

where A
i

2 IRk⇥n and F 2 IRb⇥n. To understand why this is called a ”cone problem”, recall
Equation (5-5), which represented a set described by a second-order cone, and the visual
representation of this cone in Figure 5-7. By analogy it is clear that the inequality constraint
in Equation (5-10) also describes a cone:

C = {(A
i

x+ bi, ci
Tx+ di) | kAi

x+ bik  ci
Tx+ di} ✓ IRk+1 (5-11)

Note that SOCPs are equivalent to other types of optimization problems, such as
quadratically-constrained quadratic-programs (by setting ci = 0 and squaring the constraints)
or linear programs (by setting Ai = 0) (Gerth, 2014).

A simple example will illustrate why the solution for convex problems are always global
minima. Figure 5-6 illustrates that if a function is convex over its domain dom f , then there
can necessarily be only one global optimum. A local minimum will therefore never be the
solution to a convex optimization problem. Another advantage is that the minimum can be
found rather easily because the negative gradient will always lead to the minimum.

It must be noted that the preceding analogy should be considered with caution. It is important
to realize that not every convex set is as easy to visualize as the example in Figure 5-6, it
might even be impossible. This example is merely treated here because it intuitively shows
this aspect of convex optimization problems.
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Figure 5-6: Optimal solutions in convex and non-convex functions. Convex functions can only have one
single, globally optimal solution. Note that in (b) the entire straight line is a local minimum
(Boyd and Vandenberghe, 2009).

5-2 Formulation Convex Optimization Problem for the Reference
Scenario

The basic optimization problem formulation was treated in Section 4-4. When this problem is
tested against the conditions for a convex optimization problem it is evident that this problem
formulation is already in a convex format. The objective function and inequality constraint
are norm functions which are proven to be convex functions (Boyd and Vandenberghe, 2009)
and the HCW equations are a set of linear, time-invariant di↵erential equations, which are
a�ne.

5-2-1 Discretization

Having established that the optimization problem is convex, it now has to be discretized to
obtain a problem that can be solved using convex programming. The given time interval
t 2 [t

0

, t
f

] is divided into a number of steps N . Let each time step be denoted by �t, then
the time at node k is simply described by:

t
k

= k�t+ t
0

, k = 0, 1, ...., N (5-12)

The relative motion model is discretized using the first order forward method and is given by
Equation (5-13).

x(k + 1) = A
d

x(k) +B
d

u(k) (5-13)

The discrete matrices A
d

and B
d

are related to the continuous state-space matrices A and B
by:

A
d

= I
6⇥6

+A�t, B
d

= B�t (5-14)
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which is a simple Euler integration. The integration can also be done using a higher-order
analysis, but this would lead to a more complex discretization procedure, which is deemed
unnecessary at this point in the development.

The dynamics for subsequent time steps depend on the initial state and the control inputs at
all subsequent time steps (De Bruijn and Gill, 2014). This is illustrated by the sequence in
Equation (5-15).

x(k + 1) = Ax(k) +Bu(k)

x(k + 2) = Ax(k + 1) +Bu(k + 1)

= A2x(k) +ABu(k) +Bu(k + 1)

x(k +N) = ANx(k) +AN�1Bu(k) + ...+Bu(k +N � 1)

(5-15)

These equations can be combined into one matrix equation:

Z(k) = Fx
0

+HU(k) (5-16)

where x
k

has been denoted by x
0

, which is the state at the current time step and

Z(k) =

2

6664

x(k + 1)
x(k + 2)

...
x(k +N)

3

7775
, U(k) =

2

6664

u(k)
u(k + 1)

...
u(k +N � 1)

3

7775
, F =

2

6664

A
A2

...
AN

3

7775

H =

2

6664

B 0
AB B 0
...

...
. . .

AN�1B AN�2B · · · B

3

7775

Di↵erent Discretization Time Steps

As stated before, the Euler method is used in the discretization. To reduce the error induced
by applying the Euler method, it is therefore desirable to use a small time step �t. A setback
with such a small time step is that it significantly reduces the planning horizon, i.e., N�t, for
a fixed value of N . To compensate for this, two di↵erent sizes for �t are implemented. The
first several time steps of the planning horizon will be equal to �t

1

, which have a smaller size
and the remaining time steps are equal to �t

2

. The F and H matrix in Equation (5-16) are
then adjusted according to:

F =

2

66666666664

A
1

A
1

2

...
ANs

A
2

ANs

1

...
AN�Ns

2

ANs

1

3

77777777775
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H =

2

66666666664

B
1

0
A

1

B
1

B
1

0
...

...
. . .

A
1

Ns�1B
1

A
1

Ns�2B
1

· · · B
1

0
A

2

A
1

Ns�1B
1

A
2

ANs�2

1

B
1

· · · B
2

0
...

...
...

. . .

A
2

N�NsA
1

Ns�1B
1

A
2

N�NsANs�2

1

B
1

A
2

N�NsA
1

Ns�3B
1

· · · B
2

3

77777777775

where the number of time steps with size �t
1

is denoted by Ns and the A
1

and A
2

matrices
pertain to the updates with time steps �t

1

and �t
2

, respectively. The same holds for the B
1

and B
2

matrices.

In the optimization a weight matrix Q is introduced that is multiplied with the thrust vec-
tor to account for the two di↵erent time steps applied in the discretization. The entries
corresponding to the smaller time steps receive a weight proportional to �t1

�t2
.

Discrete Problem Formulation

The implementation of the convex optimization problem will be discussed extensively in
Chapter 6. At this stage however, it is essential to discuss certain challenges that were
encountered during the implementation. Before the concept of model predictive control was
implemented, the problem was implemented such that at t = t

0

the number of discretization
steps is equal to N . After one update step, thus at t = t

1

new problem size is equal to
N � 1. The problem thus reduces in size after each update step. It turned out that with
this implementation method the problem turns into an infeasible problem during the final
problem solving step, so for k=N. This is the result from the fact that at the final step
there are 6 constraints related to the desired final state and only 3 thrust variables in the
optimization problem, thus resulting in a problem that can not be solved. To resolve this

issue a slack variable s is introduced in the problem formulation. Let x
ref

= (rrefT ṙTref )
T

denote a reference trajectory that spans the planning horizon. The slack variable s then
denotes the error with respect to the reference trajectory. This variable is minimized in the
objective function. The slack variable is kept in the model predictive control implementation,
where it is weighed using the parameter � to obtain a solution which is su�ciently close to
the reference trajectory.

Including the aforementioned additions the discretized problem is now given by:

minimize
NX

k=0

kQTk
2

+ �ksk
2

subject to

Z = Fx0 +HT

Z
ref

= Z+ s

T
x

k

 T
max

T
y

k

 T
max

T
z

k

 T
max

(5-17)
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for k = 1, ..., N and Z
ref

is the discrete reference trajectory and U is substituted by T.

5-2-2 Formulation Safety Constraint

It is essential to the mission success that throughout the approach the chaser satellite does
not intersect with the target satellite. To this end a safety cone-constraint is formulated,
which was already briefly discussed in Section 2-2. This constraint ensures that the chaser
stays within the space defined by the safety cone throughout the approach. To implement
this constraint in the convex optimization problem, first a mathematical description is derived
in continuous time in the form of a second-order cone-constraint (as presented in Equation
(5-10)):

kA
i

x+ bik  ci
Tx+ di, i = 1, ...,m (5-18)

This constraint then has to be reformulated to apply it in discrete time, this procedure is
based on work presented in Gerth (2014).

The safety cone has its vertex at the target’s CoM and extends outwards in the direction of
the spin axis, as can be seen in Figure 5-7, where the z-axis is at all times aligned with the
spin axis of the target. The three-dimensional geometry of the safety cone is defined by the
safety angle ✓. The angle between the position vector of the chaser (origin at the CoM of the
target) and the spin axis is denoted by ✏. It can then be said that at time t:

tan✏ r
z

=
q
r2
x

+ r2
y

(5-19)

This equation represents a cone of a given angle ✏. If the angle ✏ is replaced by the safety
angle ✓, the constraint can be written as:

q
r2
x

(t) + r2
y

(t)  tan✓ r
z

(t) 8 t 2 (t
0

, t
f

) (5-20)

which is then clearly formulated as a second-order cone-constraint.

Figure 5-7 clarifies the geometrical interpretation of this constraint. The line extending from
the tip of the z-axis to the outer boundary of the cone represents the right-hand-side of Equa-
tion (5-20). The left-hand-side of this equation is represented by the orange line extending
from the tip of the z-axis to the tip of the position vector (red arrow). The constraint enforces
that the dashed red line in the xy-plane must always be smaller than the local cone radius,
which means that the position vector is at all times inside of the cone.

To discretize this constraint the respective elements have to be selected from the solution
vector Z (which was given in Equation (5-17)). The matrix to extract r

z

from the solution
vector and multiply it by tan(✓) at a particular time step t(k) is:

E
r

z

k

= diag {0 0 tan ✓ 0 0 0} (5-21)

The matrix to select r
x

and r
y

from Z at a particular time step t(k) is given by:
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Figure 5-7: Geometry of the safety cone-constraint: the position vector of the chaser in the spin axis
reference frame must at all times remain within the approach cone, defined by the safety
angle ✓.

E
r

xy

k

= diag {1 1 0 0 0 0} (5-22)

In discrete time the safety cone constraint can then be formulated as:

kE
r

xy

k

E
kZZk  E

r

z

k

E
kZZ, k = 1, 2, ..., N (5-23)

where E
kZ is the matrix that selects the state vector of the current time step out of the

stacked solution vector Z.

The discretized convex problem including all the constraints, for k = 1, ..., N , then reads:

minimize
NX

k=0

kQTk
2

+ �ksk
2

subject to

Z = Fx0 +HT

Z
ref

= Z+ s

kE
xy

k

E
kZZk  E

r

z

k

E
kZZ

T
x

k

 T
max

T
y

k

 T
max

T
z

k

 T
max

(5-24)
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Chapter 6

Functional Simulator Development

A key ingredient of the guidance and control system development is the capability to test and
evaluate the designed algorithms. The first step in this testing sequence is to test the system
using a functional simulator. A dedicated functional simulator is developed and verified using
Matlab and Simulink. This chapter will treat the di↵erent steps in the development of this
simulator. Section 6-1 will provide an overview of the software architecture. The implemen-
tation of the designed guidance and control algorithms and the necessary developments to
achieve this are treated in Section 6-2. The propagation of the state of both the chaser and
target satellite in continuous time is detailed in Section 6-3. The verification of the systems
and models implemented in the functional simulator is covered in Section 6-4.

6-1 Software Architecture

The functional simulator is developed using a combination of Matlab and Simulink. The
top-level architecture of this simulator is presented in Figure 6-1. The figure shows that the
path-planning block uses information on the current relative state and produces a set of feed-
forward commands and the corresponding numerical reference trajectory. This block thus
fulfils the guidance function. The path tracking block consists of an LQR controller, which
was discussed in Section 4-3, which uses the current relative state and the numerical reference
state as input. It produces a set of feedback commands that eliminates the error between the
two inputs at that update step. This block thus fulfils the orbit control function. The target
block includes the absolute satellite dynamics, including the J

2

e↵ect, SRP, and atmospheric
drag, which are propagated to obtain the new target state. The chaser satellite block uses the
feed-forward and feedback accelerations as inputs and together with the satellite dynamics
these are used to obtain the new state.
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Figure 6-1: Top-level software architecture of the functional simulator.

6-2 Guidance and Control System Development and Implementa-
tion

6-2-1 Guidance System

In Section 5-2 the complete convex optimization problem for the reference scenario was pre-
sented. Solving this problem is a task of the guidance function. An overview of the tasks
of the developed guidance function is presented in Figure 6-2. Based on the current relative
state and the orientation of the target, an analytical reference trajectory is computed by the
guidance function. The discrete reference states are denoted by Z

ref

in the optimization
problem. This reference trajectory is generally infeasible. The trajectory is then fed into
the convex optimizer, along with the current state, which solves the optimization problem
presented in Equation (5-24). The convex optimizer produces a feasible trajectory, and the
force commands to achieve this trajectory, are referred to as the feed-forward commands.

6-2-2 Generation of the Analytical Reference Trajectory

As discussed in the reference scenario description, ENVISAT is an uncooperative, rotating
target. The approach strategy is defined such that throughout the approach the docking
axis of the chaser satellite maintains alignment with the spin axis of the target satellite.
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Analytical Reference Generator

Convex Optimizer

Relative State

Numerical Reference

Analytical Reference

Figure 6-2: Overview of the main steps in the developed guidance algorithm.

The reference trajectory for the approach of the chaser towards the target is thus a straight
trajectory along the spin axis, which will be followed with a constant velocity until the chaser
is at distance of 3 m from the target. At this point, the chaser will no longer move towards
the target but it will keep tracking the motion of the spin axis of the target. This description
of the reference trajectory that can be described mathematically in quite simple terms. To
maintain this it is desirable to introduce a new reference frame, which will be referred to
as the spin axis reference frame, denoted by the subscript sa. It’s definition is most easily
explained, starting from the definition of the rotating Hill frame, depicted by the black axes
frame in Figure 6-3. The spin axis reference frame, at t = t

0

, is depicted by the blue axes
frame and also has its origin at the CoM of the target. At t = t

0

the z
sa

-axis and the x
sa

-axis
are constructed by rotating the z

h

-axis and the x
h

-axis around the y
h

-axis over an angle �.
At t = t

1

, the z
sa

-axis has moved over an angle �
t1 , which is equal to !t

1

. The z
sa

-axis thus
describes a circular motion around the z

h

-axis over time, which resembles the precession of
the spin axis, shown by the red dashed circle.

The HCW equations are defined in the rotating Hill frame and therefore the transformation
matrix in Equation (6-1) is constructed to convert the trajectory from the spin axis frame to
the rotating Hill frame.

T
sh

=

2

4
cos� cos �(t) � sin �(t) � sin� cos �(t)
cos� sin �(t) cos �(t) � sin� sin �(t)

sin� 0 cos�

3

5 (6-1)

Here the angle � is the constant o↵set of the spin axis from the H-bar and � is the precession
rate of the spin axis, which is equal to � = �

0

+ !t.
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Figure 6-3: Definition of the spin axis reference frame (blue), starting from the rotating Hill frame (black).

The reference trajectory state Zrefh = [r
h

ṙ
h

]T in the rotating Hill frame is then given by:

r
h

= T
sh

r
sa

, ṙ
h

= T
sh

ṙ
sa

+ ! ⇥ r
h

(6-2)

where ! = [0 0 !]T , and Zrefsa = [r
sa

ṙ
sa

]T is the reference trajectory state in the spin axis
frame. To clarify what the resulting path looks like in the rotating Hill frame, it is depicted
in Figure 6-4.

6-2-3 Implementation of the Convex Optimizer

The convex optimization problem is solved at each update step of the guidance system. The
concept of model predictive control is implemented by only executing the first time step of
the feed-forward commands.

Multiple methods exist to solve convex optimization problems. For this thesis research these
methods are not assessed, because it is decided to make use of an existing solver. This is a
desirable option, because of the high level of maturity that convex-optimization solvers have
reached over the last decade (Boyd and Vandenberghe, 2009). To solve the guidance problem
numerically it has to be transcribed into a format that can be read by a solver. To avoid
having to go through the cumbersome process of doing this by hand a modeling language is
used for this.

For the functional simulator the modeling language CVX is used. This is a Matlab-based
modeling system for convex optimization (Grant et al., 2008). CVX turns Matlab into a
modeling language, which allows constraints and objectives to be specified using standard
Matlab expression syntax. A number of standard problem types are supported by CVX,
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Figure 6-4: Reference trajectory in the rotating Hill frame.

including linear and quadratic programs, second-order cone programs, and semidefinite pro-
grams (SDPs). CVX can also solve much more complex convex optimization problems, but
this is not of interest for the optimization problem applied in this research. The default
solver in CVX is SDPT3. Its performance is su�cient to obtain satisfactory results in this
research. SDPT3 is a Matlab implementation of infeasible primal-dual path-following algo-
rithms (Tütüncü et al., 2003). For extended documentation on how to use CVX, the di↵erent
solvers, and the limitations of the program, the reader is referred to Grant and Boyd (2014).

6-2-4 Control System

The control system employs a basic LQR controller, for which the concept and mathematical
background was described in Section 4-3. The dlqr function in matlab is used to obtain
the optimal gain matrix K. The function essentially computes the optimal gain matrix K
such that the state-feedback law given in Equation 4-1 minimizes the quadratic cost function
given by Equation (4-8) for the discrete-time system. The inputs for this function are the
continuous state matrices A

c

and B
c

given in Equation (6-3), which are based on the HCW
equations (Equation (3-14), and the weighing matrices Q and R.

A
c

=

2

6666664

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

3n2 0 0 0 2n 0
0 0 0 �2n 0 0
0 0 �n2 0 0 0

3

7777775
B

c

=

2

6666664

0 0 0
0 0 0
0 0 0

1/m
T

0 0
0 1/m

T

0
0 0 1/m

T

3

7777775
(6-3)

The weighing matrices Q and R are based on Bryson’s rule. The values on the diagonal of Q
correspond to the inverse of the squared maximum allowable position and velocity error and
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the values on the diagonal of R correspond to the inverse of the squared maximum control
force that can be applied by the chaser. Q and R are then given by:

Q =

2

6666664

1/x2
err

0 0 0 0 0
0 1/y2

err

0 0 0 0
0 0 1/z2

err

0 0 0
0 0 0 1/ẋ2

err

0 0
0 0 0 0 1/ẏ2

err

0
0 0 0 0 0 1/ż2

err

3

7777775
R =

2

4
1/T 2

max

0 0
0 1/T 2

max

0
0 0 1/T 2

max

3

5

(6-4)

The maximum position error is set to 1 cm and the maximum velocity error is set to 1 mm.
The maximum thrust that can be applied is equal to 44 N. The LQR controller is not tuned
further, because this research does not focus on optimizing the LQR design.

6-3 State Propagation

In the scope of this research, numerical integration only needs to be applied in the state
propagation of the chaser and target satellites. The Euler method is used in the discretization
of the optimization problem, which is a first-order method and therefore there is no need for
an integrator based on a model of a very high-order. The relatively simple, but su�cient,
fourth-order Runge Kutta integrator is chosen to propagate the states of the satellites.

This method uses four function calls, in which the rate of change of the state at four points in
time within the interval h are determined to obtain the new state at time t

0

+h. The general
equations of the RK4 scheme are given in Equation (6-5) (Montenbruck and Gill, 2000).
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(6-5)

The state propagation takes place in the Simulink model and the RK4 model is implemented
by simply setting the Simulink solver to the ode4 (Runge-Kutta) mode. A fixed step-size of
0.1 s is used.

6-4 Software Verification

The software developed for the functional simulator should be verified to ensure that the
system is reliable and functions correctly, i.e., to ascertain that the simulator accurately
represents the conceptual description and specifications of the design.
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6-4-1 Dynamics Model

The developed dynamical models are the same for the chaser and target satellite. The central
gravity field and J

2

implementation are verified using the High Performance Simulator (HPS),
a satellite simulator designed by DLR. The HPS consists of a set of MATLAB/Simulink
libraries that include, o.a., simple and multi-body dynamics, and environmental models for
the calculation of gravity, atmosphere, magnetic field, solar pressure, eclipse, and ephemerides.
Most models are coded in (embedded) MATLAB/Simulink or C/C++ called via Simulink
S-functions. The HPS has already undergone an extensive verification and validation process
to ensure that only correctly documented and validated models are integrated in the library
(Pelivan et al., 2012).

The gravity models of the HPS are of a format that allows for direct comparison with the
gravitational model implemented in the functional simulator (central gravity field and J

2

e↵ect). The di↵erence between the resulting chaser/target state computed by the HPS and
the one computed by the functional simulator, after approximately one orbit, is in the order
of 10�8 m for the position and 10�8 m/s for the velocity. This di↵erence is deemed to be
su�ciently small to conclude that the gravity model is implemented correctly.

6-4-2 Guidance System

To verify the guidance system three test cases are constructed, which are described in Table
6-1. The numerical reference path constructed by the guidance system is compared to the
the analytical reference for these three test cases, for which the results are shown in Figure
6-5. It is clear from these figures that the guidance system produces trajectories that are
very similar to the analytical reference trajectories, which shows that the guidance system
functions correctly. The deviations from the analytical reference trajectory are caused by the
fact that the optimizer minimizes a weighed combination of thrust and the error with respect
to the analytical reference trajectory.

Table 6-1: Verification tests for the guidance system in the functional simulator.

Test Description Expected result Prms Result
1 Spin axis is aligned with the

H-bar and there is no preces-
sion of the spin axis

Straight path towards
the target along H-bar

� = 0 deg
! = 0 deg/s

Fig 6-5
left

2 Spin axis under 30� angle with
H-bar and there is no preces-
sion of the spin axis

Straight path towards
the target under 30� an-
gle with H-bar

� = 30 deg
! = 0 deg/s

Fig 6-5
middle

3 Spin axis under 30� angle with
H-bar and the spin axis pre-
cessed with 0.2 deg/s

Spiral towards the tar-
get ending in a circular
in-plane motion

� = 30 deg
! = 0.2 deg/s

Fig 6-5
right
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Figure 6-5: Guidance system verification results for test 1 (left), test 2 (middle), and test 3 (right). The

error between the analytical reference and the numerical reference is insignificant for all test
cases.

The implementation of the safety cone constraint is tested by applying several sets of initial
states for the chaser satellite that lie outside of the safety cone. The optimization problem
solver should then produce infeasible commands (due to the infeasibility of the problem),
which was indeed the case for all tests.

6-4-3 Control System

The control system consists of an LQR that regulates the orbit control. To verify that it
functions correctly a test case is designed in which the analytical reference trajectory is solely
tracked by the LQR with an update rate of 1 Hz and the plant model runs at 10 Hz. The
analytical reference and the actual path followed are given in Figure 6-6. The error between
the analytical reference states and the actual states is given in Figure 6-7. It is clear from these
figures that the LQR is implemented such that it is able to accurately track the analytical
reference trajectory.
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Figure 6-6: Verification of the LQR orbit controller.
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between the analytical reference velocities and actual velocities (right).
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Chapter 7

TEAMS

There are many methods that exist for HIL testing of GNC algorithms. As discussed in
Chapter 1 the method used in this research employs the TEAMS facility of DLR, the German
aerospace center, in Bremen. This facility emulates the force and momentum-free dynamics of
satellites in orbit, i.e., it reproduces the weightlessness and frictionless environment (Schlot-
terer and Theil, 2010). The experiments are performed using two free-floating, air-cushion
vehicles that move over a highly smooth surface. A limitation is that the vehicle dynamics
are reduced from orbit dynamics in the functional simulator to a basic double integrator on
TEAMS, which neglects orbital perturbations. A large advantage, however, that is obtained
by tests performed with TEAMS, is that it captures the interaction of the GNC system with
actual sensors and actuators and the inherent real-time delays and errors induced by these
systems.

The remainder of this chapter will present the TEAMS facility in more detail in Section 7-1.
Adaptations had to be made to the functional simulator to enable testing with TEAMS. The
required changes made to the reference scenario and the dynamics of the TEAMS vehicles is
treated in Section 7-2.

7-1 Specifications and Previous Projects

The TEAMS facility emulates the force and torque-free dynamics of satellites in orbit. The
surface over which the vehicles move consists of two granite tables with a total test area of 5
m by 4 m. The tables have been levelled with an accuracy of less than 20 µm from one edge
to the other. All the experiments performed for this thesis research could only make use of
one table, thus only an area of 2.5 m by 2 m was accessible.

Two TEAMS 3D air cushion vehicles represent the target and chaser spacecraft. These
vehicles are able to emulate three degrees of freedom, two translational degrees and one
rotational. Beneath each vehicle are three air cushion pads, which create a thin air film on
which the vehicle can frictionlessly float. Air for the air bearings and thrusters is stored in
four 300 bar air tanks. Pressure regulators regulate the air pressure down to 6-8 bar. Each
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Figure 7-1: TEAMS facility with two TEAMS 3D air cushion vehicles.

vehicle is also equipped with a docking adapter, as shown in Figure 7-2. These adapters are
mounted so that the two pins of the adapter of the chaser vehicle can slide into the two holes
of the docking adapter of the target vehicle, resulting in a tight fit.

A DTrack infrared tracking system forms the sensor suite that performs measurements on
the position and attitude of both vehicles. Five reflective balls are mounted on each vehicle,
which are tracked by six infra-red cameras. The system computes the position and attitude
of each vehicle by combining the images obtained with these cameras. The two vehicles have
a di↵erent configuration of balls to enable the system to distinguish them from one another.
The position and attitude information is sent over the local wireless network and is available
to each onboard computer.

To control the position and attitude of the vehicles they are each equipped with proportional
cold gas thrusters supported by 6-8 bar pressurized air. The maximum thrust of the chaser
vehicle is about 33 mN.

The onboard computer is an embedded x86 Atom Z530 on a PC/104 stack and runs the QNX
real-time operating system. Software can be uploaded and real-time data can be downloaded,
displayed, or saved via a WLAN connection. The GNC algorithms developed for the TEAMS
experiments are developed using Matlab/Simulink together with Simulink coder for automatic
generation of C code.

TEAMS has mainly been used to test and validate GNC algorithms for formation flying and
swarm operations. Schlotterer (2012) has used TEAMS to succesfully validate the perfor-
mance and robustness of a path-planning and collision avoidance method for satellite forma-
tions and swarms. The results obtained by Di Mauro et al. (2013), using TEAMS, show the
e↵ectiveness of a nonlinear controller technique for satellite proximity operations.
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Figure 7-2: Docking adapter of a TEAMS 3D vehicle.

Figure 7-3: Motion of the spin axis of ENVISAT in the yz-plane (Vbar-Hbar).

7-2 Adaptations required for TEAMS

In Section 2-2 a reference scenario was constructed to rendezvous with ENVISAT. The corre-
sponding dynamics were presented in Chapter 3. This section will present the changes that
were made to represent this scenario on TEAMS and it will also discuss the dynamics of the
TEAMS vehicles.

7-2-1 Reference Scenario

The spin axis of ENVISAT was assumed to rotate around its orbital angular momentum axis
under an angle of 30 degrees. This 3D motion has to be converted to a 2D motion to represent
the scenario on TEAMS. The docking adapters of the vehicles are mounted on the side of the
vehicles. The movement of the adapter on the target vehicle will represent the movement of
the spin axis of ENVISAT. The motion of the spin axis of ENVISAT in the yz-plane of the
rotating Hill frame (V-bar-H-bar) is represented in Figure 7-3. As can be seen in this figure,
the spin axis moves back and forth over an arc of 60 degrees.

The target vehicle of TEAMS will follow the motion presented in Figure 7-3. The velocity
of this rotation is equal to the precession rate of the spin axis, which was assumed to be 0.2
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deg/s. A full arc movement would thus be achieved in 300 s. The rendezvous and docking
tests performed with TEAMS will be well below this time, therefore, the target vehicle of
TEAMS will only rotate in one direction with a rotational velocity of 0.2 deg/s around its
CoM.

The initial relative distance between the two vehicles was limited by the area of the tables.
Only one table could be used, which has an area of 2.5 x 2 m. To guarantee that there was
enough room for the chaser to move around the target, the initial relative distance was set to
about 1.0 m.

7-2-2 Dynamics

The inertial reference frame of the test area used to represent the dynamics of the TEAMS
vehicles has its origin at the center of the table. The y-axis is directed along the short side
of the table and the x-axis along the long side. The dynamics of the vehicles are represented
by:

ẍ =
T
x

m
, ÿ =

T
y

m
, ✓̈ =

T
z

J
(7-1)

where T
x

and T
y

are the thrust forces in x, and y direction, respectively, m is the mass of the
vehicle, T

z

is the torque exerted on the vehicle, and J is the mass moment of inertia of the
vehicle.

The relative state that will be used in the guidance algorithms is obtained by simply sub-
tracting the absolute state of the target vehicle from that of the chaser vehicle.

7-2-3 Optimization Problem Formulation

In Section 5-2 the optimization problem for the reference scenario was presented. To imple-
ment it on TEAMS this optimization problem has to be adapted to include the dynamics on
TEAMS. The safety constraint is also removed for the TEAMS simulator, because of two rea-
sons. Firstly, the CVXGEN program has a limited problem size capability, which is exceeded
when the safety cone constraint is included. Secondly, CVXGEN can only handle quadratic
problems and the safety cone constraint is formulated as a second-order cone constraint. The
optimization problem used on TEAMS is thus formulated as:

minimize
NX

k=0

kQTk
2

+ �ksk
2

subject to

Z(k) = Fx0 +HT(k)

Z
ref

= Z+ s

kT
i

k  T
max

i = x, y

(7-2)

The F and H matrix are constructed in the same manner as for the reference scenario (dis-
cussed in Section 5-2), the only di↵erence is that for TEAMS they are based on the dynamics
of the TEAMS vehicles.



Chapter 8

TEAMS Simulator Development

To validate the designed guidance and control system further this thesis research uses the
TEAMS facility, discussed in Chapter 7. The functional simulator, developed in Chapter 6,
has to be replaced by a dedicated simulator for TEAMS, in which the developed guidance and
control algorithms are implemented. An overview of the software architecture of the TEAMS
simulator will be given in 8-1. The implementation of the designed guidance and control
algorithms and the necessary adaptations and developments to achieve this are treated in
Section 6-2. The verification tests that are performed to ensure that the TEAMS simulator,
including the HIL elements, functions correctly will be presented in Section 8-3.

8-1 Software Architecture

The high-level architecture of the TEAMS Matlab/Simulink model of the chaser vehicle is de-
picted in Figure 8-1. The figure shows that the D-Track measurement system block provides
information on the state of the chaser and the target, which is based on the measurements
by the infra-red cameras. The navigation filter uses this noisy input data to produce a statis-
tically optimal estimate of the state of the target/chaser vehicle. Based on this information
the guidance system then computes a desired trajectory and the corresponding feed-forward
commands, which are fed into the plant system via the control system, which incorporates
the thruster model. The desired trajectory is then used by the control system, which com-
pares it to the estimated state obtained by the navigation system, and computes the control
commands to eliminate the error between the two desired and estimated state. As stated,
the thruster system is embedded in the control system and the control outputs are thus the
thruster commands, which are relayed to the onboard computer of the vehicle.

The high-level architecture of the TEAMS Matlab/Simulink model of the target vehicle is
constructed in a similar manner as that of the chaser vehicle, the most important di↵erence
is that the guidance and control of the target is not based on the relative state but is merely
based on a simple preprogrammed rotation. This represents the uncooperative nature of
ENVISAT.



64 TEAMS Simulator Development

��������	
����
����


��������	
�����

���������
�����

���	
����������

���	
���������

���������

�����	
�	��

���	
���������

���	
���
�
��
����
���
����
��
�

���	
��	
�	������

����
��	
�	������

���������
�	��
�
��

�����	
�	������
���������

����
���
�
��
����
���
����
��
�

��������	
�����

���������
�����

���	
����
����
����

���	
����
����

��������	
������

���	
�������

Figure 8-1: High-level architecture of the TEAMS Matlab/Simulink model including the sensor measure-
ments, navigation filters, guidance, control, and plant model.

8-2 Guidance and Control System Development and Implementa-
tion

This section will treat the development and implementation of the guidance and control
system and algorithms for the chaser vehicle. These topics will be covered for the target
vehicle in the next section.

8-2-1 Guidance System

The guidance system on TEAMS consists of the same two main functions as for the functional
simulator, as presented in Figure 6-2. The construction and implementation of these two
functions are adapted for the TEAMS simulator to fit the redefined scenario as presented in
Section 7-2 and the nature of the test environment. These adaptations are discussed in the
remainder of this section.

Generation of Analytical Reference Trajectories

The analytical reference trajectory for the functional simulator is a predefined trajectory that
is time-invariant, representing the final phase of the approach. This trajectory depends on
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Figure 8-2: Reference trajectory of the chaser in phase 1 of the approach.

the translational state of the chaser satellite and has a size that corresponds to the planning
horizon. This implementation assumes full knowledge of the current and future motion of
the target satellite. One can imagine that for the free-floating vehicles on TEAMS, with a
motion of the target vehicle that is not purely theoretical, this is not a realizable procedure.
The analytical reference trajectory in the guidance function of the chaser vehicle is therefore
based on real-time information on the state of the target vehicle.

Another di↵erence lies in the fact that only translational dynamics were considered in the
functional simulator. Recall that the TEAMS vehicles are both equipped with a docking
adapter, before the final approach can commence these have to be aligned with each other.
Therefore, rotational dynamics do need to be taken into account for the TEAMS simulator.
The construction of the analytical reference trajectory is therefore separated into two phases:

• In phase 1 the chaser moves towards a point at a specific radial distance from the
target. The attitude will be altered to ensure alignment of the docking adapters before
the second phase commences. The corresponding analytical reference trajectory is
depicted in Figure 8-2.

• In phase 2 the chaser moves in a straight line, in the target-centered, rotating reference
frame, towards the target, with a constant velocity, until docking is achieved. The
corresponding analytical reference trajectory is shown on the left-side of Figure 8-3. In
the target-centered, non-rotating reference frame this will be a trajectory that spirals
inward towards the target. The corresponding analytical reference trajectory is shown
on the right-side of Figure 8-3.

The reference state trajectory in the first phase is then mathematically given by:

r
ref

=


x
ref

y
ref

�
, ṙ

ref

=


�! y

ref

! x
ref

�
(8-1)
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Figure 8-3: Reference trajectory of the chaser in phase 2 of the approach. Left: target-centered, rotating
reference frame. Right:target-centered, non-rotating reference frame.

where ! is the rotational velocity. The angle ↵ and the reference states in x and y direction,
denoted by x

ref

and y
ref

, respectively, are given, in continuous time, by:

↵ = ↵
0

+ ! t

x
ref

= �R sin↵

y
ref

= R cos↵

(8-2)

The radial distance R and the angle ↵
0

representing the attitude are depicted in Figure 8-2.
Phase 2 will commence if the the following two conditions are met:

(x
ref0 � x

rel

)2 + (y
ref0 � y

rel

)2 <= r
ph2

(ẋ
ref0 � ẋ

rel

)2 + (ẏ
ref0 � ẏ

rel

)2 <= ṙ
ph2

(8-3)

where x
ref0 and y

ref0 are the coordinates of the starting point of the reference trajectory and
ẋ
ref0 and ẏ

ref0 the velocities in x and y direction at this point. This means that at every
guidance update step it is checked if 1) the chaser is within a radius of r

ph2

m to the starting
point of the analytical reference trajectory of that update step and 2) if the relative velocity
of the chaser to the target is less than ṙ

ph2

m/s.

In the rotating, target-centered reference frame the docking adapter is always aligned with
the y-axis. The analytical reference trajectory in phase 2 is thus a straight line along this
axis, denoted by r

ref

rot

. The conversion of the analytical reference trajectory in the rotating
reference frame to the non-rotating frame is given by:
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where the transformation matrix T
rn

is given by:

T
rn

=


cos↵ � sin↵
sin↵ cos↵

�
(8-5)

Implementation of the Convex Optimizer

The convex optimizer in the functional simulator employed the modeling language CVX
to formulate the optimization problem, which had an embedded solver available. A large
disadvantage of using a modeling language like CVX is that it decreases the performance of the
optimization. Next to that, CVX cannot be implemented as an S-function in Simulink, which
is necessary to run the algorithms on TEAMS. For these reasons, the real-time application
on TEAMS makes use of CVXGEN. CVXGEN is a software tool that takes a high level
description of the convex optimization problem, and automatically generates custom C code
that compiles into a reliable, high speed solver for the defined problem Mattingley and Boyd
(2012). CVXGEN generates simple code that is especially suitable for embedding in real-time
applications.

The convex optimizer on TEAMS works as follows: the analytical reference trajectory in
the non-rotating, target-centered reference frame is fed into the CVXGEN solver, together
with the estimated relative state, which then solves the optimization problem in real-time
and produces a feasible trajectory, together with the feed-forward commands to achieve this
trajectory.

The downside of CVXGEN is that it has a limited problem size capability. To comply with this
limitation the number of discretization steps in the optimization problem had to be decreased
to N = 15. The CVXGEN solver was implemented as an S-function in Matlab/Simulink to
enable use on TEAMS. To create the S-function the S-function builder in Simulink was used.

Guidance for the Attitude

The attitude guidance of the chaser is based on the attitude and rotational velocity of the
target vehicle. The desired attitude and rotational velocity of the chaser vehicle is given by:

↵
ch

= ↵+ ⇡

!
ch

= !
(8-6)

where the information on the attitude and angular velocity of the target are obtained from
sensor measurements of the target vehicle.
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8-2-2 Control System

The control block of the TEAMS simulink model incorporates both the orbit control and the
attitude control of the chaser vehicle. The basis of both the path tracking (orbit control) and
attitude control is an LQR controller, which are designed specifically for the vehicle (private
communication F. de Bruijn, 2014).

The rotational movement of the target is not perfectly smooth, as will be discussed further in
Section 9-4. To improve the smoothness an integral term in the LQR control was added for
both the chaser and the target vehicle. Let the rotational state space system of the rotation
of the vehicles be given by:


✓̇

✓̈

�
=


0 1
0 0

� 
✓

✓̇

�
+


0
1

J

�
T (8-7)

where J is the moment of inertia. To include the integral term an extra state is included in
the rotational state-space system which is defined as:

d⇥

dt
= ✓ (8-8)

resulting in the state-space system in Equation (8-9).
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8-2-3 Target Guidance and Control System

The TEAMS Matlab/Simulink model for the target vehicle has the same structure as the one
for the chaser vehicle. The main di↵erence lies in the guidance system, which is, evidently, a
lot simpler for the target vehicle.

The guidance system uses predefined analytical reference states, in which the target has a
fixed position and a constant rotational velocity of 0.2 deg/s. The control of the target vehicle,
which is also an LQR controller, then produces the force and torque commands to achieve
this trajectory as accurately as possible.

8-3 Verification

To verify that the guidance and control algorithms designed for TEAMS worked correctly,
use was made of a pre-designed, dedicated functional simulator, that incorporates the same
Simulink architecture used on TEAMS. Evidently, the major di↵erence is that this model
makes use of a plant model instead of the actual TEAMS vehicles. This functional simulator
was used to implement the developed guidance and control algorithms and adapt them to the
TEAMS format.
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Figure 8-4: Verification tests for the TEAMS simulator for a non-rotating target. On the left test 1 and
on the right test 2, which di↵er somewhat in the initial position of the chaser vehicle.

The most important verification, however, was done for the TEAMS simulator including all
the hardware components. This includes the developed guidance and control algorithms,
but also the navigation, sensor models and the data transmission. This part of the process
was the most time-consuming in the development and mainly consisted of performing a test,
inspecting the process visually and inspecting the data obtained during the tests. Then
making changes to the model based on the presented deviations or errors from the conceptual
design. This was done in cooperation with TEAMS experts. Examples include, adapting the
thruster direction matrix of the chaser vehicle to reduce thruster errors and experimenting
with the maximum data transmission capabilities of the system to decide upon the sampling
rates.

To enable a better understanding of the causes of other errors tests were first performed with
a non-rotating target. In this case the chaser vehicle should align the docking adapters and
then just move in a straight line towards the target. This scenario makes for a good test
case because deviations from the expected behaviour (a straight line towards the target) are
readily inspected visually and therefore the causes of errors are deducted more easily than
for the rotating target scenario. During the tests performed for this test case errors were
eliminated from the sensor model and the navigation filter of the target vehicle was tuned to
ensure a fixed position of the target.

The influence of the weighing factor � on the performance of the system was also analysed.
Recall, this parameter determines how much the solution obtained by the guidance system is
allowed to deviate from the analytical reference trajectory. One can easily understand that
if the holes of the docking adapter are about 1.5 cm it is important that this parameter is
high enough to ensure a successful docking operation. However, this parameter should be low
enough to ensure that the cost function puts enough emphasis on minimizing the propellant
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Figure 8-5: Verification of the TEAMS simulator for a non-rotating target. The alignment error over time
for test 1 (top) and test 2 (bottom).

consumption, to obtain a propellant-e�cient approach. It was also shown that increasing
the weight too much resulted in unsuccessful docking operations, indicating that numerical
reference trajectory was in those cases not realizable in the presence of errors. The results of
this analysis also showed that successful docking operations were achieved when the penalty
on the position error was about 1.5 times higher than the penalty on the velocity error.

After a good result was obtained the test case was repeated multiple times to ensure consistent
behaviour of the system. For two of the performed tests the actual path followed by the chaser
vehicle is shown in Figure 8-4. The initial conditions of both tests were the same, except for
a di↵erence in the initial position of the chaser of about 10 cm in the y-direction. It is clear
from these figures that the chaser follows a path that is approximately a straight line. Figure
8-5 shows the corresponding error in alignment of the docking adapters for both tests. It
is clear from this figure that during the final phase of the approach the alignment error is
su�ciently small to ensure a successful docking.



Chapter 9

Test Campaigns and Results

To assess the performance of the guidance and control strategies, presented in Section 4-5,
a test campaign is designed for the functional simulator, which will be presented in Section
9-1. To validate these results further a test campaign is also constructed for the TEAMS
simulator, which will be discussed in Section 9-3. The obtained results for the functional
simulations are presented in Section 9-2 and for the tests performed with TEAMS in Section
9-4.

9-1 Functional Simulations Test Campaign

Two of the guidance and control strategies presented in Section 4-5 are evaluated using the
functional simulator developed in Chapter 6. One of the strategies, the NUM-OL + LQR
method, could unfortunately not be tested, because the developed software is not e�cient
enough. This results from the fact that for this strategy the planning horizon should include
the entire reference scenario. This becomes an issue because the Euler method is used in
the discretization of the optimization problem, which means that the size of the time steps is
limited due to the error induced by the method. With a�t

1

of 1 s and a�t
2

of 10 s, this means
that the number of discretization steps N should be at least equal to 800. CVX requires a very
large amount of computing time for the designed optimization problem, with these parameters.
The computational e�ciency of the program should be increased significantly to reduce the
corresponding computation time. The implementation of the convex optimizer in CVXGEN
is unfortunately not an option due to the large problem size. The most self-evident solution
would be to write a program that does not use CVX. This would be very time-consuming and
is therefore not considered in this thesis research. The choice is therefore made to exclude
this strategy from the test campaign. The test campaign parameters to assess the remaining
two methods (MPC+LQR and MPC) are presented in Table 9-6.

The values of the sampling rates are based on the parameters used in the e.deorbit CDF
study where a position controller of 5 Hz is used. (ESA, 2012).
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Table 9-1: Functional simulator test campaign parameters.

Parameter MPC+LQR MPC
Guidance sampling rate [Hz] 1 5
Control sampling rate [Hz] 5 -

These strategies are assessed on the following performance parameters:

• Amount of �V required to complete the rendezvous operation

• State error, i.e., the error between the analytical reference states and the actual states

• Time to complete the rendezvous operation

Recall, from Section 2-2 that at the stage where the chaser is at 3 m relative distance from
the target and has obtained a stable circular in-plane motion with respect to the target, the
state error is required to be in the order of a few centimetres or less for the position and no
larger than 1 cm/s for the velocity.

9-1-1 Optimization Problem Size Reduction

It would be desirable to have an optimization problem size that improves the computational
e�ciency while still being su�ciently accurate. The starting point of the functional simulator
design assumes a problem with N = 50, Ns = 10, �t

1

= 1 s and �t
2

= 10 s, this corresponds to
a planning horizon of 410 s. To assess if this can be reduced further without losing significant
performance, a short analysis on the optimization problem size was performed. In this analysis
only the MPC method is considered, with a constant �t

1

of 1 s (thus a guidance update rate
of 1 Hz) and a �t

2

of 10 s. These values are deemed to be su�cient to indicate the di↵erence
in performance for di↵erent problem sizes. The results for this analysis are shown in Table
9-2. The minimum and maximum state error relate to both the position and the velocity
entries of the state. The state error is assessed at the final part of the rendezvous, which is
at the point where a stable circular in-plane motion, at a distance of 3 m from the target, is
achieved.

The results show that the planning horizon should be su�ciently large to include enough
information on the predicted future states to achieve the required accuracy, i.e., the state
error should be su�ciently small to meet the requirements. Once this threshold is reached
(N = 15, Ns = 3) the performance does not increase any further for larger problem sizes.
The planning horizon, however is relatively small for these settings. However, the analysis
is performed without any measurement noise taken into account, i.e., it assumed perfect
knowledge on the future states of the target. To compensate for this assumption settings are
chosen that result in a larger planning horizon, which should enable handling uncertainties
better. The analyses performed in the remainder of this section will therefore use a problem
size of N = 25 with Ns = 10, which corresponds to a planning horizon of 160 s.
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Table 9-2: Results on the optimization problem size analysis.

Problem size [-] �V [m/s] Min and max state error [m]
(order of magnitude)

N = 5, Ns = 3 0.7765 100 - 101

N = 15, Ns = 10 0.5013 10�5 - 10�1

N = 15, Ns = 3 0.5002 10�5 - 10�1

N = 25, Ns = 10 0.5022 10�5 - 10�1

N = 25, Ns = 3 0.5013 10�5 - 10�1

N = 50, Ns = 10 0.5026 10�5 - 10�1

9-1-2 General Simulation Parameters

For every test case the chaser vehicle starts at 50 m relative distance from the target on the
spin axis with zero relative velocity. The general simulation parameters that are kept constant
for all test cases are given in Table 9-3. The spacecraft specific parameters, for the target and
chaser spacecraft, used in the subsequent analyses can be found in Table 9-4. These values
are are based on information provided by Deloo (2015) and ESA (2012).

9-2 Functional Simulations Results

This section will present the results obtained with the simulations performed using the func-
tional simulator. It will discuss the results of the test campaign presented in the previous
section. Furthermore, it will also present the results of an analysis on the influence of the
optimization parameters and settings on the performance of the MPC method.

9-2-1 Performance of the Guidance and Control Strategies

The performance of the guidance and control strategies is based on how well the error with
respect to the analytical reference and the propellant use are minimized. The reference
scenario is simulated for both the MPC+LQR and MPCmethod. The results on the analytical
reference path and the actual path are shown for both methods in Figure 9-1. The figure also

Table 9-3: General simulation parameters.

Description Parameter Value
State propogation rate f

plant

[Hz] 10
Discretization time step 2 �t

2

[s] 10
Nr. of steps in the discretization N [-] 25
Nr. of discretization time steps of size �t

1

Ns [-] 10
Weight on slack variable in opt � [-] 1000
Spin axis angle with respect to H-bar � [deg] 30
Spin axis precession rate ! [deg/s] 0.2
Desired approach velocity along spin axis v

approach

[m/s] 0.10
Maximum thrust in x, y and z direction T

max

[N] 44



74 Test Campaigns and Results

Table 9-4: Target and chaser specific parameters used in the functional simulations.

Description Parameter Value
Target Chaser

Mass m [kg] 7828 1444
Frontal area A [m2] 38.14 4.5
Drag coe�cient C

D

[-] 2.2 2.2
Reflectance factor q [-] 0.3 0.3

shows the projections of the actual path on the three planes. This figure shows that both
methods succeed in following the analytical reference trajectory. To assess the performance
the error between the analytical reference states and the actual states is also computed. These
results are shown in Figure 9-2.

The peaks for the velocity errors in Figure 9-2 correspond to the point in time when the relative
distance of 3 m is reached and the inwards spiralling motion transforms into a circular in-
plane motion. These peaks are relatively high because of the abrupt change in the analytical
reference velocity from 0.10 m/s to 0 m/s at this point. After the circular in-plane motion
stabilizes both methods are able to keep the state error su�ciently small. At this stage the
maximum position error is in the order of 10�6 m for the MPC method and 10�5 m for the
MPC+LQR method. The maximum velocity error at this stage is for both methods in the
order of 10�6 m/s.

The �V spent up to the point that a stable motion is achieved at 3 m relative distance from
the target and the the time that it takes to achieve this is taken as the comparison standard
for the analyses in the remainder of the chapter. This point will also be the reference point
for the time to complete the rendezvous operation. This stable motion is represented by the
circular paths in Figure 9-1. The remainder of the this circular motion is less interesting in
the �V computations, because it is assumed that from this point on the docking mechanism
can be deployed. For that stage it is most likely that di↵erent guidance and control modes
will be implemented.

The �V applied to achieve this stable final motion is equal to 0.5888 m/s for the MPC+LQR
method. The feedforward and feedback commands contribute 0.5276 m/s, and 0.0612 m/s
to this total, respectively. Clearly, the feed-forward commands are the main driver for the
applied �V. The �V required for the MPC method is 0.4865 m/s. The time to achieve this
is equal to about 485 s for the MPC method and about 490 s for the MPC+LQR method.
The overall results thus show that the addition of an LQR controller results in a similar state
error and time to complete the rendezvous operations but it leads to an increase in �V of
21%.

To assess where this di↵erence comes from, the control force profiles for the MPC+LQR
method, corresponding to the path followed in Figure 9-1 up to the point when the stable
motion is achieved, are depicted in Figure 9-3. From the zoomed view on the right side of
this figure it is clear that the feedback commands counteract the feed-forward commands at
times, which causes the higher amount of required �V for this method. Further analysis is
necessary to deduce the cause of these counteracting profiles.

For the MPC method, the control profiles corresponding to the path followed in Figure 9-1
up to the point when the stable motion is achieved, are shown in Figure 9-4. The right
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Figure 9-1: Analytical reference and actual path followed for MPC (left) and MPC+LQR (right).

side of this figure also shows a zoomed view. When this is compared to the feedforward
commands of the MPC+LQR, it is clear that the feedfoward control behaviour is similar for
both methods. The control profiles for both methods show oscillating behaviour from the
point where the planning horizon includes the final circular motion, this could be caused by
the used discretization method and size of time step �t

2

but to draw definite conclusions this
behaviour should be analysed further in-depth. If it turns out these oscillations cannot be
diminished, then there is a need for throttleable thrusters.

Furthermore, both control profiles show a large control input at the beginning of the operation.
This is the result from the fact that the spin axis has an initial relative velocity with respect
to the target’s CoM whereas the chaser does not. Therefore at the start of the operation the
chaser immediately lags behind the spin axis, which has to be corrected for.

To provide an indication of the propellant use related to these �V values, Equation (9-1) is
used.

m
prop

= m
dry

✓
e

⇣
�V

I

sp

g0

⌘

� 1

◆
(9-1)

Based on Deloo (2015), an I
sp

of 300 s is assumed and g
0

= 9.81 m/s2. The propellant mass
for the MPC and MPC+LQR method are then equal to 0.24 kg and 0.29 kg, respectively.
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Figure 9-2: Error between the analytical reference position and actual path followed (left) and the error
between the analytical reference velocities and actual velocities (right) for the MPC method
(top) and the MPC+LQR method (bottom).

9-2-2 Optimization Analysis of the MPC Method

Trade-o↵ between Minimum State Error and Minimum Thrust

As stated before, the performance of the MPC method is based on how well the error with
respect to the analytical reference, i.e., the state error, and the propellant use are minimized.
In Section 5-2, it was shown that the minimization of these two parameters is a trade-o↵
which is determined by the magnitude of the weight put on the slack variable in the convex
minimization. Recall, that there is already a fixed weight on the thrust related to the di↵er-
ently sized time steps, which was discussed in Section 5-2-1. In this section the results of a
preliminary analysis will be presented that assesses the influence of the weight parameter on
the slack variable to assess how much the required mission propellant can be decreased while
staying below the required state error. The preceding analyses used a value for � of 1000.
This weight is now varied to assess the influence on the performance parameters for � = 500,
� = 100, � = 10, and � = 1.

It is apparent, that applying a lower weight on the slack variable in the optimization will
result in larger deviations from the reference trajectory. Recall, that the implementation of
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Figure 9-3: Control force profiles for the MPC+LQR method. The feed-forward commands are shown at
the top left and a zoomed in view on the top right. The feedback commands are shown at
the bottom left and a zoomed in view on the bottom right.

the safety-cone constraint in the convex optimizer will ensure that the resulting deviations
are not allowed outside the safety cone.

To assess the influence of the weight on the performance, first the analytical reference and
the resulting actual path followed are shown in Figure 9-5. Figure 9-6 shows the state error
for these three test cases. It is clear that for �= 1 the operation is unsuccessful. The
corresponding �V values and times to complete the operation for the other values of � are
given in Table 9-5.

For �= 10 the state error is relatively large throughout parts of the approach but the safety
cone constraint will always ensure that the chaser does not collide with ENVISAT and it
does results in a significant decrease in �V even though the time to complete the operation
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Figure 9-4: Control force profiles for the MPC method, which only consist of feed-forward commands. A
zoomed-in view is depicted on the right-side.
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Figure 9-5: Analytical reference states and actual states for di↵erent values of �.

is substantial. However, at the final circular motion the position error does not meet the
requirement. The maximum order of magnitude of the position and velocity errors between
the analytical reference and actual states, for all these cases, are given in Table 9-5. The error
for �=1 is not given there because this simulation never reaches this final stage. From this
table it can be concluded that for � = 100, � = 500, and � = 1000 the maximum state error
fulfils the requirements and the time to complete the operation is comparable, while the �V
required decreases moderately.

Thrust Minimization using the 1-Norm

To reduce the �V required to perform the rendezvous further it is hypothesized that this
could be achieved by replacing the 2-norm in the minimization of the thrust by the 1-norm
minimization. The 1-norm is namely directly a measure of the propellant use for axially
aligned thrusters (Ross, 2006). To clarify the di↵erence between the computation of both
norms, they will be mathematically described. Let T = [T

1

T
2

· · ·T
n

]T , then the 1-norm
minimization is given by:

kTk
1

=
nX

k=1

|T
k

| (9-2)
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Figure 9-6: Error between the analytical reference position and actual path followed (left) and the error
between the analytical reference velocities and actual velocities (right) for di↵erent values of
�.

whereas the 2-norm is denoted by:

kTk
2

=

vuut
nX

k=1

T 2

k

(9-3)

To assess the di↵erence in performance the preceding analysis is repeated with the 1-norm in
the thrust minimization. The test case with � = 1 is excluded in this analysis, because of the
infeasible results that were previously obtained.

To asses the performance, first the analytical reference and the actual path followed for this
1-norm minimization are shown for �= 1000, �= 500 and �= 100, �= 10 in Figure 9-5. The
corresponding state errors for these cases are presented in Figure 9-8. The corresponding �V
values and times to complete the rendezvous operations are given in Table 9-5.
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Figure 9-7: Analytical reference states and actual states for di↵erent values of �. These values are obtained
using a 1-norm thrust minimization.

The resulting state errors for �= 1000 and �= 500 at the final part of the approach obtained
with the 1-norm minimization are similar to the results obtained with the 2-norm minimiza-
tion. The 1-norm minimization does, however, lead to a decrease of about 2% in �V for these
values of �.

For � = 100 and � = 10, the resulting state errors at the final part of the approach obtained
with the 1-norm minimization are also similar to the results obtained with the 2-norm mini-
mization. The required�V, however, increases by 2% and 17%, respectively. The cause of this
di↵erence can be clarified by the paths and errors shown in Figures 9-7 and 9-8. The 1-norm
minimization results in a path that is significantly less smooth, which is especially clear for
the results obtained for � = 10. The sharp angles in the followed path indicate that at these
points higher thrust levels are applied. This is also shown in Figure 9-9, where the control
profiles for �=10 are displayed for the 1-norm minimization and the 2-norm minimization.

Combined Approach Analysis

The previous sections showed that the lowest �V value was obtained for the simulation that
applied the 2-norm for the thrust and used a weight of �=10. The resulting state error in
the final stage was, however, not within the requirements. The lowest �V value that was
obtained for a set of simulation parameters that did meet the requirements was also with a
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Figure 9-8: Error between the analytical reference position and actual path followed (left) and the error
between the analytical reference velocities and actual velocities (right) for di↵erent values of
�. These results are obtained with a 1-norm thrust minimization.

2-norm minimization, but a weight of �= 100. To combine the best of these two approaches,
it is proposed to use a value of �= 10 for the first 800 seconds of the approach (this is the
point where the motion is stabilized for the simulation with �= 10) and a value of �= 100
for the remainder of the approach.

The resulting path for this approach together with the analytical reference is shown in Figure
9-10. The corresponding state error is shown in Figure 9-11. After 845 s the final circular
motion is stabilized and at this point the maximum position error is in the order of 10�5

m and the velocity error is in the order of 10�6 m/s. The final state error thus meets the
requirements for this case. The �V required to complete this operation is equal to 0.3974
m/s. These results show that a combined approach results in an approach that can fulfil
the requirements while decreasing the �V required to complete this operation. To improve
this result further, � should be optimized over time. It could also be beneficial to implement
di↵erent values for the weight on the position and velocity entries in the slack variable.

Another optimization strategy could be to only put constraints on the states related to the
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Figure 9-9: Control force profiles for �= 10. The thrust minimization using the 1 norm is shown on the
left and the 2-norm on the right.

Table 9-5: MPC method: Maximum order of magnitude of the state error at the final stage of the
approach for di↵erent optimization parameters and the time and �V required to complete the
entire approach.

Opt parameters Position error [m] Velocity error [m/s] �V [m/s] Time [s]
2-norm

�=1000 10�6 10�6 0.4865 485
�=500 10�6 10�6 0.4824 480
�=100 10�5 10�6 0.4636 500
�=10 10�1 10�4 0.3774 800

1-norm
�=1000 10�6 10�6 0.4787 500
�=500 10�6 10�6 0.4748 530
�=100 10�6 10�6 0.4738 570
�=10 10�1 10�4 0.4526 800

final circular motion and just put a constraint on the maximum velocity throughout the rest of
the approach. The safety cone would then ensure that the chaser stays within the designated
safe area. It is recommended that further research considers these adaptations.

9-2-3 Validation of the Results

To validate the results obtained in the previous section they are compared to the results of
similar research by Deloo (2015), which was done in corporation with ESA. The research fur-
ther analyses the e.deorbit mission scenario, presented in ESA (2012). The major di↵erences
that are important when making a comparison with this thesis research are that in Deloo
(2015) the following is assumed/used:

• The dynamics models used are solely based on the HCW equations.

• The spin axis o↵set angle � is equal to 45 degrees.

• The final approach assumes a constant approach velocity of 5 cm/s.

• The applied maneuvres are all impulsive shots.

• There is no initial velocity di↵erence between the spin axis and the chaser satellite.
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Figure 9-10: Analytical reference states and actual states for the combined approach strategy.

Figure 9-11: Error between the analytical reference position and actual path followed (left) and the error
between the analytical reference velocities and actual velocities (right) for the combined
approach strategy.

The results on �V and time to perform the rendezvous operation are shown in Figure 9-
12. The CFMFA 1 phase corresponds to the phase that is analysed in this thesis research.
The �V required for that phase is about 0.35 m/s, which is slightly lower than the amount
required for the combined approach. This still indicates that the combined approach delivers
a fairly good result since in Deloo (2015) a zero initial velocity di↵erence between the spin
axis and the chaser spacecraft is assumed at the start of the CFMFA 1 phase. Furthermore,
a constant approach velocity of 5 cm/s is assumed, which is twice as low as the approach
velocity in this thesis research. On top of that, the di↵erence in used dynamical models will
also contribute to a higher value for the required propellant. Recall, that D’amico (2010)
assessed the error induced by the HCW equations is in the order of 10�5 m/s2 (see Figure
3-4). The figure also shows that it takes about 1000 s to complete the CFMFA operation.
This is twice as long as the time for the baseline scenario in this research, which corresponds
to the factor two di↵erence in approach velocity.
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Figure 9-12: The results by Deloo (2015) on �V and time to perform the rendezvous operation.

9-3 TEAMS Test Campaign

The conclusions that can be drawn from the results obtained for the MPC+LQR and MPC
method with the functional simulations can be validated further the TEAMS simulations. The
TEAMS facility, described in Chapter 7, is used to this end. The test campaign parameters
for the tests performed with TEAMS are presented in Table 9-6.

These two strategies are compared on the following performance parameters:

• Applied thrust force

• Docking adapters alignment error

• Time to achieve docking

For all the tests in this campaign the target has a fixed position and a rotational velocity of
0.2 deg/s around its CoM. The chaser starts at about 1.0 m relative distance. The general
simulation parameters that are the same for every test are given in Table 9-7.

9-4 TEAMS Results

In this section the results obtained with the tests performed on TEAMS will be presented. It
should be noted that for all test results the first 15 seconds of each test run is excluded. This

Table 9-6: TEAMS test campaign parameters

Parameter MPC+LQR MPC
Guidance sampling rate [Hz] 1 10
Control sampling rate [Hz] 10 -
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Table 9-7: General TEAMS simulation parameters.

Description Parameter Value
Discretization time step 2 �t

2

[s] 10
Nr. of steps in the discretization N [-] 15
Nr. of discretization time steps of size �t

1

Ns [-] 2
Radius of phase 2 constraint circle ṙ

ph2

[m] 0.05
Relative velocity constraint to commence phase 2 ṙ

ph2

[m/s] 0.01
Radius of phase 1 arc R [m] 0.75
Rotational velocity target ! [deg/s] 0.2
Desired radial approach velocity during phase 2 v

rad

ph2
[m/s] 0.005

Mass of vehicle M
TEAMS

[kg] 18.77
MoI of vehicle J [kg·m2] 0.29
Maximum thrust in x and y direction T

max

[N] 0.0329

is done to eliminate the errors induced by bad estimations obtained by the navigation system,
that would otherwise result in biased information on the performance of the strategies. After
this period of time the estimator provided su�ciently good results.

9-4-1 Analytical Reference Trajectories

The theoretical analytical reference trajectories for TEAMS were discussed in Section 8-2-1.
Tests on TEAMS showed that the reference trajectories generated during the tests di↵er from
the theoretical ones. This is quite logical, when one considers that these trajectories are based
on real-time information on the state of the target vehicle. The significance and magnitude
of the deviations deserve further explanation. To this end, several reference trajectories that
are planned at di↵erent times for case 1 and case 2 are shown in Figures 9-13 and 9-14,
respectively. They are computed at 1 Hz and 10 Hz (case 1 and case 2), but for clarity only
a subset is shown in this figure. Each line represents the analytical reference trajectory at a
certain time step, with a size that corresponds to the planning horizon.

It is clear from these figures that they deviate from the theoretical analytical reference trajec-
tory. To explain this, recall, that the trajectory depends on the measured rotational velocity
of the target vehicle. This figure shows that the estimator output has has a maximum devi-
ation from the theoretical value of about 0.1 rad/s. The reference trajectories are based on
the attitude and rotational velocity of the target. The rotational velocity should theoretically
remain constant over time, but as can be seen in Figure 9-15, the estimated rotational velocity
deviates from the theoretical value. A higher measured rotational velocity thus results in a
reference trajectory that encompasses a longer path in total length. Figure 9-14 shows at
t = 74.9 s that the computed reference trajectory even lies in the opposite direction of the
theoretical target motion, which is a result from a measured rotational velocity that has a
negative value. To improve output of the estimator of the target vehicle, it should be tuned
further and the thruster settings should also be analysed to assess if the current settings
negatively influence the target vehicle behavior.
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Figure 9-13: Chaser reference trajectories planned at di↵erent time steps for case 1
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Figure 9-15: The estimated and commanded rotational velocity of the target vehicle for case 1.

9-4-2 Performance of the Guidance and Control System

The resulting paths for the tests performed with the MPC+LQR method (case 1) and MPC
method (case 2) are shown in Figures 9-16 and 9-17. The figures show the actual path
followed by the CoM of the chaser vehicle. They also depict the path that the virtual point
at a distance of twice the adapter length (measured from the CoM of the target vehicle)
from the CoM from the target vehicle follows over time. This virtual point thus essentially
describes the position that the CoM of the chaser should obtain once the docking conditions
are met. It is clear from the figures that for both cases, at the point just after the docking
conditions are met, there is a discrepancy between the path of the virtual point and the
actual path of the chaser. This is the result from the final sliding motion of the docking pins
of the chaser into the docking holes of the target. It can be seen that thereafter the vehicles
rotate together for a short period of time before the test is terminated. At the stage when the
docking operation was performed the relative velocity was about 2 mm/s, which resulted in
a ”soft” docking. The figures also shows the analytical reference trajectory that is generated
at the start of phase 2. Recall, that the analytical reference for the TEAMS changes over
time, and therefore it should be noted that the reference trajectory shown only holds for that
specific point in time.

The alignment error of the docking adapters during the rendezvous and docking operation is
shown for both cases in Figure 9-18. In both cases the error was small enough to ensure a
successful docking operation.

To gain more insight into the robustness of the guidance and control algorithms three tests are
performed for each test case. Each test resulted in a successful docking operation. Table 9-8
shows the attitude error at docking, the total magnitude of the applied forces, and the time
until docking is achieved, for each test. The initial states of the vehicles vary somewhat from
each other for each test (order of 0.1 m) and therefore the time until docking and the applied
thrust forces can not be compared directly to one another. The multiple tests do, however,
provide some insight into the di↵erence in performance between the MPC+LQR (case 1) and
MPC (case 2) methods. It shows, for example, that the MPC method consistently requires
less propellant and time to achieve docking than the MPC+LQR method. To verify that this
is generally the case a physical test set-up should be designed that ensures that the initial
conditions are equal for each test. i.e., constrain the free-floating vehicles before the start of
the simulation.
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Figure 9-16: Case 1: Analytical reference, actual path of the CoM of the chaser vehicle, and the path of
the point that is at two times the adapter distance from the CoM of the target.

Table 9-8: Performance analysis of both cases at docking. Each cases is tested three times.

Parameter Case 1 Case 2
Test 1 Test 2 Test 3 Test 1 Test 2 Test 3

att
error

[rad] 0.0137 0.0062 0.0083 0.00094 0.0051 -0.0084
T
tot

LQR

x

[Ns] 1.65 2.36 1.78 - - -
T
tot

LQR

y

[Ns] 1.66 1.75 1.58 - - -

T
tot

x

[Ns] 3.55 4.53 3.58 2.50 2.63 2.43
T
tot

y

[Ns] 3.30 3.64 2.96 2.25 2.19 2.17
t [s] 131.3 162.8 127.3 97.4 107.3 93.8
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Figure 9-17: Case 2: Analytical reference, actual path of the CoM of the chaser vehicle, and the path of
the point that is at two times the adapter distance from the CoM of the target.
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case 2 (right).
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Chapter 10

Conclusion and Recommendations

This thesis set out to answer the following research question:

How can a satellite rendezvous and dock autonomously with a large uncooperative and tumbling
target satellite in a low-Earth orbit in a safe, reliable, and propellant-e�cient manner?

The research question is broadly formulated. To scope the research it was decided to de-
sign, implement, and evaluate a guidance and control system that enables the final phase
of rendezvous and docking operations with the no longer operational satellite ENVISAT. A
challenging aspect of the design lies in the tumbling motion ENVISAT has acquired after
communication links were lost. Therefore, an approach strategy was adopted that aims to
maintain alignment with the spin axis throughout the approach.

The designed guidance and control system uses convex guidance to ensure globally-optimal
solutions, while at the same time constraining the trajectory. Furthermore, the concept of
MPC is applied to allow for an unconstrained time-to-go. Two guidance and control strategies
were constructed to assess the performance of MPC for the reference scenario:

• MPC+LQR: This method uses the MPC method to compute the numerical reference
trajectory and corresponding acceleration profile at each guidance update step. This
trajectory is then also tracked by an LQR at a higher sampling rate than the guidance
function to account for disturbances that are not taken into account in the generation
of the numerical reference.

• MPC: This method solely applies MPC, where the guidance and control function are
essentially combined into one. It runs at the same sampling rate as the LQR in the
MPC+LQR method and the control is thus solely based on the feedforward commands
generated using convex optimization.

The research question states that the operations have to be performed in a safe, reliable
and propellant e�cient-manner. Thus, these three elements are the primary drivers for the
selection of the most appropriate model. The methods were first assessed using functional
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simulations. These were then complemented by HIL simulations that made use of the TEAMS
facility of DLR in Bremen. This facility emulates the force and momentum-free dynamics of
satellites in orbit, i.e., it reproduces the weightlessness and frictionless environment.

Based on the results presented in Chapter 9, it is possible to draw a number of conclusions
from the performed research, which will be presented in Section 10-1. And, since no research
is entirely conclusive, recommendations for future research towards the topic of autonomous
rendezvous and docking with uncooperative, tumbling targets will be given in Section 10-2.

10-1 Conclusions

10-1-1 Functional Simulations

To assess the performance of the two developed guidance and control strategies a dedicated
functional simulator was built that only considers translational dynamics. In the simulation
scenario the chaser is initially aligned with the spin axis of the target at a distance of 50
m. It approaches the target up to a distance of 3 m, where it stays at this distance while
tracking the motion of the spin axis. It is assumed that at this point the docking mechanism
will be deployed, which is outside of the scope of this research. The tests for the MPC+LQR
method employed the MPC function at an update frequency of 1 Hz and the LQR function
at an update frequency of 5 Hz. The tests for the MPC method employed the MPC function
at an update frequency of 5 Hz.

Safety and Reliability

Once the relative distance of 3 m from the target was reached, both the MPC and MPC+LQR
methods succeeded in tracking the motion of the spin axis, in the presence of the most
prominent relative orbital perturbations, with an error that was well below the requirements.
The MPC method achieved an accuracy of 10�6 m for the position and 10�6 m/s for the
velocity. The MPC+LQR method achieved an accuracy of 10�5 m for the position and 10�6

m/s for the velocity. It should be noted though that measurement noise or thruster errors
were not included in this analysis.

To ensure that the chaser satellite will not collide during the approach with any part of
ENVISAT a safety cone constraint was implemented for both methods in the convex optimizer
as a convex second-order cone constraint. This constraint defines a cone in which the chaser
is allowed to move throughout the approach. The cone is fixed with respect to the spin axis,
i.e., it moves along with the rotation of the spin axis. The results showed that the chaser
satellite stays within this cone at all times, and thereby it is guaranteed that it does not
collide with ENVISAT or any of its appendages.

Propellant-e�ciency

To obtain a guidance and control system that produces propellant-e�cient commands within
the given constraints the planned trajectory is optimized using convex optimization. The
optimizer minimizes a weighed combination of the thrust and the state error.
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Based on the obtained results it can be concluded that the MPC was the main driver for
the required propellant and that the addition of the LQR leads to an increase of the overall
required propellant of 21%. The corresponding control profile of the MPC+LQR method
shows that this is the result from the fact that the feedforward commands counteract the
feedback commands at times. Further analysis is necessary to determine which factors cause
this behavior.

A preliminary analysis to assess the influence of the weight parameter that dictates the
weighed minimization of the thrust and the state error was also performed. This was done
to assess how much the required propellant could be decreased while keeping the state error
su�ciently small. This analysis was then repeated with a 1-norm minimization of the thrust,
instead of the conventional 2-norm, to assess the influence of this adaptation on the required
propellant. It was found that for the 1-norm minimization there is a break-even point for
which a further decrease in the weight on the state error will no longer lead to a reduction
in required propellant. A combined approach using the settings that provided the most
promising results was then designed and evaluated. From the obtained results it can be
concluded that this combined approach leads to a significant decrease in required propellant
with regards to the baseline scenario.

10-1-2 TEAMS Simulations

The reference scenario was adapted to enable implementation on TEAMS and the guidance
and control algorithms were converted accordingly. The TEAMS vehicles were each equipped
with a docking adapter to simulate the actual docking operation, which was omitted in the
functional simulations. To enable this, attitude guidance and control was included in the
TEAMS simulator. To permit implementation in the real-time environment the computa-
tional e�ciency of the optimization problem had to be improved. To reduce the optimization
problem size the safety cone constraint was omitted and the number of steps in the discretiza-
tion of the optimization problem had to be reduced.

Safety and Reliability

The functional simulator did not include any external errors, whereas measurement errors,
thruster errors, and real-time delays are inherent to HIL simulations. With TEAMS it was
shown that a successful rendezvous and docking operation can be performed in the presence
of these errors and delays. To ensure a soft docking of the two vehicles a requirement was
placed on the relative velocity of 5 mm/s after alignment of the docking adapters is achieved
and the final phase of the approach commences.

Propellant-e�ciency

The tests performed with TEAMS confirmed the findings of the functional simulation results.
For these tests the MPC function was also the main driver for the required propellant and the
addition of an LQR resulted in an increase in required propellant as well. Next to this, the
tests performed with the MPC method consistently achieved the docking in less time than
the MPC+LQR method. It should be noted though that the initial states of the vehicles
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vary somewhat from each other for each test and therefore, more tests should be performed
to confirm these findings.

10-2 Recommendations

The results of the performed research also provide ample opportunities for recommendations
for future research. The recommendations focus on the development of the guidance and
control design and the test campaigns. The shortcomings of the models used for the performed
research will also be discussed.

10-2-1 Guidance and Control Design for both Simulators

The developed guidance and control algorithms proved to be e↵ective for the reference sce-
nario, but provide plenty of room for improvement.

The designed convex optimizer, used the Euler method to discretize the optimization problem.
The errors induced by this method become more significant as the size of the applied time steps
increases. To increase the planning horizon, while maintaining performance, it is necessary
to apply a method that allows for a larger step size without an increased error. For future
research, the main recommendation is therefore, to select a higher-order method to discretize
the optimization problem to reduce the error induced by the discretization. It should be
noted though that a higher-order method will most likely be computationally less e�cient,
which could become an issue when implemented on TEAMS. It is therefore important to
evaluate which method can achieve these benefits while still enabling implementation in a
HIL simulator.

Furthermore, the navigation system is not included in the design of the functional simulator.
Including a navigation system provides a more accurate simulation environment. The state
of the target would then not be perfectly known. Testing the guidance and control system
in the presence of the resulting errors would further increase the reliability of the system.
Further analysis should also include other external errors, such as thruster errors.

The development of the simulator for TEAMS was mainly limited by the problem size capa-
bilities of CVXGEN. To enable real-time testing of the entire optimization problem, including
all the constraints, it is necessary to increase the computational e�ciency of the program.
This can be achieved by developing a dedicated solver that allows for larger problem sizes,
while maintaining the computational e�ciency needed to solve the problem in real-time.

Both test environments showed that the MPC+LQR method delivered an overall worse per-
formance than the MPC method. It should be noted though, that the LQR is based on
a simple design and is not tuned to assess if this would increase the performance of the
MPC+LQR method. It is therefore unknown if the addition of an extra controller is in gen-
eral undesirable. Furthermore, both methods show strong oscillations in their thrust profiles,
which could be induced by the chosen discretization method. Future research, should assess if
this is indeed the case and if not, these results indicate that throttleable thrusters are needed
and the feasibility of these thrust profiles should be evaluated.
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10-2-2 Approach Procedures for ENVISAT

The approach strategy assumed a specific perfectly known motion of ENVISAT. Since the
actual motion is still uncertain, it would be wise to test the test developed guidance and
control algorithms for di↵erent motion characteristics and thus di↵erent approach strategies.
This will further validate the robustness of the developed system. To increase the safety of
the system it also recommended to include the autonomous activation of CAM procedures in
case of failures. Next to this, it is also essential to assess the passive safety of the followed
trajectories in case of, for example, engine failure.

The approach strategy is currently based on a reference trajectory. Another option could be
to only put constraints on the final circular motion and the maximum velocity throughout
the approach, which could lead to a further decrease in required propellant use.

10-2-3 TEAMS

The time to perform tests using the TEAMS facility was limited and that naturally results in
plenty of room for recommendations for future testing with TEAMS. First and foremost, it is
recommended that when tests are performed with TEAMS, the guidance, navigation, control,
and thruster systems are considered as a whole because of the important interactions between
all the included subsystems that influence the performance on any one of these systems. To
increase the robustness of the developed TEAMS simulator it would be useful to tune the
navigation filter further to enable better estimates on the state of the target. The thruster
system of the target and chaser vehicles can also be optimized further, to decrease the errors
induced by this system.

Finally, the initial states of the vehicles vary somewhat from each other for each performed
test. To confirm the drawn conclusions that were based on the results obtained with TEAMS,
a physical test set-up should be designed that ensures that the initial conditions are equal
for each test, i.e., that the the free-floating vehicles are constrained before the start of each
simulation.
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