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ABSTRACT

Advancements in floating offshore wind energy are unlocking the potential of the coastal waters of Portugal for the installation of wind
farms. A thorough evaluation of coastal effects and variability across different time scales is crucial to ensure successful offshore wind farm
investments. State-of-the-art atmospheric reanalysis datasets fall short in explaining the coastal effects due to their modest grid resolution.
This study aims to fill this gap by simulating a 31-year wind dataset at a gray-zone resolution of 500 m using the Weather Research and
Forecasting model, covering a significant portion of the Portugal coast. The gray-zone refers to grid scales of a few hundred meters, where
turbulence is only partially resolved, traditional turbulence modeling breaks down, and large-eddy simulations are computationally prohibi-
tive. The newly generated dataset has been validated with buoy observations and compared against reanalysis datasets, demonstrating
improved performance and highlighting its higher fidelity in assessing wind resources. Two wind turbine power curves, the Leanwind 8 mega-
watt (MW) reference wind turbine (RWT), which has been commercialized, and the International Energy Agency (IEA) 15MW RWT, which
represents future commercialization, are considered in energy production calculations. In the simulated data, the Iberian Peninsula Coastal
Jet (IPCJ) emerges as a crucial factor influencing wind maxima, especially during the summer months. The diurnal and annual variability of
wind energy resources aligns with the occurrence of IPCJ, highlighting its impact on wind energy generation. The energy production capabil-
ity of the 15MW turbine model is demonstrated to be significantly higher, attributed not only to its increased capacity but also to the stronger
jet winds near the turbine hub height. Interestingly, wind resources are not monotonically increasing with distance from the coastline, but a
tongue-like resource maxima is observed, which is attributed to the IPCJ.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0222974

I. INTRODUCTION

Global reduction of fossil fuel reserves, as well as increasing
awareness of human impact on climate change, has significantly con-
tributed to the acceleration in the deployment of renewable energy
technologies. Consequently, the European Union has set ambitious
targets of 32% renewable energy sources by 2030 and to achieve a net
reduction of Greenhouse gas emissions by at least 55%.1 Offshore
wind energy stands out as a promising avenue for attaining these
objectives, primarily for two compelling reasons. First, offshore wind
resources are abundant and carry higher energy fluxes due to, among

others, reduced surface roughness allowing higher wind speeds.
Second, technological advancements have enabled the deployment
of the largest wind turbines to date, exemplified by the MySE
16-260,2 boasting a 16MW capacity, 260 m rotor diameter, and
152 m hub height, thus facilitating the harnessing of abundant
winds at higher altitudes. Moreover, new methods of deploying the
turbines far offshore, such as floating wind turbines, have effec-
tively eliminated the constraints associated with proximity to the
shore, enabling the exploitation of extensive wind resources in
deep offshore locations.3
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Portugal stands out as a country benefiting significantly from the
development of floating offshore wind farms. This is predominately
due to the larger ocean depths in Portuguese waters compared to other
Northern European countries, which make the construction of fixed-
bottom offshore wind farms less feasible.4 Portugal’s commitment to
the development of offshore wind energy is evidenced by the establish-
ment of Europe’s first offshore semi-submersible floating wind farm,
WindFloat Atlantic, with a capacity of 25MW and three turbines.
Operational since July 2020, it had already generated a cumulative total
of 180GWh by the end of 2022.5 Building on this success, the
Portuguese government has conducted auctions for a substantial
10GW of offshore wind capacity to be developed by the end of 2030.
As a result, numerous projects are currently in various stages of devel-
opment or planning. Notable examples include Viana do Castelo north
(1010MW), Viana do Castelo south (990MW), WavEC (2MW),
Leixoes (1500MW), Figueira da Foz (4000MW), and Ericeira
(1000MW). While the benefits of harnessing offshore wind resources
in Portugal are evident, it is crucial to recognize that the costs associ-
ated with offshore wind energy development are considerably higher.
Consequently, conducting precise assessments of wind resources at
potential turbine construction sites becomes increasingly essential to
ensure the viability and success of these projects.6,7

Coastal effects in the atmosphere result from differences between
the physical properties of land and ocean surfaces, with two main fac-
tors at play: ocean surfaces exhibit lower roughness length scales com-
pared to land, while ocean water possesses a significantly greater heat
capacity than typical soil. Among many, some of the well-known phe-
nomena are internal boundary layers (IBLs), coastal low-level jets
(LLJs), and sea breezes, which have been shown to influence wind
farms, as discussed in a number of studies in the past.8–10 In addition,
sea surface roughness differs between open ocean and coastal regions,
suggesting the influence of coastal wind gradients and waves. A review
conducted by Schulz-Stellenflet et al.11 underscores the importance of
considering a wide range of spatial and temporal scales when assessing
the coastal effects on offshore wind farms.

With ever growing sizes of wind turbines with hub heights reach-
ing 150 m, accurate characterization of wind resources at this level is
of paramount importance. Typically, the primary means for acquiring
reasonable long-term wind data at higher altitudes involve wind masts,
SODAR, and LiDAR.12–14 While these sources offer certain advan-
tages, including accurate measurement at a high temporal frequency,
they are often expensive to install in deep waters and sparsely distrib-
uted, making them inadequate for detailed spatial wind monitoring.
Instead of vertically pointing, a lidar can also be used in horizontal
scanning mode, in which the lidar beam sweeps the atmosphere in azi-
muth from 0 to 360, at various elevations, creating a three-dimensional
conical dataset.15 Such lidars can offer insight into the spatial variabil-
ity of wind patterns. However, they are very expensive to install, and
their horizontal range is typically limited to a few kilometers.

Consequently, the atmospheric reanalysis proven to be a great
alternative for offshore wind resource assessment, particularly due to
their spatiotemporal coverage.16 Several researchers have utilized global
and regional reanalysis datasets, such as the ECMWF-Re-Analysis
Interim (ERA-Interim),17 the Modern-Era Retrospective Analysis for
Research and Applications version 2 (MERRA-2),18 and the fifth gener-
ation ECMWF atmospheric reanalysis (ERA5),19 in addressing the spa-
tiotemporal variability of offshore wind resources, as well as in

understanding the influence of atmospheric circulation patterns on
wind power production.16,20 However, the coarse resolution of reanaly-
sis data is inadequate in capturing coastal effects.11 For example, the
current state-of-the-art regional reanalysis, Copernicus Regional
Reanalysis for Europe (CERRA),21 has a limited resolution of 5.5 km.

In tackling these limitations, mesoscale atmospheric models, par-
ticularly the Weather Research and Forecasting (WRF) model, offer a
cost-effective solution, providing much higher spatial and temporal
resolution than reanalysis datasets. A comprehensive list of the studies
conducted wind resource assessment over Portugal using the WRF
model is presented in Table I, along with some configuration details.

Carvalho et al.22 conducted a series of sensitivity experiments
using the WRF model, with different initial and boundary conditions,
for 1 year, at 5 km grid resolution, over the Iberian coast. The authors
concluded that the WRF model forced with the ERA-Interim data
offers better offshore wind simulations and has proven to be a good
alternative for generating offshore wind data with extensive spatiotem-
poral coverage where the observations are scarce. The authors followed
up with several studies to estimate the offshore wind resources over
the Iberian coast.23–26,28 From these studies, it is clearly evident that
initial and boundary conditions, a combination of planetary boundary
layer and surface layer physics parameterization, and grid resolution
play a vital role in improving the simulation accuracy.

Salvaç~ao and Guedes Soares27 conducted a detailed offshore wind
resource assessment over the Iberian coast, using two simulation config-
urations: one with 9km resolution for 10years of simulations and
another with 3km resolution for 6months of simulations. The authors
concluded that a minimum of 10 years of climate information is essential
for accurate wind resource assessment. Around the same time, Couto
et al.30 conducted a series of sensitivity experiments to ascertain the best
combination of initial and boundary conditions, physics options, and
the assimilation strategy using the Fifth-Generat Penn State/NCAR
Mesoscale Model (MM5). With the obtained calibrated setup, they gen-
erated three years of high-resolution offshore wind atlas for the Portugal
coast, with a grid resolution of 1km. In a more recent work, Plecha
et al.29 simulated 44years of ocean surface winds at a resolution of 3 km
over the Portugal coast, evaluated their accuracy against satellite winds,
and concluded that the WRF model is the best choice for generating
high resolution spatiotemporal ocean wind datasets with good accuracy
in terms of capturing trends and other statistics.

It is evident that past modeling studies suffered from one of two lim-
itations. In some cases, the spatial resolutions were reasonably high, but
the simulation durations were insufficient to capture inter-annual and
annual variabilities. In other studies, which involved multi-year simula-
tions, the spatial resolution was too coarse to reliably capture coastal
effects.

Recently, the Japanese offshore wind atlas developed by the New
Energy and Industrial Technology Development Organization
(NEDO), NEDO Offshore Wind Information System (NeoWins),31

employed 500 m gray-zone resolution for coastal waters up to 30km
from the coastline to retrieve complex wind conditions of the Japanese
coast. The dataset demonstrates the need for gray-zone resolution
resource assessments in coastal regions to support the ever-growing
offshore wind industry. Building upon this idea and considering the
aforementioned limitations, the present study has generated a 31-year
wind dataset at a resolution of 500 m using the WRF model over a sig-
nificant region of Portugal’s coast.
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In traditional mesoscale model simulations, the horizontal
grid size (order of 1 km or coarser) is much larger than the energy
containing turbulent eddies. As a result, turbulence is not resolved,
and it is fully parameterized by a planetary boundary layer (PBL)
scheme. This scheme is used in conjunction with the Reynolds-
averaged Navier–Stokes (RANS) equations. Since the vertical
gradients are much larger than the horizontal ones in typical meso-
scale modeling, the PBL schemes are usually one-dimensional and
only captures vertical turbulent exchanges. In the case of atmo-
spheric simulations with sub-kilometer grid spacing, turbulence is
partially resolved, and as a consequence, the inherent assumptions
of the RANS modeling break down. If the grid spacing is on the
order of a few meters, one can perform large-eddy simulations. For
intermediate grid spacing (e.g., a few hundred meters), one must
opt for a gray-zone parameterization.32–36 For such simulations,
the use of traditional PBL schemes is not recommended. Given the
widespread access of high-performance computing resources in
recent years, sub-kilometer modeling is gaining popularity in wind
energy literature; however, most of these studies are incorrectly
using traditional PBL schemes. For examples, Jim�enez et al.37 con-
ducted WRF model simulations with a grid spacing of 333 m for
offshore wind farm modeling but failed to acknowledge the gray-
zone limitation.

The present study documents wind resource assessment at the
Portugal coast with sub-kilometer (500 m) resolution using an
appropriate gray-zone PBL parameterization. In addition, two tur-
bine power curves, an 8MWmodel with a hub height of 120 m cur-
rently employed in coastal waters, and a state-of-the-art 15MW
model with a hub height of 150 m representing future develop-
ments in offshore wind technology, are utilized. Impacts of the
higher resolution dataset are evident in power production, and the
identification of physical phenomena, such as the IPCJ, which
given consequential for power production. Our unique dataset also
assesses the resource variability at diurnal, interannual, and annual
scales provides additional insights into the suitability of the meso-
scale models for capturing the dynamic nature of offshore wind
resources and the importance of physical effects noticeable only at
sub-kilometer scales.

II. DATA AND METHODOLOGY
A. Model description and simulation design

In the present study, the WRF model (version 4.4)38 is adopted
for numerical simulations. The offshore wind resource assessment is
primarily focused on the parts of Portugal’s coast adjacent to the dis-
tricts Viana do Castelo, Braga, and Porto, where several wind farms
are slated for development. The interested area spanned between the
coordinates (41.286�N, 9.3472�W) and (41.7558�N, 8.7307�W),
encompassing an approximate area of 3600 square km. The farthest
distance from the coast within this region is 45 km. Accordingly, the
WRF model has been configured with a single domain, at 500 m reso-
lution, encompassing the interested area as shown in Fig. 2(a), which is
a main focus of the European Green Deal project EU-SCORES
(https://cordis.europa.eu/project/id/101036457). This domain is
termed as SCORES domain, hereafter. Within the domain, the existing
WindFloat Atlantic (WFA) offshore wind farm is located with a
purple star.

Table II presents the WRF model configuration and physics
schemes utilized in this study, in which the Shin-Hong PBL scheme is
a gray-zone parameterization has been designed to address the turbu-
lence transport issue at sub-kilometer grid scale. The CERRA data,
available at 5.5 km spatial resolution and temporal resolution of 3 h,
have been utilized as initial and boundary conditions for the numerical
experiments. Despite the advantages of CERRA, the data have never
been used as forcing data for mesoscale simulations and not been
incorporated into the WRF model configuration. In a previous study,39

we developed the methodology to incorporate the CERRA reanalysis.
The same has been adopted in this study for ingesting the CERRA
reanalysis into the WRF model. A total of 31 years (1990–2020) of
numerical simulations are conducted using the SCORES domain con-
figuration (WRFSCORES), such that the simulations are reinitialized at
0000 UTC every 5 days and run for 6 days. After excluding the first 24-
h spin-up time, the simulated outputs from the 5-day periods are con-
sidered for analysis. In this design, 2265 runs are performed to cover
the entire 31-year period. A detailed illustration of the methodology is
presented as a flow chart in Fig. 1.

The WRFSCORES domain does not contain any observational sta-
tions. However, there are a few stations which are located outside this

TABLE I. A comprehensive list of studies conducted wind resource assessment over the Portugal coast using the WRF model.

Study Grid size
Simulation
duration PBL scheme

22–25 5 km 1 year The Yonsei University (YSU) scheme
26 5 km 1 year YSU scheme, the Mellor-Yamada-Janjic (MYJ) scheme, the Asymmetric

Convective Model version 2 (ACM2) scheme, the Quasi-Normal Scale
Elimination (QNSE) scheme, and the Mellor-Yamada Nakanishi and Niino

level 2.5 (MYNN-2.5) scheme
27 9 and 3 km 10 years with

the 9 km grid
and 6months
with the 3 km

grid

YSU scheme

28 6 km 20 years YSU scheme
29 3 km 44 years YSU scheme
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domain as shown in Fig. 2(b). In order to assess the quality of the sim-
ulations, we decided to run additional 1-year long simulations using
an Extended domain (WRFExt). These experiments also follow a simi-
lar strategy adopted for the SCORES domain simulations, but starting
from 2011-07-01 00:00 and ending at 2012-07-01 00:00, with a similar
recursive strategy. Due to exorbitant computational cost, we were
unable to extend these simulations beyond a duration of 1 year.

B. Observational and reanalysis data

Wind observations used for the model validation were collected
from three coastal marine buoys, namely, A Guarda, Cies, and Cabo
Silleiro (CS). Table III provides important information about the
buoys, while the locations of these buoys are illustrated in Fig. 2. Wind
measurements taken from the 1st of July 2011 to the 1st of July 2012
(1 year) were selected, and the choice of this period was related to mea-
sured data availability and quality criteria. Though the data are

measured at every 10min, they are available at hourly frequency aver-
aged of each hour. The buoys considered in this study collect measure-
ments at 3 and 4.5 m above sea level (asl), necessitating extrapolation
to near surface ocean wind level, typically 10 m asl. Traditional meth-
ods like the Monin–Obukhov similarity theory require additional data
(e.g., two-level wind speed, two-level temperature, or measured sensi-
ble heat fluxes), which are unavailable from these buoys. In the absence
of essential data, and based on the studies of Refs. 25 and 44, a simpli-
fied logarithmic wind profile expression (1) is adopted for extrapola-
tion from the observed height to 10 m asl.

UZ ¼ UZm

ln
Z
z�

� �

ln
Zm

z�

� � : (1)

Here, UZ refers to the wind speed at a height Z, Zm is the measurement
height (e.g., 3 m asl), and z� is the local roughness length. Earlier stud-
ies25,44 suggested that a roughness length of 0.0002m is appropriate
for open ocean surface, and the same has been adopted in this study.
We do note that the assumption of constant roughness is not appro-
priate for areas close to the coastline (i.e., in and around surf-zones);
however, it can be used as a reasonable approximation for far offshore
areas (e.g., at the WFA wind farm site). We also acknowledge that the
logarithmic law assumes a neutrally stratified atmosphere and disre-
gards the effects of atmospheric stability. To support the applicability
of the expression for our specific area of interest, we looked into the
surface sensible heat flux from ERA5 as a proxy to the atmospheric sta-
bility, near the CS buoy cite, as shown in Fig. 3. From the distribution,
it is evident that 71% the sensible heat flux lies with in the610 W/m2

range. In other words, more than two-thirds of the cases are close to
near-neutral.45 So, we expect errors are not to be large between mea-
sured and extrapolated wind speeds, and thus, we proceed with the
logarithmic law for extrapolation.

Apart from the observations, two reanalysis datasets, namely,
ERA519 and CERRA were also used for the model validation.
Published in 2019, ERA5 is the 5th generation European Center for
Medium-Range Weather Forecasts (ECMWF) reanalysis dataset,
stands as the most recent iteration among the ECMWF global reanaly-
sis products. It provides hourly estimates for various variables, with a
spatial resolution of approximately 31 km (0.25� � 0.25�) and covers

TABLE II. WRF model configuration and parameterization options.

Horizontal resolution 500 m

Grid dimension 128� 128 (WRFSCORES)
165� 240 (WRFExt)

Vertical levels 51
Terrain resolution 30 s
Radiation parameterization RRTMG for shortwave

and longwave40

PBL parameterization Shin-Hong35

Surface layer parameterization Revised MM541

Land surface parameterization Unified NOAH42

Microphysics WRF single moment 5-class43

FIG. 1. Flowchart of the WRF simulations conducted using the SCORES domain.
The simulations start on 1990-01-01 00:00:00 and continue in a retrospective
mode by an increment of 5 days, until the end of 2021-01-01 00:00:00, totaling
2265 WRF runs.
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137 vertical levels up to 0.01hPa. The dataset spans from 1940 to the
present, offering comprehensive information that includes wind speed,
not only at the standard 10 m level seen in its predecessors but also at
the elevated 100 m level. Several studies16,46,47 discuss ERA5’s superior
accuracy, lower uncertainty, and higher reliability compared to other
global reanalysis datasets.

Released in 2022, the Copernicus Regional Reanalysis for Europe
(CERRA)21 is a state-of-the-art reanalysis dataset, down-scaled from

the ERA5 reanalysis, and developed by the collaborative efforts of the
Swedish Meteorological and Hydrological Institute (SMHI),
Norwegian Meteorological Institute (MET Norway), and Meteo-
France. CERRA provides a high-resolution pan-European reanalysis
with a 5.5 km horizontal resolution, three-hourly temporal resolution,
and 106 vertical levels, covering Europe, Northern Africa, and
Southeastern parts of Greenland. Unlike any other reanalysis, this
dataset also offers wind speed and many other variables at different
model levels, ranging from 10 to 500 m.

III. MODEL VALIDATION AND SENSITIVITY
A. Validation against observations

Before the model can be considered a reliable tool for assessing
wind resources, a thorough evaluation against observational data
becomes imperative. For this purpose, the WRFExt simulations con-
ducted over a 1-year period using an extended domain undergo scru-
tiny employing various assessment methods. The Bias quantifies the
tendency of the simulations, toward overprediction or underprediction
compared to the observations. The root mean square error (RMSE)
quantifies the square root of the average squared differences between
model predictions and corresponding observations, providing insight
into the magnitude of errors. Pearson’s correlation coefficient (r)
assesses the linear relationship between model and observed values.
The scatter index (SI) normalizes model performance against the scale
of observed data by comparing RMSE to the mean observed value.
The mean absolute error (MAE) quantifies the magnitude of the error
in simulations with respect to the observations. The standard deviation
error (STDE), introduced by Carvalho et al.,48 measures the consis-
tency of error in model simulations. Even when a model shows high
RMSE or Bias, a low STDE suggests that the model’s physics are
sound, and the error can be interpreted as a systematic offset. In

TABLE III. Some important features of the marine buoys used in this study.

Name Location
Distance to
shore (km) Height (m)

Sampling
rate (min) Programme Period WMO number

A Guarda 41:9� N, 8:896� W 1.5 4.5 60 Xunta de Galicia 29-07-2010 to 30-09-2022 6201031
Cies 42:179� N, 8:892� W 1.2 4.5 60 Xunta de Galicia 04-04-2008 to 30-09-2022 6201040
Cabo Silleiro 42:12� N, 9:4� W 40 3 60 Puertos del Estado 06-07-1998 to present 6200084

FIG. 3. Histogram of surface sensible heat flux from ERA5 reanalysis near the CS
buoy cite, during 1st of July 2011 to the 1st of July 2012 (1 year).

FIG. 2. WRF model domain configurations: (a) SCORES domain for 31-year hind-
cast simulations (1990-01-01 to 2021-01-01); (b) Extended domain for 1-year vali-
dation simulations (2011-07-01 to 2012-07-01). Three coastal buoys are shown with
stars in (b). In both figures, the WindFloat Atlantic (WFA) offshore wind farm is
located with a purple star, while four random points, P1, P2, P3, and P4, are illus-
trated with purple solid circles. These five points are utilized in sensitivity with
respect to domain size and resource assessment analysis.

Journal of Renewable
and Sustainable Energy

ARTICLE pubs.aip.org/aip/rse

J. Renewable Sustainable Energy 16, 063306 (2024); doi: 10.1063/5.0222974 16, 063306-5

VC Author(s) 2024

 03 D
ecem

ber 2024 17:19:25

pubs.aip.org/aip/rse


contrast, a high STDE implies that the error is more random, reducing
the physical reliability of the simulation, even if the RMSE or Bias
appears low. Furthermore, the data from ERA5 and CERRA are also
evaluated with respect to the observations to examine the similarity
between the WRF simulations and the reanalysis, providing a compre-
hensive validation of the model’s performance against multiple
datasets.

Figure 4 illustrates bivariate histograms and wind roses of 10m
wind speeds and direction from ERA5, CERRA, and theWRFExt simu-
lations at three buoy sites (Guarda, Cies, and CS), compared with
observations. These datasets cover a period of 1 year, from 01-07-2011
to 01-07-2012. It is noteworthy to mention that buoy locations,
Guarda and Cies, are within 1.5 km from the shore, while CS lies at a
distance of 40 km offshore. Winds at the Guarda and Cies locations
are expected to be significantly influenced by coastal boundaries.
Additionally, wind patterns are affected by variations in surface rough-
ness within the surf zone (the area near the shore where waves break)
due to factors such as viscous smooth flow roughness, aerodynamic
roughness from wave form drag and flow separation, and roughness
caused by spray droplets and foam.49 Wind direction also plays a criti-
cal role in roughness length: winds perpendicular to the coast (onshore
winds) typically generate higher roughness and lower wind speeds due
to wave steepening, while winds parallel to the coast often result in
much lower roughness and higher wind speeds, especially at lower
wind speeds, possibly due to coastal upwelling and short fetch distan-
ces leading to lower wave heights.50

The ERA5 dataset appears to largely underestimate wind speeds at
these two locations, as evident from the significant biases (�2.78 m/s at
Guarda, �1.14 m/s at Cies, and 1.29 m/s at CS) observed. Furthermore,
the ERA5 data show a limitation in reproducing winds exceeding 13 m/
s near coastal boundaries, while observed winds reach up to 20 m/s. In
contrast, bivariate histograms of wind speeds from CERRA and the
WRFExt simulations are comparable, with WRFExt marginally perform-
ing better by reducing the bias (�0.89 m/s at Guarda, 0.13 m/s at Cies,
and 1.21 m/s at CS).

At the Guarda location, the histograms from the three datasets
exhibit a secondary distribution with significant biases as mentioned.
A wind rose comparison revealed two prevailing wind directions in the
observed data, one coming from the north (0�) and another from the
east (90�). While the northerly winds are well captured by all three
datasets, both ERA5 and CERRA failed to represent the easterly winds,
a phenomenon solely reproduced by the WRFExt simulations. To
investigate whether this discrepancy is the root cause of the secondary
distribution observed in the bivariate histograms, we isolated winds
blowing from the east. Gaussian distributions were fitted to these east-
erly winds and are depicted as red dashed ellipses in Fig. 4. It was dis-
covered that indeed, the easterly winds were the source of the observed
discrepancy. From the figure, it is evident that WRFExt significantly
improved the simulation of easterly winds, with the Gaussian ellipse
oriented more toward the 45� line, in contrast to ERA5 and CERRA.
On the other hand, the wind rose diagram at the Cies location shows
that the wind directions are well distributed to all sectors. At this loca-
tion too, the WRFExt simulations closely following the observed wind
directions, while the ERA5 and CERRA are showing visible deviations.

Although the Guarda and Cies locations are in close proximity to
the shore, and are separated by no more than 15 kilometers to one
another, a significant disparity in wind speed and direction exists

between these two sites. To comprehend the physics behind this differ-
ence, we examined the geographical terrain. Guarda is obstructed by
steep topography to the east. Consequently, winds coming from the
west experience a reduction in speed, while land breezes from the east
strengthen, due to the down slope wind. Winds blowing from the
south and north have unrestricted movement, but northerly winds are
notably stronger at this location. Conversely, the Cies buoy is situated
in a channel extending from northwest to southeast, obstructed by a
small island in the north and steep topography in the south. As a
result, northeasterly and southwesterly winds dominate at this loca-
tion. Since the WRFExt simulations are configured with a 500 m grid
resolution, they are well capable of resolving the steep topography and
thereby land-sea interactions, which resulted better wind speed simula-
tions at these two locations.

Finally, the CS buoy is located far offshore, where the three data-
sets exhibit good agreement with observations, reflected in a Pearson’s
correlation coefficient of around 0.9. The WRFExt simulations outper-
form ERA5 and CERRA, showcasing reduced Bias (1.21 m/s), RMSE
(1.91 m/s), MAE (1.48 m/s), and SI (36.66%). Though the ERA5 is
marginally better in terms of the STDE (1.42 m/s), the WRFExt simula-
tions also exhibit a similar STDE of 1.48 m/s, implying that the model
simulations are physically valid. Additionally, the wind directional dis-
tributions depicted in the wind rose indicate that the WRFExt simula-
tions effectively capture the northerly winds prevalent at this location.

The aforementioned traditional metrics provide valuable insights
into model accuracy, but may overlook the significance of subtle
changes in the shape of the wind speed distribution. In wind energy
applications, where wind power density is proportional to the cube of
wind speed, small variations in the distribution can have a pronounced
impact on power generation. To address this limitation, the earth mov-
er’s distance (EMD)51 is introduced as a metric that evaluates differ-
ences in the shape of frequency distributions, which has been referred
to as various names: transportation distance, Kantorovich metric,
Wasserstein metric, Hutchinson metric, etc. The EMD can be inter-
preted as the amount of physical work needed to move a pile of soil in
the shape of one distribution to that of another distribution, making it
particularly relevant for applications where the shape of the distribu-
tion is crucial, such as wind resource assessments and estimates in
power production.52 The EMD calculated using the python scipy stats
package, a lower value indicates close resemblance between the fre-
quency distributions, while a higher value indicates otherwise. Figure 5
illustrates the 10m wind speed distributions from the three datasets in
comparison with buoy observations at the three observational loca-
tions, along with the EMD estimates.

At the Guarda location, the observed distribution extends over a
considerable range, centered around a mode of 5 m/s. In contrast, at
the Cies location, the distribution skews to the left, centering around a
mode of 3 m/s. At both locations, ERA5 exhibits a skewed distribution
centered around a mode of 3 m/s. It significantly underestimates wind
speed frequencies beyond 7 m/s, while overestimating frequencies
around 3 m/s. These observations align with the large negative biases
estimated earlier. CERRA and WRFExt simulations present similar
wind speed distributions at the Guarda location. They underestimate
high wind speed frequencies and overestimate low wind speed fre-
quencies, with the WRFExt distribution slightly aligning better with the
observed one. This alignment is consistent with the negative biases
observed earlier, where WRFExt simulations perform slightly better. In
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contrast, at the Cies location, the CERRA distribution shifts to the left
of the observed one, overestimating low wind frequencies and underes-
timating high wind frequencies. Meanwhile, the WRFExt distribution
shifts to the right of the observed one, overestimating high wind
frequencies and underestimating low wind frequencies. These
shifts are in line with the negative bias for CERRA and positive bias
for WRFExt observed earlier. At these two locations, ERA5 is
observed to have a higher EMD value, indicating significant dis-
similarity with respect to the observed distribution. In contrast,
WRFExt is found to have a lower EMD value, implying better agree-
ment with the observed distribution.

At the CS location, observations reveal a wider distribution with
two peaks, one at 3 m/s and another at 7 m/s. The distributions from
ERA5, CERRA, and WRFExt also exhibit bimodal peaks and consis-
tently shift to the right of the observed one, implying an overestima-
tion of all wind speed frequencies. Notably, the WRFExt distribution is
slightly closer to the observed one during high wind speeds, leading to
the reduction in wind speed bias, as observed earlier. At this location,
the CERRA distribution is noted to have a higher EMD value, while
the WRFExt distribution has the least EMD value, indicating better
agreement of the WRF simulations with observations. The WRFExt
simulations consistently exhibit better agreement with observed wind

FIG. 4. Bivariate histograms depicting the 10m wind speed distribution from ERA5 (first column), CERRA (second column), and WRFExt simulations (third column), compared
with three buoy observations: Guarda (first row), Cies (second row), and CS (third row). The number of occurrences is presented in log count, with darker (lighter) color indicat-
ing low (high) occurrence. The red dashed ellipses shown in Guarda subfigures are explained in the main text. The evaluation statistics including Bias, RMSE, Pearson’s corre-
lation (r), standard deviation error (STDE), mean absolute error (MAE), and the scatter index (SI) are computed to assess the agreement between the three datasets and
observational data. Additionally, the wind roses (fourth column) illustrate the comparison of 10 m wind direction among the four datasets, buoy observations, ERA5, CERRA,
and WRFExt simulations, at the three buoy locations Guarda (first row), Cies (second row), and CS (third row). The data span a collection period from 01-07-2011 to 01-07-
2022, covering a year-long duration.
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patterns, suggestion improved performance for precise wind resource
assessments.

B. Sensitivity with respect to domain size

So far, we have assessed the accuracy of the WRFExt simulations,
covering the observational period from 01-01-2011 to 01-01-2012.
Since our primary focus has been on wind resource assessment for
31 years using the WRFSCORES simulations, no tall tower observational
data are available within this domain to validate the simulations. In
light of this and prove the better agreement between WRFExt and
observations seen earlier, we have no choice but to utilize WRFExt sim-
ulations as a reference to evaluate the accuracy of WRFSCORES simula-
tions. In doing so, we compared wind speed at two heights (120 and
150m), extracted at the five locations P1, P2, P3, P4, and WFA, from
both the domains (which are illustrated in Fig. 2), spanning for 1 year
from 01 to 07-2011 to 01-07-2012, and the results are illustrated in
Fig. 6.

The bivariate histograms clearly show that the wind speeds are
perfectly aligning along the one-to-one line, with a Pearson’s correla-
tion coefficient ranging between 0.96 and 0.98, implying a better agree-
ment between the two datasets. In addition, the RMSE scores are
marginally differed, with 0.01 m/s at P1, 0.02 m/s at P2, 0.1 m/s at P3,
0.03 m/s at P4, and 0.07, which corroborates the better agreement
between the two datasets. Upon a close inspection, it is observed that

FIG. 5. Comparison of 10 m wind speed distributions from ERA5, CERRA, and
WRFExt datasets, with respect to the buoy observations, at locations: Guarda (first
row), Cies (second row), and CS (third row). The EMD is calculated and shown,
assessing dissimilarities between the datasets and observational data.

FIG. 6. Bivariate histograms depicting the 120 m (column 1) and 150 m (column 2)
wind speed distributions from WRFSCORES and WRFExt simulations, at points P1
(row 1), P2 (row 2), P3 (row 3), P4 (row 4), and WFA (row 5), during the period
from 01-07-2011 to 01-07-2012, covering a year-long duration. The evaluation sta-
tistics (RMSE, r, MAE, SI, and the EMD) are computed to assess the agreement
between the two datasets.

Journal of Renewable
and Sustainable Energy

ARTICLE pubs.aip.org/aip/rse

J. Renewable Sustainable Energy 16, 063306 (2024); doi: 10.1063/5.0222974 16, 063306-8

VC Author(s) 2024

 03 D
ecem

ber 2024 17:19:25

pubs.aip.org/aip/rse


the histograms have thinner spread at the sample points P1 and P2,
while the spread is little higher at points P3 and WFA. The same is
quantified through the scatter index, which is seen to be around 15%
at P1 and P2, while the same is around 20% at P3 and WFA. These
deviations lead to the marginal differences seen in terms of RMSE,
MAE, and EMD. More specifically, the EMD is seen to be the least at
P1, while the same is gradually increased as moving away from the
coast, with P3 being the highest. Though a pattern is observed such as
moving away from the coast resulted increasing differences, the differ-
ences are marginal. In Sec. III A, the validity of the wind dataset from
the WRFExt simulations was quantified and was found to be compara-
ble with respect to observations as well as other reanalysis through
intermediate comparison. Given the similarity of the WRFExt and
WRFSCORES results, we contend that the WRFSCORES setup can be used
in full scale wind resource assessment.

IV. WIND RESOURCE ASSESSMENT

By utilizing the WRFSCORES domain, we generate a 31-year long
wind dataset for a robust wind resource assessment. To align with real-
world conditions, we employ established wind turbine models in wind
energy estimation. The WindFloat Atlantic (WFA) offshore wind farm
in our area of interest utilizes the MHI-Vestas V164-8.4MW turbine,
featuring a 164 m rotor diameter, 125 m hub height, and a rated capac-
ity of 8.4MW. As the power curve for this model is unavailable, we
adopt the LEANWIND 8MW-164-RWT turbine power curve,53

which shares similar specifications. Additionally, for a comprehensive
analysis, we incorporate the IEA 15MW-240-RWT turbine model54 to
explore future wind energy production capabilities. The power curves
of both turbines as a function of wind speed along with the necessary
turbine specifications are illustrated in Fig. 7. To estimate the turbine
power output Pt , we followed a similar methodology adopted in wind-
powerlib,55 such that, a spline approximation is first made with the
turbine power curve, then the power output is estimated correspond-
ing to the wind speed at the hub height. Needless to say, the power out-
puts are capped at cut-in and cutout wind speeds. For reference, the
spline approximations of power curves are also presented in Fig. 7 as
solid line. This method allows one to estimate wind power output at
every time instance, making it possible for analysis at all time-scales.

Once the turbine power is estimated, the power is normalized by
the rated power (Pr) to define the instantaneous capacity factor CF as

CF ¼ Pt
Pr

: (2)

This allows the analysis to be performed independently of the mag-
nitude of the power of the reference wind turbine and can be scaled
by future installed farm capacity where required.56 A similar meth-
odology has been adopted by many researchers in analyzing the
wind resources at various time scales.57–59 With the CF values hav-
ing in hand, to find total energy (MWh) output in a single hour,
one would simply multiply the hour’s CF by the rated power
(MW) and by 1 h59 as

Et ¼ CF � Pr � 1 MWhð Þ: (3)

Subsequently, the Annual Energy Production (AEP) can be computed
during 1 year period in terms of mean CF as

AEP ¼ n� CF � Pr � 1 MWhð Þ: (4)

Here, n is the number of hours in a given 1 year period.

A. Wind resource assessment and pattern
identification

Figure 8 illustrates the mean wind resources averaged over a 31-
year period, such as mean wind speed and mean capacity factor, at the
turbine height levels 120 and 150 m. In a larger context, the mean
resources are seen to be varying with respect to distance from the coast,
as well as with respect to change in height level (associated with rated
capacity of turbines). Mean wind speed at 120 m level is ranging
between< 7 m/s (near shore) and 7.7 m/s (far shore), while at 150 m
level is ranging between 7 m/s (near shore) and 7.9 m/s (far shore). On
the other hand, the capacity factor at 120 m and from the 8MW tur-
bine model is ranging between< 35% (near shore) to 39% (far shore),
while the same at 150 m level and from 15MW turbine model is rang-
ing between 35% (ner shore) and 45% (far shore). Considering a wind
farm located at the maximum CF region, the average AEP from the
8MW turbine during 31years would be 27.61GWh, while the same
from the 15MW turbine would be 58.70GWh, which is 112% higher
than the previous. Similarly in order to examine the spatial advantage
within the domain, consider a wind farm located 1 km near to the
coast while another at the maximum CF region some where around
30km away from the coast. There exist a 4% difference in mean CF for
8MW turbine model, which results a 2.8GWh difference in AEP. On

FIG. 7. Power curves of the LEANWIND
8MW-164-RWT turbine (left) and IEA
15MW-240-RWT turbine (right). The solid
circles represent the manufacturer power
curve, while the solid line represents the
spline approximation.
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the contrary, a 10% difference is observed for the 15MW turbine
model, which results a 13.14GWh difference in AEP. From these, it is
clearly evident that moving farther from the coast and adopting the
15MW turbine model have significant advantage compared to the
near shore location and 8MW turbine model, in terms of power
production.

A qualitative assessment is conducted at the five points: P1, P2,
P3, P4, and WFA, which are roughly away from the coast by 11, 22,
28, 30, and 20 km, respectively. The 31-year mean CF and mean AEP
are estimated at these points, and are presented in Table IV. Among
these points, P1 is having least mean CF value, while the P4 is having
highest. For the 8MW turbine model, the CF changes by 3% by mov-
ing from the near-shore point P1 to far-shore point P4, which results
in a difference of 2.52GWh AEP. Similarly, for the 15MW turbine
model, moving from P1 to P4 results 4% change in CF and 5.37GWh

FIG. 8. Surface plots illustrating wind
speed (column 1) and capacity factor (col-
umn 2) averaged over a 31-year period
(from 01-01-1990 to 01-01-2021), at the
turbine height levels 120 m (row 1) and
150 m (row 2). The capacity factors are
estimated using the 8 MW turbine model
at 120 m level and the 15MW turbine
model at 150 m level. The solid ellipses
illustrated in each subplot represent the
tongue-like resource maxima, which dis-
cussed further in the text.

TABLE IV. Mean CF and average AEP at different locations over a 31-year period.

Location

120 m, 8 MW 150 m, 15 MW

Mean CF (%) AEP (GWh) Mean CF (%) AEP (GWh)

P1 36.0 25.11 41.0 53.32
P2 38.0 27.00 43.0 57.09
P3 38.0 26.87 44.0 57.68
P4 39.0 27.61 45.0 58.70
WFA 37.0 26.14 42.0 55.74

FIG. 9. Contours of combined diurnal and annual variability of mean CF values at
point P2. Hourly values of CF are sampled by conditioning respective to each month
and averaged over a 31-year period (from 01-01-1990 to 01-01-2021). Top row
depicting the variability from the 8MW turbine model while the bottom row depicting
the variability from 15MW turbine model.
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in AEP. Though the gain in CF seems marginal (3%–4%) by moving
19 km further offshore, the quantitative gain in the AEP does have sig-
nificant implications on cost analysis. On the contrary, moving from
the existing WFA location to P4 results 2% change in CF and
1.47GWh in AEP for the 8MW turbine model, whereas, 3% change
in CF and 2.96GWh in AEP for the 15MW turbine model. These
finding suggest that a careful examination of climatology is of para-
mount importance before full scale deployment of wind farms.

A closer examination of the mean wind resources depicted in
Fig. 8 reveals a distinctive tongue-like pattern of maxima running
parallel to the coastline (represented by solid ellipses in each sub-
plot). This characteristic points toward the influence of an underly-
ing weather phenomenon associated with coastal effects. To further
understand its characteristics, we plotted the combined diurnal-
annual cycle of CF at point P2, from both turbine models, as shown
in Fig. 9. It turns out that the weather phenomenon has a strong
diurnal pattern and seasonal dependence. The diurnal trend of CF
increasing post afternoon and reaching maxima at 1800UTC is per-
sisting during spring to autumn seasons, with an intensification
during summer. Based on past studies,60–62 we recognize that IPCJ
is the underlying weather phenomenon responsible for the
observed wind maxima. Coastal jets are primarily a consequence of
the thermal contrast between warm land and cold ocean; the result-
ing coast-parallel winds are the geostrophically adjusted response
to the thermal gradient and Coriolis deflection.63 Ranjha et al.60

first identified the existence of IPCJ, occurring only during summer
months (JJA), which is related to the presence of Azores High in
the Northern Atlantic during this period, which gives rise to the
coast-parallel flow and consequently coastal low-level jet. Soares
et al.61 further examined the seasonality of the IPCJ and found that
the frequency of occurrence of coastal jets is 10%–12% during
Spring months (MAM), increases to 30% during Summer (JJA),
and then decreases to 8%–10% by Autumn (SON).

To further support our claim that the IPCJ are, indeed, the source
of tongue-like wind resource maxima along the coast, we analyzed the
seasonal maps of mean capacity factor from the two turbine power

curves, as shown in Fig. 10. From the maps, it is evident that a tongue-
like maxima persist during Spring, Summer, and Autumn seasons,
with more pronounced during Summer (red ellipse), which is confirm-
ing that the IPCJ is responsible for the intensified wind and capacity
factor maxima. Though the capacity factor is generally high during
Winter months, they are not associated with the coastal jets, but with
easterly winds from land, and has different dynamics (cold land and
warm ocean), falling more into the katabatic flow category.61 Overall,
the mean capacity factor seen highest during Winter, decreasing
slightly during Spring, then reaching peak again during Summer, then
falling to minimum during Autumn.

An interesting neck-like contraction pattern (around 41.7N lati-
tude) is found during summer mean CF, while a weak one during the
spring and autumn maps (represented by the solid black ellipses in
Fig. 10 third column). When the coast-parallel flow interacts with
points and capes at the coast, gravity waves are excited. These gravity
waves propagate on the marine atmospheric boundary layer inversion
and are responsible for the adjustment of the flow that leads to changes
in the wind speed and direction in the lee of the headlands. The flow
becomes supercritical (subcritical) if the gravity waves have a phase
speed that is lower (higher) than the wind speed. If the coast opens
away from the flow, in the lee of the headland, and the flow is super-
critical, an expansion fan develops. This expansion fan is responsible
for the turn of the wind direction toward the coast, and for the
decrease in the MABL height, leading to an increase in the wind speed
through a Bernoulli effect.62 Though the cape (41.73N, 8.9W) seems
really small compared to the one mentioned in Rijo et al.,62 it does
seem have an impact on the intensity of IPCJ very close to the coast. In
our context of suitable location for maximum wind power potential,
the existing WindFloat Atlantic wind farm exactly located in the neck
region, making it relatively less suitable, compared to points P2 or P4,
which situated in the expansion fan region. This actually explains the
marginal differences seen in mean CF earlier. We can confidently
assert that this discovery is possible through the use of gray-zone reso-
lution simulations, implying the significance of our dataset, and the
need for high-fidelity resource assessments.

FIG. 10. Surface plots illustrating seasonal mean capacity factors during Winter (DJF) (column 1), Spring (MAM) (column 2), Summer (JJA) (column 3), and Autumn (SON)
(column 4) months. The capacity factors are estimated using the turbine models: 8 MW and 120 m wind speed (row 1) and 15MW and 150 m wind speed (row 2). The solid
ellipses illustrated in the third column subplots represent the neck-like contraction, which is further discussed in the text. The red ellipse holds similar reasoning seen in Fig. 8.
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Earlier studies60,61 reported that the maximum wind speed in the
vertical profile of the IPCJ (core height) is around 400 m. However,
our analysis for the same day (19 August of 2007) showed that the
core height is well below 200 m height (Fig. 11), which is very close to
the turbine hub height. This means winds increase drastically from
surface to the jet height, significantly amplifying the wind power
potential at higher altitudes up to the jet core height. The same is evi-
dent in the significantly higher capacity factor from the 15MW turbine
model and 150 m winds, compared to the 8MW turbine. One possible
reason for the increased jet core height is the increase in horizontal
and vertical resolutions of the model simulations.

B. Resource variability

To examine the resource variability across diurnal and annual
time-scales, we plotted the mean CF values at the five points, averaged
over the respective time-scales, as shown in Fig. 12. The plots also
depict the variability within the wind speed level and turbine models
adopted in this study. From this figure, it is clear that the capacity fac-
tors have well defined diurnal cycle, with minimum CF occurring
around 1100UTC and maximum occurring around 1800UTC.
Similarly, the CF values also show an annual variability, reaching max-
imum during July and minimum during September. These variability
cycles are exactly aligning with the occurrence of IPCJ, reported in ear-
lier studies,61,62 confirming that the IPCJ are the major player in decid-
ing the wind resources in our domain of interest. Needless to say, the
CF values from the 15MW turbine model are 5% higher compared to
its counterpart, at each location, implying the advantage by adopting
advanced turbine model solely in terms of power produced.

In the diurnal cycle, during 0000UTC to 1400UTC, the capacity
factor values are in the increasing order of P1, WFA, P2, P3, and P4,
which is indeed seen in Table IV. However, right after this time and
until 2000UTC, the capacity factor values at P1, P2, and P4 reach
higher than the P3 and WFA, which is exactly inline with the previous

FIG. 11. Vertical profiles of simulated wind
speed at point P2, during 19th of August
2007.

FIG. 12. Time-series plots illustrating the variability of mean CF over a 31-year
period (from 01-01-1990 to 01-01-2021), averaged over every hour (first row)
depicting diurnal variability and averaged over every month (second row) depicting
annual variability. Each plot depicting CF values from 120 m wind speed and 8MW
turbine model (solid lines) and from 150 m wind speed and 15MW turbine model
(dashed lines), at points P1, P2, P3, P4, and WFA.
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analogy of cape interaction resulted in neck-like contraction. After
2000UTC, again the capacity factor values decrease and come to their
previous trend. A similar trend is seen in the annual cycle as well. The
capacity factor values are in the increasing order of P1, WFA, P2, P3,
and P4, from December to May. Right during the peak summer time
(JJA), the CF values at P1, P2, and P4 reach higher than the P3 and
WFA. From both of these cycles, and from Fig. 10, it is further con-
firmed that the neck-like contraction is a phenomenon associated with
the IPCJ, which does have significant influence on the wind power
potential.

Finally, the interannual variability of capacity factors at the five
locations and from both the turbine models is depicted in Fig. 13. The
mean CF values at all locations are seen to be the highest during 2013,
while least during 2004 and 2012. During all years, the mean CF at P4
are seen to be the highest among all points, while at P1 being the low-
est. Furthermore, a consistent difference of 4%–6% is observed
between these two locations during all years, for the 8MW turbine
model as well as the 15MW turbine model, which is in line with the
findings from previous sections. In addition, there exists a consistent
difference of 10% between the mean CF at P1 from the 8MW turbine
and the mean CF at P4 from the 15MW turbine models, which is also
inline with the findings from previous sections. These findings corrob-
orate the conclusion that the P4 locations as the maximum CF yielding
while the 15MW turbine model as the best suitable model. Apart from
these, a more interesting observations is that the difference in mean
CF values between 2012 and 2013years at all respective points is
roughly 15%. This difference accounts for a change of 10.5GWh AEP
for the 8MW turbine model and 19.7GWh AEP for the 15MW
model. Estimation of such interannual fluctuations allows one to accu-
rately design the wind farms to extract maximum wind energy that is
available.

While acknowledging the substantial impact of teleconnections
such as the North Atlantic Oscillation, East Atlantic, and Scandinavian
modes on wind resources, this study refrains from an in-depth analysis
of these influences. Recent research64–66 has comprehensively explored

the intricate interplay between large-scale circulation patterns and
wind power potential in the Iberian Peninsula. However, the current
work deliberately focuses on a detailed examination of local wind
resource variabilities, leaving a comprehensive investigation of broader
teleconnections for future research endeavors.

V. CONCLUSIONS

In conclusion, the comprehensive analysis of wind speed distribu-
tions at various observational locations along the Portuguese coast
highlights the significant role of the WRF simulations at 500 m resolu-
tion, in providing reliable and accurate representations of observed
wind patterns. While ERA5 and CERRA exhibit notable discrepancies,
the WRF simulations consistently demonstrate improved performance
in capturing the complexity of wind speed distributions. This superior-
ity is evident in reduced biases, closer alignment with observed distri-
butions, and lower Earth Mover’s Distance values.

Furthermore, our comprehensive wind resource assessment, uti-
lizing the 31-year wind dataset, reveals valuable insight of coastal
effects on offshore wind energy production along the Portugal coast.
By adopting established wind turbine power curves, such as the MHI-
Vestas V164-8.4MW and IEA 15MW-240-RWT, we estimated
turbine power output and subsequently normalized it to define the
capacity factor (CF). The mean wind resources exhibit distinct varia-
tions with proximity to the coast and changes in turbine hub-height
levels. The presence of IPCJ is identified as a key factor influencing
wind maxima, particularly during Spring, Summer, and Autumn sea-
sons. Spatially, points situated further offshore demonstrate higher CF
values, emphasizing the significance of location in wind farm planning.
The diurnal and annual variability in CF aligns with the IPCJ occur-
rence, highlighting its impact on wind power potential. Our findings
underscore the importance of considering climatology and turbine
power curve selection for optimizing wind farm deployment, with
potential implications for energy production and cost analysis. Overall,
this study provides valuable insight into the dynamics of wind resour-
ces in the Portugal coast region, supporting informed decision-making
for sustainable offshore wind energy projects.

The generated wind dataset can be utilized in various follow-up
projects. This includes, but is not limited to, investigating the impact of
teleconnection indices on wind resources. Moreover, the dataset pro-
vides a foundation for characterizing extreme events, such as wind
ramps, at sub-hourly time scales. Additionally, wind turbine wakes are
one of the most important aspects of wind power meteorology because
they decrease the power production and increase the loading of down-
stream wind turbines.67,68 A horizontal resolution of a few hundred
meters is needed to place each turbine of a wind farm in individual
cells and account for intra-farm wake effects.69 We believe that the
WRF model-generated data at a gray-zone resolution of 500 m could
be very valuable for wake calculations and offers an opportunity to
delve deeper into understanding both intra-farm and farm-to-farm
wake losses. These avenues for further research will contribute to the
growing field of offshore wind energy research.
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