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Abstract—In this paper, an automatic labelling process is
presented for automotive datasets, leveraging on complementary
information from LiDAR and camera. The generated labels are
then used as ground truth with the corresponding 4D radar
data as inputs to a proposed semantic segmentation network, to
associate a class label to each spatial voxel. Promising results
are shown by applying both approaches to the publicly shared
RaDelft dataset, with the proposed network achieving over 65%
of the LiDAR detection performance, improving 13.2% in vehicle
detection probability, and reducing 0.54 m in terms of Chamfer
distance, compared to variants inspired from the literature.

Index Terms—automotive radar, automatic labelling, semantic
segmentation

I. INTRODUCTION

Radar’s robustness in adverse weather and ability to provide
dynamic information makes it a valuable complement to
cameras and LiDAR in advanced driver-assistance systems
(ADAS) [1]. Although deep learning methods for semantic
segmentation are well-developed for RGB images and LiDAR
point clouds (PCs), their application in radar remains underex-
plored, especially with 4D radar data that includes additional
elevation information [2] [3] [4] [5]. This paper addresses
this research gap by proposing a method to perform semantic
segmentation directly on the range-azimuth-elevation-Doppler
(RAED) tensor. Additionally, a novel automatic labelling
process is introduced to generate point-by-point multi-class
labels in the RaDelft dataset, thus enabling joint detection and
classification using radar data.

II. PROPOSED AUTOMATIC LABELLING PROCESS

The work in this paper uses the RaDelft dataset, with 4D
radar tensors, LiDAR Point Clouds, and RGB images for
16975 frames across 7 different driving scenes recorded in
Delft. Additional details on the dataset collection setup are
discussed in [6]. 4D radar tensors are generated from the
raw data by applying two 2D FFTs to create RAED tensors.
Each radar tensor has two channel dimensions: a Range-
Azimuth-Doppler (RAD) tensor containing power values, and
another one containing single elevation values from 1 to 34,
corresponding to the highest power return. Consequently, the
dimension of the RAED tensor is 2 × 128 × 240 × 500
(NC × ND × NA × NR), representing channel, Doppler,
azimuth, and range, respectively.

For semantic segmentation, point-by-point multi-class labels
are necessary. However, the RaDelft dataset does not provide

labels, hence an automatic labelling process is proposed and
explained in the following sections. The whole process is
illustrated in Fig. 1.

A. Automatic labelling approach

1) Preliminary object label generation: Benefiting from the
rapid development of 3D object detection only using LiDAR
PCs, rough object labels can be generated by applying a pre-
trained detection model directly to the LiDAR PCs. Here,
we use the anchor-free ‘Part-A2 model’ [8] trained on the
KITTI dataset [9]. As the pre-trained model is not specifically
designed or trained for the RaDelft dataset, its performance
is not optimized. The KITTI dataset uses a 64-layer Velo-
dyne LiDAR, while the RaDelft uses a 128-layer RoboSense
LiDAR, resulting in denser PCs. This increased density partic-
ularly affects the detection of nearby bicycles, which may be
misclassified as ground or buildings. To mitigate this, we first
downsample the LiDAR PCs to reduce their density before
applying the pre-trained model. A high-confidence threshold
of 0.5 is set to ensure detection accuracy and retain only
bounding boxes with class information. Using seven bounding
box parameters such as center coordinates x, y, z, bounding
box size dx, dy, dz , and rotation angle heading along the
z-axis, the vertex coordinates in Cartesian coordinates are
generated. Points within each bounding box are then assigned
the corresponding class.

To align with the radar parameters, the whole LiDAR PCs
are then cropped to fit the radar view with an azimuth angle
from −70◦ to 70◦, a maximum unambiguous range of 51.4
m, and an elevation angle from −15◦ to 15◦. In this cropping
process, the transformation from LiDAR to radar view is
applied. After cropping, the PCs are transformed back to the
LiDAR view for calibration. Notably, LiDAR detects ground
points, which can form dense clusters and negatively impact
radar detection. To mitigate this, the ground points can be
adaptively eliminated by ‘Patchwork++’ [10] so that only four
classes of targets remain, i.e., ‘scenario objects’, ‘pedestrians’,
‘vehicles’, and ‘bicycles’.

2) Calibration process: Despite setting a high confidence
threshold, some mis-labelling events still occur. To address
this, RGB images can be used for calibration. As the camera is
placed directly below the radar, this alignment ensures that its
view overlaps with the central field of view of the radar, which
is more crucial than the side view. We employ the transformer-IC
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Fig. 1. Block diagram of the proposed automatic labelling process using LiDAR point clouds (PCs) and RGB images [7]. First, preliminary labels on
LiDAR PCs are generated by a pre-trained object detection model. Semantic information from the images is then used to calibrate key labels in the central
view, followed by label consistency adjustment using DBSCAN. Finally, point-by-point multi-class labels are generated by coordinate transformation and
voxelization.

Automatic labeling results Manual labeling results

Corresponding image

Scenario objects Pedestrians
Vehicles Bicycles

Fig. 2. Automatic vs manual labelling results for a complex scene, with a reference camera image provided. The color bar distinguishes the 4 labelled classes.

based pre-trained model ‘OneFormer’ [11] to extract semantic
information from camera data. Inspired by [12], extrinsic
calibration parameters between the camera and LiDAR can
be used to estimate the relative rigid transformation between
them, i.e., a projection from the 3D LiDAR PCs to the 2D
camera images to align the PCs with the image pixels. A 25-
m distance threshold is also set to use semantic information
from the camera as labels, so that the new labels for the points
close to the sensors are assigned to labels generated from the
camera, while the distant points retain their original labels.

Despite combining semantic information from two sensors
and focusing on central view targets, labelling imperfections
remain, such as incomplete labelling of large objects due to
small bounding boxes. To address this, label consistency ad-
justment is applied using the Density-Based Spatial Clustering
of Applications with Noise (DBSCAN) algorithm to identify
clusters in the PCs [13]. In each cluster, labels are assigned
to the same class via majority voting. To detect small clusters
and differentiate closely located targets, we set ϵ = 0.6, and
minPts = 100. Finally, refined labels are generated.

3) Tranformation and voxelization: As the radar data is
structured as a cube in polar coordinates, directly using non-
uniform LiDAR PCs in Cartesian coordinates as labels is
infeasible. Thus, we first rotate and translate the LiDAR PCs

to align with the radar view and voxelize the LiDAR PCs to
convert them into a cube with the dimension 500× 240× 34
(NR × NA × NE) representing range, azimuth, & elevation,
respectively. Each voxel in the cube requires a label, defined
by majority voting as 0 for ‘empty’, 1 for ‘scenario objects’,
2 for ‘pedestrians’, 3 for ‘vehicles’, and 4 for ‘bicycles’.

TABLE I
QUANTITATIVE METRICS OF THE DESIGNED AUTOMATIC LABELLING

RESULTS COMPARED TO MANUAL LABELLING RESULTS.

Class Precision Recall F1-score

Scenario objects 0.98 0.99 0.99
Vehicles 0.95 0.81 0.88
Bicycles 0.79 0.87 0.83
Pedestrians 0.67 0.72 0.69

B. Automatic labelling results

1) Qualitative results: Fig. 2 compares the proposed auto-
matic vs manual labelling results for a sample frame. The
majority of points are correctly labeled in the automatic
labelling process, with the exception of some points within the
green box highlighted in the figure. There, multiple bicycles
are closely parked, complicating the generation of bounding

Authorized licensed use limited to: TU Delft Library. Downloaded on July 24,2025 at 12:41:36 UTC from IEEE Xplore.  Restrictions apply. 



boxes during the preliminary object labelling process. How-
ever, through the calibration process, points within the 25m
range are correctly calibrated to the ‘bicycles’ class.

2) Quantitative results: For a quantitative evaluation of the
proposed automatic labelling, we randomly selected 50 frames
from 7 different scenes for manual expert labelling. Precision,
recall, and F1-score metrics were then used to compare the
automatic labelling with the manual labels. The results are
shown in Table I. The performance for ‘scenario objects’ and
‘vehicles’ is satisfactory, while the performance for ‘bicycles’
and ‘pedestrians’ is slightly lower, which is expected with the
greater difficulty in automatically labelling smaller targets.

III. PROPOSED SEMANTIC SEGMENTATION NETWORK

Original 4D radar tensor

  

2D FPN (Resnet
18 Backbone

2D FPN (Resnet
18 Backbone

3D Occupancy
Latent Space

  

Class
Latent Space

  

3D Semantic
Information

Latent Space

  

3D U-Net (5
layers)

3D Semantic
Segmentation Results 

Data preprocessing 

Radar tensor in the
Polar Coordiante

  

2D Backbone

3D Backbone

Fig. 3. Proposed radar semantic segmentation approach [7]. A radar tensor
in polar coordinates with dimensions NR × NA × NE is generated after
data preprocessing. Next, a 2D backbone with two individual branches
is constructed to generate the 3D occupancy latent space and the class
latent space, respectively. These latent spaces are then combined through
broadcasting to form a new 3D semantic segmentation latent space. Finally,
a 3D backbone is used to produce the output, providing the probability of
occurrence for each class at every voxel.

A. Proposed network architecture for semantic segmentation

The original RAED tensor from the RaDelft dataset has
dimensions of NC × ND × NA × NR, where the elevation
information is embedded within the second dimension of NC ,
making it less intuitive to use. Moreover, the ground truth
generated from LiDAR lacks Doppler information. To address
this, the RAED tensor is transformed into a Range-Azimuth-
Elevation (RAE) tensor with dimensions 500×240×34 (NR×
NA × NE). In this transformation, each voxel’s value is the
average power from the corresponding spatial location in the
original radar tensor in polar coordinates.

Starting from this tensor, the proposed semantic segmen-
tation network begins with a 2D backbone to generate two
individual feature maps, as shown in Fig. 3. The first branch
uses a Feature Pyramidal Network (FPN) [14] structure with

a Resnet-18 backbone to extract the multi-scale features and
finally generate a 3D occupancy latent space with the dimen-
sion NR × NA × NE . The second branch also utilizes an
FPN structure with a ResNet-18 backbone, but with different
channels to produce the class latent space with dimensions
C × NR × NA (C = 4 in this work, i.e., 4 classes of
interest). These two feature maps are then combined, utilizing
the broadcast property, to construct a 3D semantic information
latent space with dimensions C×NR×NA×NE . The second
part of the network uses a 3D backbone to integrate the 3D
occupancy with class feature maps. A 3D U-Net [15] with
five layers is constructed for this purpose. This architecture
produces 3D semantic segmentation results with dimensions
C × NR × NA × NE , and is more computationally efficient
than using a 3D convolutional network.

A combination of weighted cross-entropy (wCE) loss and
soft-dice (SDice) loss is used for training. The wCE loss
is designed for voxel-wise classification and addresses class
imbalance, while the SDice loss is effective for shape segmen-
tation. The network is trained using 80% of the data from five
of the seven scenarios, with the remaining 20% reserved for
validation. The two remaining scenarios are used for testing
as they are completely unseen for the network.

B. Semantic segmentation results

1) Qualitative results: The 3D semantic segmentation out-
puts are transformed into Cartesian coordinates to compare
with LiDAR ground truth visually. Fig. 4 shows the generated
radar PCs with class information, the corresponding LiDAR
PCs ground truth, and the reference camera image. The results
indicate that the generated radar PCs successfully detect most
targets within the field of view (FoV). Close vehicles are
accurately segmented. Among all vehicles in the FoV, those
bounded by the purple box are dynamic, and their segmen-
tation benefits from the radar’s Doppler information. More
distant pedestrians or vehicles are harder to segment. For static
bicycles on the left hand side, some are correctly segmented
into their class, while others are incorrectly classified as
vehicles due to their dense arrangement. This indicates that
radar is more effective at segmenting close-by and dynamic
targets compared to others.

2) Quantitative results: Since radar PCs are noisier than
those from LiDAR and include reflections also from optically
occluded objects, traditional semantic segmentation metrics
such as Intersection over Union (IoU) are not suitable. To si-
multaneously evaluate detection & segmentation performance,
we calculate the detection probability (Pd) and false alarm rate
(Pfa) for all classes and for each individual class. Notably, we
put the ‘pedestrians’ and ‘bicycles’ in the same class to con-
sider vulnerable road users (VRUs). Additionally, the Chamfer
distance is computed for all classes, ‘scenario objects’ only,
and all targets to measure the similarity between their PCs.

As there are no existing multi-class semantic segmentation
methods in 3D space using RAED radar tensors as input
and LiDAR PCs as ground truth, direct comparisons are
challenging. Thus, we compare our approach with two adapted
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Generated radar PCs LiDAR ground truth

Corresponding image

Scenario objects Pedestrians
Vehicles Bicycles

Fig. 4. Generated radar PCs with class information and LiDAR ground truth are presented for a complex scene. The corresponding RGB image is provided
for reference. The color bar with the 4 labeled classes is the same as the one used in the labelling process.

TABLE II
PERFORMANCE OF THE PROPOSED SEMANTIC SEGMENTATION NETWORK VS VARIANTS INSPIRED FROM THE LITERATURE. RESULTS IN () ARE FOR

VERSIONS OF EACH NETWORK TRAINED WITH THE CLASSES ‘PEDESTRIANS’ & ‘BICYCLES’ COMBINED INTO A ‘VRU’ CLASS. THE BEST PERFORMANCE
FOR EACH METRIC IS MARKED IN BOLD.

Methods Pd All ↑ Pfa All ↓ Pd Scenario ↑ Pd Vehicles ↑ Pd VRU ↑ CDAll ↓ CDScenario ↓ CDTargets ↓

Baseline (VRU) 63.1%
(65.1%)

3.55%
(3.09%)

60.7%
(61.6%)

34.8%
(47.9%)

23.1%
(25.3%)

2.15m
(1.86m)

2.45m
(2.15m)

6.73m
(5.79m)

Baseline + Res (VRU) 63.0%
(63.2%)

3.41%
(2.98%)

60.9%
(58.4%)

35.9%
(42.6%)

24.2%
(25.8%)

1.97m
(1.77m)

2.23m
(2.08m)

5.95m
(5.33m)

Variant 1 [16] (VRU) 54.2%
(60.4%)

3.05%
(3.38%)

49.9%
(57.9%)

32.9%
(34.7%)

21.3%
(22.4%)

2.34m
(2.31m)

2.79m
(2.61m)

7.53m
(7.40m)

Variant 2 [17] (VRU) 42.4%
(46.8%)

2.43%
(2.77%)

39.1%
(42.1%)

20.8%
(28.7%)

13.7%
(16.8%)

2.81m
(2.69 m)

3.55m
(3.23 m)

8.14m
(7.79m)

methods from the literature. The first comparison is with the
network proposed by [16], which uses the original data from
the RaDelft dataset as input and adapts their data-driven de-
tection network into a semantic segmentation network, named
‘Variant 1’. The second comparison is with [17], where the
input is made sparse by retaining only the top 10% of values,
and the detection head is removed to modify the network into
a semantic segmentation network, named ‘Variant 2’. We also
consider an improved baseline, where the 3D U-Net in the
3D backbone is modified with a residual structure, ‘Baseline
+ Res’. For each network, we also train a version where
‘pedestrians’ & ‘bicycles’ are merged into a ‘VRU’ class.

The performance evaluation uses the following metrics:
• Pd All: Detection probability for all points.
• Pd Scenario: Detection probability for ‘scenario objects’.
• Pd Vehicles: Detection probability for vehicles.
• Pd VRU: Detection probability for VRUs.
• Pfa All: False alarm rate for all points.
• CDAll: Chamfer distance for all points.
• CDScenario: Chamfer distance for ‘scenario objects’.
• CDTargets: Chamfer distance for all targets except ‘sce-

nario objects’.
Table II presents the metrics averaged across all test data.

Radar point clouds achieve over 65% of the LiDAR detection
performance and nearly 50% for Pd Vehicles. Compared to the

two competing methods, the VRU version of the ‘Baseline +
Res’ and ‘Baseline’ demonstrate the highest metrics except
Pfa All. The generally low Pd VRU comes from the low speed
of VRUs, leading to their classification as ‘scenario objects’.
The relatively high value of CDTargets results from not dis-
tinguishing static targets from dynamic ones in the training
and test process, causing some static targets to be classified
as ‘scenario objects’, i.e., parked cars. The VRU versions
generally perform better than the normal ones due to reduced
class complexity in the semantic segmentation process.

IV. CONCLUSIONS

An automatic approach for labelling is presented for au-
tomotive datasets, using complementary information from
camera and LiDAR. The generated labels are used together
with related 4D radar data as inputs to a designed seman-
tic segmentation network to associate class labels to each
spatial voxel. Promising results are shown by applying both
approaches to the publicly shared RaDelft dataset, with the
proposed network achieving more than 65% in Pd, improving
13.2% in Pd Vehicles, and reducing 0.54 m in CDAll compared
to variants inspired from the literature. The dataset and gener-
ated labels are publicly available at https://data.4tu.nl/datasets/
4e277430-e562-4a7a-adfe-30b58d9a5f0a, with more details of
the proposed method in [7].
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