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Summary
When it comes to a topic in science that has sparked the public’s imagination and interest on
it, while also contributing just as much to multiple discussions and heated debates amongst
the experts, Quantum Computing is definitely at the top of the list. Even though as a
concept Quantum Computing has been around since the early 1980s, recent theoretical and
experimental developments have brought it back to the spotlight.

Some of the many promises of this new technology include applications in physics,
material science, chemistry, biology, pharmacy, finance, machine learning, communications
and cryptography. Nations and multinationals all over the world are increasingly investing
into what seems to have become a global race for achieving "quantum supremacy". In John
Preskill’s own words, quantum supremacy is described as the era when "we will be able to
perform tasks with controlled quantum systems going beyond what can be achieved with
ordinary digital computers" [1].

Whereas all of the above make quantum computing seem like one of the biggest tech-
nological accomplishments of humankind, the quantum devices of today are still in their
early stage of development. In order to gain a true quantum advantage over classical com-
putational devices, quantum computers would need to be fault-tolerant, that is, resilient to
any kind of noise, and operate on millions of qubits, short for "quantum bits", the quantum
analogue of classical bits. Those two requirements have not been met yet, and reaching
either one of them is a formidable task on its own. We are currently living in the Noisy
Intermediate-Scale Quantum (NISQ) era, during which the quantum devices support only
tens of qubits and cannot correct errors that are created by noise processes.

Noise processes can originate from within the devices themselves, due to manufacturing,
quantum effects, etc., or caused by external sources, such as control signals generated by
laboratory equipment, cosmic rays, etc. Whichever algorithm we choose to run on a
given quantum computer, an input quantum state 𝜌 of 𝑛 qubits gets affected by all the
aforementioned noise processes, with the result being that 𝜌 gets corrupted. This corruption
affects the coherence of the input state, making its’ information less quantum and more
classical, stripping away any computational advantage that such a state would have over a
classical one.

Correcting these errors and scaling up to millions of qubits constitute the two biggest
challenges that quantum scientists are facing today. There are some speculations that both
of these challenges might be overcome at the end of this decade [2, 3], but both problems
are highly non-trivial and there is no guarantee that they will ever be solved in their entirety.

An important research question in the field is what can be done with the state of the art
(noisy) devices that we possess at this moment in time. Could we perhaps demonstrate any
quantum advantage for a specific class of problems with a quantum computer consisting of
only a few tens of qubits that are not resilient to noise? There have been some recent sugges-
tions for quantum algorithms, such as the Quantum Approximate Optimization Algorithm
(QAOA) [4], which is an optimization algorithm designed to tackle quadratic unconstrained

ix



x Summary

binary optimization (QUBO) problems and is considered by many to be the best algorithm
candidate for demonstrating quantum advantage on a NISQ device during this early stage
of development. The algorithm seems to be giving non-trivial answers to some QUBO
problems even for very shallow circuits [5–7]. In this work we will focus on analyzing
noise and its effects on an input state 𝜌 and assess whether it can overwhelm a quantum
computation.

In Chapter 1 we will begin with an introduction to quantum theory and the theory of
superconducting qubits. We will lay the foundations for characterizing the quantum state of
a system, define the qubit, and introduce the density matrix formalism which will be used
throughout this thesis. We end this introductory chapter with a description of the transmon
qubit and a brief section on how we will model noise for superconducting qubits.

In Chapter 2 we will define the quantum relative entropy 𝐷 (𝜌∥𝜎) between two quantum
states, which we will use as a measure of distance between an arbitrary state 𝜌 and a fixed
state 𝜎. We will then present a number of propositions that lead to Lemma 2.3.1, which
provides a general upper bound of the relative entropy for the discrete time evolution of
a general quantum state. Moreover, we will state Theorem 2.4.1 which is an extension of
Lemma 2.3.1 for the case of the continuous time evolution of a quantum state. Lastly, we
will prove that a dissipative Lindbladian operator describing relaxation and pure dephasing
noise satisfies a modified logarithmic Sobolev inequality (MLSI) with constant 𝛼 = ^, where
^ is the relaxation rate.

In Chapter 3 we will introduce Theorem 3.2.1, which is the key tool to declare when
a quantum computation has lost advantage over a classical computation for optimization
problems. We will then briefly analyze the QAOA and focus on its key characteristics.
Later on, we will derive two upper bounds for the relative entropy 𝐷 (𝜌∥𝜎) where 𝜌 is the
output state of the QAOA and 𝜎 is the fixed point of the noise processes that plague a given
quantum device. Lastly, we will apply Theorem 3.2.1 for the newly calculated upper bounds
and make an assessment over the quality of those bounds.

In Chapter 4 we will reformulate the Lindblad Master equation and solve it for the
steady state. Then, we will proceed with defining a system consisting of a one-dimensional
array of 𝑛 transmon qubits, on which we act with a chain of coupling cross-resonance drives
𝑍𝑖𝑋𝑖+1 on qubits 𝑖 and 𝑖 + 1, where we impose the boundary condition 𝑋𝑖+𝑛 = 𝑋𝑖 . We study
the properties of the steady state of this system, by solving exactly the Lindblad Master
equation in the case of two or three transmons and then measuring correlations.

Chapter 5 continues with approximating the solution of the Lindblad Master equation
for the aforementioned system of coupled transmons. There we analyse two approximation
methods: perturbation theory and mean field theory. By perturbation theory, we perturba-
tively expand the Pauli Transfer matrix in hopes of making its inversion less computationally
costly for when we wish to calculate the expectation values of small Pauli strings on a system
of 𝑛 qubits. Then, we introduce the mean field theory and derive the mean field equations for
our system of 𝑛 coupled transmons. Lastly, we compare the results from the approximation
methods with the exact solution of the system for two transmon qubits.

We conclude in Chapter 6 by summarizing the main results of this thesis and outlining
the main issues of the perturbative method (see Chapter 5), for which further research needs
to be done. We highlight the need of automating this method, as well as estimating its error
and the range for which the method holds.



1
Essentials of Quantum Theory

This chapter is a brief introduction into the theory of Quantum Mechanics and the theory
of superconducting qubits and noise. The reader can find a complete and rich exposure to
quantum theory in the book "Quantum Mechanics: non-relativistic theory" by Landau and
Lifshitz [8] or the book "Modern Quantum Mechanics" by Sakurai [9]. For a modern and
comprehensive study of quantum mechanics, the book "Advanced Quantum Mechanics: A
Practical Guide" by Nazarov and Danon is recommended [10].

1.1. Introduction to quantum mechanics
Quantum mechanics emerged in the mid 1920s as a new type of physics that could explain
phenomena on the atomic scale, for which classical physics proved to be insufficient. The
theory went through multiple reformulations and refinements until it developed into its
modern form. Here we will introduce quantum mechanics in the Dirac formulation which
is widely in use today, and was developed by physicist and mathematician Paul Dirac.

One of the most fundamental concept in all of physics is that of the state of a system.
In classical mechanics, the mechanical state of a system of 𝑁 particles can be determined
by having complete knowledge of the 3𝑁 generalized coordinates 𝑞 and momenta 𝑝 [11].
Thus, the mechanical state is determined by a single point in the phase space.

In quantum mechanics, the quantum mechanical state of a system is completely specified
by a complex vector |𝜓⟩, also called the state vector. Therefore, the quantum state of a 𝑛-
dimensional system is determined by a vector in a 𝑛-dimensional Hilbert space.

For a system of 𝑁 dimensions, one can always choose any orthonormal basis of 𝑁

vectors {|𝜓𝑖⟩} in the Hilbert space, and write a general state |𝜓⟩ as a superposition in that
basis,

|𝜓⟩ =
𝑁∑︁
𝑖=1

𝑐𝑖 |𝜓𝑖⟩, (1.1)

1
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where 𝑐𝑖 are complex constants. Since |𝜓⟩ must be normalized,

𝑁∑︁
𝑖=1

|𝑐𝑖 |2 = 1. (1.2)

We refer to |𝑐𝑖 |2 as the probability of obtaining the state |𝜓𝑖⟩ upon measuring state |𝜓⟩ in
this particular basis.

Suppose that a system is comprised of two subparts, subsystems A and B. In the case
where subsystems A and B are not entangled, one can always assign a state vector to each
subsystem, i.e. states |𝜓A⟩ and |𝜓B⟩ respectively. Then, the state vector |𝜓⟩ for the total
system can be written as their tensor product

|𝜓⟩ = |𝜓A⟩ ⊗ |𝜓B⟩. (1.3)

If for a system with state vector |𝜓⟩ which is made of two subsystems 𝐴 and 𝐵 one
cannot assign a state vector to each subsystem, or equivalently, the total system state vector
|𝜓⟩ cannot be written as a tensor product of two state vectors |𝜓A⟩ and |𝜓B⟩, then we say
that subsystems A and B are entangled.

1.2. Unitary evolution
The time evolution of the quantum state of a closed system is given by the Schrödinger
equation,

𝑖ℏ
𝜕

𝜕𝑡
|𝜓(𝑡)⟩ = 𝐻 |𝜓(𝑡)⟩, (1.4)

where 𝐻 is the Hamiltonian of the system. The Hamiltonian is a Hermitian operator and
contains all information about the system’s energy. If 𝐻 is time-independent, the solution
of Eq. (1.4) is written as

|𝜓(𝑡)⟩ = 𝑒−𝑖𝐻𝑡/ℏ |𝜓(0)⟩, (1.5)

with |𝜓(0)⟩ being the initial state of the system at time 𝑡 = 0. By defining

𝑈 (𝑡) ≡ 𝑒−𝑖𝐻𝑡/ℏ, (1.6)

we can rewrite Eq. (1.5) as
|𝜓(𝑡)⟩ = 𝑈 (𝑡) |𝜓(0)⟩. (1.7)

Notice that by definition, operator 𝑈 (𝑡) is unitary for all 𝑡, that is 𝑈†𝑈 = 𝑈𝑈† = I. We
then say that Eq. (1.7) describes the unitary evolution of the initial state |𝜓(0)⟩ under the
influence of a time-independent Hamiltonian. The notion of a unitary evolution of a system
comes hand-in-hand with that of closed system dynamics and one implies the other. A
system evolving unitarily in time has also reversible dynamics.

1.3. Measurement
In quantum mechanics, for every observable 𝐴 in nature there exists a corresponding Her-
mitian operator �̂�. The eigenvalues of �̂� give all the possible measurement outcomes of
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𝐴. It is more apparent now why every observable must be a Hermitian operator: Hermitian
operators always have real eigenvalues.

Let us now choose a basis {|𝜓𝑖⟩} where �̂� is diagonal. Then,

�̂�|𝜓𝑖⟩ = 𝑎𝑖 |𝜓𝑖⟩, (1.8)

where 𝑎𝑖 are the eigenvalues of �̂� and |𝜓𝑖⟩ are the corresponding eigenstates. If we write a
general state |𝜓⟩ as a superposition in the eigenbasis of �̂�, then

�̂�|𝜓⟩ =
𝑁∑︁
𝑖=1

𝑐𝑖𝑎𝑖 |𝜓𝑖⟩. (1.9)

If we want to measure the value of 𝐴 of system with state vector |𝜓⟩, then the measurement
outcome is

⟨𝐴⟩ = ⟨𝜓 | �̂�|𝜓⟩ =
𝑁∑︁
𝑖=1

|𝑐𝑖 |2𝑎𝑖 , (1.10)

where |𝑐𝑖 |2 is the probability of measuring 𝑎𝑖 . The act of measurement collapses the state
vector |𝜓⟩ into one of the eigenstates of �̂�. As a process, measurement is a non-unitary
operation on the state |𝜓⟩, and is thus irreversible.

1.4. The qubit
A qubit is the simplest quantum system; a two-level system. Usually the ground state is
denoted as |0⟩ while the excited state is |1⟩. A general qubit state |𝜓⟩ can be written as a
superposition of those two states,

|𝜓⟩ = 𝑎 |0⟩ + 𝑏 |1⟩, (1.11)

where 𝑎 and 𝑏 are complex constants that need to satisfy |𝑎 |2 + |𝑏 |2 = 1 due to normalization
of |𝜓⟩. The basis {|0⟩, |1⟩} is often called the computational basis.

The qubit constitutes the basic unit of quantum information, hence its name "quantum-
bit", and is the basic block of quantum computation. We control qubits by acting on them
with unitary operations 𝑈, which are now called unitary gates (a direct influence from
computer science nomenclature). Due to their unitarity, all gates in quantum computation
must be reversible, a unique characteristic that is not true in classical computation.

Many physical systems in nature can be utilized in order to manufacture a stable qubit.
Qubits have already been made using non-linear superconducting oscillators [12], trapped-
ions [13], optical photons [14], nitrogen-vacancy centers in diamond [15] and quantum dots
in semiconductor materials [16].

1.5. Density matrix formalism
Alongside the state vector formulation of quantum mechanics, there exists an equivalent
definition for the state of a quantum system, which is given by the density matrix 𝜌. For a
pure state |𝜓⟩, the density matrix equals

𝜌 = |𝜓⟩⟨𝜓 |. (1.12)
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The motivation behind using the density matrix formalism is that it can describe a wider
spectrum of possible physical systems that the state vector |𝜓⟩ cannot. More specifically,
the density matrix 𝜌 can also define a statistical ensemble of quantum states, and can be
used to describe open system dynamics (more on this at the end of this chapter).

If density matrix 𝜌 evolves in time according to the von Neumann equation

𝑖ℏ
𝜕𝜌

𝜕𝑡
= [𝐻, 𝜌], (1.13)

where 𝐻 is the Hamiltonian of the system and [., .] denotes the commutator. Eq. (1.13)
describes the unitary evolution of the state 𝜌, and therefore guarantees the reversibility of
the dynamics in time.

A statistical ensemble of quantum states can be written as

𝜌 =

𝑁∑︁
𝑖=1

𝑝𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |, (1.14)

where |𝜓𝑖⟩ are orthonormal state vectors, and 𝑝𝑖 ≥ 0,
∑

𝑖 𝑝𝑖 = 1 for 𝑝𝑖 being the probability
of picking state |𝜓𝑖⟩ from the ensemble. If 𝜌2 = 𝜌, then we say that 𝜌 is a pure quantum
state, otherwise we say that 𝜌 is a mixed state. We can see from Eq. (1.14) that a density
matrix 𝜌 is pure if and only if 𝑝𝑖 = 1 and 𝑝 𝑗 = 0 for all 𝑗 ≠ 𝑖.

1.6. Noise in superconducting transmon devices
1.6.1. The transmon qubit
We will now analyse how we can manufacture a qubit using superconducting materials. As
previously mentioned, any physical system that has a number of discrete energy levels can
be used to make a qubit: the ground state will be the |0⟩ state while the first-excited state
will be the |1⟩ state. A simple and well studied system for our purposes is the quantum
harmonic oscillator.

Figure 1.1: A simple LC circuit with one inductor and a capacitor, characterised by the inductance 𝐿 and capacitance
𝐶 respectively. The total charge of the capacitor is𝑄, whileΦ is the magnetic flux that pierces through the inductor.

We begin with a simple LC oscillator circuit, where 𝐿 is its inductance and 𝐶 its
capacitance. The total energy of this system is given by the sum of its charging and
inductive energies,

𝐻LC =
𝑄2

2𝐶
+ Φ2

2𝐿
, (1.15)
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where 𝑄 is the charge of the capacitor and Φ is the magnetic flux piercing through the
inductor. The angular frequency of the oscillator is 𝜔𝑟 = 1/

√
𝐿𝐶, and so we can rewrite

Eq. (1.15) as

𝐻LC =
𝑄2

2𝐶
+ 1

2
𝐶𝜔2

𝑟Φ
2. (1.16)

By quantizing the charge𝑄 and the magnetic flux Φ, they satisfy the following commutation
relation

[Φ̂, �̂�] = 𝑖ℏ. (1.17)

Having in our mind the quantum harmonic oscillator, we define

Φ̂ =

√︄
ℏ

2𝜔𝑟𝐶
(�̂�† + �̂�) and �̂� = 𝑖

√︂
ℏ𝜔𝑟𝐶

2
(�̂�† − �̂�), (1.18)

where �̂�† and �̂� are the creation and annihilation operators respectively [12]. The definitions
of Eq. (1.18) transform the Hamiltonian of Eq. (1.16) into

�̂�LC = ℏ𝜔𝑟 (�̂�†�̂� + 1/2), (1.19)

where �̂�†�̂� |𝑛⟩ = 𝑛|𝑛⟩ for 𝑛 = 0, 1, 2, .... Below we see the energy spectrum for the quantized
Hamiltonian of the LC circuit

Figure 1.2: The energy spectrum of the quantum harmonic oscillator. Every energy level is equidistant, providing
an ill-platform to manufacture qubits on.

One could now ask, is this energy spectrum good enough to make a stable qubit? If
we are able to restrict ourselves to the subspace {|0⟩, |1⟩} then that should be enough.
Unfortunately, this is not the case for our simple LC circuit. The transitions between all
quantum levels are degenerate for linear circuits. If we try to drive the transition |0⟩ ↔ |1⟩
on an energy spectrum like the one in Fig. 1.2, then we run the risk of escaping the {|0⟩, |1⟩}
subspace.

We solve the degeneracy issue by introducing a superconducting non-linear inductor
𝐿 (Φ) called the Josephson junction, which is a superconductor-insulator-superconductor
tunnel junction. The non-linear inductor changes the spacing between the different energy
levels (see Fig. 1.3), thus making possible the manufacturing of a stable qubit. By using a
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superconducting non-linear inductor, we also minimize the dissipation in the system caused
by resistance and heat.

Figure 1.3: Left: A transmon qubit of fixed frequency. The Josephson junction of energy 𝐸𝐽 is depicted by a
square with a cross inside.
Right: Energy spectrum of a transmon qubit. Here the energy levels are not equidistant, and the very first two
levels can be used to manufacture a stable qubit.

1.6.2. Modeling noise
The density matrix of a single qubit may be written as

𝜌 =
1
2
(I + ®𝑟 · ®𝜎) = 1

2
(I + 𝑟𝑥𝑋 + 𝑟𝑦𝑌 + 𝑟𝑧𝑍), (1.20)

where ®𝜎 = (𝑋,𝑌, 𝑍)T is a vector consisting of the three Pauli matrices, and ®𝑟 ∈ R3 is a
real vector where |®𝑟 | ≤ 1. Usually all qubits undergo corruption by noise during their time
evolution, due to the unavoidable interactions with their environment and errors that occur
during their operation. Such effects cannot be described by unitary operations and therefore
the Von Neumann equation of motion is not sufficient to describe the dynamics of state 𝜌

anymore.
For this purpose, we introduce the Lindblad Master Equation

𝜕𝜌

𝜕𝑡
= − 𝑖

ℏ
[𝐻, 𝜌] +

∑︁
𝑘

(
𝐿𝑘𝜌𝐿

†
𝑘
− 1

2
{𝐿†

𝑘
𝐿𝑘 , 𝜌}

)
, (1.21)

which is similar to the Von Neumann Eq. (1.13), but now also includes the quantum jump
operators 𝐿𝑘 which describe the dissipation (non-unitary dynamics) of the system.

Within the standard Bloch-Redfield model of decoherence [17, 18], we can distinguish
two main noise processes that affect transmon qubits: longitudinal relaxation and transverse
relaxation. Longitudinal relaxation, or else energy relaxation, is caused by energy exchange
between the transmon and its environment, which in general leads to relaxation transitions
|1⟩ → |0⟩ or excitation transitions |0⟩ → |1⟩. We can model the energy relaxation by
using two quantum jump operators, 𝐿1 =

√
^𝑝𝜎− and 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ accounting for

the relaxation and excitation transitions respectively. Here ^ is the energy relaxation rate,
where ^ = 1/𝑇1 for 𝑇1 being the energy relaxation time, and 𝜎− = |0⟩⟨1|, 𝜎+ = |1⟩⟨0| being
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the spin-down and spin-up operators respectively. The relaxation (or damping) probability
𝑝 satisfies a Boltzmann distribution, i.e.

𝑝 =
1

1 + 𝑒−ℎ𝜔0/𝑘𝐵T , (1.22)

where 𝜔0 is the transition frequency between the states |0⟩ and |1⟩. Even though the
qubits can spontaneously lose energy to their cold environment, it is very difficult for their
environment to introduce any qubit excitations. Because of its nature, energy relaxation is
a non-reversible process [19].

Longitudinal relaxation also causes stochastic shifts in the qubit’s frequency, which
can be modeled by pure dephasing. We do this by using a third quantum jump operator
𝐿3 =

√
𝜒𝑍 , where 𝜒 is the pure dephasing rate, or else 𝜒 = 1/𝑇𝜑 where 𝑇𝜑 is the pure

dephasing time, and 𝑍 is the Pauli matrix. Longitudinal relaxation along with pure dephasing
give rise to transverse relaxation which describes the loss of quantum coherence on the qubit
state 𝜌 (off-diagonal elements of the density matrix decay). The transverse relaxation time
𝑇2 is given by

1
𝑇2

=
1

2𝑇1
+ 1
𝑇𝜑

. (1.23)

Throughout this thesis we will be using the aforementioned quantum jump operators 𝐿1,𝐿2
and 𝐿3 to model superconducting qubit noise.





2
Bounding the Relative

Entropy

2.1. Introduction
With the emergence of advanced communication systems in the mid-20th century, the
physical substance of information started becoming more apparent, and there were made
numerous efforts in order to describe it in the language of mathematics. Shannon in 1948
was the first to define and use entropy as a measure of information [20]. A few years later,
in 1951 Kullback and Leibler introduced the relative entropy [21], which is a statistical
distance that measures how two probability distributions differ from each other.

In quantum information theory an important question that arises is the following, how
do two finite quantum states differ from each other? The quantum relative entropy, which
is the quantum analogue of the relative entropy, is a well fitting quantity to give an answer.
Since the relative entropy for two general probability distributions of arbitrary size is near
impossible to compute analytically, one can estimate it by bounding it. Petz in 1988 derived a
variational expression for the relative entropy [22] which establishes an upper bound, while
much later Berta et al. derived variational expressions which upper bound the quantum
relative entropy [23].

In the framework of open quantum dynamics, a dissipative quantum system evolving
under the Markovian approximation obeys the Lindblad Master Equation [24]. In 1996
Diaconis and Saloff-Coste used logarithmic Sobolev inequalities to bound the rates of con-
vergence of Markov chains on finite distributions to their stationary states [25]. Kastoryano
and Temme [26] extended the use of logarithmic Sobolev inequalities [27, 28] to finite
quantum dissipative systems that evolve under the Markovian approximation. Their work
effectively established an upper bound on the quantum relative entropy between a finite
quantum state that evolves according to the Lindblad Master Equation and the steady state
of this evolution.

Since then, there have been numerous recent studies of log-Sobolev inequalities on
classical and quantum lattice spin systems [29–31]. Recently, França and Garcia-Patron

9
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[32] were the first to establish two upper bounds for the quantum relative entropy for a
general dissipation process. More specifically, the two bounds are derived for the cases of
a general discrete evolution of a quantum state under the influence of an error channel E
and for the continuous time evolution of a dissipative quantum system obeying the Lindblad
Master Equation for a general Hamiltonian and dissipator.

Up to now, all studies on log-Sogolev inequalities have focused only on the use of a
global depolarizing channel as the main and only source of noise. Motivated by recent
experimental efforts made on superconducting hardware, we are interested in using log-
Sobolev inequalities in order to establish upper bounds for the quantum relative entropy
for relaxation and pure dephasing, which model the noise processes that superconducting
transmon qubits suffer from. In what follows, we bound the quantum relative entropy for
relaxation noise with the addition of pure dephasing. The results show that the bounds are
only dependent on the relaxation rate ^, which implies that the convergence rate of the upper
bounds is optimal only for the case 𝜒 ≪ 1, where 𝜒 is the pure dephasing rate.

2.2. The quantum relative entropy
Definition 2.2.1. Let 𝜌 and 𝜎 be two arbitrary quantum states of 𝑛 qubits. The quantum
relative entropy 𝐷 (𝜌∥𝜎) (also called Kullback–Leibler divergence) between the states 𝜌

and 𝜎 is defined as
𝐷 (𝜌∥𝜎) = Tr[𝜌(log(𝜌) − log(𝜎))] . (2.1)

For the rest of this work, we will always refer to 𝜌 as an arbitrary output state of a given
quantum circuit, and to 𝜎 as the fixed point of the noise model that describes the noise
processes in that circuit. For a general noise channel E, a state 𝜎 is its fixed point if it
satisfies E(𝜎) = 𝜎. For the analysis in [32] to apply, 𝜎 needs to be a full-rank state, and
therefore, our method will refrain from those noise models where 𝜎 is a state that cannot
be inverted. An example of such a noise model is the Amplitude Damping Channel for
temperature T = 0, where in the case of 𝑛 qubits 𝜎 = |0⟩⟨0|⊗𝑛, which is not a full-rank
state.

Let us now understand why it is useful to think of the states 𝜌 and 𝜎 in a manner as is
described above. The relative entropy measures how the state 𝜌 differs from the state 𝜎. In
the case where it becomes zero, then 𝜌 = 𝜎 and the two states are identical. Therefore, we
can see that the relative entropy can be thought of as a measure between the two states 𝜌

and 𝜎 (even though it is not a proper distance metric by definition). If the state 𝜌0 describes
a pure input state of a quantum circuit, that is 𝜌2

0 = 𝜌0, by keeping the state 𝜎 fixed, we
can then examine whether the noise processes along with the action of the circuit brings the
output state 𝜌 closer to 𝜎.

For the simplest and most widely in use noise models, such as depolarization, relaxation
and pure dephasing, the fixed point of noise 𝜎 is diagonal in the computational basis, which
corresponds to a probability distribution of classical states. Since a pure quantum state
can also have non-zero elements on the off-diagonal of its matrix representation, which
represent the coherent quantum information of the system (superposition and entanglement
are encoded into the off-diagonal elements of 𝜌), a decreasing relative entropy with respect
to the circuit size for the aforementioned noise models would mean that the off-diagonal
elements of 𝜌 start to vanish as the system evolves. Consequently, quantum coherence is
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gradually being lost and the output state of the circuit resembles more a classical state than
a quantum one. What is of importance in this case is to determine how fast this decrease
happens during a computation, since it can serve as a measure of how rapidly an input
quantum state degenerates into a classical output state under the influence of noise.

Assuming that the state 𝜌 of 𝑛 qubits is known, and that the fixed point of noise 𝜎 is a
full-rank state of 𝑛 qubits, then the relative entropy can be directly computed using Eq. (2.1).
Suppose now that for an input state 𝜌0, 𝜌 is the output of a quantum circuit, i.e. 𝜌 = S(𝜌0),
where S is a general quantum channel (which includes noise) acting non-trivially on the
state 𝜌. Since noise processes are interfering with the manipulation of 𝜌0 inside the circuit,
in general, it is impossible to obtain an exact expression for S(𝜌0). In this case, the relative
entropy cannot be computed and therefore we need to resort to estimations rather than exact
computations.

Luckily, there exist methods with which one can upper bound 𝐷 (𝜌∥𝜎) = 𝐷 (S(𝜌0)∥𝜎)
in two distinct cases. First, for when we describe S as a series of discrete unitary quantum
channels U interspersed by some noise channels E acting on 𝑛 qubits for a circuit of depth
𝐷. Second, for when we describe the action of the circuit along with that of the noise as a
quantum channel S𝑡 , where 𝜌(𝑡) = S𝑡 (𝜌0) is the continuous time evolution of an input state
𝜌0 = 𝜌(0) under the influence of a Lindbladian operator L, where S𝑡 = 𝑒𝑡L for 𝑡 > 0. The
rest of this chapter is devoted to calculating such upper bounds.

2.3. Upper bounds for the relative entropy
Perhaps the most important property of the relative entropy for a quantum channel S which
acts on two quantum states 𝜌 and 𝜎 is the contraction property, that is, the relative entropy
satisfies a data-processing inequality:

Proposition 2.3.1. Let 𝜌 and 𝜎 be two arbitrary quantum states of 𝑛 qubits, and let
S : M2𝑛 → M2𝑛 be a quantum channel which acts non-trivially on both states. Thereupon,
it holds that

𝐷 (S(𝜌)∥S(𝜎)) ≤ 𝐷 (𝜌∥𝜎). (2.2)

If for a quantum channel S we choose 𝜎 to be its fixed point, i.e. S(𝜎) = 𝜎, then from
Proposition 2.3.1 it follows that

𝐷 (S(𝜌)∥𝜎) ≤ 𝐷 (𝜌∥𝜎). (2.3)

Eq. (2.3) justifies our reasoning for fixing the state 𝜎 while studying the behavior of the
relative entropy. It is now clear that for a state that satisfies S(𝜎) = 𝜎, our attention can be
concentrated only upon the quantity S(𝜌).

Even though the relative entropy is not a proper distance metric, as has already been
mentioned, it satisfies a data-processed triangle inequality for a general quantum channel S
(Theorem 3.1, [33]):

Proposition 2.3.2. Let 𝜌 be an arbitrary quantum state of 𝑛 qubits and 𝜎, 𝜎′ be full-rank
quantum states of 𝑛 qubits, and let S : M2𝑛 → M2𝑛 be a quantum channel which acts
non-trivially on the states 𝜌 and 𝜎′. The relative entropy 𝐷 (S(𝜌)∥𝜎) then satisfies a
data-processed triangle inequality

𝐷 (S(𝜌)∥𝜎) ≤ 𝐷 (𝜌∥𝜎′) + 𝐷∞ (S(𝜎′)∥𝜎), (2.4)
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where 𝐷∞ (𝜌∥𝜎) is the max-relative entropy defined as

𝐷∞ (𝜌∥𝜎) = ln(∥𝜎− 1
2 𝜌𝜎− 1

2 ∥). (2.5)

In Proposition 2.3.2 we introduced a new quantity, the max-relative entropy 𝐷∞ (𝜌∥𝜎).
For an arbitrary 𝑛 qubit state 𝜌 and full-rank state 𝜎, it holds that [34]

𝐷 (𝜌∥𝜎) ≤ 𝐷∞ (𝜌∥𝜎). (2.6)

We are now in the position to upper bound the quantum relative entropy for a discrete
quantum circuit. Let a quantum circuit be comprised of 𝐷 layers of unitary channels
U1,U2, ...,U𝐷 which act on 𝑛 qubits, and let 𝜌 = |0⟩⟨0|⊗𝑛 be the input quantum state of 𝑛
qubits. Due to the presence of noise in the circuit, we will assume that each unitary layer
U𝑖 is preceded and succeeded by a layer of a noise channel E which acts on 𝑛 qubits and
describes the effects of noise inside the circuit (see Fig. 2.1). We will assume that the noise
channel E acts locally and uniformly on each qubit, an assumption that is valid for the noise
models that are considered throughout this thesis. It is important to comment here that this
model of noise does not take into account the propagation of errors through the quantum
circuit.

Figure 2.1: A quantum circuit of 𝐷 unitary layers U1, U2, ..., U𝐷 , interspersed by 𝐷 layers of noise channels E
which act locally and uniformly on 𝑛 qubits.

Lemma 2.3.1. Let E : M2𝑛 → M2𝑛 be a quantum channel with a fixed point 𝜎 that satisfies
a strong data-processing inequality with constant 𝛼 > 0. That is,

𝐷 (E(𝜌)∥𝜎) ≤ (1 − 𝛼)𝐷 (𝜌∥𝜎) (2.7)

for all quantum states 𝜌. Then for any other quantum channels U1, ...,U𝐷 : M2𝑛 → M2𝑛

we have:

𝐷

(
𝐷∏
𝑡=1

(U𝑡E)(𝜌)∥𝜎
)
≤ (1 − 𝛼)𝐷𝐷 (𝜌∥𝜎) +

𝐷∑︁
𝑡=1

(1 − 𝛼)𝐷−𝑡𝐷∞ (U𝑡 (𝜎)∥𝜎). (2.8)

The reader can find a proof for the above lemma in [32]. Eq. (2.8) is the main result of
a general upper bound on the relative entropy for a noisy quantum circuit of circuit depth 𝐷

as illustrated on Fig. 2.1. For all practical purposes, 𝛼 is the error probability of quantum
channel E. We can see that the first term on the r.h.s. (right-hand side) of Eq. (2.8)
always contracts as the circuit depth increases and eventually converges to zero at large 𝐷.
Consequently, the second term on the r.h.s. of Eq. (2.8) is the term which controls the



2.4. Dissipative Lindbladian operators and relative entropy inequalities

2

13

contraction of the relative entropy: if the max-relative entropy term does not converge to
zero at large 𝐷, then the upper bound diverges and does not provide any useful information
about the exact value of the relative entropy.

This is problematic since we expect any input quantum state after a certain circuit depth
to converge to a fixed point due to the unavoidable effects of decoherence, when the noise
effects are the dominant driving force during the evolution of the system. This would
mean that the relative entropy must converge to zero at a very large circuit depth. Another
important point to consider here is that we cannot make any concrete arguments about the
quality of the upper bound itself. Furthermore, the convergence speed of the exact value of
the relative entropy could differ from that of its upper bound, if the later one does converge
at all.

Lemma 2.3.1 gives us an upper bound for the relative entropy that converges with respect
to the circuit depth 𝐷 on the following two individually sufficient conditions:

1. The fixed point of noise is the maximally mixed state, i.e. 𝜎 = I/2𝑛

2. The max-relative entropy term converges to zero at very large circuit depths

For the first condition we would need to consider those noise models, such as the symmetric
depolarizing channel, which drive any input quantum state 𝜌 to the maximally mixed state
𝜎 = I/2𝑛. Such an analysis is being done in [32], and therefore it will not be the focus of
this study, rather it will only serve as a reference point in the results section.

For the second condition to be satisfied, we would need to consider those quantum
algorithms where the max-relative entropy term converges to zero at large circuit depths.
Luckily, there exist such algorithms, and for them we can use Lemma 2.3.1 to gain some
insight for the evolution and coherence of an input quantum state 𝜌 = |0⟩⟨0|⊗𝑛. In this
work we will use Lemma 2.3.1 with a focus on the second condition being satisfied, which
restricts our choices of algorithms but nonetheless lets us study the evolution of a system
under the influence of relaxation and pure dephasing noise.

2.4. Dissipative Lindbladian operators and relative en-
tropy inequalities

Let 𝜌(𝑡) be an arbitrary quantum state of 𝑛 qubits and of time 𝑡. The time evolution of the
state 𝜌(𝑡) is described by the Lindblad Master Equation,

𝜕𝜌(𝑡)
𝜕𝑡

= −𝑖[𝜌(𝑡), 𝐻] + Ldissip (𝜌) ≡ L(𝜌(𝑡)), (2.9)

where [., .] is the commutator, 𝐻 = 𝐻 (𝑡) is the time-dependent Hamiltonian of the system
and Ldissip is the Lindbladian describing the dissipation due to noise in the system. The
formal solution of Eq. (2.9) is

𝜌(𝑡) = 𝑒𝑡L (𝜌0), (2.10)

where 𝜌0 = 𝜌(0) is the initial state of the system.
Suppose that we can describe the action of a quantum circuit along with its noise

processes by a quantum channel S𝑡 = 𝑒𝑡L . We wish to define a contraction property of the
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relative entropy 𝐷 (S𝑡 (𝜌0)∥𝜎) for the continuous time evolution of an input quantum state
𝜌0.

There exists a continuous time version of Lemma 2.3.1 that gives an upper bound for the
relative entropy 𝐷 (S𝑡 (𝜌0)∥𝜎) = 𝐷 (𝜌(𝑡)∥𝜎). We present this result below as a theorem:
Theorem 2.4.1. Let 𝜌(𝑡) be an arbitrary quantum state of 𝑛 qubits and of time 𝑡, and let
Ldissip : M2𝑛 → M2𝑛 be a Lindbladian that describes the dissipation of the system with
a full-rank fixed point 𝜎, i.e. Ldissip (𝜎) = 0, satisfying a modified logarithmic Sobolev
inequality (MLSI) with constant 𝛼 > 0. Moreover, let H𝑡 : M2𝑛 → M2𝑛 be given by
H𝑡 (𝑋) = −𝑖[𝑋, 𝐻𝑡 ] for some time-dependent Hamiltonian 𝐻𝑡 = 𝐻 (𝑡). Furthermore, let T𝑡
be the time evolution at time 𝑡 of the system under the Lindbladian S𝑡 = H𝑡 + Ldissip, given
by

T𝑡 = lim
𝑚→∞

𝑛∏
𝑙=1

𝑒
𝑡
𝑚
S𝑡𝑙 , (2.11)

with 𝑡𝑙 = 𝑡𝑙/𝑚. Then for all states 𝜌 and times 𝑡 > 0:

𝐷 (T𝑡 (𝜌(0))∥𝜎) ≤ 𝑒−𝛼𝑡𝐷 (𝜌(0)∥𝜎) + 𝑋 (𝑡, 𝐻𝑡 , 𝜎), (2.12)

where
𝑋 (𝑡, 𝐻𝑡 , 𝜎) =

∫ 𝑡

0
𝑑𝜏𝑒−𝛼(𝑡−𝜏) ∥𝜎− 1

2 [𝜎, 𝐻𝜏]𝜎− 1
2 ∥, (2.13)

and 𝜌(0) is the initial state of the system.
The reader can find a detailed proof of the above theorem in [32]. The proof follows

from Lemma 2.3.1, and therefore, all the characteristics and limitations of Lemma 2.3.1
naturally transfer to Theorem 2.4.1.

The first term on the r.h.s. of Eq. (2.12) describes solely the effect of the dissipative
LindbladianLdissip on the contraction of the relative entropy, while the second term describes
only the effect of the Hamiltonian 𝐻𝑡 = 𝐻 (𝑡). For Theorem 2.4.1 to hold, Ldissip needs to
satisfy a MLSI with constant 𝛼 > 0. This is similar to the discrete case where we previously
stated that Lemma 2.3.1 holds for a noisy quantum channelS : M2𝑛 → M2𝑛 which satisfies
a strong data-processing inequality with constant 𝛼 > 0.

In the following, we will examine the different types of dissipative Lindbladians that
satisfy a MLSI with constant 𝛼 > 0. In the spirit of [35], we will begin by finding an
upper bound of the time derivative 𝜕𝑡𝐷 (𝜌(𝑡)∥𝜎) for a Lindbladian L = 𝛼L𝜎 , where
L𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡) and 𝛼 is a positive constant. It turns out that any dissipative
Lindbladian that can be brought into the form L = 𝛼L𝜎 or L = 𝛼L𝜎 + L ′, with L ′ being
an arbitrary Lindbladian s.t. L ′(𝜎) = 0, satisfies a MLSI with constant 𝛼. We will finish
this chapter by computing constant 𝛼 for the relaxation and pure dephasing noise processes
described by a dissipative Lindbladian Ldissip that will be used throughout this thesis.
Proposition 2.4.1. Let 𝜌(𝑡) be an arbitrary quantum state of time 𝑡 and L = 𝛼L𝜎 be a
dissipative Lindbladian with a full-rank fixed point 𝜎, with L𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡)
and 𝛼 being a positive constant, where the relative entropy between the states 𝜌(𝑡) and 𝜎

is defined as 𝐷 (𝜌(𝑡)∥𝜎) = Tr(𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎))). For 𝜕𝑡 (𝜌(𝑡)) = L(𝜌(𝑡)), the
following inequality holds

𝜕

𝜕𝑡
𝐷 (𝜌(𝑡)∥𝜎) ≤ −2𝛼𝐷 (𝜌(𝑡)∥𝜎). (2.14)
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Proof. By taking the derivative of 𝐷 (𝜌(𝑡)∥𝜎) with respect to time 𝑡 we compute

𝜕𝑡𝐷 (𝜌(𝑡)∥𝜎) = 𝜕𝑡 (Tr(𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎)))) = Tr[𝜕𝑡 (𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎)))]
= Tr [log(𝜌(𝑡))𝜕𝑡 (𝜌(𝑡)) + 𝜌(𝑡)𝜕𝑡 (log(𝜌(𝑡))) − log(𝜎)𝜕𝑡 (𝜌(𝑡)) − 𝜌(𝑡)𝜕𝑡 (log(𝜎))]

(2.15)

For L = 𝛼L𝜎 and L𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡), one can easily verify that

𝜌(𝑡)𝜕𝑡 (log(𝜌(𝑡))) = 𝛼(Tr[log(𝜌(𝑡))]𝜌(𝑡)𝜎 − 𝜌(𝑡) log(𝜌(𝑡)), (2.16)
𝜌(𝑡)𝜕𝑡 (log(𝜎)) = 𝛼(Tr[log(𝜎)]𝜌(𝑡)𝜎 − 𝜌(𝑡) log(𝜎)). (2.17)

Using the above relations for 𝜌(𝑡)𝜕𝑡 (log(𝜌(𝑡))) and 𝜌(𝑡)𝜕𝑡 (log(𝜎)), we compute

𝜕𝑡𝐷 (𝜌(𝑡)∥𝜎) = Tr[log(𝜌(𝑡))𝜕𝑡 (𝜌(𝑡)) − log(𝜎)𝜕𝑡 (𝜌(𝑡))] + Tr[𝜌(𝑡)𝜕𝑡 (log(𝜌(𝑡))) − 𝜌(𝑡)𝜕𝑡 (log(𝜎))]
= Tr[L(𝜌(𝑡)) (log(𝜌(𝑡)) − log(𝜎))] − 𝛼𝐷 (𝜌(𝑡)∥𝜎). (2.18)

By substituting L(𝜌(𝑡)) = 𝛼L𝜎 (𝜌(𝑡)) = 𝛼(Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡)) into Eq. (2.18), we obtain

𝜕𝑡𝐷 (𝜌(𝑡)∥𝜎) =Tr[𝛼(Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡)) (log(𝜌(𝑡)) − log(𝜎))] − 𝛼𝐷 (𝜌(𝑡)∥𝜎)
=𝛼Tr[Tr(𝜌(𝑡))𝜎 log(𝜌(𝑡)) − Tr(𝜌(𝑡))𝜎 log(𝜎) − 𝜌(𝑡) log(𝜌(𝑡)) + 𝜌(𝑡) log(𝜎)]
− 𝛼𝐷 (𝜌(𝑡)∥𝜎)

=𝛼[−Tr[𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎))] − Tr(𝜌(𝑡))Tr[𝜎(log(𝜎) − log(𝜌(𝑡))]]
− 𝛼𝐷 (𝜌(𝑡)∥𝜎)

= − 2𝛼𝐷 (𝜌(𝑡)∥𝜎) − 𝛼Tr(𝜌(𝑡))𝐷 (𝜎∥𝜌(𝑡)).

Since Tr(𝜌(𝑡)) = 1 and 𝐷 (𝜎∥𝜌(𝑡)) ≥ 0 holds for an arbitrary state 𝜌(𝑡), we finally get

𝜕

𝜕𝑡
𝐷 (𝜌(𝑡)∥𝜎) ≤ −2𝛼𝐷 (𝜌(𝑡)∥𝜎),

which concludes the proof. □

In Proposition 2.4.1 we proved that for a dissipative Lindbladian that can be brought into
the form L = 𝛼L𝜎 with L𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡) for two quantum states 𝜌(𝑡) and 𝜎

with 𝛼 > 0, Eq. (2.14) is satisfied. We will now make a more general statement, by proving
that for a dissipative Lindbladian that can be brought into the form L = 𝛼L𝜎 +L ′, with L ′

being an arbitrary Lindbladian s.t. L ′(𝜎) = 0, then Eq. (2.14) is still being satisfied.

Proposition 2.4.2. Let 𝜌(𝑡) be an arbitrary quantum state of time 𝑡 and L = 𝛼L𝜎 +L ′ be a
dissipative Lindbladian with a full-rank fixed point 𝜎, with L𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎− 𝜌(𝑡), 𝛼
being a positive constant and L ′ an arbitrary Lindbladian s.t. L ′(𝜎) = 0, where the relative
entropy between the states 𝜌(𝑡) and 𝜎 is defined as 𝐷 (𝜌(𝑡)∥𝜎) = Tr[𝜌(𝑡) (log(𝜌(𝑡)) −
log(𝜎))]. For 𝜕𝑡 (𝜌(𝑡)) = L(𝜌(𝑡)), the inequality given by Eq. (2.14) holds.

Proof. By substituting L(𝜌(𝑡)) = 𝛼L𝜎 (𝜌(𝑡)) + L ′(𝜌(𝑡)) = 𝛼(Tr(𝜌(𝑡)) − 𝜎) + L ′(𝜌(𝑡))
into Eq. (2.15), we obtain

𝜕𝑡𝐷 (𝜌(𝑡)∥𝜎) =𝛼Tr[L𝜎 (𝜌(𝑡)) (log(𝜌(𝑡)) − log(𝜎))] + Tr[L ′(𝜌(𝑡)) (log(𝜌(𝑡)) − log(𝜎))]
− 𝛼𝐷 (𝜌(𝑡)∥𝜎) + Tr[𝜌(𝑡)L ′(log(𝜌(𝑡)) − log(𝜎))], (2.19)
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while taking into consideration that L ′ is a linear operator.
The reader can verify that the second and fourth term on the r.h.s. of Eq. (2.19) gives

Tr[L ′(𝜌(𝑡)) (log(𝜌(𝑡)) − log(𝜎))] + Tr[𝜌(𝑡)L ′(log(𝜌(𝑡)) − log(𝜎))]
= Tr[L ′(𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎)))] (2.20)

Let us define a quantum state of time 𝑡 as 𝜌′(𝑡) ≡ 𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎)). If we
write L ′(𝜌′(𝑡)) by using its quantum jump operators (see Eq. (1.21)), then due to the cyclic
property of the trace, Tr[L ′(𝜌′(𝑡))] = 0.

Consequently, Eq. (2.19) becomes

𝜕𝑡𝐷 (𝜌(𝑡)∥𝜎) = −2𝛼𝐷 (𝜌(𝑡)∥𝜎) − 𝛼𝐷 (𝜎∥𝜌(𝑡)) ⇒

⇒ 𝜕

𝜕𝑡
𝐷 (𝜌(𝑡)∥𝜎) ≤ −2𝛼𝐷 (𝜌(𝑡)∥𝜎), (2.21)

which concludes the proof.
□

We will now integrate Eq. (2.21) in order to upper bound 𝐷 (𝜌(𝑡)∥𝜎) for a Lindbladian
L(𝜌(𝑡)) = 𝛼L𝜎 (𝜌(𝑡)) + L ′(𝜌(𝑡)).

Theorem 2.4.2. Let 𝜌(𝑡) be an arbitrary quantum state of time 𝑡 and L = 𝛼L𝜎 + L ′ be a
Lindbladian with a full-rank fixed point 𝜎, with L𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡), 𝛼 a positive
constant and L ′ an arbitrary Lindbladian s.t. L ′(𝜎) = 0, where the relative entropy
between the states 𝜌(𝑡) and 𝜎 is defined as 𝐷 (𝜌(𝑡)∥𝜎) = Tr[𝜌(𝑡) (log(𝜌(𝑡)) − log(𝜎))]. If
𝜕𝑡 (𝜌(𝑡)) = L(𝜌(𝑡)) holds, then the Lindbladian L satisfies a modified logarithmic Sobolev
inequality (MLSI) with constant 𝛼 > 0, which implies that L satisfies

𝐷 (𝑒𝑡L (𝜌0)∥𝜎) ≤ 𝑒−2𝛼𝑡𝐷 (𝜌0∥𝜎), (2.22)

where 𝜌0 = 𝜌(0) is the initial state of the system.

Proof. Following from Proposition 2.4.2, since 𝐷 (𝜌(𝑡)∥𝜎) ≥ 0 for every state 𝜌(𝑡), we can
divide both sides of Eq. (2.21) with 𝐷 (𝜌(𝑡)∥𝜎) without a change of sign,

𝜕

𝜕𝑡
𝐷 (𝜌(𝑡)∥𝜎) ≤ −2𝛼𝐷 (𝜌(𝑡)∥𝜎) ⇒ 𝑑𝐷 (𝜌(𝑡)∥𝜎)

𝐷 (𝜌(𝑡)∥𝜎) ≤ −2𝛼𝑑𝑡.

We then proceed to integrate both sides,∫ 𝑡′

0

𝑑𝐷 (𝜌(𝑡)∥𝜎)
𝐷 (𝜌(𝑡)∥𝜎) ≤ −2𝛼

∫ 𝑡′

0
𝑑𝑡 ⇒ log |𝐷 (𝜌(𝑡)∥𝜎) | − log |𝐷 (𝜌0∥𝜎) | ≤ −2𝛼𝑡 ′ ⇒

⇒ log(𝐷 (𝜌(𝑡)∥𝜎)) ≤ −2𝛼𝑡 ′ + log(𝐷 (𝜌0∥𝜎)). (2.23)

By exponentiating both sides of Eq. (2.23) and making the change 𝑡 ′ → 𝑡, we get

𝐷 (𝜌(𝑡)∥𝜎) ≤ 𝑒−2𝛼𝑡𝐷 (𝜌0∥𝜎), (2.24)

where 𝜌0 = 𝜌(0) is the initial state of the system. □
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In the following proposition, we will prove that a dissipative Lindbladian Ldissip describ-
ing relaxation with pure dephasing can be brought into the form 𝛼L𝜎 + L ′, and therefore
by Theorem 2.4.2, Ldissip will satisfy a MLSI with constant 𝛼. In this case, we will be
able to use Theorem 2.4.1 and bound the relative entropy for the aforementioned dissipative
Lindbladian.

Proposition 2.4.3. Let 𝜌(𝑡) be an arbitrary quantum state of 𝑛 qubits and of time 𝑡,
where the time evolution of the system is given by the Lindblad Master Equation (2.9), and
Ldissip : M2𝑛 → M2𝑛 describes the dissipation of the system caused by relaxation and pure
dephasing noise. Then, the dissipative Lindbladian Ldissip satisfies a MLSI with constant
𝛼 = ^, where ^ is the spin relaxation rate ^ = 1/𝑇1 with 𝑇1 being the relaxation time.

Proof. Let L (𝑖) be a dissipative Lindbladian that acts on an arbitrary qubit 𝑖 given as 𝜌(𝑡),
and which describes relaxation and pure dephasing noise with quantum jump operators
𝐿1 =

√
^𝑝𝜎−, 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ and 𝐿3 =

√
𝜒𝑍 , where 𝜎− = |0⟩⟨1| and 𝜎+ = |1⟩⟨0|

are the lowering and raising operators respectively, 𝑍 is the Pauli-Z matrix, ^ is the spin
relaxation rate and 𝜒 is the pure dephasing rate. The fixed point 𝜎 of L (𝑖) is given by

𝜎 =

(
𝑝 0
0 1 − 𝑝

)
, (2.25)

where the relaxation probability 𝑝 is given by Eq. (1.22).
The Lindbladian L (𝑖) can then be written as

L (𝑖) (𝜌) = ^𝑝𝜎−𝜌𝜎++^(1−𝑝)𝜎+𝜌𝜎−+𝜒𝑍𝜌𝑍−
1
2
^𝑝{𝜎+𝜎−, 𝜌}−

1
2
^(1−𝑝){𝜎−𝜎+, 𝜌}−𝜒𝜌.

(2.26)
An arbitrary qubit state 𝜌(𝑡) is given by

𝜌(𝑡) =
(
𝑎(𝑡) 𝑏(𝑡)
𝑏∗ (𝑡) 1 − 𝑎(𝑡)

)
, (2.27)

where 𝑎(𝑡) ∈ R and 𝑏(𝑡) ∈ C. For our convenience, we will assign 𝑐(𝑡) ≡ 𝑏∗ (𝑡) and
𝑑 (𝑡) ≡ 1 − 𝑎(𝑡). We then compute,

L (𝑖) (𝜌) =
(
^𝑝𝑑 − ^(1 − 𝑝)𝑎 − 1

2 ^𝑏 − 2𝜒𝑏
− 1

2 ^𝑐 − 2𝜒𝑐 ^(1 − 𝑝)𝑎 − ^𝑝𝑑

)
(2.28)

Let L (𝑖)
𝜎 be a Lindbladian that acts on an arbitrary qubit 𝑖 given as 𝜌(𝑡) s.t. L (𝑖)

𝜎 (𝜌(𝑡)) =
Tr(𝜌(𝑡))𝜎 − 𝜌(𝑡). By applying L (𝑖)

𝜎 on the state 𝜌(𝑡) given by Eq. (2.27) (with 𝑐 ≡ 𝑏∗ and
𝑑 ≡ 1 − 𝑎), we obtain

L (𝑖)
𝜎 (𝜌) =

(
𝑝𝑎 + 𝑝𝑑 − 𝑎 −𝑏

−𝑐 𝑎 − 𝑝𝑎 − 𝑝𝑑

)
.

We can write Eq. (2.28) as

L (𝑖) (𝜌(𝑡)) = ^L (𝑖)
𝜎 (𝜌(𝑡)) +

(
0 1

2 ^𝑏 − 2𝜒𝑏
1
2 ^𝑐 − 2𝜒𝑐 0

)
. (2.29)
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By defining

L ′(𝑖) (𝜌(𝑡)) :=
(

0 1
2 ^𝑏 − 2𝜒𝑏

1
2 ^𝑐 − 2𝜒𝑐 0

)
, (2.30)

for the fixed point 𝜎 given by Eq. (2.25), L ′(𝑖) (𝜎) = 0 since 𝑏 = 𝑐 = 0, and so we
have proven that the Lindbladian L (𝑖) given by Eq. (2.26) can be brought into the form
L (𝑖) (𝜌(𝑡)) = ^L (𝑖)

𝜎 (𝜌(𝑡))+L ′(𝑖) (𝜌(𝑡)), with L (𝑖)
𝜎 (𝜌(𝑡)) = Tr(𝜌(𝑡))𝜎−𝜌(𝑡) and L ′(𝑖) (𝜎) =

0. Therefore, according to Theorem 2.4.2, L (𝑖) satisfies a MLSI with constant 𝛼 = ^ for
every qubit 𝑖.

For an arbitrary quantum state 𝜌(𝑡) of 𝑛 qubits and of time 𝑡, where the time evolution
of the system is given by Eq. (2.9), for relaxation and pure dephasing noise both of which
act individually and uniformly on 𝑛 qubits, it holds that Ldissip =

∑𝑛
𝑖=1 L (𝑖) , where L (𝑖) is

given by Eq. (2.26). In that case, Theorem 19 of [36] guarantees that since L (𝑖) satisfies a
MLSI with constant 𝛼 = ^ for every qubit 𝑖, then the Lindbladian Ldissip satisfies a MLSI
with constant 𝛼 = ^, which concludes the proof. □

It is worth mentioning here that constant 𝛼 does not depend on the pure dephasing rate 𝜒,
and therefore the effects of dephasing are being ignored. This implies that the convergence
rate of the upper bound given by Eq. (2.24) is optimal only for 𝜒 ≪ 1.



3
Certifying Quantum

Advantage for the QAOA

3.1. Introduction
Recent theoretical and experimental efforts on quantum computing are focused on achieving
quantum advantage on a NISQ device of tens, or even a few hundreds of qubits. On the
experimental forefront, in 2019 Google’s research team published a paper claiming the first
demonstration of quantum advantage [37], where their superconducting 53-qubit processor
(Google Sycamore) completed succesfully a benchmark task in about 200 seconds, whereas
an equivalent task carried out by a state-of-the-art classical supercomputer would take
approximately 10,000 years to complete. IBM was quick to dispute those claims [38],
stating in their research blog that the term quantum supremacy "was to describe the point
where quantum computers can do things that classical computers can’t, this threshold has
not been met" [39].

Just about a year later after Google’s publication, Zhong et al. demonstrated quantum
advantage on a photonic quantum processor performing a boson sampling task [40], while
in 2021 Wu et al. [41] used a superconducting 66-qubit processor to perform a much harder
benchmarking task than the one previously carried out on the Google Sycamore processor.
Even though those results are indicative of the potential of these early-development systems,
it still remains to be shown if NISQ devices are capable of demonstrating a strong advantage
over their classical counterparts for problems of practical interest.

Early 2021, Harrigan et al. ran a promising variational algorithm [5], the Quantum
Approximate Optimization Algorithm (QAOA), on the Google Sycamore processor. Their
results were poor and suggested that it will be a real challenge to gain an advantage by
implementing the QAOA on NISQ hardware in the near future. In parallel to the experi-
mental implementations, theorists strive to answer the question, could some of the proposed
variational algorithms be fundamentally limited by the effects of noise when executed on a
NISQ device? Some notable early work on this topic comes from Brandao et al. [42] and
Wang et al. [43].

19
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França and Garcia-Patron have proposed the use of quantum relative entropy bounds in
order to compare the performance of a quantum algorithm to that of a classical, when both
are used to solve the same problem [32]. In their paper, they claim that when a quantum
state evolves under the influence of a global depolarizing channel, the QAOA implemented
on current NISQ devices cannot achieve a quantum advantage for some graph problems.

In this chapter we will use their methods for the case of the QAOA running on a planar
superconducting chip, by assuming relaxation as the dominant and only source of noise.
This is an analysis which is much closer to the hardware of superconducting transmon
qubits rather than assuming depolarizing noise, and demonstrates how one could accurately
use these techniques to obtain results on any other quantum computing platform. We will
show that the choice of a noise model greatly affects the results, and one can disprove the
conclusions that have been made in [32] for a different noise model than depolarization.

3.2. Declaring the loss of quantum advantage
We can always describe any quantum algorithm as the evolution of an input quantum state
𝜌0 to an output state S(𝜌0) = 𝜌. Here S is a general quantum channel describing the
algorithm, or equivalently, the action of the quantum circuit, along with the effects of
decoherence due to its implementation on a noisy quantum device. The evolution S(𝜌0) of
an input state 𝜌0 can be either the application of a series of unitary layers U in the presence
of an error quantum channel E (see Fig. 2.1), or either the dynamics induced by a Lindblad
Master Equation (Eq. (1.21)), where a dissipative Lindbladian operator Ldissip influences
the evolution of the system for the total runtime 𝑇 of the algorithm.

For the fixed point of noise 𝜎, i.e. S(𝜎) = 0 when we remove the unitary layers from
S and leave only the noise, then the relative entropy of an output state S(𝜌0) = 𝜌, given by
𝐷 (𝜌(𝑇)∥𝜎), indicates the corruption that the input state 𝜌0 has suffered due to the effects
of noise at time 𝑇 . It is clear by now that under such considerations, the smaller 𝐷 (𝜌∥𝜎)
becomes, the closer the output state 𝜌 is to 𝜎, which is undesirable but inevitable altogether.
In Section 2 we introduced some general upper bounds for the relative entropy 𝐷 (𝜌∥𝜎),
which can give us a good estimation over the quality of the output state 𝜌 of a general
quantum circuit.

There exists a class of classical problems called the Quadratic Unconstrained Binary
Optimization problems, or QUBO for short, where their solution involves finding a bitstring
𝑧 = 𝑧∗, with 𝑧 ∈ {0, 1}𝑛, which minimizes a quadratic objective function

min
𝑧∈{0,1}𝑛

𝑧T𝑄𝑧 + 𝑐T𝑧 (3.1)

under no variable constraints, for given 𝑐 ∈ R𝑛 and 𝑄 ∈ R𝑛×𝑛 [44]. By defining

𝐶 (𝑧) ≡ 𝑧T𝑄𝑧 + 𝑐T𝑧 (3.2)

as the problem-specific cost function 𝐶 (𝑧), the solution to a QUBO problem can then be
restated as finding the bitstring 𝑧∗ which solves

min
𝑧∈{0,1}𝑛

𝐶 (𝑧). (3.3)

QUBO problems are generically hard (NP-complete), also when 𝑧T𝑄𝑧 + 𝑐T𝑧 has the
connectivity of a planar graph. For QUBO problems there exist families of classical
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optimization algorithms, such as Monte Carlo sampling, that can find an approximate
solution to a particular problem by estimating the partition function Z𝛽T = Tr(𝑒−𝛽T𝐻 ) of
a classical Gibbs state 𝜎𝛽T = 𝑒−𝛽T𝐻/Z𝛽T at an inverse temperature 𝛽T = 1/T . Such
an algorithm is considered to be efficient if for a specific range of values 𝛽T ∈ [0, 𝛽𝐶 ],
a conventional computer can find an optimal solution to the problem in polynomial time
O(𝑛), with 𝛽𝐶 being an inverse temperature where we can sample from 𝜎𝛽𝐶 efficiently.

We can solve QUBO problems using a quantum computer by encoding the cost function
𝐶 (𝑧) into a problem Hamiltonian 𝐻𝐶 , such that

𝐻𝐶 |𝑧⟩ = 𝐶 (𝑧) |𝑧⟩, (3.4)

and therefore finding the solution bitstring 𝑧∗ which minimizes the cost function 𝐶 (𝑧)
now means finding the quantum state 𝜌∗ = |𝑧∗⟩⟨𝑧∗ | which minimizes the output energy
𝐸 (𝜌) = Tr(𝜌𝐻𝐶 ).

We have already established that the effects of relaxation and pure dephasing noise
(without the application of unitary layers) erase the off-diagonal elements of any input
quantum state 𝜌0 as a function of the circuit depth 𝐷, thus transforming 𝜌0 into a classical
probabilistic state (see Eq. (2.14). It is reasonable to assume that after a certain amount
of corruption, the output state 𝜌 of a quantum circuit after a total runtime 𝑇 cannot retain
any computational advantage over a classical optimization algorithm which estimates a
partition function Z𝛽T for a sufficient range of 𝛽T . Along these lines, the output energies
Tr(𝜌(𝑇)𝐻𝐶 ) and Tr(𝜎𝛽T𝐻𝐶 ) are expected to be very close for some 𝛽T ∈ [0, 𝛽′T]. The
above observation is formulated concretely into the following theorem:

Theorem 3.2.1. Let S(𝜌0) be the output of a noisy quantum device and for some full-rank
state 𝜎 > 0 let𝑉 = − log(𝜎) and 𝐷 (S(𝜌0)∥𝜎) = Tr(S(𝜌0) (log(S(𝜌0)) − log(𝜎))) be their
relative entropy. Then for any Hamiltonian 𝐻 there is a 𝛽T ∈ [0, 4𝐷 (S (𝜌0) ∥𝜎)

𝜖 ∥𝐻 ∥ ] such that
the state 𝜎𝑉,𝛽T defined as

𝜎𝑉,𝛽T = 𝑒𝑥𝑝(−𝑉 − 𝛽T𝐻)/Z𝛽T (3.5)

satisfies:
Tr(S(𝜌0)𝐻) ≥ Tr(𝜎𝑉,𝛽T𝐻) − 𝜖 ∥𝐻∥, (3.6)

for some given error parameter 𝜖 > 0.

The reader can find the proof of the above theorem on [32]. It is important to understand
that Theorem 3.2.1 holds even if for the range 𝛽T ∈

[
0, 4𝐷 (S (𝜌0) ∥𝜎)

𝜖 ∥𝐻 ∥

]
a classical optimization

algorithm cannot sample efficiently from the Gibbs state 𝜎𝑉,𝛽T .
For this reason, it becomes obvious that Theorem 3.2.1 is useful only in the case where

the relative entropy 𝐷 (S(𝜌0)∥𝜎) is sufficiently small so that a classical optimization algo-
rithm can sample in polynomial time O(𝑛) from a Gibbs state 𝜎𝑉,𝛽T at inverse temperatures
𝛽T ≤ 𝛽𝐶 . Since we have already derived upper bounds for the relative entropy 𝐷 (S(𝜌0)∥𝜎),
the key idea is that when the upper bound reaches the value 𝜖 ∥𝐻∥𝛽𝐶/4, because of The-
orem 3.2.1, we can guarantee that the output energy 𝐸 = Tr(S(𝜌0)𝐻) is close to that of
Tr(𝜎𝑉,𝛽T𝐻), where the latter can be efficiently computed. Thus, quantum computational
advantage has been lost.
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3.3. The quantum approximate optimization algorithm in
a nutshell

The Quantum Approximate Optimization Algorithm [4], or in short QAOA, is a hybrid
quantum-classical algorithm that belongs to the algorithmic family of Variational Quantum
Eigensolvers (VQEs). It is intended to be used for solving QUBO problems, where the
cost function 𝐶 of a given problem can be recast into a problem Hamiltonian 𝐻𝐶 , which is
diagonal in the computational basis (as in Eq. (3.4)).

Every QAOA algorithm begins with a variational quantum circuit that parametrizes
an input state |𝜓0⟩ = |+⟩⊗𝑛 as |𝜓(𝛾, 𝛽)⟩ = 𝑈 (𝛾, 𝛽) |𝜓0⟩, where 𝑈 (𝛾, 𝛽) is called the
variational form and 𝛾, 𝛽 belong to the parameter vector spaces 𝛾 = (𝛾1, 𝛾2, 𝛾3, ...) and
𝛽 = (𝛽1, 𝛽2, 𝛽3, ...) respectively. The main objective of QAOA is to solve

min
𝛾,𝛽

⟨𝜓(𝛾, 𝛽) |𝐻𝐶 |𝜓(𝛾, 𝛽)⟩, (3.7)

for a given problem Hamiltonian 𝐻𝐶 which can be then recast back into the cost function
𝐶. This way, if we are able to solve Eq. (3.7) then we can also solve for 𝐶min.

The quantum part of the algorithm creates the trial wave functions |𝜓(𝛾, 𝛽)⟩, while the
classical part of the algorithm is an optimization procedure, usually a SPSA (Simultaneous
perturbation stochastic approximation) optimizer, that updates the parameters 𝛾, 𝛽 in such a
way that the expectation value ⟨𝜓(𝛾, 𝛽) |𝐻 |𝜓(𝛾, 𝛽)⟩ approximates the global minimum after
a number of 𝑃 repetitions. In general, the performance of the QAOA can only improve with
increasing 𝑃 [4], while it applies adiabatic evolution for 𝑃 → ∞ [44]. For our analysis,
we will focus on the quantum part of the QAOA, more specifically, the variational form
𝑈 (𝛾, 𝛽).

Below we present a general circuit describing the QAOA algorithm:

Figure 3.1: The QAOA algorithm for a number of 𝑃 repetitions.

First, we create an equal superposition of all states |𝜓0⟩ = |+⟩⊗𝑛 and then proceed with
parametrizing it. Parametrization is achieved by using two unitaries, first the cost layer
𝑈𝐶 (𝛾), also called the problem unitary, and then the mixer layer 𝑈𝐵 (𝛽), also called the
driver unitary.

For a problem Hamiltonian 𝐻𝐶 given by

𝐻𝐶 =

𝑛∑︁
𝑖=1

𝑐𝑖𝑍𝑖 +
𝑛∑︁

𝑖, 𝑗=1
𝑄𝑖 𝑗𝑍𝑖 ⊗ 𝑍 𝑗 , (3.8)
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the two unitaries can be expressed as [44]

𝑈𝐶 (𝛾) = 𝑒−𝑖𝛾𝐻𝐶 = 𝑒
−𝑖𝛾

(∑𝑛
𝑖=1 𝑐𝑖𝑍𝑖+

∑𝑛
𝑖, 𝑗=1 𝑄𝑖 𝑗𝑍𝑖⊗𝑍 𝑗

)
, (3.9)

and

𝑈𝐵 (𝛽) = 𝑒−𝑖𝛽
∑𝑛

𝑖=1 𝑋𝑖 , (3.10)

with 𝑍𝑖 and 𝑋𝑖 denoting the Pauli Z-matrix and Pauli X-matrix respectively acting on the 𝑖th
qubit, while 𝑐𝑖 and 𝑄𝑖 𝑗 are the given QUBO vector and matrix respectively that appear on
Eq. (3.1).

The unitary 𝑈𝐶 (𝛾) is problem specific since it encodes the cost function 𝐶 (𝑧), and it
creates entanglement between all qubits in such a way that there is a change in phase for
the states that comprise the bitstrings which most likely approximate the solution (or are
the solution) of the QUBO problem at hand (see more on [44]). This assists the classical
optimizer with the search for the most optimal set of parameters 𝛾, 𝛽 that can solve Eq.
(3.7).

The unitary𝑈𝐵 (𝛽) is the same for every problem that we want to solve using the QAOA
and its purpose is to mix all the parameters 𝛾 and 𝛽 in such a way that the complexity of the
superposition of states in |𝜓(𝛾, 𝛽)⟩ increases. By doing this, we can search for the solution
in multiple directions in the Hilbert space at the same time, thus assisting the classical
optimizer in finding the most optimal solution.

We will now go in more depth discussing some of the important characteristics of both
unitary layers 𝑈𝐶 (𝛾) and 𝑈𝐵 (𝛽).

3.3.1. The cost layer 𝑈𝐶 (𝛾)
The cost layer 𝑈𝐶 (𝛾) is problem specific and thus there exists no generic decomposition
for it. For QUBO problems that can be depicted as graphs, there exist three main problem
categories of interest [5, 32], namely the Hardware grid problems, the Three-regular MaxCut
problems and the fully connected Sherrington-Kirkpatrick model (SK model). While the
Hardware grid problems match the topology of the quantum device of choice and they do
not require qubit routing, the MaxCut problem defined on a three-regular graph as well as
the SK model are high connectivity problems and require routing, with the latter having a
Hamiltonian with all-to-all connectivity which is the most taxing for routing.

The cost layer 𝑈𝐶 (𝛾) can be decomposed into a number of single-qubit and two-qubit
gates, accounting for single-qubit rotations of the form 𝑒−𝑖𝛾𝑐𝑖𝑍𝑖 and the nearest-neighbour
interactions 𝑒−𝑖𝛾𝑄𝑖 𝑗𝑍𝑖𝑍 𝑗 respectively. For problems with high connectivity, the number of
layers that the decomposition of a single cost layer 𝑈𝐶 (𝛾) amounts to is proportional to the
system size 𝑛 [5, 32]. This can affect significantly the runtime Δ𝑡 of a single repetition of
the QAOA. For our analysis, we will consider the cost layer 𝑈𝐶 (𝛾) as a big unitary block
that can be decomposed into a number 𝑚 of single unitary layers, which act on 𝑛 qubits and
are diagonal in the computational basis.
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Figure 3.2: A possible decomposition of the cost layer𝑈𝐶 (𝛾 𝑗 ) acting on 𝑛 = 3 qubits into a series of single-qubit
and two-qubit gates accounting for the 𝑒−𝑖𝛾𝑐𝑖𝑍𝑖 and 𝑒−𝑖𝛾𝑄𝑖 𝑗𝑍𝑖𝑍 𝑗 interactions respectively, for a repetition 𝑗 of
the QAOA for an instance of the MaxCut problem. Notice how due to the high connectivity, the number of layers
of this decomposition exceeds the number of qubits of the system. The individual weights 𝑤𝑘 and 𝑤𝑘𝑙 correspond
to the values of 𝑐𝑘 and 𝑄𝑘𝑙 of the problem Hamiltonian (Eq. (3.8)) for qubits 𝑘 and 𝑙.

3.3.2. The mixer layer 𝑈𝐵 (𝛽)
The mixer layer, as it is described by Eq. (3.10), can be decomposed into 𝑛 single-qubit
rotations as follows:

Figure 3.3: Decomposition of the mixer layer𝑈𝐵 (𝛽 𝑗 ) into 𝑛 single-qubit rotations 𝑅𝑋 (2𝛽 𝑗 ) for a repetition 𝑗 of
the QAOA. The above decomposition remains the same for every repetition 𝑗 and is not problem dependent.

If we set
𝛽 𝑗 = 𝐴 𝑗𝜏1, 𝑗 , (3.11)

with 𝐴 𝑗 being the interaction strength with units [𝐴 𝑗 ] = 𝑠−1 and 𝜏1, 𝑗 being the single-qubit
duration of an individual 𝑅𝑋 (2𝛽 𝑗 ) gate of units [𝜏1, 𝑗 ] = 𝑠, then the Hamiltonian describing
the mixer layer for a repetition 𝑗 of the QAOA is given by

𝐻
𝑗

𝐵
= 𝐴 𝑗

𝑛∑︁
𝑖=1

𝑋𝑖 . (3.12)

Notice how for a given repetition 𝑗 , on every qubit 𝑖 = 1, ..., 𝑛 we apply the same rotation
𝑅𝑋 (2𝛽 𝑗 ) (rotation over the X-axis by an angle 2𝛽 𝑗 ). By using Eq. (3.11) we can rewrite
Eq. (3.12) as

𝐻
𝑗

𝐵
=

𝛽 𝑗

𝜏1, 𝑗

𝑛∑︁
𝑖=1

𝑋𝑖 . (3.13)
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3.3.3. Optimizing the performance of the QAOA
The QAOA is a general-purpose algorithm which for some problems, even for 𝑃 = 1 number
of repetitions, it produces non-trivial results which outperform random guessing [45]. That
being said, little is known about the performance of the algorithm for 𝑃 > 1 repetitions, and
exploring the regime 1 < 𝑃 < ∞ is part of an active research in the quantum computing
community.

Until now, we have defined the two parameter vector spaces 𝛾 and 𝛽 which are being
optimized by a classical optimizer at the end of the QAOA circuit, only to be fed back to
it once the parameters are being updated. It would seem that for any QAOA algorithm of
𝑃 repetitions, there is no intelligent initial guess that one can make for the parameters 𝛾1
and 𝛽1, which complicates the optimization process. Nonetheless, there have been recent
studies which suggest that when the performance of the QAOA algorithm is optimized for
a number of problems such as instances of the MaxCut problem [6, 46] and the SK model
[45], the variational parameters 𝛾 and 𝛽 display an optimization pattern.

Upon examining the results in all of the above cases, the variational parameter 𝛾 increases
monotonically with 𝑃 while the variational parameter 𝛽 decreases monotonically with 𝑃

when the performance of the QAOA is optimized. For the variational parameters 𝛽 𝑗 of Eq.
(3.13), we apply a polynomial fit to the data sets provided by [45] and we find the following
function for the values of 𝛽( 𝑗),

𝛽( 𝑗) = 0.781433 − 1.44634 𝑗 + 2.24229 𝑗2 − 1.57737 𝑗3. (3.14)

For 𝑃 = 16 repetitions of the QAOA, we plot the variational parameters 𝛽( 𝑗) that we
sampled from Eq. (3.14) as a function of the repetitions 𝑗 :

Figure 3.4: Generated values of the optimized variational parameters 𝛽 ( 𝑗) for 𝑃 = 16 repetitions of the QAOA.
We recognise the same monotonal decrease pattern that the parameters 𝛽 ( 𝑗) show on [6, 45, 46].

We can see that the values of 𝛽( 𝑗) sampled from Eq. (3.14) display the same pattern
as those observed at [6, 45, 46]. We will use Eq. (3.14) in order to generate approximate
values of 𝛽( 𝑗) for any number of repetitions 𝑃, that optimize the performance of the QAOA.
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The reader should keep in mind that this is a necessary approximation, since we will need a
generator of 𝛽 parameter values for our numerical simulations at the end of this chapter.

3.4. Discrete time evolution of an input state
Let 𝜌0 = |+⟩⟨+|⊗𝑛 be an input quantum state of 𝑛 qubits and let E (1) : M2 → M2 be the
Relaxation Channel (RC) acting on one qubit for positive temperatures T > 0 with Kraus
operators

𝐸0 =
√
𝑝

(
1 0
0

√︁
1 − 𝛾

)
, 𝐸1 =

√
𝑝

(
0 √

𝛾

0 0

)
, (3.15)

𝐸2 =
√︁

1 − 𝑝

(√︁
1 − 𝛾 0
0 1

)
, 𝐸3 =

√︁
1 − 𝑝

(
0 0√
𝛾 0

)
, (3.16)

where the relaxation probabilities 𝑝 for the states |0⟩ and |1⟩ follow the Boltzmann distri-
bution given by Eq. (1.22), and 𝛾 is the decay probability, thus 0 ≤ 𝛾 ≤ 1.

The fixed point of the Relaxation Channel E (1) is

𝜎0 =

(
𝑝 0
0 1 − 𝑝

)
, (3.17)

which is a full-rank state for 𝑝 ≠ 1. Let us now define the Relaxation Channel E : M2𝑛 →
M2𝑛 as the composition of individual one-qubit Relaxation Channels E (1) as can be seen
on Fig. 3.5 below:

Figure 3.5: In our model for relaxation along with dephasing noise we assume an error layer channel E acting on
𝑛 qubits that is comprised of individual Relaxation Channels E (1) acting on single qubits uniformly.

The Relaxation Channel E acting on 𝑛 qubits has a full-rank fixed point E(𝜎) = 𝜎 given
by

𝜎 =

(
𝑝 0
0 1 − 𝑝

)⊗𝑛
. (3.18)
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Figure 3.6: A single repetition 𝑗 of the QAOA, where the Relaxation Channel E acts uniformly and individually
on 𝑛 qubits. Here, we assume that the cost layer U𝐶 (𝛾 𝑗 ) decomposes into 𝑚 single unitary layers that are all
diagonal in the computational basis (see Section 3.3.1).

Since the Relaxation Channel E satisfies a strong data-processing inequality with con-
stant 𝛼 > 0 (error probability) [47, 48], we apply Lemma 2.3.1 for a noisy quantum circuit,
which implements 𝑃 repetitions of QAOA on 𝑛 qubits for a total of 𝐷 layers, and get the
following upper bound on the relative entropy:

𝐷 (𝜌∥𝜎) ≤(1 − 𝛼)𝐷𝐷 (𝜌0∥𝜎) +
𝐷∑︁
𝑡=1

(1 − 𝛼)𝐷−𝑡𝐷∞ (U𝑡 (𝜎)∥𝜎), (3.19)

where the unitary channels U𝑡 act on an arbitrary 𝑛-qubit state 𝜌 as U𝑡 (𝜌) = 𝑈𝑡 𝜌𝑈
†
𝑡 , for all

repetitions 𝑗 ∈ {1, 2, ..., 𝑃}.
Here we assume that for a general repetition 𝑗 of the algorithm, a cost layer U𝐶 (𝛾 𝑗 )

decomposes into 𝑚 single unitary layers U𝐶𝑘
(𝛾 𝑗 ) (as in Fig. 3.6), with 1 ≤ 𝑘 ≤ 𝑚. Since

all single unitary layersU𝐶𝑘
(𝛾 𝑗 ) are diagonal in the computational basis (see Section 3.3.1),

we have
𝐷∞ (U𝐶𝑘

(𝛾 𝑗 ) (𝜎)∥𝜎) = 𝐷∞ (𝜎∥𝜎) = 0, (3.20)
for any single unitary layer 𝑘 of the decomposition of a single cost layer U𝐶 (𝛾 𝑗 ) and for
any repetition 𝑗 of the algorithm. Since the QAOA has P repetitions, by taking into account
the decomposition of the cost layer, the total circuit depth will be 𝐷 = (𝑚 + 1)𝑃, hence we
can rewrite Eq. (3.19) as

𝐷 (𝜌∥𝜎) ≤ (1 − 𝛼) (𝑚+1)𝑃𝐷 (𝜌0∥𝜎) +
𝑃∑︁
𝑗=1

(1 − 𝛼) (𝑚+1) (𝑃− 𝑗)𝐷∞ (U𝐵 (𝛽 𝑗 ) (𝜎)∥𝜎). (3.21)

By carrying out all of the necessary calculations (see Appendix A.1), we find that

𝐷 (𝜌∥𝜎) ≤ 𝑛

−
(1 − 𝛼) (𝑚+1)𝑃

2
(log(𝑝) + log(1 − 𝑝)) +

𝑃∑︁
𝑗=1

(1 − 𝛼) (𝑚+1) (𝑃− 𝑗) log(∥𝐴( 𝑗)∥)


(3.22)
where the matrix 𝐴( 𝑗) is given by

𝐴( 𝑗) ≡ ©«
cos2 (𝛽 𝑗 ) + 1−𝑝

𝑝
sin2 (𝛽 𝑗 ) 𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 ) 1−2𝑝√

𝑝 (1−𝑝)
𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 ) 2𝑝−1√

𝑝 (1−𝑝)
cos2 (𝛽 𝑗 ) − 𝑝

1−𝑝 sin2 (𝛽 𝑗 )
ª®¬ . (3.23)
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Equation (3.22) constitutes the relative entropy upper bound for the QAOA of 𝑃 repeti-
tions running on a quantum device of 𝑛 qubits, with 𝛼 being the error probability of the RC
and 𝑝 being the damping probability with which a single qubit goes from the excited state
|1⟩ to the ground state |0⟩ due to relaxation.

3.5. Continuous time evolution of an input state

3.5.1. Prerequisites

Let 𝜌0 = 𝜌(0) be an arbitrary input quantum state of 𝑛 qubits andLdissip (𝜌0) =
∑3

𝑖=1 𝐿𝑖𝜌0𝐿
†
𝑖
−

1
2 {𝐿

†
𝑖
𝐿𝑖 , 𝜌0} be a Lindbladian operator which describes the dissipation of the system

caused by relaxation noise along with pure dephasing noise, with quantum jump opera-
tors 𝐿1 =

√
^𝑝𝜎−, 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ and 𝐿3 =

√
𝜒𝑍 . By Proposition 2.4.3, the dissipator

Ldissip satisfies a MLSI with constant 𝛼 = ^.

Thus, for an output quantum state of 𝑛 qubits that satisfies the Lindblad Master Equation
(2.9) with the solution given by Eq. (2.10) for a time-dependent Hamiltonian 𝐻 = 𝐻 (𝑡) and
a quantum channel 𝑆𝑡 = 𝑒𝑡L , Theorem 2.4.1 states that for all times 𝑇 > 0, the output state
𝜌(𝑡) = 𝑆𝑡 (𝜌0) satisfies

𝐷 (𝜌(𝑡)∥𝜎) ≤ 𝑒−^𝑇𝐷 (𝜌0∥𝜎) + 𝑋 (𝑇, 𝐻, 𝜎), (3.24)

where

𝑋 (𝑇, 𝐻, 𝜎) =
∫ 𝑇

0
𝑑𝜏𝑒−^ (𝑇−𝜏) ∥𝜎− 1

2 [𝐻, 𝜎]𝜎− 1
2 ∥. (3.25)

Our task is to compute the bound of Eq. (3.24) for the case of the QAQA running
on a quantum device of 𝑛 qubits for a total runtime 𝑇 of the algorithm. We have already
computed the term 𝐷 (𝜌0∥𝜎) in Appendix A.1, and so using Eq. (A.6) we can rewrite Eq.
(3.24) as

𝐷 (𝜌(𝑡)∥𝜎) ≤ −𝑛𝑒−^𝑇

2
(log(𝑝) + log(1 − 𝑝)) + 𝑋 (𝑇, 𝐻, 𝜎). (3.26)

What remains now is to compute the integral term 𝑋 (𝑇, 𝐻, 𝜎), which we will do in the
following.
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3.5.2. Calculating the integral term

Figure 3.7: The QAOA algorithm for a number of 𝑃 repetitions. Here we assume that every repetition has the
same runtime Δ𝑡 , with the total runtime of the algorithm being 𝑇 = 𝑃Δ𝑡 . We can see in the figure the different
times for when the switching Hamiltonian 𝐻 (𝑡) of Eq. (3.27) acts accordingly. Each mixer layer 𝑈𝐵 (𝛽 𝑗 ) has a
duration 𝜏1, 𝑗 = 𝑡′

𝑗
− 𝑡 𝑗 for a repetition 𝑗. It is assumed that no time elapses after the application of a cost layer

until the application of the following mixer layer.

In order to compute the integral term 𝑋 (𝑇, 𝐻, 𝜎) we first need to properly define the Hamil-
tonian 𝐻 = 𝐻 (𝑡) for the QAOA. Following Fig. 3.7, we define a switching Hamiltonian
𝐻 (𝑡) as follows:

𝐻 (𝑡) =



𝐻1
𝐶

, 0 ≤ 𝑡 < 𝑡1,

𝐻1
𝐵

, 𝑡1 ≤ 𝑡 < 𝑡 ′1,
...

...

𝐻
𝑗

𝐶
, 𝑡 ′

𝑗−1 ≤ 𝑡 < 𝑡 𝑗 ,

𝐻
𝑗

𝐵
, 𝑡 𝑗 ≤ 𝑡 < 𝑡 ′

𝑗
,

...
...

𝐻𝑃
𝐶

, 𝑡 ′
𝑃−1 ≤ 𝑡 < 𝑡𝑃 ,

𝐻𝑃
𝐵

, 𝑡𝑃 ≤ 𝑡 < 𝑇.

(3.27)

By Eq. (3.8), the Hamiltonian 𝐻𝐶 is comprised only of Pauli-Z matrices and their tensor
products, which are all diagonal in the computational basis. Consequently, for the fixed
point 𝜎 = 𝜎⊗𝑛

0 with 𝜎0 given by Eq. (3.17), it is easy to verify that [𝐻𝐶 , 𝜎] = 0 for any
problem unitary 𝑈𝐶 (𝛾).

Therefore, the only non-zero terms in Eq. (3.25) are the ones that are computed at times
𝑡 𝑗 to 𝑡 ′

𝑗
with 𝑗 ∈ {1, 2, ..., 𝑃}, that is, only when the mixer layers𝑈𝐵 (𝛽 𝑗 ) are applied, and so

𝑋 (𝑇, 𝐻, 𝜎) =
∫ 𝑇

0
𝑑𝜏𝑒−^ (𝑇−𝜏) ∥𝜎− 1

2 [𝐻, 𝜎]𝜎− 1
2 ∥ =

𝑃∑︁
𝑗=1

∫ 𝑡′
𝑗

𝑡 𝑗

𝑑𝜏𝑒−^ (𝑇−𝜏) ∥𝜎− 1
2 [𝐻 𝑗

𝐵
, 𝜎]𝜎− 1

2 ∥.

(3.28)
Given that 𝐻 𝑗

𝐵
can be expressed as a sum of Pauli-X terms (Eq. (3.13)), by using the triangle
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inequality we get

∥𝜎− 1
2 [𝐻 𝑗

𝐵
, 𝜎]𝜎− 1

2 ∥ ≤
|𝛽 𝑗 |
𝜏1, 𝑗

𝑛∑︁
𝑖=1

∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥. (3.29)

Hence, using the result of Eq. (3.29) we can rewrite Eq. (3.28) as

𝑋 (𝑇, 𝐻, 𝜎) ≤ 1
𝜏1, 𝑗

𝑛∑︁
𝑖=1

∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥
𝑃∑︁
𝑗=1

|𝛽 𝑗 |
∫ 𝑡′

𝑗

𝑡 𝑗

𝑑𝜏𝑒−^ (𝑇−𝜏) (3.30)

We can easily compute now the integral term as follows:∫ 𝑡′
𝑗

𝑡 𝑗

𝑑𝜏𝑒−^ (𝑇−𝜏) =
𝑒−^𝑇

^

(
𝑒
^𝑡′

𝑗 − 𝑒^𝑡 𝑗
)
=

𝑒−^𝑇

^

(
𝑒
^ (𝑡′

𝑗
−𝑡 𝑗 ) − 1

)
𝑒^𝑡 𝑗 =

𝑒−^𝑇

^
(𝑒^𝜏1, 𝑗 − 1) 𝑒^𝑡 𝑗 ,

(3.31)
where we used 𝜏1, 𝑗 = 𝑡 ′

𝑗
− 𝑡 𝑗 (see Fig. 3.7).

For all 𝑗 ∈ {1, 2, ..., 𝑃}, the single-qubit gate duration 𝜏1, 𝑗 in all current superconducting
devices is typically of the tens of 𝑛𝑠 in value [49]. Since ^ = 1/𝑇1, where𝑇1 is of the order of
`𝑠 for all current superconducting devices [49], the exponential term 𝑒^𝜏1, 𝑗 in Eq. (3.31) will
approximately have the same value for all 𝑗 . Accordingly, we can make the approximation
𝜏1, 𝑗 ≈ 𝜏1 for all 𝑗 , where 𝜏1 is the typical single-qubit gate duration of all rotations for a
given quantum device.

By applying this approximation, Eq. (3.30) becomes

𝑋 (𝑇, 𝐻, 𝜎) ≤
𝑒−𝑇/𝑇1

(
𝑒𝜏/𝑇1 − 1

)
𝑇1

𝜏1

𝑛∑︁
𝑖=1

∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥
𝑃∑︁
𝑗=1

𝑒𝑡 𝑗/𝑇1 |𝛽 𝑗 |. (3.32)

By Fig. 3.7, the total runtime 𝑇 of the algorithm can be expressed as 𝑇 = 𝑃Δ𝑡, where Δ𝑡
is the runtime of a single repetition of the QAOA, and 𝑡 𝑗 = 𝑗Δ𝑡−𝜏1 for every 𝑗 ∈ {1, 2, ..., 𝑃}.
Therefore,

𝑋 (𝑇, 𝐻, 𝜎) ≤
(
1 − 𝑒−𝜏1/𝑇1

)
𝑇1

𝜏1

𝑛∑︁
𝑖=1

∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥
𝑃∑︁
𝑗=1

𝑒−(𝑃− 𝑗)Δ𝑡/𝑇1 |𝛽 𝑗 |. (3.33)

By computing the term ∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥ (see Appendix A.2), we finally obtain

𝐷 (𝜌(𝑡)∥𝜎) ≤ 𝑛

[
− 𝑒−𝑃Δ𝑡/𝑇1

log(𝑝) + log(1 − 𝑝)
2

+

+ |2𝑝 − 1|√︁
𝑝(1 − 𝑝)

(
1 − 𝑒𝜏1/𝑇1

)
𝑇1

𝜏1

𝑃∑︁
𝑗=1

𝑒−(𝑃− 𝑗)Δ𝑡/𝑇1 |𝛽 𝑗 |
]
. (3.34)

3.6. Results and Discussion
By having two upper bounds for the relative entropy given by Eqs. (3.22) and (3.34), we
can now compare the performance between a quantum computer and a classical computer
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when both are solving an optimization problem of the form of Eq. (3.1). We choose to
compare the performance of QAOA running on a planar superconducting chip with the
performance of a classical optimization algorithm which estimates the partition function
Z𝛽T of a classical Gibbs state 𝜎𝛽T efficiently for inverse temperatures 𝛽T ≤ 𝛽𝐶 .

For Ising Hamiltonians given by Eq. (3.8), Theorem 11 of [50] guarantees that when

𝛽∥𝑄∥ < 1
2
, (3.35)

where (𝑄)𝑖, 𝑗 = 𝑄𝑖 𝑗 is the QUBO matrix with 𝑄 ∈ R𝑛×𝑛, a Gibbs state 𝜎𝛽 can be sampled
from efficiently in O(𝑛 log(𝑛)) time. By Theorem 3.2.1, we know that there exists a Gibbs
state 𝜎𝑉,𝛽T of inverse temperature 𝛽T ∈

[
0, 4𝐷 (𝜌 ∥𝜎)

𝜖 ∥𝐻𝐶 ∥

]
that satisfies Eq. (3.6). When Eq.

(3.35) is satisfied, as long as
4𝐷 (𝜌∥𝜎)
𝜖 ∥𝐻𝐶 ∥

≤ 1
2∥𝑄∥ , (3.36)

then we can estimate the partition function of 𝜎𝑉,𝛽T efficiently in O(𝑛 log(𝑛)) time, and
hence, we can declare that we have lost quantum advantage.

The authors of [32] claim that for planar graph problems, it generally holds that

∥𝑄∥∥𝐻𝐶 ∥−1𝑛 ≈ 1, (3.37)

where 𝑛 is the number of qubits of the system. By dividing both sides of Eq. (3.36) with 𝑛

and making use of Eq. (3.37), we obtain

𝐷 (𝜌∥𝜎)
𝑛

≤ 𝜖

8
, (3.38)

where 𝜌 is the output state of the quantum circuit. By numerically simulating the upper
bounds of the relative entropy 𝐷 (𝜌∥𝜎) given by Eqs. (3.22) and (3.34), we can find the
repetition 𝑃 of the QAOA for which Eq. (3.38) is satisfied and therefore declare a loss of
quantum advantage.

It is apparent that the value of 𝜖 directly influences our results. The authors of [32] claim
that the range 𝜖 = 10−2 −10−1 "corresponds to a conservative estimate as to when advantage
is lost", with advantage already being lost reportedly for the SK model and random 3-regular
graphs at the value 𝜖 = 0.7 for a problem size of 1000 spins and 10 repetitions of the QAOA
(see Fig. 3 of [32]). Here, we will use three values for 𝜖 , more specifically 𝜖 = 1, 𝜖 = 0.1
and 𝜖 = 0.01 in order to make a more general assessment of our methods.

The runtime Δ𝑡 of a single repetition of the algorithm depends on the decomposition of
the cost layer 𝑈𝐶 (𝛾), and so, Δ𝑡 depends on the complexity and size of the given problem.
Here, we will study how the upper bounds of the relative entropy behave when we run the
QAOA to solve the SK model. For 𝑛 number of qubits, a scaling of 3𝑛 two-qubit gates per
QAOA repetition is reported in [32]. Here, we disregard the parallel application of gates
in a single unitary layer U𝐶𝑘

(𝛾 𝑗 ) for simplicity, and assume that a single cost layer U𝐶

decomposes into 𝑚 = 𝑛 number of single unitary layers U𝐶𝑘
, and so 𝑚 = 𝑛. Therefore, we

can approximate the runtime of a single repetition asΔ𝑡 = 𝑛𝜏2, where 𝜏2 is the two-qubit gate
duration. Let us assume 𝑛 = 1000 qubits, then for a two-qubit gate duration of 𝜏2 = 50𝑛𝑠
we get Δ𝑡 = 50`𝑠 as the time duration of a single repetition of the QAOA.



3

32 3. Certifying Quantum Advantage for the QAOA

Planar Superconducting QPU of tens of qubits
Analysis Discrete evolution Continuous

evolution
Error layer E probability 𝛼 = 0.05
Damping probability 𝑝 = 0.9985 𝑝 = 0.9985
Single-qubit gate duration 𝜏1 = 20𝑛𝑠
Two-qubit gate duration 𝜏2 = 50𝑛𝑠
Single repetition duration Δ𝑡 = 50`𝑠
Relaxation time 𝑇1 = 30`𝑠

Table 3.1: Specifications of a state of the art superconducting processor that we will use for our simulations [51].
We make the distinction between the values that are necessary for the discrete and continuous time evolution of
an input state 𝜌0, corresponding to the two upper bounds given by equations (3.22) and (3.34) respectively. We
assume that our device has 𝑛 = 1000 qubits, and that the cost layer U𝐶 decomposes into 𝑚 = 1000 single unitary
layers U𝐶𝑘

.

The table above sums up the device specifications that we will use for our simulations:

Figure 3.8: Simulation of the relative entropy upper bound density given by Eqs. (3.22) and (3.34), as a function of
the QAOA repetitions 𝑃, for the device specification values that are listed on Table 3.1. The plot points indicated
by black are those of Eq. (3.22) for the discrete evolution while the plot points indicated by red are those of Eq.
(3.34) for the continuous evolution of an input state. The colored horizontal lines indicate the different values of 𝜖
for which if the value of the relative entropy density reaches one can claim loss of quantum advantage, according
to the bound of Eq. (3.38). We see here that none of the plots reach any of those 𝜖 values for a large number
of repetitions 𝑃, indicating a poor convergence rate of the bounds. Even at 70 repetitions of the QAOA, none of
the upper bounds reaches the value 𝜖 = 0.7 which was reported in [32] for just 10 repetitions of the QAOA for a
device of 1000 qubits.

We present the simulation results in Fig. 3.8. Both of the upper bounds that we have
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derived display a very low convergence rate, even at a very large number of repetitions 𝑃 of
the QAOA. Naturally, we would expect otherwise for the current noise rates of the state of
the art superconducting processors, at a large number of repetitions such as 𝑃 = 70, when
the quality of the state would have significantly dropped. Our results seem to indicate that,
(1) the QAOA is quite resilient to relaxation noise, (2) the methods of [32] are not adequate
to declare the loss of quantum advantage for planar graph problems.

This is largely a consequence of the max-relative term that appears on Eq. (2.8) of
Lemma 2.3.1. In order to gain a tight bound from Lemma 2.3.1, the max-relative terms
should in general be very small, with a near negligible effect on the upper bound value, and
rapidly decay to zero as a function of the circuit depth 𝑡. In our case, as we can see from Eq.
(3.21), the max-relative term has a dependency on the values of the variational parameters
𝛽 𝑗 . As we have shown in Section 3.3, when the performance of QAOA is optimized, the
variational parameters 𝛽 𝑗 decay polynomially with respect to the circuit depth (see Eq.
(3.14)), which is not enough to make the upper bound given by Eq. (3.22) tight. The issue
becomes more clear if we look at the upper bound of Eq. (3.34), where there is a linear
dependence on the variational parameters 𝛽 𝑗 which, due to their nature and importance in the
algorithm, take non-negligible values, and as a result, slow down decisively the convergence
rate of the upper bound.

Lastly, it needs to be stressed that even though we included pure dephasing in our noise
model, the pure dephasing rate does not influence the convergence rates of both upper
bounds. This could be problematic, since after the application of each unitary layer, we
could be artificially amping up the effects of pure dephasing, messing up considerably the
coherence of our input state from the early evolution, and that would still not affect the
convergence rates of our bounds. This puts into question the universality of the methods
that are being used in [32]. In conclusion, we have proven that the question of whether the
QAOA can achieve a quantum advantage on a NISQ device remains open.





4
Exact Solution of the Master

Equation

4.1. Introduction
Due to the multiple advancements on quantum technologies over the past decade, there is a
renewed interest in the systematic study of dissipative quantum systems. The main equation
to study such systems is the Lindblad Master equation, which expands traditional quantum
mechanics so that it also includes open system dynamics.

A dissipative system evolving under the influence of a Hamiltonian might reach a steady
state, depending on how the strength of the Hamiltonian compares to that of the dissipation.
In the previous chapters, we saw that the choice of the fixed point 𝜎 for a continuous
time evolution of a state 𝜌(𝑡) directly influenced the upper bounds of the relative entropy
𝐷 (𝜌(𝑡)∥𝜎). More specifically, in Chapter 3 we studied the convergence rate of such bounds
for long-time dynamics, where we found that the choice of the noise model for some
dynamics can change significantly our results. It is reasonable to ask, how would the fixed
point of the dissipator of some dynamics change if we would include a steady Hamiltonian
drive, i.e. 𝐻 (𝑡) = 𝐻. Our main objective in this chapter is to study the steady state
of the Lindblad Master equation for such nontrivial long-time dynamics, and explore its’
properties. Is there perhaps a specific Hamiltonian for which the steady state is entangled?
If yes, under which conditions could this happen?

There have been a number of recent studies on the phase transitions of many-body
driven-dissipative systems [52–56], where most of them focus on the Ising model. In the
next two chapters, we will study the steady state of a driven-dissipative system for a one-
dimensional chain of transmon qubits which is coupled by a chain of cross-resonance 𝑍𝑋

drives. This specific drive is native to superconducting qubits and can be easily implemented
in an experimental setup [57]. In this chapter, we will solve this system exactly for the steady
state, for the cases of two and three qubits.

35
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4.2. Fixed point of the Lindblad Master equation
Let us re-introduce the Lindblad Master Equation in the following form,

𝜕𝜌

𝜕𝑡
= −𝑖[H , 𝜌] +

∑︁
𝑘

D[𝐿𝑘] (𝜌) ≡ L(𝜌), (4.1)

with 𝜌 being a quantum state of 𝑛 qubits, H being the Hamiltonian of the system, and

D[𝐿𝑘] (𝜌) = 𝐿𝑘𝜌𝐿
†
𝑘
− 1

2
{𝐿†

𝑘
𝐿𝑘 , 𝜌}, (4.2)

with 𝐿𝑘 being the quantum jump operators describing the noise processes of the system,
and

Ldissip (𝜌) ≡
∑︁
𝑘

D[𝐿𝑘] (𝜌), (4.3)

is the Lindbladian operator describing the overall dissipation of the system (also called the
dissipator of the system). The fixed point of the Lindblad Master equation is the quantum
state 𝜌fixed for which L(𝜌fixed) = 0. At this point we will introduce some notation that will
make our analysis more convenient. Let us express the state 𝜌 in the 𝑛-qubit Pauli basis as

𝜌 =

22𝑛−1∑︁
𝑗=0

𝑎 𝑗𝑃 𝑗 , (4.4)

where Tr(𝑃𝑖𝑃 𝑗 ) = 2𝑛𝛿𝑖, 𝑗 . For each 𝑗 we have a Pauli string 𝑃 𝑗 = 𝑃 𝑗1 ⊗ 𝑃 𝑗2 ⊗ · · · ⊗ 𝑃 𝑗𝑛 , with
𝑃 𝑗𝑖 ∈ {I𝑖 , 𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖} for every qubit 𝑖 ∈ {1, 2, ..., 𝑛}, where I is the identity matrix and 𝑋 , 𝑌 ,
𝑍 are the Pauli matrices. The two different signs +1, and −1 that appear in front of every
Pauli string 𝑃 𝑗 have been absorbed by the coefficients 𝑎 𝑗 . The numbering 𝑗 of the Pauli
strings in Eq. (4.4) mimics the standard binary numbering system, with 𝑃0 = I1⊗I2⊗· · ·⊗I𝑛
being the identity Pauli string, 𝑃1 = I1 ⊗ I2 ⊗ · · · ⊗ 𝑋𝑛, 𝑃4 = I1 ⊗ I2 ⊗ · · · ⊗ 𝑋𝑛−1 ⊗ I𝑛,
𝑃5 = I1 ⊗ I2 ⊗ · · · ⊗ 𝑋𝑛−1 ⊗ 𝑋𝑛, etc. For a normalized quantum state 𝜌, Tr(𝜌) = 1 and so
𝑎0 = 1/2𝑛. By plugging Eq. (4.4) into Eq. (4.1), we get

22𝑛−1∑︁
𝑗=0

𝑃 𝑗

𝜕𝑎 𝑗

𝜕𝑡
= −𝑖

22𝑛−1∑︁
𝑗=0

[H , 𝑃 𝑗 ]𝑎 𝑗 +
22𝑛−1∑︁
𝑗=0

∑︁
𝑘

D[𝐿𝑘] (𝑃 𝑗 )𝑎 𝑗 ⇒ (4.5)

22𝑛−1∑︁
𝑗=0

𝑃𝑖𝑃 𝑗

𝜕𝑎 𝑗

𝜕𝑡
= −𝑖

22𝑛−1∑︁
𝑗=0

𝑃𝑖 [H , 𝑃 𝑗 ]𝑎 𝑗 +
22𝑛−1∑︁
𝑗=0

∑︁
𝑘

𝑃𝑖D[𝐿𝑘] (𝑃 𝑗 )𝑎 𝑗 ⇒ (4.6)

𝜕𝑎𝑖

𝜕𝑡
=

22𝑛−1∑︁
𝑗=0

(
− 𝑖

2𝑛
Tr(𝑃𝑖 [H , 𝑃 𝑗 ])

)
𝑎 𝑗 +

22𝑛−1∑︁
𝑗=0

∑︁
𝑘

1
2𝑛

Tr(𝑃𝑖D[𝐿𝑘] (𝑃 𝑗 ))𝑎 𝑗 , (4.7)

where in step (4.6) we multiplied both sides with a Pauli string 𝑃𝑖 and in step (4.7) we took
the trace of both sides and used Tr(𝑃𝑖𝑃 𝑗 ) = 2𝑛𝛿𝑖, 𝑗 .

Let |𝑃𝑖⟩ ≡ |𝑃𝑖1 ⊗𝑃𝑖2 ⊗ · · · ⊗𝑃𝑖𝑛⟩ be a complete and orthonormal basis of 22𝑛 dimensions
for a Pauli string 𝑃𝑖 of 𝑛 qubits, with 𝑃𝑖 𝑗 ∈ {I 𝑗 , 𝑋 𝑗 , 𝑌 𝑗 , 𝑍 𝑗 } for every qubit 𝑗 ∈ {1, 2, ..., 𝑛}.
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Let us now define the following real matrices,

𝐻𝑖, 𝑗 ≡ − 𝑖

2𝑛
Tr(𝑃𝑖 [H , 𝑃 𝑗 ]), (4.8)

and
𝐷𝑘

𝑖, 𝑗 ≡
1
2𝑛

Tr(𝑃𝑖D[𝐿𝑘] (𝑃 𝑗 )), (4.9)

where 𝐻𝑖, 𝑗 = −𝐻 𝑗 ,𝑖 is an antisymmetric matrix, and 𝐻0, 𝑗 = 0 as well as 𝐷𝑘
0, 𝑗 = 0 for all 𝑗 .

We will now express the above matrices in the |𝑃𝑖⟩ basis,

𝐻 =

22𝑛−1∑︁
𝑖=0

22𝑛−1∑︁
𝑗=0

𝐻𝑖, 𝑗 |𝑃𝑖⟩⟨𝑃 𝑗 |, (4.10)

and

𝐷𝑘 =

22𝑛−1∑︁
𝑖=0

22𝑛−1∑︁
𝑗=0

𝐷𝑘
𝑖, 𝑗 |𝑃𝑖⟩⟨𝑃 𝑗 |. (4.11)

For a general state 𝜌 given by Eq. (4.4), if we define the vector |𝑎⟩ as

|𝑎⟩ =
22𝑛−1∑︁
𝑖=0

𝑎𝑖 |𝑃𝑖⟩, (4.12)

then by using all of the above definitions, Eq. (4.5) becomes

𝜕 |𝑎⟩
𝜕𝑡

= 𝑀 |𝑎⟩, (4.13)

where 𝑀 is the Pauli transfer matrix [58] given by

𝑀 ≡ 𝐻 +
∑︁
𝑘

𝐷𝑘 . (4.14)

Because of the above definitions, matrix 𝑀 is going to have the following entries,

𝑀 =

©«

0 0 0 · · · 0∑
𝑘 𝐷

𝑘
1,0 𝑀1,1 𝑀1,2 · · · 𝑀1,22𝑛−1∑

𝑘 𝐷
𝑘
2,0 𝑀2,1 𝑀2,2 · · · 𝑀2,22𝑛−1

...
...

...
. . .

...∑
𝑘 𝐷

𝑘

22𝑛−1,0 𝑀22𝑛−1,1 𝑀22𝑛−1,2 · · · 𝑀22𝑛−1,22𝑛−1

ª®®®®®®®¬
. (4.15)

Through definition (4.12), we now express a general quantum state 𝜌 as a 22𝑛 dimensional
vector |𝑎⟩, where |𝑎⟩ is also often written as |𝜌⟩⟩, and is a vector that lives in the Fock-
Liouville space [59]. Also, through Eq. (4.10) we express the Hamiltonian H of the system
as the Liouvillian superoperator 𝐻 of 22𝑛 dimensions [59], with entries given by Eq. (4.8).
Moreover, through Eq. (4.11) we express the operator 𝐷 [𝐿𝑘] which acts on a quantum state
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𝜌 as the Liouvillian superoperator 𝐷𝑘 of 22𝑛 dimensions, with entries given by Eq. (4.9)
for all 𝑘 .

By defining the dissipation vector |𝜐⟩ of 22𝑛 − 1 dimensions as the first column of 𝑀 by
excluding the first row entry, i.e.

|𝜐⟩ ≡
22𝑛−1∑︁
𝑖=1

(∑︁
𝑘

𝐷𝑘
𝑖,0

)
|𝑃𝑖⟩ =

22𝑛−1∑︁
𝑖=1

⟨𝑃𝑖 |𝑀 |𝑃0⟩|𝑃𝑖⟩, (4.16)

and we define the reduced Pauli transfer matrix �̃� of dimensions 22𝑛 − 1 as matrix 𝑀 when
we remove its first row and first column, i.e.

�̃� ≡
22𝑛−1∑︁
𝑖=1

22𝑛−1∑︁
𝑗=1

(
𝐻𝑖, 𝑗 +

∑︁
𝑘

𝐷𝑘
𝑖, 𝑗

)
|𝑃𝑖⟩⟨𝑃 𝑗 |, (4.17)

then for the reduced vector |�̃�⟩ ≡ ∑22𝑛−1
𝑖=1 𝑎𝑖 |𝑃𝑖⟩, Eq. (4.13) becomes

𝜕 |�̃�⟩
𝜕𝑡

= �̃� |�̃�⟩ + 𝑎0 |𝜐⟩, (4.18)

with 𝑎0 = 1/2𝑛.
By setting Eq. (4.18) equal to zero, we obtain the fixed point of the Lindblad Master

Equation, where the fixed vector |�̃�fixed⟩ satisfies,

�̃� |�̃�fixed⟩ = −𝑎0 |𝜐⟩. (4.19)

When �̃� is full-rank, and thus invertible, the fixed vector |�̃�fixed⟩ is unique and is given by

|�̃�fixed⟩ = −𝑎0�̃�
−1 |𝜐⟩. (4.20)

The invertability of matrix �̃� depends on the set of quantum jump operators 𝐿𝑘 of the
dissipator Ldissip. In general, for any finite system Evans’ theorem [60] guarantees the
existence of at least one fixed point of the Lindblad Master Equation [59]. One can use
Evans’ theorem to prove the uniqueness of |�̃�fixed⟩, and thus, the invertability of �̃� . The
uniqueness of the fixed point as well as the invertability of �̃� will be further discussed in a
later section.

For the fixed point 𝜌fixed of the Lindblad Master Equation (4.1) and a state |𝑃𝑖⟩, by Eq.
(4.4) we have that

𝑎fixed,𝑖 = ⟨𝑃𝑖 |𝑎fixed⟩ =
1
2𝑛

Tr(𝑃𝑖𝜌fixed), (4.21)

and so, upon solving Eq. (4.20) we will be able to obtain the fixed point 𝜌fixed of the
evolution.

Finally, by Eq. (4.21), for a Pauli string 𝑃𝑖 = 𝑃𝑖1 ⊗ 𝑃𝑖2 ⊗ · · · ⊗ 𝑃𝑖𝑛 represented by the
state |𝑃𝑖⟩, the expectation value ⟨𝑃𝑖⟩ is defined as

⟨𝑃𝑖1 ⊗ 𝑃𝑖2 ⊗ · · · ⊗ 𝑃𝑖𝑛⟩ |𝑎fixed ⟩ = 2𝑛⟨𝑃𝑖 |𝑎fixed⟩. (4.22)
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4.3. Properties of the steady state for a native supercon-
ducting interaction

For the rest of this thesis, it will be in our interest to study the long-time dynamics of a
one-dimensional dissipative system of 𝑛 qubits coupled via a chain of two-body drives with
the addition of a local transverse field, described by the following Hamiltonian

H = 𝛾

𝑛∑︁
𝑖=1

𝑍𝑖𝑋𝑖+1 + 𝑐

𝑛∑︁
𝑖=1

𝑋𝑖 , (4.23)

where the periodic boundary condition 𝑋𝑛+1 = 𝑋1 applies, for 𝛾 and 𝑐 being the interaction
strengths. One can also have an additional term 𝑎

∑𝑛
𝑖=1 𝑍𝑖𝑍𝑖+1 in practice [57], which we

ignore in our analysis. Such a drive, as it will be proven for small systems, is able to
create correlations between all qubits, and is of great interest since it also serves as our
experimental proposal for studying steady-state correlations on an actual superconducting
device. In our proposal, one would want to use an array of transmon qubits (see Section
1.6.1) where the Hamiltonian drive given by Eq. (4.23) describes a chain of cross-resonance
interactions, where qubit 𝑖 and 𝑖 + 1 are the control and target qubits respectively. The above
setup is illustrated below in a simple fashion:

Figure 4.1: A one dimensional array of 𝑛 qubits, coupled together by cross-resonance drives 𝑍𝑖𝑋𝑖+1 with a periodic
boundary condition 𝑋𝑛+1 = 𝑋1. Every drive 𝑍𝑖𝑋𝑖+1 is indicated by a different color and a line in between so as to
distinguish them on the figure. On every qubit a transverse field 𝑋 is being applied (in black).

Obtaining an exact solution for the steady state of the above driven-dissipative 𝑛-qubit
system comes with a great number of difficulties which will be addressed later in Chapter
5. For now, we will study some of the properties of this system by solving it exactly for two
and three qubits.

4.3.1. Exact-solution for two qubits
For a system of two transmon qubits, we wish to solve Eq. (4.20) and obtain the steady state
for the following Hamiltonian

H = 𝛾(𝑍1𝑋2 + 𝑋1𝑍2) + 𝑐(𝑋1 + 𝑋2). (4.24)

The dissipator of the system Ldissip is chosen in such a way that it describes the main
dissipative processes that superconducting transmon qubits undergo during an evolution:
relaxation and pure dephasing (see Section 1.6.2).

We solve this system for the steady state by using Wolfram Mathematica (see Appendix
B.1). Below we present the color plots of the purity Tr(𝜌2

fixed) of the steady state as well
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as the quantity ⟨𝑍1𝑍2⟩ − ⟨𝑍1⟩⟨𝑍2⟩ for two cases: when we disregard pure dephasing, i.e.
𝜒 = 0, and when the pure dephasing rate is set to 𝜒 = 0.5.

Figure 4.2: Left column: Color plots of the purity Tr(𝜌2
fixed) of the steady state of two qubits as a function of ^/𝛾

and 𝑐/𝛾. On the top plot we set 𝛾 = 1, 𝜒 = 0, while on the bottom plot we set 𝛾 = 1 and 𝜒 = 0.5. For both plots
we set 𝑝 = 0.9985 which is the relaxation probability.
Right column: Color plot of the quantity ⟨𝑍1𝑍2 ⟩ − ⟨𝑍1 ⟩ ⟨𝑍2 ⟩ for the steady state 𝜌fixed of two qubits as function
of ^/𝛾 and 𝑐/𝛾. On the top plot we set 𝛾 = 1, 𝜒 = 0, while on the bottom plot we set 𝛾 = 1 and 𝜒 = 0.5. For
both plots we set 𝑝 = 0.9985 which is the relaxation probability.

We are also interested in calculating the concurrence [61] of 𝜌fixed, which is a measure
of two-qubit entanglement. We present below in a color plot the numerical solution for the
concurrence of 𝜌fixed (see Appendix B.2):
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Figure 4.3: Left: Color plot of the concurrence of the steady state 𝜌fixed as a function of ^/𝛾 and 𝑐/𝛾. For this
plot we set 𝛾 = 1, 𝜒 = 0 and 𝑝 = 0.9985 which is the relaxation probability.
Right: Color plot of the concurrence of the steady state 𝜌fixed as a function of ^/𝛾 and 𝑐/𝛾. For this plot we set
𝛾 = 1, 𝜒 = 0.5 and 𝑝 = 0.9985 which is the relaxation probability.

From the above figures, we can see that the steady state is a product state for the values
𝑐/𝛾 = −1, and 𝑐/𝛾 = 0 for small values of ^. It seems that an increasing dissipator
strength ^ promotes the formation of correlations between the two qubits. Also, the addition
of pure dephasing did not change the quality of our results, but it reduced significantly the
correlations between the two qubits, as we would expect. Furthermore, for the value 𝑐/𝛾 = 1
the two qubits are the most correlated.

For the values ^ = 𝑐 = 𝛾 = 1 and 𝜒 = 0, by solving Eq. (4.20) we obtain the fixed point

𝜌fixed =

©«
0.506934 0.0613046𝑖 0.0613046𝑖 0.0000387248

−0.0613046𝑖 0.246348 0.245218 9.6812 · 10−6𝑖

−0.0613046𝑖 0.245218 0.246348 9.6812 · 10−6𝑖

0.0000387248 −9.6812 · 10−6𝑖 −9.6812 · 10−6𝑖 0.000370077

ª®®®¬ . (4.25)

We can identify that we approximately have a mixture 𝜌fixed = 𝑝 |00⟩⟨00| + (1 − 𝑝) 1
2 ( |01⟩ +

|10⟩)(⟨01| + ⟨10|) with 𝑝 ≈ 0.5.
Finally, we would like to examine if the entanglement between the two qubits is robust

upon changing the parameter value 𝛾 = 1. Below, for the values ^ = 𝑐 = 1 and 𝜒 = 0, we
compute the fixed state 𝜌fixed for the values 𝛾 = 0.7 and 𝛾 = 1.3:

𝜌fixed (𝛾 = 0.7) =
©«

0.47874 0.0736667𝑖 0.0736667𝑖 0.056279
−0.0736667𝑖 0.251562 0.232735 0.0295526𝑖
−0.0736667𝑖 0.232735 0.251562 0.0295526𝑖

0.056279 −0.0295526𝑖 −0.0295526𝑖 0.0181361

ª®®®¬ , (4.26)

and

𝜌fixed (𝛾 = 1.3) =
©«

0.495012 0.0534451𝑖 0.0534451𝑖 −0.0498111
−0.0534451𝑖 0.246961 0.235168 −0.0177996𝑖
−0.0534451𝑖 0.235168 0.246961 −0.0177996𝑖
−0.0498111 0.0177996𝑖 0.0177996𝑖 0.0110668

ª®®®¬ . (4.27)
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From the above equations, we can see that even for a 30% change of the value of 𝛾, the
entanglement between the two qubits is still being preserved, with the state 1√

2
( |01⟩ + |10⟩)

having a nearly 𝑝 = 0.46 probability into both mixtures 𝜌fixed (𝛾 = 0.7) and 𝜌fixed (𝛾 = 1.3).
Therefore, the entanglement that arises for 𝑐/𝛾 = 1 in the system is robust against slight
deviations from the ratio 𝑐/𝛾 = 1.

4.3.2. Exact-solution for three qubits
For a system of three transmon qubits, we wish to solve Eq. (4.20) and obtain the steady
state for the following Hamiltonian

H = 𝛾(𝑍1𝑋2 + 𝑍2𝑋3 + 𝑋1𝑍3) + 𝑐(𝑋1 + 𝑋2 + 𝑋3). (4.28)

Figure 4.4: Left column: Color plots of the purity Tr(𝜌2
fixed) of the steady state of three qubits as a function of ^/𝛾

and 𝑐/𝛾. On the top plot we set 𝛾 = 1, 𝜒 = 0, while on the bottom plot we set 𝛾 = 1 and 𝜒 = 0.5. For both plots
we set 𝑝 = 0.9985 which is the relaxation probability.
Right column: Color plot of the quantity ⟨𝑍1𝑍2𝑍3 ⟩ − ⟨𝑍1 ⟩ ⟨𝑍2 ⟩ ⟨𝑍3 ⟩ for the steady state 𝜌fixed of three qubits as
function of ^/𝛾 and 𝑐/𝛾. On the top plot we set 𝛾 = 1, 𝜒 = 0, while on the bottom plot we set 𝛾 = 1 and 𝜒 = 0.5.
For both plots we set 𝑝 = 0.9985 which is the relaxation probability.

Here we use the same dissipator Ldissip as the one that we used for the solution of the
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two transmon qubit system. We solve the above system for the steady state by using Wolfram
Mathematica (see Appendix B.3). Same as before, we present above the color plots of the
purity Tr(𝜌2

fixed) of the steady state as well as the quantity ⟨𝑍1𝑍2𝑍3⟩ − ⟨𝑍1⟩⟨𝑍2⟩⟨𝑍3⟩ for two
cases: when we disregard pure dephasing, i.e. 𝜒 = 0, and when the pure dephasing rate is
set to 𝜒 = 0.5.

Since the concurrence measures the entanglement between two qubits, what we can do
to get an estimate of the steady state’s entanglement is to take the partial trace with respect to
one qubit and compute the concurrence of the other two. This of course is an approximation
because we are cutting out one of the three qubits, to which the other two might already be
correlated. Nevertheless, it is a necessity that still is able to give some valuable information
about the system.

Below we present the color plot of the numerical solution for the concurrence of the
state Tr3 (𝜌fixed), that is, the concurrence of qubits 1 and 2 when we trace out qubit 3. Due
to symmetry, the concurrences of the states Tr1 (𝜌fixed) and Tr2 (𝜌fixed) are identical:

Figure 4.5: Left: Color plot of the concurrence of the state Tr3 (𝜌fixed) as a function of ^/𝛾 and 𝑐/𝛾. For this plot
we set 𝛾 = 1, 𝜒 = 0 and 𝑝 = 0.9985 which is the relaxation probability.
Right: Color plot of the concurrence of the state Tr3 (𝜌fixed) as a function of ^/𝛾 and 𝑐/𝛾. For this plot we set
𝛾 = 1, 𝜒 = 0.5 and 𝑝 = 0.9985 which is the relaxation probability. We can see that the addition of pure dephasing
erases the entanglement between qubits 1 and 2 at 𝑐/𝛾 = 0.
General comment: The color plots of the concurrences of the states Tr1 (𝜌fixed) and Tr2 (𝜌fixed) are identical.

From the above plots we can see that for the value 𝑐/𝛾 = −1 the system has no
correlations, while for the value of 𝑐 = 0 the system is the most correlated when 𝜒 = 0.
When we set dephasing to 𝜒 = 0.5, it erases all correlations in the system at 𝑐/𝛾 = 0.
Therefore, the entanglement at 𝑐 = 0 is not robust against pure dephasing, and in practice it
would always get erased.





5
Approximate Methods for

Estimating the Fixed Point

5.1. Introduction
As has already been said in the previous chapter, if we are able to solve Eq. (4.20) then we
will be able to obtain the fixed point 𝜌fixed of the evolution of the system, as described by
the Lindblad Master Equation (4.1). In order to solve Eq. (4.20), one needs to compute the
inverse matrix �̃�−1 of a full-rank matrix �̃� , which in general is impossible: even though
the reduced Pauli transfer matrix �̃� is sparse, it still grows exponentially with the system
size 𝑛 and there exist no classical algorithm that can efficiently invert it for a general system.

That being said, there exists a quantum algorithm, namely the HHL [62], which can in
principle efficiently invert the reduced Pauli transfer matrix �̃� only if its’ condition number
is sufficiently small. This does not help much though, since estimating the condition number
of �̃� is an open problem and even bounding it seems to be a formidable task.

Our only hope for now is to make approximations if we want to solve Eq. (4.20) for
the steady state for a system of 𝑛 qubits. What we are interested in is studying correlations
between a small number of qubits in a larger system when all qubits are coupled via an
interaction of the form of Eq. (4.23). Under these considerations, we want to know: can we
estimate efficiently the expectation values of Pauli operators which act on O(1) qubits for a
system of 𝑛 coupled qubits?

We will follow two approaches here; first, we will treat the driving Hamiltonian H
as a small perturbation in the system and expand the reduced Pauli transfer matrix �̃�

accordingly. As we will see, this makes it possible to estimate the expectation values of
small Pauli strings efficiently. The second approach is to use the mean-field method, where
one treats the density matrix 𝜌 as a product state. This method has already been used for
driven-dissipative systems [53–56, 63] for Ising-type Hamiltonians. Here, we will derive
the mean-field equations for 𝑛 qubits and solve them for a Hamiltonian given by Eq. (4.23).
At the end, we will compare the results of the approximation methods with those of the
exact solution for two qubits.

45
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5.2. Perturbative method
5.2.1. Perturbative expansion of the matrix �̃�
We begin by splitting Eq. (4.17) into two parts,

�̃� =

22𝑛−1∑︁
𝑖=1

22𝑛−1∑︁
𝑗=1

𝐻𝑖, 𝑗 |𝑃𝑖⟩⟨𝑃 𝑗 |︸                        ︷︷                        ︸
�̃�H

+
22𝑛−1∑︁
𝑖=1

22𝑛−1∑︁
𝑗=1

∑︁
𝑘

𝐷𝑘
𝑖, 𝑗 |𝑃𝑖⟩⟨𝑃 𝑗 |︸                             ︷︷                             ︸

�̃�dissip

= �̃�H + �̃�dissip, (5.1)

where �̃�H includes only contributions from the Hamiltonian H of the system and �̃�dissip is
the dissipator matrix which includes only contributions from the dissipation of the system.
We will now expand �̃� by considering matrix �̃�H as a small perturbation of the system.
Assuming that �̃�dissip is invertible (to be proven in Section 5.2.2), by Eq. (4.20), the fixed
vector |�̃�dissip⟩ of the dissipator matrix �̃�dissip is

|�̃�dissip⟩ = −𝑎0�̃�
−1
dissip |𝜐⟩. (5.2)

In general,
�̃� = �̃�H + �̃�dissip = (I + �̃�H �̃�−1

dissip)�̃�dissip, (5.3)

and since

(I + �̃�H �̃�−1
dissip)

−1 =

∞∑︁
𝑘=0

(−1)𝑘 (�̃�H �̃�−1
dissip)

𝑘 , (5.4)

we can write

�̃�−1 = �̃�−1
dissip − �̃�−1

dissip�̃�H �̃�−1
dissip + (�̃�−1

dissip�̃�H)2�̃�−1
dissip + O(�̃�3

H). (5.5)

We can insert the above expansion of the inverse matrix �̃�−1 in Eq. (4.20) to get

|�̃�fixed⟩ =
∞∑︁
𝑘=0

(−1)𝑘
(
�̃�−1

dissip�̃�H
) 𝑘

|�̃�dissip⟩. (5.6)

Through the perturbative expansion of the inverse of the reduced Pauli transfer matrix �̃�−1

(Eq. (5.5)), we can see that the uniqueness of the fixed vector |�̃�fixed⟩ depends now on the
invertability of matrix �̃�dissip.

5.2.2. The inverse of the dissipator matrix �̃�−1
dissip

In order to use the expansion of |�̃�⟩ given by Eq. (5.6), one first needs to prove the
invertability of �̃�dissip and define the inverse of the dissipator matrix �̃�−1

dissip.
It is instructive to consider a one-qubit quantum state 𝜌 whose time evolution is governed

by the Lindblad Master Equation (4.1) and is undergoing depolarizing noise which can be
described by the quantum jump operators given by 𝐿𝑥 =

√
𝑟𝑥𝑋 , 𝐿𝑦 =

√
𝑟𝑦𝑌 and 𝐿𝑧 =

√
𝑟𝑧𝑍 ,

with 𝑟𝑥 , 𝑟𝑦 and 𝑟𝑧 being the corresponding depolarizing rates [64].
For the above quantum jump operators, by using Eqs. (4.2) and (4.9), one can easily

find that the first column of the Pauli transfer matrix 𝑀 given by Eq. (4.15) will only have
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zero entries. Therefore, matrix 𝑀 will have a zero eigenvalue _0 = 0 with corresponding
eigenstate 𝜌0 = I/2, which is the maximally mixed state. Note that because of the structure
of the Pauli transfer matrix 𝑀 (see Eq. (4.14)), depolarizing noise always drives any one-
qubit (or multi-qubit) quantum state 𝜌 to the maximally mixed state independently of what
the Hamiltonian H of the system is, therefore the fixed point is trivial. This is the main
reason why the analysis done in [32] worked well for depolarizing noise.

Now, for a one-qubit state 𝜌 let H = 0 in the rotating frame, and let Ldissip be the
dissipator of the system with quantum jump operators 𝐿1 =

√
^𝑝𝜎−, 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ and

𝐿3 =
√
𝜒𝑍 (see Section 1.6.2).

For the above system, the Pauli Transfer matrix 𝑀 (1) given by Eq. (4.14) is

𝑀 (1) =
©«

0 0 0 0
0 −2𝜒 − ^/2 0 0
0 0 −2𝜒 − ^/2 0

(2𝑝 − 1)^ 0 0 −^

ª®®®¬ . (5.7)

The above matrix is sparse and lower triangular. One can always split it into two parts, a
diagonal matrix 𝐷 (1) and a strictly lower triangular matrix 𝑁 (1) ,

𝑀 (1) =
©«
0 0 0 0
0 −2𝜒 − ^/2 0 0
0 0 −2𝜒 − ^/2 0
0 0 0 −^

ª®®®¬︸                                         ︷︷                                         ︸
𝐷 (1)

+
©«

0 0 0 0
0 0 0 0
0 0 0 0

(2𝑝 − 1)^ 0 0 0

ª®®®¬︸                        ︷︷                        ︸
𝑁 (1)

. (5.8)

By using the |𝑃𝑖⟩ basis which we introduced in Section 4.2, we can express matrices 𝐷 (1)

and 𝑁 (1) as

𝐷 (1) = −(2𝜒 + ^/2) |𝑋1⟩⟨𝑋1 | − (2𝜒 + ^/2) |𝑌1⟩⟨𝑌1 | − ^ |𝑍1⟩⟨𝑍1 |, (5.9)

and
𝑁 (1) = (2𝑝 − 1)^ |𝑍1⟩⟨I1 | = ⟨𝑍1 |𝑀1 |I1⟩|𝑍1⟩⟨I1 |. (5.10)

For 𝑛 qubits, for the aforementioned quantum jump operators and H = 0 in the rotating
frame, the Pauli Transfer matrix of 22𝑛 dimensions is

𝑀 =

𝑛∑︁
𝑖=1
I
(1)
4×4 ⊗ I

(2)
4×4 ⊗ · · · ⊗ 𝑀 (𝑖) ⊗ · · · ⊗ I(𝑛)4×4

= (𝑀 (1) ⊗ I(2)4×4 ⊗ · · · ⊗ I(𝑛)4×4) + (I(1)4×4 ⊗ 𝑀 (2) ⊗ · · · ⊗ I(𝑛)4×4) + ... + (I(1)4×4 ⊗ I
(2)
4×4 ⊗ · · · ⊗ 𝑀 (𝑛) ),

(5.11)

where all 𝑀 (𝑖) for all 𝑖 are given by Eq. (5.7). Since matrix 𝑀 is a sum of tensor products
of matrices which are all lower-triangular, then 𝑀 is lower triangular itself. It is useful to
mention at this point that the fixed point of the above Pauli Transfer Matrix is

𝜎 =

(
𝑝 0
0 1 − 𝑝

)⊗𝑛
(5.12)
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Considering that we have assumed H = 0, the reduced Pauli Transfer matrix �̃� as
defined by Eq. (4.17) will be the dissipator matrix �̃�dissip which we introduced in Section
5.2.1. For 𝑀 being lower triangular, that means that matrix �̃�dissip is also lower triangular,
and therefore, we can split it into two parts similarly as with matrix 𝑀 (1) on Eq. (5.8).
The algebra of the aforementioned quantum jump operators 𝐿1, 𝐿2 and 𝐿3 which describe
relaxation with pure dephasing noise, spans the full matrix algebra, and thus by Evans’
theorem [60] the fixed vector |�̃�fixed⟩ of Eq. (5.6) is unique, and so �̃�dissip is invertible.

Therefore, we split the dissipator matrix �̃�dissip into a sum of a diagonal matrix 𝐷 and
a strictly lower triangular matrix 𝑁 ,

�̃�dissip = 𝐷 + 𝑁, (5.13)

with 𝐷 and 𝑁 being matrices of 22𝑛 − 1 dimensions. We can define matrix 𝐷 on the |𝑃𝑖⟩
basis as follows,

𝐷 =

22𝑛−1∑︁
𝑖=1

∑︁
𝑘

𝐷𝑘
𝑖,𝑖 |𝑃𝑖⟩⟨𝑃𝑖 |, (5.14)

where the coefficients 𝐷𝑘
𝑖,𝑖

are given by Eq. (4.9) for 𝑗 = 𝑖.
By Eq. (5.11), we can write matrix 𝑁 as

𝑁 =

𝑛∑︁
𝑙=1

𝑁𝑙 , (5.15)

where 𝑁𝑙 are strictly lower triangular matrices corresponding to the decoherence of each
individual qubit 𝑙. Similarly to how we defined matrix 𝑁 (1) for the case of one qubit on Eq.
(5.10), we will now define 𝑁𝑙 for every qubit 𝑙. For every 𝑙, each 𝑁𝑙 will have a structure
similar to that of 𝑁 (1) , which means that every 𝑁𝑙 will map the identity I𝑙 to the Pauli 𝑍𝑙 for
all 𝑙.

Let |𝑃 (𝑙)
𝑖
⟩ = |𝑃𝑖1 ⊗𝑃𝑖2 ⊗ · · · ⊗ I𝑙 ⊗ · · · ⊗𝑃𝑖𝑛⟩ and |𝑃 (𝑙)

𝑗
⟩ = |𝑃𝑖1 ⊗𝑃𝑖2 ⊗ · · · ⊗ 𝑍𝑙 ⊗ · · · ⊗𝑃𝑖𝑛⟩

be two different states of 𝑛 qubits in the |𝑃𝑖⟩ basis. Then for every qubit 𝑙, we define

𝑁𝑙 = ⟨𝑃 (𝑙)
𝑗
|�̃�dissip |𝑃 (𝑙)

𝑖
⟩|𝑃 (𝑙)

𝑗
⟩⟨𝑃 (𝑙)

𝑖
|. (5.16)

By definition, it is clear that 𝑁𝑚
𝑙

= 0 for 𝑚 > 1 for all 𝑙. Now that we have a complete
description of the dissipator matrix �̃�dissip, we can proceed with inverting it. For this, we
can rewrite Eq. (5.13) as follows,

�̃�dissip = 𝐷 (I + 𝐷−1𝑁), (5.17)

where

𝐷−1 =

22𝑛−1∑︁
𝑖=1

1∑
𝑘 𝐷

𝑘
𝑖,𝑖

|𝑃𝑖⟩⟨𝑃𝑖 |. (5.18)

For two different states |𝑃 (𝑙)
𝑖
⟩ and |𝑃 (𝑙)

𝑗
⟩ of 𝑛 qubits, we now define

�̃�𝑙 ≡ 𝐷−1𝑁𝑙 =

22𝑛−1∑︁
𝑖=1

⟨𝑃 (𝑙)
𝑗
|�̃�dissip |𝑃 (𝑙)

𝑖
⟩∑

𝑘 𝐷
𝑘
𝑖,𝑖

|𝑃 (𝑙)
𝑗
⟩⟨𝑃 (𝑙)

𝑖
|, (5.19)
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where �̃�𝑚
𝑙

= 0 for 𝑚 > 1, and therefore it follows that

�̃� ≡ 𝐷−1𝑁 =

𝑛∑︁
𝑙=1

�̃�𝑙 . (5.20)

By inverting the dissipator matrix as it is given on Eq. (5.17), we obtain

�̃�−1
dissip = (I + �̃�)−1𝐷−1 =

©«I +
22𝑛−1∑︁
𝑘=1

(−1)𝑘 �̃� 𝑘ª®¬𝐷−1. (5.21)

Notice that for any state |𝑃𝑖⟩ of 𝑛 qubits, ⟨𝑃𝑖 |�̃�𝑛+1 = 0, and so, Eq. (5.21) simplifies to

�̃�−1
dissip =

(
I +

𝑛∑︁
𝑘=1

(−1)𝑘 �̃� 𝑘

)
𝐷−1. (5.22)

The above equation gives us the inverse of the dissipator matrix �̃�dissip. As we can
see, in general it is not efficiently computable since the sum scales with the system size 𝑛.
Although this is true, we must take into consideration the following: if we are interested
in calculating the expectation values of 𝑝-body Pauli strings of 𝑛 qubits with 𝑝 < 𝑛, such
as the 𝑍𝑖 ⊗ 𝑍 𝑗 terms for 𝑖 ≠ 𝑗 in Ising Hamiltonians, then the sum in Eq. (5.22) may stop
earlier before reaching 𝑘 = 𝑛. More specifically, for two-body terms like 𝑃𝑖, 𝑗 = 𝑍𝑖 ⊗ 𝑍 𝑗 , the
sum can stop at 𝑘 = 2, since ⟨𝑃𝑖, 𝑗 |�̃� 𝑘 = 0 for 𝑘 > 2.

Therefore, for Pauli strings 𝑃𝑖 of 𝑛 qubits that represent correlations of size 𝑂 (1), the
inverse of the dissipator matrix �̃�dissip can be efficiently computed.

5.2.3. Perturbation method for a system of two qubits
We will use the perturbation method for the Hamiltonian given by Eq. (4.24) with 𝑐 = 0,
i.e.

H = 𝛾(𝑍1𝑋2 + 𝑋1𝑍2), (5.23)
where the driving strength 𝛾 takes strictly small values in the framework of perturbation
theory. "Small" here means small driving values 𝛾 compared to the dissipator strength,
i.e. 𝛾 ≪ 1. As the dissipator of the system Ldissip we choose the quantum jump operators
𝐿1 =

√
^𝑝𝜎−, 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ and 𝐿3 =

√
𝜒𝑍 for the processes of relaxation, excitation

and pure dephasing respectively (see Section 1.6.2). Even though pure dephasing was left
out in sections 4.3.1 and 4.3.2, it is included here for generality. When comparing results
with the exact solution, we will set 𝜒 = 0.

For the above system, we find that (see Appendix A.3)

�̃�H = 2𝛾

©«

0 0 1 0 0 0 0 −1
0 0 0 0 0 0 1 0
−1 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 −1
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 1 0 0 0 0

ª®®®®®®®®®®®¬
(5.24)
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and

�̃�−1
dissip =

©«

− 2
^+4𝜒 0 0 0 0 0 0 0
0 − 1

^
0 0 0 0 0 0

0 0 − 1
^+4𝜒 0 0 0 0 0

0 0 0 − 2
^+4𝜒 0 0 0 0

0 0 0 4^ (1−2𝑝)
(^+4𝜒) (3^+4𝜒) − 2

3^+4𝜒 0 0 0
0 0 0 0 0 − 1

^
0 0

4^ (1−2𝑝)
(^+4𝜒) (3^+4𝜒) 0 0 0 0 0 − 2

3^+4𝜒 0
0 1−2𝑝

2^ 0 0 0 1−2𝑝
2^ 0 − 1

2^

ª®®®®®®®®®®®®®¬
(5.25)

in the Pauli basis |𝑌2⟩ = (1, 0, 0, 0, 0, 0, 0, 0)T, |𝑍2⟩ = (0, 1, 0, 0, 0, 0, 0, 0)T, |𝑋1𝑋2⟩ =

(0, 0, 1, 0, 0, 0, 0, 0)T, |𝑌1⟩ = (0, 0, 0, 1, 0, 0, 0, 0)T, |𝑌1𝑍2⟩ = (0, 0, 0, 0, 1, 0, 0, 0)T, |𝑍1⟩ =

(0, 0, 0, 0, 0, 1, 0, 0)T, |𝑍1𝑌2⟩ = (0, 0, 0, 0, 0, 0, 1, 0)T and |𝑍1𝑍2⟩ = (0, 0, 0, 0, 0, 0, 0, 1)T.
Notice that �̃�T

H = −�̃�H , which follows directly from Eq. (4.8).
By using the above expressions for �̃�H and �̃�−1

dissip, we can compute the expectation
values of all the Pauli strings that make up the basis for the above matrices, by using Eq.
(5.6). For example, the expectation value ⟨𝑍1𝑍2⟩ can be computed as

⟨𝑍1𝑍2⟩ = 4⟨𝑍1𝑍2 |�̃�fixed⟩ = 4
∞∑︁
𝑘=0

(−1)𝑘 ⟨𝑍1𝑍2 |
(
�̃�−1

dissip�̃�H
) 𝑘

|�̃�dissip⟩. (5.26)

By expanding the expectation values of the exact solution for the steady state for two
qubits (see Section 4.3.1), one can verify that the two power series are identical.

5.3. Mean-field method
The mean-field method is an approximation tool used for computing the expectation values
of large systems. The method dictates that we treat the density matrix 𝜌 of a system of 𝑛
qubits as a product state of 𝑛 single-qubit states 𝜌 (𝑖) [63],

𝜌 =

𝑛⊗
𝑖=1

𝜌 (𝑖) , (5.27)

where each state 𝜌 (𝑖) is given by

𝜌 (𝑖) =
1
2
(I + 𝑟

(𝑖)
𝑥 𝑋 + 𝑟

(𝑖)
𝑦 𝑌 + 𝑟

(𝑖)
𝑧 𝑍), (5.28)

where ®𝑟 (𝑖) = (𝑟 (𝑖)𝑥 , 𝑟
(𝑖)
𝑦 , 𝑟

(𝑖)
𝑧 ) ∈ R3 is a real vector and |®𝑟 (𝑖) | ≤ 1 for every 𝑖 ∈ {1, 2, ..., 𝑛}.

For a system of two qubits with a Hamiltonian given by Eq. (5.23), and for a dissipator
Ldissip with quantum jump operators 𝐿1 =

√
^𝑝𝜎−, 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ and 𝐿3 =

√
𝜒𝑍

describing the processes of relaxation, excitation and pure dephasing respectively, we find
the mean field equations for the steady state to be (see Appendix B.4)

𝑋 (4𝛾𝑌 + ^ + 4𝜒) = 0 (5.29)

4𝛾(𝑋2 − 𝑍2) − (^ + 4𝜒)𝑌 = 0 (5.30)
2𝛾𝑌𝑍 − ^(1 − 2𝑝 + 𝑍) = 0, (5.31)
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where 𝑋 = Tr(𝑋𝜌), 𝑌 = Tr(𝑌𝜌) and 𝑍 = Tr(𝑍𝜌) are the expectation values of the three
Pauli matrices. Notice how because of the symmetry of Eq. (5.23), we obtain the same
set of mean field equations for 𝑖 = 1, 2, i.e. the expectation values of all 𝜌 (𝑖) are the same.
As a matter of fact, this is also true for the more general Hamiltonian of Eq. (4.23) with a
boundary condition 𝑋𝑖+1 = 𝑋1 for a system of 𝑛 qubits.

5.4. Results and Discussion
A good measure for the success of our approximation methods is to compare them with
the exact solution for a small system of two qubits that we already possess. Here, for a
driven-dissipative system of two qubits with Hamiltonian

H = 𝛾(𝑍1𝑋2 + 𝑋1𝑍2), (5.32)

we will plot and compare the expectation values ⟨𝑋⟩, ⟨𝑌⟩ and ⟨𝑍⟩ acquired using three
methods: solving exactly the Lindblad Master Equation (Section 4.3.1), perturbatively
expanding the reduced Pauli Transfer matrix (Section 5.2.3) and solving the mean field
equations (Section 5.3).

Figure 5.1: Top: Plots of the expectation value ⟨𝑌 ⟩ as a function of 𝛾/^ , where 𝛾 is the driving strength and ^

is the strength of the dissipator. For these plots we set ^ = 1. The number in the perturbation labels indicate the
perturbation order of the expansion 𝑘.
Bottom: Plots of the expectation value ⟨𝑍 ⟩ as a function of 𝛾/^ , where 𝛾 is the driving strength and ^ is the
strength of the dissipator. For these plots we set ^ = 1. The number in the perturbation labels indicate the
perturbation order of the expansion 𝑘.
General comment: The exact solution as well as the approximation methods give ⟨𝑋⟩ = 0 for all 𝛾.

In Fig. 5.1 we see the results for a small range of 𝛾/^, so that the perturbation method
is valid. Every method gives the exact value ⟨𝑋⟩ = 0, while ⟨𝑍⟩ > 0 and ⟨𝑌⟩ < 0 for
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small 𝛾. We see that both approximate methods are close to the exact solution of ⟨𝑌⟩ and
⟨𝑍⟩, while the mean field method produces slightly better results. We believe though that
for higher orders of the perturbative expansion, the perturbation method can significantly
outperform the mean field method (in the small range of 𝛾/^ where the perturbation theory
is still applicable).

Even though the mean field method gave relatively good results for the expectation
values of single Paulis, it fails to do so for two-body Pauli strings. For example, mean field
theory predicts that ⟨𝑋1𝑋2⟩ = ⟨𝑋1⟩⟨𝑋2⟩, and based on the above results where ⟨𝑋⟩ = 0, the
mean field method gives us ⟨𝑋1𝑋2⟩ = 0. This is in stark contrast with the results of the
perturbation method, as can be seen on the figure below:

Figure 5.2: Plots of the expectation value ⟨𝑋1𝑋2 ⟩ as a function of 𝛾/^ , where 𝛾 is the driving strength and ^ is the
strength of the dissipator. For these plots we set ^ = 1. The mean field method gives ⟨𝑋1𝑋2 ⟩ = 0 for all 𝛾, while
the exact solution gives a monotonal increase of ⟨𝑋1𝑋2 ⟩ as a function of 𝛾. We can see that the expectation value
of 𝑋1𝑋2 as has been estimated by the perturbation method approximates well the exact solution. The solution
from the mean field equations corresponds to the value of ⟨𝑋1 ⟩ ⟨𝑋2 ⟩, while the number in the perturbation labels
indicate the perturbation order of the expansion 𝑘. We can see that the perturbation theory is a better approximation
tool for the estimation of ⟨𝑋1𝑋2 ⟩.

In Fig. 5.2 we can see that the perturbation theory is able to capture richer dynamics by
predicting a non-zero expectation value ⟨𝑋1𝑋2⟩, which is close to that of the exact solution
for higher perturbation orders.

That being said, the reader should keep in mind that the mean field method is supposed
to be used for large systems, where it gives more accurate results [63]. Also, the perturbation
theory becomes harder for larger systems, since the matrices �̃�H and �̃�−1

dissip should naturally
grow with the size of the Pauli strings that we want to measure. Still, this growth has a
dependency poly(𝑛) on the system size, while the inversion of the Pauli transfer matrix is
not efficient. There still exists the difficulty of obtaining those matrices in an efficient way,
and the process needs to be automated. One would also need to bound and estimate the
error for when we stop the perturbative expansion at an order 𝑘 . Therefore, this analysis
only serves as an exposure to some of the available approximation tools for computing
expectation values, and not as a final assessment to which method is better.
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Conclusion

6.1. Summary and Discussion
In Chapter 2 we proved that the dissipative Lindbladian operatorLdissip describing relaxation
noise along with pure dephasing noise, satisfies a MLSI with constant ^, where ^ is the
relaxation rate. The absence of the pure dephasing rate 𝜒 indicates that the convergence rate
of the relative entropy between two states 𝜌 and 𝜎 for a Lindbladian operator which includes
relaxation and pure dephasing is optimal only for 𝜒 ≪ 1. Our results hint that perhaps the
effects of pure dephasing are severely underestimated in [32], since by using only relaxation
noise none of the upper bounds for the relative entropy in Section 3.6 converged to the values
reported in [32], where the later only used depolarizing noise.

In Chapter 3 we showed that the convergence rate of the relative entropy is too low
for us to assess if the QAOA is inferior to a classical optimization algorithm, even for
high-connectivity planar graph problems, such as instances of the MaxCut or the SK model.
Thus, the methods developed by França and Raul-Garcia [32] seem to be used in a very
simplistic and one-sided fashion by them, since they only focus on using the symmetric
depolarizing channel for their analysis and results. We argue here that there should be no
reason (as per existing experimental evidence) as to why one should use the depolarizing
noise versus a different noise model, such as relaxation and pure dephasing, which make a
more realistic model of noise for superconducting qubits. For the later type of noise, the
bounds converge at a very slow rate, which puts into question the universality of the methods
developed in [32].

In Chapter 4, we reformulated the Lindblad Master equation and solved it for the steady
state of the system, in order to study long-time dynamics. We analysed an array of 𝑛

transmon qubits coupled by a nearest-neighbor interaction, and solved the system exactly
for two and three transmons. For the two transmons, we showed that the system preserves
its main characteristics when we increase the pure dephasing rate 𝜒. Furthermore, for
specific driving strengths, we have a near 50% chance of creating an entangled state (for
𝜒 = 0) which is robust against slight deviations between the two driving strengths in the
entanglement regime. The characteristics of the three transmon system were quite different,
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for which entanglement cannot be preserved when we introduce pure dephasing into the
system.

In Chapter 5 we perturbatively expanded the Pauli Transfer matrix and demonstrated
how the method works for a system of two qubits (see Appendix A.3). We then obtained the
mean field equations and compared the two approximation methods with the exact solution
which was previously obtained in Section 4.3.1.

6.2. Outlook
Here we will address some parts of the perturbation theory which stand out in the thesis,
and for which further research needs to be done.

One issue that arises when using perturbation theory to approximate the expectation
value of some Pauli string, is how could one determine efficiently the subspace of all
the Pauli strings that are involved in the computations of matrices �̃�H and �̃�−1

dissip? The
computations on Appendix A.3 were done by hand, and the simplistic method used was to
just apply �̃�H and �̃�−1

dissip to every new Pauli string that came up, with the hope that at some
point the subspace would stop growing. Obviously there is the need to automate this process
intelligently. If for larger Pauli strings the computer would need to learn the subspace by
trial and error application of �̃�H and �̃�−1

dissip on successive Pauli strings, this could easily
overwhelm the memory and would defeat the purpose of applying the perturbation method
in the first place.

Another aspect of the perturbation theory that needs to be explored is the error that one
makes when they stop the perturbative expansion at any order 𝑘 . Perhaps it would be easier
to bound the error, and several techniques already exist for doing that. Finally, it would be
interesting to study the regime 𝛾/^ at which perturbation theory breaks down. From the
calculations that were done on Section 5.4, it turns out that for most cases the perturbation
theory still holds for 𝛾/^ < 0.18. That being said, an analytical estimation of the range of
𝛾/^ for which the method still works is very much needed.
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A
Appendix: Mathematical

Derivations

A.1. Discrete bound calculations
We will begin by evaluating the relative entropy 𝐷 (𝜌0∥𝜎) which appears in the first term of
the r.h.s. of Eq. (3.21). Because of the additivity property of the quantum relative entropy
(Eq. (11.136), [48]),

𝐷 (𝜌0∥𝜎) = 𝐷
(
|+⟩⟨+|⊗𝑛∥𝜎⊗𝑛

0
)
= 𝑛𝐷 ( |+⟩⟨+|∥𝜎0) . (A.1)

We proceed to calculate the following quantities,

log( |+⟩⟨+|) = log(1) |+⟩⟨+| = 0, (A.2)

log(𝜎0) = log(𝑝) |0⟩⟨0| + log(1 − 𝑝) |1⟩⟨1| =
(
log(𝑝) 0

0 log(1 − 𝑝)

)
, (A.3)

|+⟩⟨+| log(𝜎0) =
1
2

(
1 1
1 1

) (
log(𝑝) 0

0 log(1 − 𝑝)

)
=

1
2

(
log(𝑝) log(1 − 𝑝)
log(𝑝) log(1 − 𝑝)

)
. (A.4)

Consequently,

𝐷 (|+⟩⟨+|∥𝜎0) = Tr[|+⟩⟨+|(log( |+⟩⟨+|) − log(𝜎0))] = −Tr[|+⟩⟨+| log(𝜎0)] ⇒

⇒ 𝐷 (|+⟩⟨+|∥𝜎0) = −1
2
(log(𝑝) + log(1 − 𝑝)), (A.5)

and therefore
𝐷 (𝜌0∥𝜎) = −𝑛

2
(log(𝑝) + log(1 − 𝑝)). (A.6)

61



A

62 A. Appendix: Mathematical Derivations

Let us now calculate the max-relative entropy term of Eq. (3.21). First, note that

U𝐵 (𝛽 𝑗 ) (𝜎) = 𝑈𝐵 (𝛽 𝑗 )𝜎𝑈†
𝐵
(𝛽 𝑗 ) = (𝑅𝑋 (2𝛽 𝑗 )𝜎0𝑅𝑋 (−2𝛽 𝑗 ))⊗𝑛. (A.7)

This gives us

𝐷∞ (U𝐵 (𝛽 𝑗 ) (𝜎)∥𝜎) = 𝐷∞
(
(𝑅𝑋 (2𝛽 𝑗 )𝜎0𝑅𝑋 (−2𝛽 𝑗 ))⊗𝑛∥𝜎⊗𝑛

0
)

= log(∥𝜎− 1
2 (𝑅𝑋 (2𝛽 𝑗 )𝜎0𝑅𝑋 (−2𝛽 𝑗 ))⊗𝑛𝜎− 1

2 ∥)

= 𝑛 log(∥𝜎− 1
2

0 (𝑅𝑋 (2𝛽 𝑗 )𝜎0𝑅𝑋 (−2𝛽 𝑗 ))𝜎
− 1

2
0 ∥).

For a rotation 𝑅𝑋 (2𝛽 𝑗 ) which is given by

𝑅𝑋 (2𝛽 𝑗 ) =
(
cos(𝛽 𝑗 ) 𝑖 sin(𝛽 𝑗 )
𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 )

)
, (A.8)

we compute the following:

𝑅𝑋 (2𝛽 𝑗 )𝜎0𝑅𝑋 (−2𝛽 𝑗 ) =
(
sin2 (𝛽 𝑗 ) + 𝑝(cos2 (𝛽 𝑗 ) − sin2 (𝛽 𝑗 )) 𝑖(1 − 2𝑝) cos(𝛽 𝑗 ) sin(𝛽 𝑗 )

𝑖(1 − 2𝑝) cos(𝛽 𝑗 ) sin(𝛽 𝑗 ) cos2 (𝛽 𝑗 ) + 𝑝(sin2 (𝛽 𝑗 ) − cos2 (𝛽 𝑗 ))

)
,

(A.9)

𝜎
− 1

2
0 (𝑅𝑋 (2𝛽 𝑗 )𝜎0𝑅𝑋 (−2𝛽 𝑗 ))𝜎

− 1
2

0 =
©«

cos2 (𝛽 𝑗 ) + 1−𝑝
𝑝

sin2 (𝛽 𝑗 ) 𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 ) 1−2𝑝√
𝑝 (1−𝑝)

𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 ) 2𝑝−1√
𝑝 (1−𝑝)

cos2 (𝛽 𝑗 ) − 𝑝

1−𝑝 sin2 (𝛽 𝑗 )
ª®¬ .

(A.10)
By defining 𝐴( 𝑗) as

𝐴( 𝑗) ≡ ©«
cos2 (𝛽 𝑗 ) + 1−𝑝

𝑝
sin2 (𝛽 𝑗 ) 𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 ) 1−2𝑝√

𝑝 (1−𝑝)
𝑖 sin(𝛽 𝑗 ) cos(𝛽 𝑗 ) 2𝑝−1√

𝑝 (1−𝑝)
cos2 (𝛽 𝑗 ) − 𝑝

1−𝑝 sin2 (𝛽 𝑗 )
ª®¬ , (A.11)

Eq. (3.21) finally becomes

𝐷 (𝜌∥𝜎) ≤ 𝑛

−
(1 − 𝛼) (𝑚+1)𝑃

2
(log(𝑝) + log(1 − 𝑝)) +

𝑃∑︁
𝑗=1

(1 − 𝛼) (𝑚+1) (𝑃− 𝑗) log(∥𝐴( 𝑗)∥)
 .

(A.12)

A.2. Computing the norm ∥𝜎− 1
2 [𝑋𝑖, 𝜎]𝜎− 1

2 ∥
In order to compute [𝑋𝑖 , 𝜎], we will first start by computing [𝑋, 𝜎0], where 𝜎0 is given by
Eq. (3.17):

𝑋𝜎0 =

(
0 1
1 0

) (
𝑝 0
0 1 − 𝑝

)
=

(
0 1 − 𝑝

𝑝 0

)
,

𝜎0𝑋 =

(
𝑝 0
0 1 − 𝑝

) (
0 1
1 0

)
=

(
0 𝑝

1 − 𝑝 0

)
,



A.2. Computing the norm ∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥
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and so

[𝑋, 𝜎0] = 𝑋𝜎0 − 𝜎0𝑋 =

(
0 1 − 2𝑝

2𝑝 − 1 0

)
. (A.13)

Since 𝜎0 is diagonal in the computational basis, it holds that

𝜎0 =

(
𝑝 0
0 1 − 𝑝

)
⇒ 𝜎

− 1
2

0 =

(
𝑝−1/2 0

0 (1 − 𝑝)−1/2

)
. (A.14)

Using equations (A.13) and (A.14) we compute

𝜎
− 1

2
0 [𝑋, 𝜎0]𝜎

− 1
2

0 =

(
𝑝−1/2 0

0 (1 − 𝑝)−1/2

) (
0 1 − 2𝑝

2𝑝 − 1 0

) (
𝑝−1/2 0

0 (1 − 𝑝)−1/2

)
⇒

⇒ 𝜎
− 1

2
0 [𝑋, 𝜎0]𝜎

− 1
2

0 =

(
0 𝑝−1/2 (1 − 𝑝)−1/2 (1 − 2𝑝)

𝑝−1/2 (1 − 𝑝)−1/2 (2𝑝 − 1) 0

)
. (A.15)

For reasons that will become clear later, we now define

𝐶 := 𝜎
− 1

2
0 [𝑋, 𝜎0]𝜎

− 1
2

0 , (A.16)

and so taking the Hermitian conjugate of 𝐶, we find that

𝐶† =

(
0 𝑝−1/2 (1 − 𝑝)−1/2 (2𝑝 − 1)

𝑝−1/2 (1 − 𝑝)−1/2 (1 − 2𝑝) 0

)
, (A.17)

and so

𝐶†𝐶 =

(
𝑝−1 (1 − 𝑝)−1 (2𝑝 − 1)2 0

0 𝑝−1 (1 − 𝑝)−1 (1 − 2𝑝)2

)
. (A.18)

We now proceed with computing [𝑋𝑖 , 𝜎] for a Pauli-X matrix acting on the 𝑖th qubit and
𝜎 = 𝜎⊗𝑛

0 :

[𝑋𝑖 , 𝜎] = [I1 ⊗ · · · ⊗ 𝑋𝑖 ⊗ · · · ⊗ I𝑛, 𝜎⊗𝑛
0 ]

= (I1 ⊗ · · · ⊗ 𝑋𝑖 ⊗ · · · ⊗ I𝑛)𝜎⊗𝑛
0 − 𝜎⊗𝑛

0 (I1 ⊗ · · · ⊗ 𝑋𝑖 ⊗ · · · ⊗ I𝑛)
= (I1𝜎0) ⊗ · · · ⊗ (𝑋𝑖𝜎0) ⊗ · · · ⊗ (I𝑛𝜎0) − (𝜎0I1) ⊗ · · · ⊗ (𝜎0𝑋𝑖) ⊗ · · · ⊗ (𝜎0I𝑛)
= 𝜎0 ⊗ · · · ⊗ (𝑋𝑖𝜎0) ⊗ · · · ⊗ 𝜎0 − 𝜎0 ⊗ · · · ⊗ (𝜎0𝑋𝑖) ⊗ · · · ⊗ 𝜎0

= 𝜎0 ⊗ · · · ⊗ (𝑋𝑖𝜎0 − 𝜎0𝑋𝑖) ⊗ · · · ⊗ 𝜎0 ⇒

⇒ [𝑋𝑖 , 𝜎] = 𝜎0 ⊗ · · · ⊗ [𝑋𝑖 , 𝜎0] ⊗ · · · ⊗ 𝜎0. (A.19)

Using the fact that

𝜎− 1
2 = (𝜎⊗𝑛

0 )− 1
2 = (𝜎0 ⊗ 𝜎0 ⊗ · · · ⊗ 𝜎0)−

1
2 = 𝜎

− 1
2

0 ⊗ 𝜎
− 1

2
0 ⊗ · · · ⊗ 𝜎

− 1
2

0 , (A.20)
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we can show that

𝜎− 1
2 [𝑋𝑖 , 𝜎] = (𝜎− 1

2
0 ⊗ 𝜎

− 1
2

0 ⊗ · · · ⊗ 𝜎
− 1

2
0 ) (𝜎0 ⊗ · · · ⊗ [𝑋𝑖 , 𝜎0] ⊗ · · · ⊗ 𝜎0)

= (𝜎− 1
2

0 𝜎0) ⊗ · · · ⊗ (𝜎− 1
2

0 [𝑋𝑖 , 𝜎0]) ⊗ · · · ⊗ (𝜎− 1
2

0 𝜎0)

= 𝜎
1
2

0 ⊗ · · · ⊗ (𝜎− 1
2

0 [𝑋𝑖 , 𝜎0]) ⊗ · · · ⊗ 𝜎
1
2

0 ,

hence

𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 = I1 ⊗ · · · ⊗ 𝜎
− 1

2
0 [𝑋𝑖 , 𝜎0]𝜎

− 1
2

0 ⊗ · · · ⊗ I𝑛 = I1 ⊗ · · · ⊗𝐶𝑖 ⊗ · · · ⊗ I𝑛, (A.21)

where on the last equality we make use of Eq. (A.16).
We will now define 𝐵 as

𝐵 := 𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 = I1 ⊗ · · · ⊗ 𝐶𝑖 ⊗ · · · ⊗ I𝑛, (A.22)

where
𝐵† = I1 ⊗ · · · ⊗ 𝐶

†
𝑖
⊗ · · · ⊗ I𝑛. (A.23)

As a final step, we want to compute 𝐵†𝐵:

𝐵†𝐵 = (I1 ⊗ · · · ⊗ 𝐶† ⊗ · · ·I𝑛) (I1 ⊗ · · · ⊗ 𝐶 ⊗ · · ·I𝑛)
= (I1I1) ⊗ · · · ⊗ (𝐶†𝐶) ⊗ · · · ⊗ (I𝑛I𝑛) ⇒

⇒ 𝐵†𝐵 = I1 ⊗ · · · ⊗ (𝐶†𝐶) ⊗ · · · ⊗ I𝑛. (A.24)
It is known that ∥𝐵∥2 = (maximum eigenvalue of 𝐵†𝐵)1/2. Theorem 2.3 of [65] states that
the eigenvalues of 𝐵†𝐵, with 𝐵†𝐵 given by Eq. (A.24), are all the possible products of the
eigenvalues of the individual matrices that appear in the tensor product of Eq. (A.24). Each
identity matrix for every 𝑛 ∈ N has the degenerate eigenvalue _ = 1, while the eigenvalues
of 𝐶†𝐶 are the diagonal elements of Eq. (A.18). Putting all these together, we get the
following result,

∥𝜎− 1
2 [𝑋𝑖 , 𝜎]𝜎− 1

2 ∥ = |2𝑝 − 1|√︁
𝑝(1 − 𝑝)

, for all 𝑖 ∈ {1, 2, ..., 𝑛}. (A.25)

Using the above result, Eq. (3.33) finally becomes

𝑋 (𝑇, 𝐻, 𝜎) ≤ 𝑛
|2𝑝 − 1|√︁
𝑝(1 − 𝑝)

(
1 − 𝑒−𝜏1/𝑇1

)
𝑇1

𝜏1

𝑃∑︁
𝑗=1

𝑒−(𝑃− 𝑗) (𝜏1+𝑛𝜏2)/𝑇1 |𝛽 𝑗 |, (A.26)

and therefore, the upper bound of the relative entropy given by Eq. (3.26) is computed to be

𝐷 (𝜌(𝑡)∥𝜎) ≤ 𝑛

[
− 𝑒−𝑃Δ𝑡/𝑇1

log(𝑝) + log(1 − 𝑝)
2

+

+ |2𝑝 − 1|√︁
𝑝(1 − 𝑝)

(
1 − 𝑒𝜏1/𝑇1

)
𝑇1

𝜏1

𝑃∑︁
𝑗=1

𝑒−(𝑃− 𝑗)Δ𝑡/𝑇1 |𝛽 𝑗 |
]
. (A.27)
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A.3. Computing the perturbative expansion
We wish to compute the expectation values for the fixed point |�̃�fixed⟩ as it is given by the
perturbative expansion of Eq. (5.6), for a general Hamiltonian

H = 𝛾(𝑍𝛼𝑋𝛽 + 𝑋𝛼𝑍𝛽) = 𝛾𝑍𝛼𝑋𝛽︸  ︷︷  ︸
H𝐴

+ 𝛾𝑋𝛼𝑍𝛽︸  ︷︷  ︸
H𝐵

, (A.28)

on qubits 𝛼 and 𝛽 with 𝛼 ≠ 𝛽. For this, we need to compute matrices �̃�−1
dissip and �̃�H . The

computation depends on which expectation values we want to calculate, since those will
determine the size of the Hilbert subspace of Pauli states |𝑃𝑞⟩. Here, we will demonstrate
how the perturbation method works for a system of 𝑛 qubits and for two general qubits 𝛼 and
𝛽 where 𝛼 ≠ 𝛽. At the end, we will map the results to 𝛼 = 1 and 𝛽 = 2 for a nearest-neighbor
interaction.

Let ⟨𝑃𝑞 | = ⟨𝑍𝛼 ⊗ 𝑍𝛽 | be a two-body 𝑛-qubit state for a Pauli string of 𝑛 − 2 identities
and two Pauli-Z terms on qubits 𝛼 and 𝛽, i.e. 𝑃𝑞 = I1 ⊗ · · · ⊗ 𝑍𝛼 ⊗ · · · ⊗ 𝑍𝛽 ⊗ · · · ⊗ I𝑛. By
acting on this state with the inverse of the dissipator matrix �̃�−1

dissip (Eq. (5.22)), we get

⟨𝑃𝑞 |�̃�−1
dissip = ⟨𝑃𝑞 |𝐷−1 +

𝑛∑︁
𝑘=1

(−1)𝑘 ⟨𝑃𝑞 |�̃� 𝑘𝐷−1. (A.29)

By Eq. (5.18),

⟨𝑃𝑞 |𝐷−1 =
1∑

𝑘 𝐷
𝑘
𝑞,𝑞

⟨𝑍𝛼 ⊗ 𝑍𝛽 |, (A.30)

while for the initial state ⟨𝑃𝑞 |, by Eqs. (5.19) and (5.20) the second term of Eq. (A.29)
gives

𝑛∑︁
𝑘=1

(−1)𝑘 ⟨𝑃𝑞 |�̃� 𝑘𝐷−1 =⟨𝑍𝛼 ⊗ 𝑍𝛽 | (−𝑁𝛼 − 𝑁𝛽 + 𝑁𝛼𝑁𝛽 + 𝑁𝛽𝑁𝛼 + O(�̃�3))𝐷−1

= ( − ⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�dissip |𝑍𝛽⟩⟨𝑍𝛽 | − ⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�dissip |𝑍𝛼⟩⟨𝑍𝛼 |
+ 2⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�dissip |𝑍𝛼⟩⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�dissip |𝑍𝛽⟩⟨I|)𝐷−1, (A.31)

where ⟨𝑃𝑞 |�̃� 𝑘 = 0 for 𝑘 > 2, and so, the sum needs to be expanded only up to 𝑘 = 2.
Since matrix 𝐷−1 does not contain the map |I⟩⟨I|, and therefore ⟨I|𝐷−1 = 0, for the states
⟨𝑃𝑠 | ≡ ⟨𝑍𝛼 | and ⟨𝑃 𝑓 | ≡ ⟨𝑍𝛽 | we get

⟨𝑃𝑞 |�̃�−1
dissip =

1∑
𝑘 𝐷

𝑘
𝑞,𝑞

⟨𝑍𝛼⊗𝑍𝛽 |−
⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�dissip |𝑍𝛼⟩∑

𝑘 𝐷
𝑘
𝑠,𝑠

⟨𝑍𝛼 |−
⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�dissip |𝑍𝛽⟩∑

𝑘 𝐷
𝑘
𝑓 , 𝑓

⟨𝑍𝛽 |.

(A.32)
Let a small perturbation in the system be caused by a Hamiltonian of the form

H𝐴 = 𝛾𝑍𝛼𝑋𝛽 , (A.33)

where 𝛾 is the interaction-strength and 𝑍𝛼𝑋𝛽 = I1 ⊗ · · · ⊗ 𝑍𝛼 ⊗ · · · ⊗ 𝑋𝛽 ⊗ · · · ⊗ I𝑛. Constant
𝛾 takes strictly small values in the framework of perturbation theory. By Eq. (5.1) we have
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that

�̃�H𝐴
=

𝑖

2𝑛
22𝑛−1∑︁
𝑖=1

22𝑛−1∑︁
𝑗=1

Tr( [𝑃𝑖 , 𝑃 𝑗 ]H𝐴) |𝑃𝑖⟩⟨𝑃 𝑗 |, (A.34)

and so, in order to compute ⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�H𝐴
we need to find those Pauli strings 𝑃 𝑗 for which

the trace Tr( [𝑍𝛼 ⊗ 𝑍𝛽 , 𝑃 𝑗 ]H𝑌 ) is not zero. At this stage it is necessary to introduce the
following identity:

Identity A.3.1. Let 𝐴, 𝐵, 𝐶, 𝐷 and 𝐸 be general finite-dimensional operators. It holds that

𝐴 ⊗ 𝐵 ⊗ 𝐶 − 𝐷 ⊗ 𝐵 ⊗ 𝐸 =
1
2

(
(𝐴 − 𝐷) ⊗ 𝐵 ⊗ (𝐶 + 𝐸) + (𝐴 + 𝐷) ⊗ 𝐵 ⊗ (𝐶 − 𝐸)

)
. (A.35)

Proof. One can prove the above statement by expanding the right-hand side of Eq. (A.35).
□

Let 𝑃 𝑗 = 𝑃 𝑗1 ⊗ 𝑃 𝑗2 ⊗ · · · ⊗ 𝑃 𝑗𝑛 be a general Pauli string of 𝑛 qubits, with 𝑃 𝑗𝑖 ∈
{I𝑖 , 𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖} for every qubit 𝑖 ∈ {1, 2, ..., 𝑛}. Then,

[𝑍𝛼 ⊗ 𝑍𝛽 , 𝑃 𝑗 ] = (I1 ⊗ · · · ⊗ 𝑍𝛼 ⊗ · · · ⊗ 𝑍𝛽 ⊗ · · · ⊗ I𝑛)𝑃 𝑗

− 𝑃 𝑗 (I1 ⊗ · · · ⊗ 𝑍𝛼 ⊗ · · · ⊗ 𝑍𝛽 ⊗ · · · ⊗ I𝑛) (A.36)

[𝑍𝛼 ⊗ 𝑍𝛽 , 𝑃 𝑗 ] = 𝑃 𝑗1 ⊗ · · · ⊗ 𝑍𝛼𝑃 𝑗𝛼︸                  ︷︷                  ︸
𝐴

⊗ · · ·︸︷︷︸
𝐵

⊗ 𝑍𝛽𝑃 𝑗𝛽 ⊗ · · · ⊗ 𝑃 𝑗𝑛︸                  ︷︷                  ︸
𝐶

− 𝑃 𝑗1 ⊗ · · · ⊗ 𝑃 𝑗𝛼𝑍𝛼︸                  ︷︷                  ︸
𝐷

⊗ · · ·︸︷︷︸
𝐵

⊗ 𝑃 𝑗𝛽𝑍𝛽 ⊗ · · · ⊗ 𝑃 𝑗𝑛︸                  ︷︷                  ︸
𝐸

(A.37)

⇒ [𝑍𝛼 ⊗ 𝑍𝛽 , 𝑃 𝑗 ] =
1
2

(
𝑃 𝑗1 ⊗ · · · ⊗ [𝑍𝛼, 𝑃 𝑗𝛼 ] ⊗ · · · ⊗ {𝑍𝛽 , 𝑃 𝑗𝛽 } ⊗ · · · ⊗ 𝑃 𝑗𝑛

+ 𝑃 𝑗1 ⊗ · · · ⊗ {𝑍𝛼, 𝑃 𝑗𝛼 } ⊗ · · · ⊗ [𝑍𝛽 , 𝑃 𝑗𝛽 ] ⊗ · · · ⊗ 𝑃 𝑗𝑛

)
,

(A.38)

where during the derivation of Eq. (A.38) we made use of Eq. (A.35). We then calculate,

Tr( [𝑍𝛼 ⊗ 𝑍𝛽 , 𝑃 𝑗 ]H𝐴) =
𝛾

2

(
Tr(𝑃 𝑗1 ) · · ·Tr( [𝑍𝛼, 𝑃 𝑗𝛼 ]𝑍𝛼) · · ·Tr({𝑍𝛽 , 𝑃 𝑗𝛽 }𝑋𝛽) · · ·Tr(𝑃 𝑗𝑛 )

+ Tr(𝑃 𝑗1 ) · · ·Tr({𝑍𝛼, 𝑃 𝑗𝛼 }𝑍𝛼) · · ·Tr( [𝑍𝛽 , 𝑃 𝑗𝛽 ]𝑋𝛽) · · ·Tr(𝑃 𝑗𝑛 )
)
.

(A.39)

From the above equation, we see that Tr( [𝑍𝛼 ⊗ 𝑍𝛽 , 𝑃 𝑗 ]H𝐴) ≠ 0 only for the Pauli string
𝑃 𝑗 = I1 ⊗ · · · ⊗ 𝑌𝛽 ⊗ · · · ⊗ I𝑛. This gives the result

⟨𝑍𝛼 ⊗ 𝑍𝛽 |�̃�H𝐴
= 2𝛾⟨𝑌𝛽 |. (A.40)
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By beginning with the state ⟨𝑃𝑞 | = ⟨𝑍𝛼 ⊗ 𝑍𝛽 |, we see that by applying �̃�−1
dissip on ⟨𝑃𝑞 | we

also mapped to the states ⟨𝑍𝛼 | and ⟨𝑍𝛽 |, while by applying �̃�H𝐴
on ⟨𝑃𝑞 | we obtained the

state ⟨𝑌𝛽 |. In order to compute the matrices �̃�−1
dissip and �̃�H , we need to keep applying

�̃�−1
dissip, �̃�H𝐴

and �̃�H𝐵
on every new state that comes up, and hopefully the subspace of all

the states that are involved in these mappings does not increase much in size.
By doing this process for the Hamiltonian given by Eq. (A.28) and for the quantum

jump operators 𝐿1 =
√
^𝑝𝜎−, 𝐿2 =

√︁
^(1 − 𝑝)𝜎+ and 𝐿3 =

√
𝜒𝑍 (see Section 1.6.2), we

end up with

�̃�H𝐴
+ �̃�H𝐵

= �̃�H = 2𝛾

©«

0 0 1 0 0 0 0 −1
0 0 0 0 0 0 1 0
−1 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 −1
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 1 0 0 0 0

ª®®®®®®®®®®®¬
(A.41)

and

�̃�−1
dissip =

©«

− 2
^+4𝜒 0 0 0 0 0 0 0
0 − 1

^
0 0 0 0 0 0

0 0 − 1
^+4𝜒 0 0 0 0 0

0 0 0 − 2
^+4𝜒 0 0 0 0

0 0 0 4^ (1−2𝑝)
(^+4𝜒) (3^+4𝜒) − 2

3^+4𝜒 0 0 0
0 0 0 0 0 − 1

^
0 0

4^ (1−2𝑝)
(^+4𝜒) (3^+4𝜒) 0 0 0 0 0 − 2

3^+4𝜒 0
0 1−2𝑝

2^ 0 0 0 1−2𝑝
2^ 0 − 1

2^

ª®®®®®®®®®®®®®¬
(A.42)

in the Pauli subspace |𝑌𝛽⟩ = (1, 0, 0, 0, 0, 0, 0, 0)T, |𝑍𝛽⟩ = (0, 1, 0, 0, 0, 0, 0, 0)T, |𝑋𝛼𝑋𝛽⟩ =
(0, 0, 1, 0, 0, 0, 0, 0)T, |𝑌𝛼⟩ = (0, 0, 0, 1, 0, 0, 0, 0)T, |𝑌𝛼𝑍𝛽⟩ = (0, 0, 0, 0, 1, 0, 0, 0)T, |𝑍𝛼⟩ =
(0, 0, 0, 0, 0, 1, 0, 0)T, |𝑍𝛼𝑌𝛽⟩ = (0, 0, 0, 0, 0, 0, 1, 0)T and |𝑍𝛼𝑍𝛽⟩ = (0, 0, 0, 0, 0, 0, 0, 1)T.

By Eqs. (A.41) and (A.42), we can calculate the expectation values of those Pauli strings
that are part of the subspace of the maps �̃�−1

dissip and �̃�H . For example,

⟨𝑍𝛼𝑍𝛽⟩ = 2𝑛⟨𝑍𝛼𝑍𝛽 |�̃�fixed⟩ = 2𝑛
∞∑︁
𝑘=0

(−1)𝑘 ⟨𝑍𝛼𝑍𝛽 |
(
�̃�−1

dissip�̃�H
) 𝑘

|�̃�dissip⟩, (A.43)

for a system of 𝑛 qubits.
All the calculations for Eqs. (A.41) and (A.42) were done by hand, in lack of a better

method. Consequently, there is the need to automate this process for larger Pauli strings.
Also, there is the need to estimate the size of the subspace in which the mappings �̃�−1

dissip
and �̃�H act. What can already be said is that for a Hamiltonian H which acts on 𝑚 number
of different qubits, the subspace of Pauli states should contain at most 22𝑚 states.
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For the practical purposes of Section 5.2.3, 𝛼 = 1, 𝛽 = 2 and 𝑛 = 2. Therefore, Eq.
(A.44) becomes

⟨𝑍1𝑍2⟩ = 4⟨𝑍1𝑍2 |�̃�fixed⟩ = 4
∞∑︁
𝑘=0

(−1)𝑘 ⟨𝑍1𝑍2 |
(
�̃�−1

dissip�̃�H
) 𝑘

|�̃�dissip⟩, (A.44)

By expanding the expectation values of the exact solution for the steady state for two
qubits (see Section 4.3.1), one can verify that the two power series are identical.
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B.2. Concurrence - 2qubits.nb
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B.2. Concurrence - 2qubits.nb
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B.3. LindbladME - 3qubits.nb



B.3. LindbladME - 3qubits.nb
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B.3. LindbladME - 3qubits.nb
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B.4. Mean-Field Equations.nb



B.4. Mean-Field Equations.nb
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