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Abstract
Support agents that help users in their daily lives need to take into account not only the 
user’s characteristics, but also the social situation of the user. Existing work on includ‑
ing social context uses some type of situation cue as an input to information processing 
techniques in order to assess the expected behavior of the user. However, research shows 
that it is important to also determine the meaning of a situation, a step which we refer to 
as social situation comprehension. We propose using psychological characteristics of situ‑
ations, which have been proposed in social science for ascribing meaning to situations, as 
the basis for social situation comprehension. Using data from user studies, we evaluate this 
proposal from two perspectives. First, from a technical perspective, we show that psycho‑
logical characteristics of situations can be used as input to predict the priority of social 
situations, and that psychological characteristics of situations can be predicted from the 
features of a social situation. Second, we investigate the role of the comprehension step in 
human–machine meaning making. We show that psychological characteristics can be suc‑
cessfully used as a basis for explanations given to users about the decisions of an agenda 
management personal assistant agent.

Keywords Personal assistant agents · Explainable AI · Social situation awareness · 
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1 Introduction

Artificial agents that support people in their daily lives—such as personal assistants, health 
coaches, or habit formation support agents—are becoming part of everyday lives (e.g. [25, 
40]). Existing work on personal agents usually focuses on modelling personal character‑
istics of the user, such as their goals, emotional state, or personal values (e.g. [5, 14, 30]). 
However, research in social science shows that human behavior is not only shaped by a per‑
son’s state and characteristics, but also by the situation they are in [31]. This suggests that 
in order to provide better aligned support, personal agents should take the user’s situation 
into account in determining which support to provide.

In this paper we take a step towards addressing this challenge, with a specific focus 
on the social dimension of situations. This is important because our daily situations often 
have a social nature: we spend time at work with colleagues, and free time with family and 
friends. Support agents thus need to account for the social dimension of situations, and 
how that affects the behavior of users. The need for enabling support agents to understand 
the social situation of the user has been acknowledged as an important open question in 
agent research [48, 53]. More broadly, the ability to assess and act in social situations has 
been proposed as the next challenge that intelligent machines should tackle [18].

1.1  Motivation

Existing approaches (e.g., [1, 8, 29]) tackle this challenge by using some type of situa‑
tion cues as input (e.g., actors, relationship characteristics, etc.), and using information pro‑
cessing techniques such as machine learning or rule‑based approaches to assess expected 
behavior. By going directly from social situation features to predicted or desired user 
behavior, the step of understanding the meaning of the social situation from the point of 
view of the user is not performed explicitly. However, research in social psychology (e.g., 
[11]) suggests that people determine how to behave in a situation by ascribing meaning to 
this situation, and using this interpretation to decide how to act.

Inspired by this insight, Kola et  al. [28] propose that support agents should perform 
this step explicitly. They refer to this process as social situation comprehension. Following 
research on situation awareness [13], they propose a three‑level architecture where social 
situation comprehension is the middle level (Level 2) in between social situation percep‑
tion (Level 1) and social situation projection (Level 3), as depicted in Fig.  1. The idea 
is that Level 2 information is derived from Level 1 information, i.e., social situation fea‑
tures, and Level 3 information about expected user behavior is in turn derived from Level 
2 information.

A central question in realizing such a three‑level architecture is in what ‘terms’ the 
meaning of a situation should be described. In this paper we investigate whether psycho-
logical characteristics of situations, a concept used in social psychology (e.g., [39, 41, 
57]), can be used for the purpose of achieving social situation comprehension in support 
agents. The idea behind psychological characteristics of situations is that people view situ‑
ations as real entities, and ascribe to them traits or characteristics in the same way they 
ascribe characteristics to other people. For instance, the situation ‘having a progress meet‑
ing with your supervisor’ can have a high level of duty and intellect and a low level of 
deception and adversity. An important advantage of using psychological characteristics of 
situations is that they are general enough to model arbitrary daily life situations [41].
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Our goal is to explore whether incorporating information about the psychological char‑
acteristics of the user’s situation would be beneficial for support agents. Support agents 
should make accurate suggestions that are trusted by the user. We investigate the use of 
psychological characteristics in support agents from these two perspectives. First, we study 
whether they can be used for predicting user behavior (Level 3 information), which is a 
basis for accurate suggestions. Second, we investigate whether they can provide meaning‑
ful reasons for explaining the suggestions of the support agent to the user, since research 
[35] suggests that explainability of Artificial Intelligence (AI) systems is important for 
enhancing their understanding and in turn trustworthiness.

1.2  Use case

In this paper we take the example of a socially aware agenda management agent, inspired 
by the work of Kola et al. [29]. Our goal is not to build a socially aware agenda manage‑
ment agent in itself, but this use case has characteristics that make it ideal for exploring 
the effects of incorporating psychological characteristics of situations. First of all, making 
accurate predictions on which to base its suggestions and giving insightful explanations is 
crucial for this agent, which is in line with aspects we aim to explore. Secondly, through 
this case we can study future situations for which the information is available beforehand. 
This way, we can focus on how the information can be processed to interpret the social 
situation and its effect on user behavior rather than having to deal with run‑time situation 
perception, since that is beyond the purpose of our current work. Furthermore, such an 
agent facilitates conducting online user studies since it allows us to frame social situations 
as meetings, an easy concept to explain to participants. Lastly, the types of possible meet‑
ings can be arbitrary rather than about a specific domain, thus allowing us to explore a 
wide variety of social situations.

Providing support to the user regarding which meeting to attend can be seen as 
choice support. According to Jameson et al. [24], in choice support the goal is to help 
the chooser (i.e., the user) make the choice in such a way that, from some relevant per‑
spective, the chooser will be satisfied with the choice. Jameson et al. [24] present differ‑
ent choice patterns that people tend to follow and how technologies can support people 
in these choices: Access information and experience, Represent the choice situation, 
Combine and compute, Advise about processing, Design the domain and Evaluate on 
behalf of the chooser. The agenda management agent used throughout the paper gives 
suggestions to the users on which meetings to attend, thus following the ‘Evaluate on 
behalf of the chooser’ choice support pattern.

1.3  Research questions and hypothesis

An important aspect of agenda management is dealing with scheduling conflicts where 
not all desired meetings can be attended. We develop predictive models that would 
allow such an agent to determine the priority level of each meeting, taking into account 
its social aspects. This is done via determining the situation profile of each meeting con‑
sisting of the psychological characteristics of the situation based on the DIAMONDS 
model [41]. For example, dinner with a friend might be characterized by a low level of 
duty, but high level of positivity and sociality, while a meeting with a difficult colleague 
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at work might be characterized by a high level of duty, high use of intellect and high 
level of adversity. This information is used to determine the priority level of each meet‑
ing, which is expected to correspond with the user behavior of choosing a high priority 
meeting in case of scheduling conflicts. The agent would make a suggestion to the user 
about which meeting to attend.

Based on this description, we formulate the following research hypothesis:

RH—Using psychological characteristics of a social situation as input in a 
machine learning model leads to a more accurate prediction of the priority of the 
social situation than using social situation features as input.

Collecting information about the psychological characteristics of each situation would 
be an intrusive task, therefore in the next research questions we explore whether we can 
automatically predict the psychological characteristics of a situation, and how useful 
would these predictions be:

• RQ1—To what extent can we use machine learning techniques to predict the psy‑
chological characteristics of a social situation using social situation features as 
input?

• RQ2—To what extent can we use the predicted psychological characteristics from RQ1 
as input in a machine learning model to predict the priority of a social situation?

Since we use explainable techniques for creating the predictive models, this also allows 
to determine which features were the most salient in determining the priority. These can 
be presented to the user as explanations. Following the previous example, if the two 
meetings are overlapping the predictive model might determine that the second meeting 
is more important and that the most salient feature is duty. In that case, the agent would 
tell the user ‘You should attend the second meeting since it involves a higher level of 
duty, and meetings with higher level of duty are usually prioritized’. Through the fol‑
lowing research questions we explore the perceived quality of such explanations:

• RQ3—To what extent can social situation features and psychological characteristics 
of situations be used as a basis for explanations that are complete, satisfying, in line 
with how users reason, and persuasive?

• RQ4—When do people prefer psychological characteristics of situations in explana‑
tions compared to social situation features?

Our work has an exploratory nature, since the topic of incorporating psychological char‑
acteristics of situations in support agents is novel. For this reason, we do not always have 
a preconceived idea of the relation between variables to form hypotheses. Posing research 
questions allows us to explore and provide initial insights on the topic without being bound 
to specific expected outcomes. We assess these questions through two studies, one which 
addresses the predictive powers of psychological characteristics by creating machine learn‑
ing models, and one which performs a user study to investigate the use of different kinds 
of explanations. The rest of the article is organized as follows: Sect. 2 gives an overview of 
background concepts that we use throughout the paper. Section 3 introduces the first study, 
presents and discusses its results, and addresses RH, RQ1 and RQ2. Section 4 introduces 
the second study, analyzes and discusses its results, and addresses RQ3 and RQ4. Sec‑
tion 5 concludes the article.
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2  Background

This section positions this paper in relation to existing work and offers an overview of 
background concepts that are used throughout the paper. In particular, we present the three‑
level social situation awareness architecture proposed in [28] which forms the starting 
point for our work.

2.1  Related work

The concept of sociality is broad, and so are its applications to artificial agents. The main 
directions involve agents being social with other artificial agents, and agents understand‑
ing human sociality. The agent technology research community has explored sociality 
from the point of view of artificial agents interacting with each other in multi‑agent sys‑
tems governed by structures such as norms, institutions and organizations (e.g., [7, 15, 
34]). The other research direction explores the sociality of agents in relation to humans. 
This is researched from the perspective of agents interacting socially with people (e.g., 
[6, 12, 51]), and agents modelling human sociality. An example of the latter is research 
on social signal processing, which focuses on using social cues such as body language to 
assess behavior [54]. Other approaches more closely related to ours employ some type of 
social situation information as input, and process that information to assess expected user 
or agent behavior. In our work we take inspiration from the way in which they conceptual‑
ize social situations. The key difference is that we explicitly reason about the meaning of 
the social situation for the user.

Dignum and Dignum [8] propose using social practices [42]. Social practices are seen 
as ways to act in context: once a practice is identified, people use that to determine what 
action to follow. For instance, the social practice ‘going to work’ can incorporate the usual 
means of transport that can be used, timing constraints, weather and traffic conditions, 
etc. A social practice is identified using information from physical context, social context, 
activities, etc. Social context includes information about places and roles. Each social prac‑
tice contains a concrete plan which makes the connection between the social context input 
and the behavior that needs to be manifested in that situation.

Ajmeri et al. [1] also highlight the importance of modelling social context in personal 
agents. Social context includes information such as the place of the interaction or the social 
relationships between the people in the interaction (i.e., their role). In their approach, the 
agent includes the social information in the form of norms and sanctions that guide the 
agent’s behavior. These norms and sanctions are formalized as rules in which the social 
context information serves as the antecedent and the behavior serves as the consequent: the 
agent exhibits a specific behavior only in presence of specific social context information.

Another approach on how to take into account the effects of social situations on user 
behavior is proposed by Kola et  al. [29]. They model social situations through a set of 
social situation features seen from the point of view of the user. For instance, in a situation 
where a manager and an employee are meeting, the support agent of the employee would 
model this situation through features such as setting=work, role of other person=manager, 
hierarchy level=higher and so on. Different from the previous approaches, in this work 
the relation between the social situation information and the expected behavior is learned 
rather than modelled explicitly. The authors show that it is possible to use these social situ‑
ation features as input to a machine learning model to predict expected behavior such as the 
priority that people would assign to different social situations.
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2.2  Social situation awareness in support agents

Our work builds on that of Kola et al. [28], who propose a three‑level architecture for social 
situation awareness in support agents. They define social situation awareness as: “A support 
agent’s ability to perceive the social elements of a situation, to comprehend their meaning, 
and to infer their effect on the behavior of the user". This definition instantiates Endsley’s 
three‑level model of situation awareness [13], yielding three corresponding levels of social 
situation awareness: social situation perception, social situation comprehension, and social 
situation projection. The resulting architecture is shown in Fig. 1. The focus of this paper is 
on the second level.

As can be seen from Fig. 1, one of the key parts of situation comprehension is the abil‑
ity to use Level 1 information for deriving a situation profile at Level 2. A situation pro‑
file is intended to express the meaning of the situation for the user. Level 1 information 
concerns features that describe salient aspects of the social situation. This information can 
come via sensory input or interaction with the user.

Kola et  al. [27, 29] propose a set of features based on research from social sciences. 
They divide features into situation cues, namely setting, event frequency, initiator, help 
dynamic, and social background features describing the social relation between the user 
and other people in the social situation, namely role, hierarchy level, contact frequency, 
geographical distance, years known, relationship quality, depth of acquaintance, formality 
level and shared interests. In the rest of this paper we refer to these features as social situa-
tion features or Level 1 information.

The idea is that Level 1 information can be used to infer the meaning of the situation 
for the user, i.e,. Level 2 information. In this paper we investigate the use of psychologi‑
cal characteristics of situations to model Level 2. As proposed in social science research, 
psychological characteristics of situations are used by people to ascribe meaning to a situ‑
ation [41]. People use these psychological characteristics to predict what will happen in a 
situation, and coordinate their behavior accordingly. There are five main taxonomies which 
provide a set of psychological characteristics to describe situations [3, 16, 39, 41, 57], and 
in this work we use the psychological characteristics proposed in the DIAMONDS tax‑
onomy [41]. This taxonomy has several advantages. Firstly, it is intended to cover arbitrary 
situations, and it offers a validated scale for measuring psychological characteristics. Fur‑
thermore, it is shown that the psychological characteristics of a situation correlate both 
with the features of that situation and with the behavior people exhibit in that situation. The 
DIAMONDS taxonomy suggests that each situation can be described based on how char‑
acteristic each of the following concepts is:

Fig. 1  Simplified version of the three‑level architecture for Social Situation Awareness proposed by Kola 
et al. [28] (emphasis on Level 2 added by us)
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• Duty—situations where a job has to be done, minor details are important, and rational 
thinking is called for;

• Intellect—situations that afford an opportunity to demonstrate intellectual capacity;
• Adversity—situations where you or someone else are (potentially) being criticized, 

blamed, or under threat;
• Mating—situations where potential romantic partners are present, and physical attrac‑

tiveness is relevant;
• pOsitivity—playful and enjoyable situations, which are simple and clear‑cut;
• Negativity—stressful, frustrating, and anxiety‑inducing situations;
• Deception—situations where someone might be deceitful. These situations may cause 

feelings of hostility;
• Sociality—situations where social interaction is possible, and close personal relation‑

ships are present or have the potential to develop.

We call such a description a situation profile. In the rest of this paper we also refer to the 
psychological characteristics of situations as Level 2 information.

The idea is then that a situation profile can be used by a support agent to determine 
expected behaviors for the user (Level 3 information), since research on the DIAMONDS 
model shows that there is a correlation between psychological characteristics of a situation 
and people’s behavior in that situation. Information about expected behavior can in turn be 
used to determine how best to support the user.

2.3  Explainable AI

Following the definition of Miller [35], when talking about explainable AI we refer to an 
agent revealing the underlying causes to its decision making processes. Early examples of 
such work can be found already more than forty years ago (e.g., [47]). In the last five years, 
this field of research has received increasingly more attention.1 This is due to the increased 
availability of AI systems, as well as due to the emphasis on the importance of explain‑
able AI coming from different governmental agencies [17, 21]. Different approaches have 
been proposed for explainable and interpretable AI (for an extensive survey, see [36]), and 
here we only provide a brief summary. Explanations can be global, i.e., explain the work‑
ing of a system in general, and local, i.e., explain the reasons behind a specific decision 
or suggestion. Making the decisions of the agent explainable consists of three parts: the 
agent should be able to determine the internal processes that led to a certain suggestion, 
to generate an explanation based on them, and to present this explanation to the user [38]. 
Different techniques have been proposed to determine the internal processes of so‑called 
black box algorithms (for a survey, see [20]). When it comes to the content of explana‑
tions, research shows that shorter explanations explaining why a certain decision (rather 
than another decision) is made are preferred [32, 35]. Furthermore, Ribera and Lapedriza 
[43] argue that explanations should be designed based on who the end user will be, and 
that explanations designed for lay users should be brief, use plain language, and should be 
evaluated via satisfaction questionnaires. We use these insights when designing the expla‑
nations for our user study.

1 Google Scholar finds more than 22,000 publications in the time frame 2017–2022 for the search terms 
‘explainable AI’, which is more than the number of publications for the time frame 1955–2016.
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3  Study 1: Predictive role of psychological characteristics

Through this study we evaluate our research hypothesis (RH), as well as RQ1 and RQ2, as 
shown in Fig. 2.

3.1  Methods

In the first study we investigate to what extent psychological characteristics of situations 
can be used for predicting priority of meetings. Following the architecture in Fig. 1, a situ‑
ation profile (Level 2) should be derived from Level 1 information, and it should be able 
to predict Level 3 information. In order to create corresponding predictive models, we use 
data from a user study that collects information at Level 1 (social situation features), Level 
2 (psychological characteristics) and Level 3 (priority) for a range of meeting scenarios.

The data that we use for building the predictive models was collected through the exper‑
iment described in Kola et al. [29].2 Subjects were presented with meeting scenarios with 
people from their social circle (Level 1 information) and were asked to rate the psychologi‑
cal characteristics (Level 2 information) and priority of the meetings (Level 3 information). 
In their study, Kola et  al. [29] use only part of the collected dataset which involves the 
social situation features (see Sect. 2.2) and the priority of hypothetical social situations. In 
this work we also make use of information about the psychological characteristics of each 
of the hypothetical social situations. First, to assess whether priority could in principle be 

Fig. 2  Conceptualization of Study 1, used to assess the research hypothesis (top part), and Research Ques‑
tions 1 and 2 (bottom part)

2 The survey questions and the data can be found in the supplementary information.
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predicted from psychological characteristics of situations, we take the ‘true’ Level 2 infor‑
mation as provided by our study participants, and create from this a predictive model for 
meeting priority (RH, top part of Fig. 2). While this allows to assess the possibility to pre‑
dict Level 3 from Level 2, our agent would not have the ‘true’ Level 2 information since it 
would be very cumbersome to ask users to provide this information for each meeting. This 
would not be the case for Level 1 information, since the social relationship features can 
be collected beforehand and tend to stay stable across situations. Thus, we want to inves‑
tigate (see bottom part of Fig. 2) whether we can predict Level 2 information from Level 
1 (RQ1), and in turn, use these predicted psychological characteristics as input to predict 
Level 3 information (RQ2) using the predictive model that was built to assess our RH.

Data collection is a well‑known obstacle when creating data‑driven human decision pre‑
dictive models. Using an experimental approach for collecting data is a good alternative 
when collecting data in the wild is not possible [46]. Furthermore, such an experimental 
approach can allow for more flexibility in the type of data that is collected. In the data set 
that we are using, the experimental setup presents participants with hypothetical meeting 
situations involving real people from their social circle. These hypothetical meetings are 
highly diverse in terms of their priority level and relationship features of the participant 
and the other person, including situations work meetings with supervisors, family occa‑
sions, casual meetings with friends etc. Explicitly capturing every aspect that is involved 
in how the user assigns a priority level to the meeting is not possible in practice for such a 
wide variety of meetings. Therefore, our goal is to explore whether modelling psychologi‑
cal characteristics of the situations can provide a good approximation that leads to accurate 
predictions of the priority levels.

3.1.1  Material

Social situation features used in the study were based on literature from social science (see 
Sect. 2.2 and [29]). Specifically, the features used were: role of the other person, their hier‑
archy level, the quality of their relationship, the contact frequency, how long they have 
known each other, the geographical distance, the depth of acquaintance, the level of for‑
mality of the relationship, and the amount of shared interests.

Psychological characteristics of situations were taken from the DIAMONDS taxonomy 
(see Sect. 2.2), namely Duty, Intellect, Adversity, Mating, Positivity, Negativity, Deception 
and Sociality.

Scenarios used in this work represent social meeting settings that a user might encoun‑
ter in their daily life. The scenarios had a hypothetical nature. Using hypothetical situa‑
tions gives control over the types of situations subjects are presented with, ensuring a wide 
variety. To make these hypothetical situations more realistic, subjects were presented with 
activities that are common for people in their daily lives. Meeting situations were based on 
inputs from the users of a pre‑study, and were formed as a combination of situation specific 
features (see Sect. 2.2): setting in which the meeting is taking place, frequency of meeting, 
initiator, and whether the user is expected to give or receive help (E.g. “You have a weekly 
meeting with AB3 where you expect to get feedback on a project that you are working 
on.”). In the situation descriptions, the setting was represented through typical activities 
that take places within that setting, to make the scenarios more concrete. For instance, the 

3 For privacy reasons, users provided only the initials of people from their social circles.
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settings ‘work’ and ‘casual’ were represented by activities such as ‘having a meeting with 
the supervisor’ and ‘going for dinner with a friend’ respectively.

3.1.2  Participants

The study involved 278 subjects recruited through Prolific Academic,4 a crowd‑sourcing 
platform where researchers can post studies and recruit participants who earn a monetary 
compensation for the time invested in conducting the study. The experiment was approved 
by the ethics committee of Delft University of Technology. 149 subjects were female, 127 
were male, and 2 subjects selected the option ‘other’. The mean age was 36.2, with a stand‑
ard deviation of 12.3.

3.1.3  Procedure

Subjects answered an online survey. First, participants were briefed about the purpose of 
the study. The goal of the study as conveyed to the participants was to collect information 
about the user’s social relationships with different people from their social circle, as well 
as information about social situations involving the user and those people. Then they were 
presented with the two parts of the study.

In the first part, subjects were asked to select five people from their social circle, and 
then were asked questions about their relationship with these people using the set of rela‑
tionship specific features (see Sect. 3.1.1). In the second part, subjects were presented with 
eight hypothetical social situations (see Sect. 3.1.1), which were meeting scenarios between 
them and one of the people that they mentioned in the first part of the study (selected ran‑
domly). Subjects were asked what priority they would assign to each situation on a 7‑point 
Likert scale (ranging from Very Low to Very High).

Furthermore, subjects were asked about the psychological characteristics of each 
social situation using the dimensions proposed in the DIAMONDS taxonomy [41] (see 
Sect. 3.1.1). Subjects were presented with a description of each psychological character‑
istic, and they were asked “How characteristic are each of the following concepts for this 
situation?". Subjects answered on a 6‑point Likert scale, ranging from Very Uncharacteris‑
tic to Very Characteristic.

In total, the dataset consists of information about 1390 social relationships between the 
subjects and people from their social circle, and about the priority level and psychologi‑
cal characteristics of 2224 hypothetical social situations involving the subjects and one of 
these people.

3.2  Results

The collected data is used to build predictive models5 which will be presented and eval‑
uated in this section.

4 https:// www. proli fic. co/.
5 Code available in the supplementary information.

https://www.prolific.co/
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3.2.1  Using psychological characteristics of situations to predict the priority of social 
situations

The task of predicting the priority of social situations was previously explored by Kola 
et al. [29]. In their work, they tested different learning algorithms that took as input the 
features of a social situation to predict the priority of that situation. If we refer to the 
social situation awareness architecture, this work takes as input Level 1 information and 
predicts Level 3 information. The best performing model was random forest, which led 
to a mean absolute error of 1.35, on a 7‑points Likert scale.

For this reason, we also employ a random forest model for predicting priority. In 
our case, the model takes as input the psychological characteristics of a social situation 
(Level 2), as obtained via the procedure described in the previous section, and predicts 
the priority of that social situation (as shown in Fig.  2, top). Specifically, we use the 
RandomForestRegressor implementation from the Scikit‑learn package in Python. We 
split the data and randomly assign 80% to the training set and 20% to the test set. We 
perform parameter tuning by using cross validation on the training set.

The results show that in our model, the mean absolute error is 0.98, which is a sig‑
nificant improvement (Wilcoxon Rank sum test, p < 0.05  ) over the 1.35 mean absolute 
error reported by Kola et  al. [29]. This suggests that psychological characteristics of 
situations are a better predictor of the priority of social situations than social situation 
features, thus supporting our hypothesis (RH).

3.2.2  Predicting the psychological characteristics of social situations

The social situation awareness architecture of Kola et al. [28], says that Level 2 infor‑
mation should be derived from Level 1 information. This is because having the agent 
ask the users about the psychological characteristics of each situation they encounter 
would be too invasive and time consuming. On the other hand, collecting Level 1 infor‑
mation can be done more efficiently, since the information about the social relationship 
can be collected in advance [28]. For this reason, we investigate whether it is possible to 
predict the psychological characteristics of a social situation using as input social situa‑
tion features (see Fig. 2, bottom).

We evaluate the predictions of different regression algorithms: decision tree, 
XGBoost, Random Forest and Multi Layer Perceptron (MLP) using the scikit‑learn 
library in Python. We train the models on 80% of the data, and evaluate them on the 
remaining 20%. We built 8 distinct models, where each model predicts one psychologi‑
cal characteristic, since this approach led to better accuracy than having one model that 
predicts all psychological characteristics at the same time. The model predicts a num‑
ber from 1 to 6 (on a 6 point Likert scale, 1 being Very uncharacteristics, and 6 being 
Very characteristic), and the mean absolute errors are reported in Table  1. From the 
table (column ‘Random Forest’) we can see that, for instance, the model is on average 
1.17 off when predicting the level of Intellect for a social situation. This means that for 
instance, if the real value is 5 (i.e. Moderately characteristic), the model is expected to 
predict a value between 3.83 (i.e. Slightly characteristic) and 6 (i.e. Very characteristic).

In order to assess how good these predictions are, we compare our models with a 
heuristic model that always predicts the mean of the psychological characteristics. 
The results are reported in Table 1 (column ‘Predict Mean’). We see that the random 
forest model significantly outperforms the heuristic predictor for all psychological 
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characteristics apart from Adversity and Deception and always performs at least as well 
as the other predictive models. We use a heuristic model for comparison since this is 
the first benchmark result in predicting the psychological characteristics of a situation. 
Therefore we do not have an existing baseline to compare it with. Including heuristic 
baseline predictors is common practice for new machine learning tasks with no prede‑
termined benchmarks (e.g. [19]). Kola et al. [29] also use heuristic predictors as a base‑
line for priority prediction, and the most accurate heuristic in that work is an algorithm 
that always predicts the mean priority.

In the next section we evaluate whether these predictions are sufficiently accurate to 
be used as an intermediate step for predicting priority of social situations. This allows the 
evaluation of the usefulness this predictive model as part of the bigger social situation 
awareness architecture.

3.2.3  Predicting priority through predicted psychological characteristics

To assess the usefulness of these predicted values for predicting the priority of social 
situations, we predict priority by using as input not the ‘true’ psychological characteris‑
tics of the situation as reported by the participants in the data collection experiment, but 
the predicted ones (Fig. 2, bottom). To do this, we use the model trained in Sect. 3.2.1, 
and feed as input the predicted psychological characteristics from the Random Forest 
model in Sect. 3.2.2.

The model achieves a mean absolute error of 1.37 (Table 2). As expected, there is 
a drop compared to the 0.98 error that we got using as input the true psychological 
characteristics. Nevertheless, we notice that the prediction error is not significantly 
worse than the results reported in Kola et  al. [29], despite using predicted values as 
input (RQ2). This confirms the predictive potential of the psychological characteristics 
of situations. However, it also suggests the need for more research towards predicting 
these psychological characteristics more accurately, since that would lead to an overall 
better prediction of the priority of social situations.

Table 1  Mean absolute errors of the models in predicting the psychological characteristics of situations

Psychological characteristics marked with * represent statistically different results between the best per‑
forming model and the model that predicts the mean (Wilcoxon Rank sum test, p < 0.05 ). Results marked 
in bold represent the best performing models

Psychological 
characteristic

Decision tree XGBoost Random forest MLP Predict mean

Duty* 1.66 1.36 1.34 1.38 1.55
Intellect* 1.48 1.21 1.17 1.23 1.3
Adversity 1.55 1.29 1.29 1.31 1.36
Mating* 0.92 0.87 0.85 0.93 1.03
Positivity* 1.44 1.18 1.14 1.17 1.26
Negativity* 1.51 1.35 1.25 1.39 1.37
Deception 1.14 1.04 1.04 1.09 1.09
Sociality* 1.42 1.06 1.02 1.03 1.13
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4  Study 2: Evaluating explanations

In this section we present the setup of the user study we performed to evaluate explanations 
given by a hypothetical personal assistant agent about why they suggest attending a specific 
meeting, based on Level 1 and Level 2 information (RQ3 and RQ4).

In this study,6 subjects were presented with pairs of social situations (in this case, meet‑
ings), and suggestions from a personal assistant agent regarding which meeting to attend, 
followed by an explanation that included as a reason either Level 1 or Level 2 information. 
Subjects were asked to evaluate these explanations (Fig. 3). The results of this study are 
presented in the next section.

4.1  Design choices and material

In this section we present the choices we made in the design of the experiment, and the 
resulting material used for conducting it.

4.1.1  Simplifications

This study falls under the human grounded evaluation category proposed by Doshi‑Velez 
and Kim [9]: a study with real humans, and a simplified task. The first simplification we 
made had to do with the fact that subjects were presented with hypothetical scenarios and 
explanations. This simplification was necessary since we do not yet have a fully fledged 
support agent ready to use and be tested in practice. Since the proposed scenarios were 
provided by us rather than by the participants themselves, this comes with the risk that 
participants may not actually encounter that particular situation themselves in their own 
lives directly (e.g., some scenarios refer to meetings with work colleagues, however the 
participant might not be employed). For this reason, in this study we opted for a third‑
person perspective, i.e., asking participants to imagine how another user might evaluate 
the explanation if they were to encounter that scenario. Moreover, using existing scenarios 
allowed us to balance which psychological characteristics were used, which was important 
for investigating whether people hold different preferences for different characteristics. The 
second simplification had to do with the fact that the explanations were not formed using a 
specific explainable AI method, but designed by the researchers based on insights from our 
predictive models in Sect. 3.2.

Table 2  Mean absolute errors of the models in predicting the priority of social situations when using differ‑
ent inputs

Results marked with * are significantly different from the others (Wilcoxon Rank sum test, p < 0.05)

Model input Mean absolute error 
in priority prediction

Social situation features [29] 1.35
True psychological characteristics of situations 0.98*
Predicted psychological characteristics of situations 1.37

6 The survey questions and the data can be accessed in the supplementary information.
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In order to make the hypothetical setting as realistic as possible, scenarios were retrieved 
from the the data collected by Kola et al. [26]. In that study, subjects described social situ‑
ations from their lives, and answered questions about the psychological characteristics of 
those situations (Level 2). However, the dataset did not include annotated Level 1 informa‑
tion, which is needed to form the explanations based on this type of information. To per‑
form the annotation, we used information that is available in the description of the situa‑
tions. For instance, if the description says ‘I am meeting my boss to discuss the project’, we 
infer that the role of the other person is supervisor, the hierarchy level is higher and the set‑
ting is work, and consider the information that is not available in the description to be equal 
across situations. Using only explicit information available in the description to infer Level 
1 information allows this procedure to be unambiguous. At this point, we have a dataset 
with situations described by people, annotated in terms of their social situation features and 
psychological characteristics which will be used to form the explanations.

4.1.2  Selecting which information is included in explanations

For an explanation to be realistic, it needs to be based on information that contributed to 
the suggestion of the agent. In order to find the Level 1 and Level 2 information that is 
more likely to have contributed to the priority prediction, we identified the features that 
have the highest weight when predicting the priority of social situations using the TreeEx‑
plainer method of the SHAP package [33]. For Level 1, these features were setting, help 
dynamic, role, relationship quality, age difference, and shared interests. For Level 2, these 
features were duty, intellect, positivity and negativity. We assume that the best explanation 
can be found in this pool of features, since they are the best predictors of priority.

4.1.3  Selecting scenarios

We want users to evaluate the type of information included in the explanations, rather 
than evaluate whether the agent selected the right feature to include in the explanation. To 
facilitate this, we formed pairs of scenarios in such a way that both meetings have a set of 
common situation features/psychological characteristics and a single differing one, which 
would then be used in the explanation. This was done using the following procedure:

• Level 1—Each meeting is annotated with a set of social situation features. To form 
pairs, we selected scenarios that have the same amount of information in terms of 
social relationship features (i.e., same number of social situation features known), and 
that differ in only one social relationship feature.

• Level 2—Each meeting is annotated in terms of its psychological characteristics, rated 
on a scale from 1 (very uncharacteristic of the situation) to 7 (very characteristic of the 
situation). We consider psychological characteristics with a score higher than 4 to have 
a high relevance in the situation, and those with a score lower than 4 to have low rel-
evance. To form pairs, we selected scenarios that have a similar level of relevance (i.e., 
either high or low) for all psychological characteristics except for one, which has a dif‑
fering level of relevance.

In total we formed eight pairs of scenarios, where the differing social relationship features 
were setting, help dynamic, role, relationship quality, age difference, and shared interests. 
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The differing psychological characteristics were duty, intellect, positivity and negativity 
(two pairs for each). For instance, one of the pairs was:

Meeting 1—Alice has planned to meet a colleague because they want to update each 
other about their work.

Meeting 2—Alice has planned to meet another colleague because the colleague needs 
her help to solve a work task.

In this case the differing social relationship feature was the help dynamic,7 which was 
neither giving nor receiving help for the first meeting and giving help in the second (as 
inferred from the scenario descriptions), whereas the differing psychological characteristic 
is the level of duty, which was higher in the second meeting (as annotated by the subjects 
who proposed these scenarios).

4.1.4  Selecting agent suggestions

To determine which meeting the agent should suggest the user to attend, we used a heuris‑
tic procedure based on the prediction models from Sect. 3.2. Through the TreeExplainer 
method [33] we determined whether each differing feature contributes to a higher or a 
lower priority level. Since meetings differ in one feature (for each of Level 1 and Level 
2), that feature is used as the tie breaker to determine which scenario should have higher 
priority. Scenarios were selected in such a way that the agent would make the same sugges‑
tion regardless whether it uses Level 1 information or Level 2 information for the predic‑
tion. This was done to minimize the effect that the agent suggestion has on the evaluation 
that the subjects give about the explanations. For the aforementioned pair, Meeting 2 has a 
higher priority because, based on the prediction models:

• Meetings where someone is expected to give help have a higher priority (Level 1 infor‑
mation);

• Meetings with a higher level of duty have a higher priority (Level 2 information).

4.1.5  Selecting explanations

To form the explanations, we followed insights from research on Explainable AI which 
suggests using shorter explanations that have a comparative nature [35, 52]. For this rea‑
son, explanations include only the differing feature between the meetings (one for each 
explanation), and are phrased as comparisons between the available choices. For the previ‑
ously introduced pair of scenarios, the explanations would be:

Explanation based on Level 1 information—Alice should attend Meeting 2 because she 
is expected to give help, while in Meeting 1 she isn’t, and meetings where one is expected 
to give help are usually prioritized.

Explanation based on Level 2 information—Alice should attend Meeting 2 because 
because it involves a higher level of duty, which means she is counted on to do something, 
and meetings involving a higher level of duty are usually prioritized.

7 The feature help dynamic can take the values giving help, receiving help, neither giving nor receiving 
help.
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4.2  Measurement

In order to evaluate how good the explanations are, we first need to decide on a set of 
criteria based on which they can be evaluated. Vasilyeva et al. [55] suggest that the goal 
of the explainer is key in how the explanations are evaluated. Different goals of explain‑
able systems identified in the literature are transparency, scrutability, trust, persuasiveness, 
effectiveness, education, satisfaction, efficiency and debugging [4, 49, 56]. In our setting, 
the objective of the personal assistant agent is to justify its suggestions so the user can 
decide to accept them or not. Therefore, its main goal is to offer clear and understandable 
explanations for the reasons behind the suggestion, which relate to the goals transparency 
and satisfaction. Furthermore, we want to assess the persuasive power of the explanations.

To assess how clear the explanations are, we use an adapted version of the explanation 
satisfaction scale [22]. From the scale, we use the following statements:

• The explanation of [...] is satisfying;
• The explanation of [...] has sufficient detail;
• The explanation of [...] seems complete;

We do not include the items of the scale that refer to accuracy, trust, usefulness to goals 
and whether the explanation tells the user how to use the system, since these items are not 
related to the goals of the envisioned support agent.

To further inquire about the clarity and understandability of the explanations, we add 
the following statement:

• The explanation of [...] is in line with what you consider when making similar deci‑
sions;

This is done because we expect that being presented with information which is similar 
to what they consider when making similar decisions would make the explanations more 
understandable for the user.

Lastly, another goal of the agent is persuasiveness, which means how likely are the 
explanations to convince the user to follow the suggestion. This was captured through the 
following question:

• The explanation of [...] is likely to convince Alice to accept the suggestion.

These items were rated on 5‑points scales which were different for each experimental set‑
ting, as specified in Sect. 4.4.1 and Sect. 4.4.2.

4.3  Participants

In total, we recruited 290 subjects through the crowd‑sourcing platform Prolific Academic. 
The study received the approval of the ethics committee of Delft University of Technology. 
Participation was open to members that had listed English as their first language. Every 
subject was compensated for the time they spent completing the study, as per the guide‑
lines of the platform. The study consisted of two experiments. For the first experiment we 
recruited 100 subjects. Of these, 55 were female, and 45 were male, with a mean age of 
31.1 and a standard deviation of 11.8. For the second experiment we recruited 190 subjects. 
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Of these, 108 were female, 80 were male, 1 selected the option ‘other’, and 1 selected the 
option ‘prefer not to say’. They had a mean age of 29.98 with a standard deviation of 10.28.

4.4  Procedure

In this section we introduce the procedure that was used for this study. The study con‑
sisted of two experiments. In the first experiment (between‑subject design, RQ3, top part 
of Fig. 3), participants are shown either an explanation based on social situation features 
(Level 1 information), psychological characteristics of the situation (Level 2 information), 
or a control explanation based on features that were considered not useful. In the second 
experiment (within‑subject design, RQ4, bottom part of Fig. 3), we show participants both 
Level 1 and Level 2 explanations for a specific suggestion by the agent, and ask them to 
compare these explanations and indicate which one they prefer. Both experiments were 
conducted as online surveys, and the subjects were recruited through the crowd‑sourcing 
platform Prolific Academic. The experimental procedure was similar in both experiments:

• Introduction—Subjects were informed about the study and were presented with the 
consent form.

Fig. 3  Conceptualization of Study 2, used to assess Research Questions 3 (top part) and 4 (bottom part)
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• Demographics—Subjects were asked about their age and gender to check whether the 
population sample was sufficiently broad.

• Case-study—Subjects were introduced to Alice, a hypothetical user of the socially 
aware personal assistant agent. Subjects were told that during a specific week Alice is 
particularly busy, so the agent makes suggestions which meetings she should attend and 
which ones she should cancel.

• Scenarios—Subjects were presented with a pair of meeting scenarios, and they were 
asked which meeting they would suggest Alice to attend. This was asked to control for 
biases that they would have regarding the agent’s suggestions, in case their own opinion 
differed from that of the agent. Furthermore, in an open question they were asked about 
the reasons behind this suggestion. This was asked to get more insights into the reason‑
ing process of subjects in such situations. In total subjects were presented with four 
pairs of scenarios.

• Evaluation of explanations—Subjects that made suggestions in line with the agent were 
presented with the full questionnaire which included all measures from Sect. 4.2. Sub‑
jects that made suggestions that were different from what the agent would suggest were 
presented with a question regarding the persuasiveness of the different explanations 
(namely: “The explanation offers convincing arguments”). This was done to take into 
account biases: We expect that subjects that do not agree with the agent suggestion 
would be implicitly evaluating the suggestion rather than its explanation.

In the next subsections we present the specifics of each experiment.

4.4.1  Experiment 2.1

This part of the study had a between‑subjects design. Subjects were presented either with 
explanations based on Level 1 information, Level 2 information, or they were part of the 
control group, which we added to serve as a baseline. In related work (e.g., [52]), control 
groups normally do not include an explanation, since the goal is usually to evaluate the 
impact of the explanation in the overall quality of the suggestion. However, in our setting 
that would be obsolete since the questions specifically refer to explanations. For this rea‑
son, in the control group subjects were presented with explanations that included informa‑
tion that could in principle be useful for determining the priority of meetings, but did not 
make sense for those specific scenarios. Explanations in the control group included infor‑
mation such as weather, geographical location or time. For instance, an explanation was 
“Alice should attend the first meeting because it is spring".

This design presents subjects with only one type of explanation, so the evaluation is 
absolute rather than relative to the other explanation types. This allows us to answer RQ3: 
to what extent can social situation features and psychological characteristics of situations 
be used as a basis for explanations?

The aforementioned measurements were presented as statements such as “The explana‑
tion provided about the reasons why the agent suggests Meeting 2 is satisfying". Subjects 
could answer on a 5‑point Likert scale, ranging from Strongly disagree to Strongly agree.
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4.4.2  Experiment 2.2

This part of the study had a comparative within‑subject design. This design presents sub‑
jects with two explanations for each pair of scenarios: one based on Level 1 information, 
and one based on Level 2 information. Through this setting, we address RQ4: when do 
people prefer one type of explanation versus the other? The measurements were framed as 
comparisons, for instance “Which explanation do you consider more satisfying?". Subjects 
could answer ‘Significantly more Explanation A’, ‘Slightly more Explanation A’, ‘Both 
equally’, ‘Slightly more Explanation B’ and ‘Significantly more Explanation B’.

4.5  Results and discussion

In this section we present the quantitative results of the two user studies described 
above, and we analyze the answers to the open question.

4.5.1  Experiment 2.1

Each of the subjects was presented with four pairs of scenarios, which means 400 pairs 
of scenarios were shown to subjects across the different conditions (128 pairs in the 
Level 1 group, 140 pairs in the Level 2 group, and 132 pairs in the control group). In 
73% of the total cases, subjects would suggest Alice to attend the same meeting that 
the agent would suggest. Figure 4 presents the subjects’ answers for each of the meas‑
urements regarding the explanation provided by the agent. This applies to the subjects 
whose suggestions were in line with the suggestions of the agent.

The majority of the subjects considered the explanations based on Level 1 or Level 
2 information to be complete, satisfying, in line with how the subjects reason, likely to 
convince the user, and having sufficient information. While explanations based on Level 
1 or Level 2 information were thus considered positively, on the other hand, subjects 
strongly disliked the explanations offered in the control setting. This confirms that the 
positive effect was not just due to the presence of an explanation as such, since sub‑
jects do not give a positive evaluation to an explanation which does not apply to the 
suggestion.

The answers of the subjects whose suggestions were not in line with the suggestion 
of the agent are presented in Fig. 5. We see that subjects do not find the explanations of 
the agent to provide convincing arguments. This shows that there is some inherent bias, 
and that subjects are implicitly evaluating the quality of the suggestion too, and not just 
the explanations. However, we notice that explanations containing Level 2 information 
are still seen as convincing in 40% of the cases, compared to 21.6% for explanations 
containing Level 1 information.

To control for statistical significance we perform the Kruskal‑Wallis test, a non‑para‑
metric version of ANOVA which can be applied to non‑normally distributed data like in 
our case. Results showed that there is significant difference between the condition means 
for each of the measurements ( p < 0.001 ). To control for differences between the pairwise 
conditions, we perform Dunn’s test. Results show that the evaluation of both level 1 and 
level 2 explanations are significantly different from the explanations of the control group 
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across all measurements ( p < 0.01).8 However, when comparing the evaluations of level 
1 explanations to those of level 2 explanations, the difference is not statistically significant 
for any of the measurements ( p > 0.05).

This experiment allows us to answer RQ3: Approximately 70% of the subjects find the 
explanations based on Level 1 or Level 2 information to be complete, satisfying, in line 
with the way the subjects reason, likely to convince the user, as well as containing suffi‑
cient information. This makes such information a good candidate for forming explanations 
in personal assistant agents.

Fig. 4  Answer distributions for the different measurements. The x axis represents the answer options for 
each of the levels. ‘Strongly agree’ and ‘Somewhat agree’ were grouped together as ‘agree’, and ‘Strongly 
disagree’ and ‘Somewhat disagree’ were grouped together as ‘disagree’. The y axis shows the percentage of 
subjects that gave a specific answer

8 Results remain statistically significant after being adjusted with the Bonferroni [10] and the Benjamini‑
Hochberg [2] methods.
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4.5.2  Experiment 2.2

The goal of Experiment 2.2 was to evaluate RQ4. Results are presented in Table 3. First of 
all, for each measurement we report the answer distributions across the different scenario 
pairs based on which psychological characteristic was salient in the pairs. The results show 
that the preferences of the subjects vary between situation types. However, we notice con‑
sistency within types: for a specific pair, subjects tend to prefer the same explanation across 
all measurements. Given this, for simplicity we will abuse terminology and say that sub‑
jects prefer one explanation over the other in a pair of scenarios when the subjects prefer 
that explanation for at least four measurements.

From the answer distributions, we notice that in situations where duty is the salient fea‑
ture, subjects prefer explanations involving Level 2 information. On the other hand, in situ‑
ations where negativity is the salient feature, subjects strongly prefer explanations involv‑
ing Level 1 information. This seems to suggest that subjects do not like explanations that 
have a negative framing,9 For situations where the salient feature is intellect or positiv‑
ity we cannot reach a clear conclusion regarding which explanation is preferred, since the 
results are different across pairs and seem to be context dependent.

To control for statistical significance we perform Friedman’s test, a non‑parametric 
alternative to repeated measures ANOVA since our data is measured on an ordinal scale 
rather than continuous. For each measurement, the test controls whether the answers in 
each situation type (Duty‑salient, Intellect‑salient, Negativity‑salient and Positivity‑sali‑
ent) differ. Results show that the answer distributions significantly differ ( p < 0.05 ) for 

Fig. 5  Answer distribution for the subjects who would make a suggestion different from the agent’s

9 The explanation involving Level 1 information was “Alice should attend Meeting 2, since in it she is 
meeting someone with whom she has a better relationship, and meeting with people with whom one has a 
better relationship are usually prioritized." while the explanation involving Level 2 information was “Alice 
should attend Meeting 2, since Meeting 1 could entail a high level of stress, and meetings that entail a low 
level of stress are usually prioritized".
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all measurements apart from ‘in line with subject’. Friedman test is an omnibus test statis‑
tic, which indicates that there are significant differences in which explanations are seen as 
more satisfying, complete, having more sufficient information and likely to convince the 
user based on situation type, but does not tell which specific situation types have a signifi‑
cant effect on these measurements. For this, we conduct a post‑hoc analysis in which we 
performed the Conover’s test for pairwise comparisons in situation types. Confirming the 
insights from the answer distributions, we notice that the preferred explanations in situa‑
tions where Duty is the salient feature significantly differ from situations in which Negativ‑
ity is the salient feature ( p < 0.001 ). For the other situation types there is no significant 
effect across measurements.

This experiment gives some insights towards answering RQ4. It shows that subjects 
prefer explanations involving Level 2 information when duty is the salient feature, and 
explanations involving Level 1 information when negativity is the salient feature. However, 
this experiment also shows that more research is needed to determine which type of expla‑
nation is preferred for each situation. Overall, an agent that can give explanations includ‑
ing information from either level is beneficial, since the preferred explanation is context 
dependent and can vary.

4.5.3  Open question analysis

After answering which meeting they would suggest to Alice, subjects were also asked 
about the reasons behind this suggestion. This was done to assess the type of information 
that users would include in their reasoning, and how it compares to the explanations given 
by the agent. The results are presented in Fig. 6. The answers were analyzed by the first 
author in a two step procedure, following guidelines from Hsieh and Shannon [23]. The 
first step involved summative content analysis. In it, each open answer was labeled to refer 

Fig. 6  Distribution of reasons given by the subjects when asked why they would suggest attending a spe‑
cific meeting
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to Level 1 information, Level 2 information, or neither. To assign a label, keywords for 
Level 1 information were extracted from the social situation features, whereas keywords 
for Level 2 were extracted from the descriptors of the psychological characteristics of situ‑
ations. The second step involved the open answers which did not fall under Level 1 or 
Level 2 information. For these answers, we performed conventional content analysis. This 
involves coming up with categories based on the data, rather than using preconceived cate‑
gories. After reading the answers multiple times, keywords were highlighted as labels, and 
then clustered in cases when the keywords are logically connected. This analysis is explor‑
atory and does not intend to provide comprehensive answers on the reasons that users have 
for deciding between meetings.

The results show that in more than half of the cases, subjects offered a reason that 
involved either the Level 1 or the Level 2 relevant feature for that pair. This confirms that 
subjects also reason themselves in terms of this information in many cases. Level 1 infor‑
mation was mentioned significantly more than Level 2 information, but this was to be 
expected since Level 1 information is directly present in the description of the meetings, so 
it is more salient.

From this open question we can also extract other types of information that users find 
relevant. For instance, in 12% of the cases subjects gave a reason that was related to tempo‑
ral aspects, such as ‘Meeting 1 is more urgent’, or ‘Meeting 2 is more difficult to resched‑
ule’. This feature should be considered for inclusion to the list of Level 1 situation features, 
since it was consistently mentioned by subjects. Two other reasons that were consistently 
mentioned were ‘more beneficial’ and ‘more important’. Subjects also mentioned various 
other similarly vague answers (e.g. ‘better’) which did not appear consistently, therefore 
were clustered under ‘other’. Such answers show that subjects often do not explicitly dig 
deeper into the reasons, but offer only superficial ones.

When taking a closer look at subjects who in the open question used Level 1 or Level 
2 information, we notice that the reasons that the subjects give do not necessarily match 
with their preferred explanations. In 43% of the cases, in the open question subjects gave 
as a reason for their suggestion information from one of the levels, and in the questionnaire 
they preferred the explanation that included information from the other level. For instance, 
in the open question for Pair 5 one of the subjects says “Meeting two will be more enjoy‑
able and less stressful", which fits almost perfectly with the explanation given by the agent 
that involves Level 2 information. However, in the questionnaire this subject always prefers 
significantly more the explanation that includes Level 1 information. This ‘flip’ happens 
in both directions: in 50% of cases it’s from Level 1 to Level 2 and in 50% the other way 
around. This suggests that there are users that want to hear explanations that differ from the 
reasons that they thought about themselves, providing another perspective on which expla‑
nations the agent should provide to the user.

5  Conclusions

5.1  Discussion

In this work, we explore the effect of incorporating information about the psychological 
characteristics of situations in a socially aware agenda management support agent. To 
assess the benefits of this approach, we evaluate its contributions in improving the accuracy 
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of the agent predictions, as well as in providing more satisfying explanations for the sug‑
gestions to the user.

Automatic agenda management has been previously used as a test bed for studying how 
to model social relationships in agents. For instance, Rist and Schmitt [44] introduce an 
agent that negotiates meetings on behalf of the user. The agent incorporates in its nego‑
tiation process information regarding how important the meeting is for the user, as well 
as information regarding the relationship quality between the user and the other person. 
Such an agent would benefit from the ability to automatically assess the priority of the 
different meetings from the point of view of the user. We hypothesized that the priority of 
meetings can be accurately predicted using as input the psychological characteristics of 
the meeting. Results in Sect. 3 show that psychological characteristics of situations are a 
significantly better predictor of the priority of situations than social situation features, thus 
supporting our hypothesis. Thus, using our approach for predicting the priority of social 
situations would be beneficial for support agents. Asking the user about the psychological 
characteristics of each individual situation would be a cumbersome task. For this reason, 
we explore whether this information can be assessed automatically. We show that using a 
random forest model that take as input the social situation features of a situation allows us 
to accurately predict the psychological characteristics of that situation. Collecting social 
situation features is a less invasive task, since information about social relationships can be 
collected once and used across multiple interactions. Murukannaiah et al. [37] show that 
active learning can be used to collect information in a less invasive manner.

In Sect.  4, we show that people find explanations based on social situation features 
and psychological characteristics of situations to be satisfying, containing sufficient infor‑
mation, complete, in line with how they think, and convincing. Using brief explanations 
focusing on why a certain suggestion was made as opposed to the alternative led to sat‑
isfying explanations, in line with findings from related work [35, 43]. Furthermore, we 
notice that when the suggestions of the agent are not in line with people’s expected sug‑
gestions, they do not like the explanations. This is in line with findings reported by Riveiro 
and Thill [45]. Work on explanations for recommender systems [50] suggests that the type 
of information contained the explanation affects the perceived quality of the explanation. 
Our work represents a first attempt in evaluating what type of information is preferred in 
recommendations regarding social situations. Our findings show that people prefer expla‑
nations based on psychological characteristics in situations where the level of duty is rel‑
evant, and explanations based on social situation features in situations where the level of 
negativity is relevant. Both types of explanations were evaluated positively, indicating that 
it may be beneficial if support agents were able to give explanations based on both types of 
information.

Overall, our results suggest that incorporating information about psychological charac‑
teristics of the user’s situation can be beneficial for support agents, since it would enable 
them to more accurately predict information that can be used as a basis for suggestions and 
for explaining the suggestions to the user.

5.2  Ethical impact

Several ethical considerations have to be made before deploying an agent to offer support 
in the real world. First of all, the agent’s assessments of the priority of situations can be 
inaccurate, thus offering to the user suggestions that can have social repercussions. For 
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this reason, in our use case the decision remains in the hands of the user, and the agent 
also offers explanations for its suggestions. However, this also does not fully mitigate ethi‑
cal risks. For instance, the agent might wrongly infer that a specific social situation has a 
high level of negativity, and inform the user about it in an explanation. However, if this is 
a situation which is sensitive for the user, the explanation can cause distress. Therefore, it 
is important to increase prediction accuracy, as well as to have more studies that assess the 
effects on a user of using such an agent on a daily basis.

5.3  Limitations and future work

In this work, results were based on the use case of a socially aware personal assistant agent. 
Future work should extend the findings for different types of support agents and other sup‑
port domains. Here it will be particularly interesting to investigate if the general nature 
of psychological characteristics makes them a good candidate to predict other aspects of 
social situations besides their priority. Assuming a support agent that can assist in various 
tasks and different daily situations, having a common conceptual grounding for assessing 
the meaning of situations for the user could have advantages for human–machine meaning 
making. Furthermore, in this paper we used a hypothetical setting in order to be able to 
gather larger amounts of data in a controlled way. Based on the results from this hypotheti‑
cal setting, it is important to build a prototype support agent in order to test the methods in 
real tasks.

While answering Research Questions 1 and 2 we found that predicting the psychologi‑
cal characteristics of situations accurately is crucial in order to better predict the priority of 
situations. In future work, we will explore other techniques, such as using natural language 
processing techniques to extract the psychological characteristics of situations from textual 
descriptions of situations. Lastly, Study 2 shows that while both social situation features 
and psychological characteristics of situations can be the basis of explanations given by 
support agents, more research is needed to determine which type of explanation to give in 
which situation.

6  Supplementary information

The survey questions, the data and the source code for both studies can be accessed in the 
supplementary materials in https:// doi. org/ 10. 4121/ 16803 889.
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